National Technical University of Athens

School of Mechanical Engineering

Inter-Departmental Program of Postgraduate Studies

Automation Systems

Path planning for Underwater Vehicle - Manipulator
Systems based on task-specific pose configurations

for efficient manipulation

NIKOLAOS A. KAMPRAS

(Diploma in Electrical and Computer Engineering, N.T.U.A.)
Submitted in partial fulfillment of the requirements for the degree of

MSc in Control and Robotic Systems

Master Thesis Advisor: Professor Kostas J. Kyriakopoylos

Athens, October 2013



[This page intentionally left blank.]



EOviko Metoofio IToAvtexvelo
Lx0oA1) MnxavoAoywv Mnxavikwv
Awxtunuatko Iodyoappa Metamtuxiaxaov Zmovdwv

Lvotuata AVTOpHATIONOD

™
»*
Z
m

40,

nVpPPoPpos

POMHOEYV S

q3

Lxedltaopnog mopetag Ymopouxiwv Xuotnuatwy
Oxnpatog - Bopaxiova Baoiopévog o kataAAnleg
OLATAEELS VI ATOTEAETUATIKO XELQLOUO

NIKOAAOX A. KAMIIPAX
(AtmAwpatovyog HAektpoAdyog Mnxavikog
kot Mnxavikog YroAoyotwv, E.M.IT)
KatatéOnie yax ) HeQkr) eKTANQWOT) TV VTOXQEWTEWY YL

TNV AmOKTNON TOL AMAWUATOS [e TiTAO

Metantuxiako IIgoyoappa Ewdikevong

ot
Lvotnuata Avtopatov EAéyxov kat Popmnotikng

YrmevOvvog KaOnyntnc: Kwvotavtivog I. KvplakomovAog

AOMva, Oxtwpotog 2013



Path planning for Underwater Vehicle - Manipulator
Systems based on task-specific pose configurations

for efficient manipulation

MASTER OF SCIENCE THESIS

Copyright © 2013 by Nikolaos A. Kampras

All Rights Reserved

Contact info:

nikkampras@gmail.com

Submitted in Partial Fulfillment of the Requirements
for the Degree of MSc in Control and Robotic Systems
in the School of Mechanical Engineering at the

National Technical University of Athens, 2013

Athens, Greece

iv



TN UVNVY TOV TTATTTTOV (UOV,

[wbpyov



[TeQiAnym®

H avamtuén autoévopwv vmofpuxlwy pOUTOTIKOV CUCTNUATWY UE GTOXO TNV EMITELEN
VTTOOAAOCLWY EMEUPATIKWOV €PYACLOV €lval éva TOAD onNpavTikd Ofpa €peuvag pe
paySala avantuln oto medio TG PoumoTIkNG. A TV EKTEAEOT] ATTOCTOAWV TOU
amaltolv aAANAemidpacon pe To @UOKO TePLBdAiov xpnoipomolovvtal vTolplxla
oxnuata eomAlopéva pue popumotikd PBpoayiova (Underwater Vehicle - Manipulator
System, UVMS). Omtw¢ givat avapevopevo, ToAAG evSla@épovta {NTHHATA TIPOKVUTITOUV
KAt ™V oxedlaon texvikwv eAéyxov auvtovopuwv UVMS, otoxebovtas otnv BeAtiwon

NG LKAVOTNTAS TOUG Yo GAANAETIS pao.

To avTike{pevo aUTNG TG LETATITUXLAKNG EPYATiag eival 1) avATTTLEn €vag TTPoBATUATOS
BeAtiotomoinong amd to omolo mpokUTTEL N BEATIOTN Satadn evog UVMS dcov agopa
OTNV ATIOTEAECUATIKY GAANAETISpaoT e To QUK TepBdAiov AauBdvovtag vt oYLy
OTL TPOKELTAL YA €va oUOTNUA pe TAgovalovteg Babuovg eievBepiag. Tavtdxpova,
Stao@aiiletal 0TI SlxPopwv 8wV meploplopol tkavomolovvtal Aut 1 BEATIoT
Suatagn tou UVMS avtiotolyel OTIC ATMAUTNOES NG EKACTOTE EPYACIAG KOL OF
OUYKEKPLUEVO KpLTNplo BeATIoTOTOMONG TO OTtolo €ao@aAilel v peylotomoinon piag
OUYKEKPLUEVNG VOPUAS TOU SLOVUCGUATOG YEVIKEVUEVTG SUVAUNG/POTING TTOU UTTopEl va

aoknoeL o Bpaylovag.

To mapamavw mpofAnua PBeAtiotomoimong cvpmeplapfavetal oe evav aAyoplduo
oxeblaopol Spopov yia UVMS mouv aiAnAemidpovv pe to mepBdAiov. AeSopévou OTL 1
Swadikaoia eAéyyxov evog UVMS TpaypATOTOLEITOL GTO XWPO TwV apOpwoewv, o
TIPOTEWVOUEVOG OAYOPLONOG TTAPEXEL O TIPAYUATIKO XpOvo pia akoAouBia BEATIOTWV
Statagewv 1 omola 08nyel otadiakd To cuaTNUA 6TV TeEAKN BEATIoTN B€0om Kal Sidtadn
TIPOKELUEVOU VA UTIOPEL VX QOKNOEL TNV EMBOULUNTYH YeEVIKELMEVN SUVaUN/pOTH} GTO
OUOIKO TIEPLBAAAOV.

Aapfdavovtag vt GYLy OTL OL N YPAUULKOL TIEPLOPLOOL TTIOV TIPETIEL VA LKAVOTIOLOUVTOL

kaBlotolv v Sladikacia BEATIOTOTOMONG TTOAVTIAOKT KL UTTOAOYLOTIKA OTTOLTITIKT,

TpOTElVETAL €VaG EVOAAAKTIKOG aAyoplOuog oxedlaopol Sploov OTO XWPO TWV

* AOyw NG TANBWPAG EEELSIKEVUEVWV OPWV TIOV EUTIEPLEXOVTAL GTNV TIAPOVOA EPYATIA, OL OTIo(0L
SVOTUYXWG SEV TUYXAVOUV ETILITUXTMEVNG HETAPPAONG oTa EAANVIKG, kpiBnke TTpoTIUdTEPO QAUTY
va ypatel €€ odokAnpov otnv AyyAwkn yAwooa. Ilap’ 6Aa autd, o qutiv TNV evotnta
TIEPLEXETAL Lot oVVTOUN TIEPIANYM ot EAANVIKA.
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apBpwoewv. Autn 1| TPocéyyLlon eMLTayVVEL T Sladikaoia VTTOAOYLIGUOV Kol PaiVETAL va
elval KATaAANAGTEPT YLX TEXVIKEG oXeESLAOOU Spopov o€ TTpaypatiko xpovo. H Baowkn
16€a TNG £YKELITAL GTNV €QAPUOYN TNG AvAAvoNG svalcOnoiag oe pior EMOUVAANTITIKY

Sadikaoia TpokeLEVOU va vTToAOYLaTEL 1 akoAouBia BéATIoTWY Statdewv Tov UVMS.

H amodoon twv mpotevopevwy adyoplBpwy oxedlacuol 6pOHoU Kal Tou TPoRANUATOS
BeAtiotomoinong wg éva UEPOG TOU GUVOAIKOU OXNUATOG €AEyxou OAANAemiSpaomg
KATASEIKVUETAL HECW ULAG OELPAS TIPOGOUOLWaEWY 6To MATLAB 6mov Siagpopa oevapia
pueAetwvtat. To oavtdovouo UVMS, 1o poviédo Tou omoiov vloBeteital oTIg

TPOGOUOLWOELS, amoTeAElTal amd To Girona500 AUV kat to Bpayiova ARM 5E Micro.

A€Eerg KAeldua: YmoBpUyla Zvotiuata Oxfquatog-Bpayxiova (UVMS), ‘EAeyxog
oAAnAemiSpaong, Mn I'pappikos Tpoypauuatiopds, AAyopBpog oxediacuot 6popov,
Avalvon evalobnoiag
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Abstract

The development of completely autonomous underwater robotic systems to accomplish
complex subsea intervention tasks is one of the most important and rapidly increasing
topics in underwater robotics research field. In case of missions that require interaction
with the environment, underwater vehicles are equipped with a robotic arm to perform
manipulation tasks; in this case the system is usually called Underwater Vehicle-
Manipulator System (UVMS). As expected, many challenging issues arise from designing
interaction control schemes for autonomous UVMS, aiming at the improvement of their

intervention capability.

The scope of this master thesis is the development of an optimization scheme that
provides the optimal hovering pose configuration of an UVMS for efficient interaction
with the environment, exploiting the redundant dofs of the combined system and
ensuring that several constraints are satisfied. This optimal hovering pose configuration
corresponds to several intervention requirements and a certain performance criterion
ensuring the maximization of a meaningfully defined norm of end-effector interaction

wrench vector.

This optimization scheme is incorporated as part of a path planning scheme for UVMS
interacting with the environment. Since the control action on the UVMS is carried out in
the joint space, a suitable algorithm is proposed to provide in real time a sequence of
UVMS pose configurations that leads in a smooth way to the final optimal configuration
for efficient interaction wrt the pre-specified performance criterion. Thus, this algorithm
includes the aforementioned optimization scheme and plays the role of an on-line path

planner in the joint space of the UVMS during the “reach-to-grasp” phase.

Considering that the nonlinear constraints to be respected make the optimization
procedure complicated and computationally intense, a second path planning scheme in
the joint space of the UVMS is proposed. This approach speeds up the computation
procedure and seems to be more convenient for on-line motion planning schemes. The
key idea behind this approach lies in applying sensitivity analysis in an iterative process

to derive the sequence of optimal UVMS pose configurations.

viii



Finally, the performance of the developed motion planning algorithms and optimization
scheme as part of the overall interaction control scheme is demonstrated through a
series of simulation studies in MATLAB where various underwater scenarios are
considered. The autonomous UVMS, used for the simulation studies, is composed of the

Girona500 AUV and the ARM 5E Micro manipulator.
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CHAPTER 1

Preface

1.1 Introduction

Underwater Vehicles

Exploring underwater environments in traditional ways using manned systems and
human divers is unequivocally a quite difficult and hazardous task. Therefore,
Unmanned Underwater Vehicles (UUV), that can perform difficult missions without
risking human lives, are gradually becoming popular and effective tools to help people
see and touch this unfamiliar world. Currently, underwater vehicles are utilized in many
fields, such as in the scientific, military and industrial ones. In the scientific field, they
are often used in oceanographic researches to map seafloors and monitor ocean
environments, while in the military field they are used for surveillance and
reconnaissance. Finally, in the industrial field they serve as a means for surveying and
exploring undersea resources as well as for inspecting and maintaining offshore/subsea

plants and structures.

Such unmanned underwater vehicles are often classified into two types - Remotely
Operated Vehicles (ROV) and Autonomous Underwater Vehicles (AUV). The term ROV
denotes an underwater vehicle physically linked (Fig. 1.1a), via the tether, to an
operator that can be on a mother surface ship or submarine. The tether is in charge of
giving power to the vehicle as well as closing the manned control loop. Such vehicles are
suitable for performing energy-intensive tasks, but their range of activities and speed
capabilities are limited. On the other hand, AUV may be defined as a not-tethered
holonomic (i.e. hover capable) or non-holonomic (i.e. torpedo shape, propulsor at the
rear) vehicle (Fig. 1.1b) having the potential to operate autonomously, at low cost and
unconstrained by various disturbances. Therefore, their power capabilities and
operating times are limited, relying on onboard power system and intelligence.
However, AUV are superior to ROV in speed and coverage, requiring little or no human
supervision. In [1-3] the state of the art of several existing AUV and their control

architectures are presented.



(b)

Figure 1.1: (a) VideoRay Pro 3 ROV [4], (b) Marlin AUV [5].

Underwater Vehicle - Manipulator Systems (UVMS)

In case of missions that require interaction with the environment, UUV can be equipped
with one or more manipulators to perform complex underwater tasks; in this case the
system is usually called Underwater Vehicle-Manipulator System (UVMS) that
correspond to redundant non-inertial (i.e. free-flying base) robotic arms. The growing
interest in undersea technology has resulted in the development of many new
approaches for improving the undersea intervention capability of UVMS. Developments

and studies on UVMS modeling and control can be found in the literature [3, 6-37].

Currently, the state of the art of underwater manipulation is based on ROV carrying a
tele-operated manipulator (Fig. 1.2a) [38-40]. Human operators are in charge of
remotely controlling the vehicle actuators and the manipulator by, e.g., a master-slave
technique. This human-piloted scheme causes several operational difficulties, including
inaccurate trajectory tracking and force control, time delays in the man-machine control
loop, and fatigue and reduced performance of the human operator. Moreover, the
operators are often required to be physically near to the vehicle-manipulator system,

which raises the risks and costs involved with the mission to be executed.

To overcome the above problems, research efforts are aimed at developing completely
autonomous UVMS, using the so-called intervention AUV (Fig. 1.2b). This fascinating
scenario, where [-AUV do the work autonomously, comes at the cost of endowing the
robot with the intelligence needed to keep the operator out of the control loop. UVMS
must be capable of assessing a situation, including self-calibration based on sensory
information, and executing or revising a course of manipulating action without

continuous human intervention and supervision.

2
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Figure 1.2: (a) H2000 ROV equipped with 2 manipulator arms [41],
(b) TRIDENT project I-AUV [42].

In particular, the UVMS must simultaneously control the position of the end-effector and
the force applied to the environment. Therefore, one of the basic tasks to be
accomplished is handling of motion coordination of the bodies constituting the UVMS
considering the nonlinear and coupled dynamics between underwater vehicles and their
manipulator systems. A detailed mathematical model of an UVMS is required to develop
a control scheme that considers the nature of the system. Another main issue in
designing and implementing a control system for autonomous manipulation of an UVMS
is ensuring a reliable behavior within the workspace, and avoiding collisions, system
instabilities and unwanted motions while performing the required task that is
theoretically executable. Furthermore, UVMS must not be carried away by ocean
currents. However, this is not an easy task to accomplish in practice. Many underwater
vehicles are underactuated, which implies that the system has fewer control inputs than
the number of degrees of freedom (dofs). As a result, it gets complicated to control such
systems when they are exposed to environmental forces. Hence, the controller for
dynamic positioning of underactuated vehicles must be designed considering the nature

of underactuated systems.

In conclusion, UVMS are complex systems characterized by several strong constraints

that must be taken into account when designing a interaction control scheme:

e Uncertainty in the model knowledge, mainly due to the poor description of the
hydrodynamic effects

o Complexity of the mathematical model

e Structural redundancy of the system

o Difficulty to control the vehicle in hovering, mainly due to the poor thrusters’

performance



e Dynamic coupling between vehicle and manipulator
e Low sensors’ bandwidth

e Underactuation

In literature there are only few examples of UVMS such as ODIN, OTTER I-AUV, SAUVIM
[6], VORTEX [19], ALIVE [43] and RAUVI [44].

1.2 Verbal Problem Statement

In the framework of the development of completely autonomous UVMS, one of the main
issues to be resolved is handling of motion coordination between the vehicle and the
manipulator to successfully execute intervention tasks. Some common underwater
intervention tasks to be accomplished by UVMS could be the manipulation of valves and
switches on underwater facilities such as control panels on hydrocarbon underwater
sites, the inspection and maintenance of underwater structures and the object recovery
and sampling from the sea bottom. In order to perform an intervention task the vehicle
has to temporarily dock or hover near the desired target point. The determination of the
optimal docking/hovering position of the vehicle or more precisely the appropriate pose
configuration of the UVMS wrt several intervention tasks’ requirements is a matter of
increased interest in the research field of undersea intervention technology and has

attracted a lot of attention during the last years [45-47].

When UVMS are expected to perform underwater intervention tasks two issues arise

even if the desired target point (i.e. end-effector pose) is considered as known:

¢ In most cases, although the interaction wrench vector (combined force and torque)
may be known in terms of direction, based on a priori information (e.g. CAD plans of
a valve in a particular installation), sensory information or a fusion of them, it is
usually unknown in terms of magnitude (e.g. the torque needed to turn a valve may
change in time due to corrosion etc.).

e When approaching the interaction spot (i.e. during the “reach-to-grasp” phase) or
when interacting, disturbances possibly induced by underwater currents should be

rejected.

Thus, since the UVMS actuators: (a) will need to “undertake” simultaneously those
issues and (b) have limited capability range, one should consider the problem of

appropriately posing the combined vehicle-manipulator system in such a way that it

4



allows for “maximization” of the allowed interaction wrench between the UVMS and the
environment (solid or fluid) since this wrench has to be compensated by the UVMS

actuation system.

Furthermore, it must be noted that the UVMS used to perform the manipulation task are
kinematically redundant systems due to the mobility provided by the vehicle itself in
addition to that provided by the manipulator arm. In other words, UVMS possess more
dofs in the joint-space than those strictly required to execute a task specified in the

Cartesian space.

Consequently, the ultimate objective of this thesis is the design of an optimization
scheme that provides an optimal pose configuration of UVMS for efficient interaction
with the environment wrt a certain performance criterion (maximization of a
meaningfully defined norm of interaction wrench vector), exploiting the redundant dofs

of the combined system and ensuring that several constraints are satisfied.

This work has been inspired by the PANDORA research project [48]. The autonomous
UVMS the interaction control scheme is designed for is composed of the Girona500 AUV
and the ARM 5E Micro manipulator (Fig. 1.3). The UVMS's goal is to locate the correct
valve panel of a subsea manifold, grasp the correct valve and open it. On each panel a
selection of valve heads are exposed, each with a T bar attached for grasping. The
vehicle identifies the state of the valves (open, close, in-between) from the T bar
orientations, and if appropriate, uses the gripper to grasp the correct valve and open it.
It does not dock, because there are no docking bars on the panel, thus it hovers near the
valve panel, counteracting by thrusters any reaction forces from the turning as well as

any disturbances possibly induced by underwater currents.

Figure 1.3: The integrated UVMS prototype composed of GIRONA 500 AUV
and Light-Weight ARM 5E.



1.3 Approach of Solution

As it has already been mentioned, the goal of this thesis is the design of an optimization
scheme that provides an optimal pose configuration of UVMS for efficient interaction
with the environment wrt a certain performance criterion. The proposed algorithm will
be incorporated as part of a two-stage interaction control structure for UVMS

performing intervention tasks that involve interaction with the environment.

For autonomous manipulation in water, an UVMS should be able to generate trajectories
for the vehicle and manipulators in real time and track the planned trajectories
accurately. Thus, the two-stage interaction control structure is composed of a path or
motion planning algorithm and a robust coordinated motion control algorithm. The

motion planning algorithm is formulated as follows.

A manipulation task is usually given in terms of position and orientation trajectory of
the end effector. When the UVMS approaches the interaction spot (i.e. during the “reach-
to-grasp” phase), an image based controller using model predictive control (MPC) is
used to generate a sequence of variables over time that describe end-effector position
and orientation, navigating it towards the target point. Since the control action on the
UVMS is carried out in the joint space, a suitable algorithm is to be used to provide in
real time the joint space variables corresponding to the desired end-effector pose

denoted by the image based controller.

Considering the redundancy of the combined system vehicle-manipulator, this problem
has an infinite number of solutions. Therefore, it can be formulated as a nonlinear
constrained optimization problem due to the nonlinear nature of the constraints that
need to be satisfied. In particular, the optimization algorithm will take as input the
desired end-effector pose and will generate an appropriate pose configuration of the
UVMS for efficient interaction with the environment. In accordance with the problem
verbally stated in §1.2, the UVMS configuration must be optimal wrt a objective function,
the maximization of which guarantees the maximization of a meaningfully defined norm
of the interaction wrench vector. At the same time, constraints imposed by the
mechanical structure of the UVMS and the surrounding physical environment as well as
hardware limitations of the system concerning the limited capability range of the

actuators need to be satisfied and are considered in the optimization scheme.

It must be noted that, in fact, the image based controller produces in real time a
sequence of end-effector poses, from the initial pose when the UVMS enters the “reach-

to-grasp” phase to the final desired pose when the end effector is ready to interact with

6



the environment. In parallel, the proposed optimization scheme produces a sequence of
UVMS pose configurations that leads in a smooth way to the final optimal configuration

for efficient interaction wrt the pre-specified performance criterion.

As customary in kinematic control approaches, the output of the motion planning
algorithm (i.e. the integration of the image based controller with the proposed
optimization scheme) constitutes the reference joint space variables of the UVMS

motion controller.

In Figure 1.4 the two-stage interaction control structure described above is
schematically represented using a block diagram format. The efficacy of the developed
optimization algorithm as part of the overall interaction control scheme will be
demonstrated through a series of simulation studies in MATLAB where various
navigation scenarios will be considered for the model of the UVMS used in the

PANDORA research project.

UVMS
C ]ﬁw .*"’&é Optimization Motion -4
IBVS Scheme Control '
A
P
Sensors

Figure 1.4: Block diagram of the interaction control structure including

the proposed optimization scheme.

1.4 Thesis Structure

The rest of this thesis is organized as follows:

o In Chapter 2 an analysis is made on the kinematics and dynamics of an UVMS. At first,
several reference frames are defined in §2.1. In §2.2 the UVMS differential kinematics
equation is derived. Consequently, §2.3 presents and briefly explains the dynamic
equations of motion of an UVMS. Finally, the vector of gravity and buoyancy

generalized forces is mathematically expressed in §2.4.



In Chapter 3 the proposed motion planning algorithms and optimization scheme are
presented. In §3.1, the problem of producing the appropriate UVMS pose
configuration for efficient interaction with the environment is being modeled. A
summary of all the notations adopted is also provided. For the sake of completeness,
§3.2 presents basic elements of Nonlinear Programming to provide some background
on this field. Finally, in §3.3 and §3.4 two approaches of solution process including

the proposed optimization scheme are described.

In Chapter 4 the performance of the developed motion planning algorithms and
optimization scheme as part of the overall interaction controller is demonstrated
through a series of simulation studies in MATLAB where various underwater
scenarios are considered. In §4.1 the UVMS used for the simulations studies is
described. Consequently, the simulation results and performance of the proposed
algorithms are provided in §4.2 and §4.3, where the UWSim simulator is used for

illustrative purposes.

Finally, in Chapter 5 an overall description of this work is presented citing the
problems encountered and the goals achieved. Moreover, suggestions for further

work are stated.



CHAPTER 2

Modelling of UVMS

2.1 Reference Frames

In order to analyze the motion of UVMS in 3D-space, several reference frames need to be
defined. As in all problems in robotics, various quantities are represented in different
coordinate frames and there is the need for transformation of them between frames. In
Figure 2.1 a sketch of an UVMS with reference frames is shown. Consider an underwater

vehicle with an n-link mounted manipulator.

UVMS AUV

Vehicle-fixed
"V} Frame (moving)

Manipulator Xv_ -~}

i 1} X, @q{0y -~ vy
X X; YA _-" C Manipulator base
Zi - -

7 Frame |
///// p=|:pl:| .‘ 772
D,

X T — i Inertial Frame

Pe:{pel} T — Ly (fixed)

Z,

Figure 2.1: Schematic diagram of UVMS with coordinate frames attached.



Earth-fixed frame {I}

Frame {I} denotes the earth-fixed reference frame with the X; axis directing North and Z;
axis pointing straight down towards the earth, aligned with the gravity direction.
Considering that the motion of the Earth hardly affects low speed marine vehicles, the

earth-fixed reference frame {I} can be regarded as the inertial.

Vehicle-fixed frame {V}

The moving coordinate frame {V} is conveniently fixed to the AUV and is called the body-
fixed or vehicle-fixed reference frame. The origin of the body-fixed frame is usually
chosen to coincide with the center of gravity (CGv) of the vehicle when CGy is in the
principal plane of symmetry. The body axes coincide with the principal axes of inertia.
Thus, the longitudinal axis Xy is directed from aft to fore, the transverse axis Yy is

directed to starboard and the normal axis Zy is directed from top to bottom.

Manipulator frames

The 0-th frame, {0}, is the reference frame located at the manipulator base, and each i-th
frame {i} is located at the i-th link along the D-H convention. The end-effector fixed

frame is denoted by {E}.

2.2 Kinematics of UVMS

In this section, the differential kinematic relationship between the end-effector
velocities expressed in the earth-fixed frame and the body-fixed system velocity will be

described.

The vehicle position and orientation are described relative to the inertial reference
frame {I}, while the linear and angular velocities of the vehicle are expressed in the

vehicle-fixed frame {V/}.
Let define the vehicle pose vector n as:
T 3
n = [x y z] eR

N ;o
m=l¢ 0 y] eR

n=[n’ nl] R’
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where,

n, is the position vector of the vehicle-fixed frame {V} relative to the inertial frame {/}

and 7, is the vector of Euler-angles of the vehicle-fixed frame {V} relative to the inertial

frame {I}.

The vectors 7, and 7, are the corresponding time derivatives expressed in the inertial
s
frame {I} and 7 = [17]7 nzr} eR’.
Let also define the vector of the vehicle-fixed velocities v as:
T 3
v=[u v w eR

T
T T
vz[v1 v2] eR’

v,=[p q r] eR’

where,

v, is the linear velocity of the vehicle-fixed frame {V} with respect to the inertial frame
{I} expressed in the vehicle-fixed frame and

v, is the angular velocity of the vehicle-fixed frame {V} with respect to the inertial frame

{I} expressed in the vehicle-fixed frame.

The vector of vehicle-fixed velocities Vv is related to the time derivative of the vehicle

pose vector 7 by the vehicle Jacobian matrix:

Bj{%(()ﬂz) Jvz(()nz)H:j e n=J,(n,)v 2.1)

where,

aycld —sycp+cysOsp  sys-+cysOcp

J,(1,)="R,(n,)=|sycd cpcp+sysOsp —cys+sysOcp (2.2)
—s60 cOsp cOco

1 sept8  cotO

J,, (772): 0 cop —sQ (2.3)
0 sp/cO cp/cO

11



and 'R, (172) is the rotation matrix! expressing the transformation from the vehicle-

fixed frame {V} to the inertial frame {/}.

For a n-link manipulator, the joint angular position state vector is defined by

T
4,=l¢ ¢ .. 4, | eR™.
Next, the end-effector local pose vector p is defined as:
r 3
plz[xl Vi Zl] R

N r
Pz:[(/’l 0, V/l] eR

p=[pl Pi] R’

where,

D, is the local position vector of the e-e frame {E} expressed in the vehicle-fixed

frame {V’} and

D, is the local orientation (Euler-angles) vector of the e-e frame {E} expressed in the

vehicle-fixed frame {V}.

The vectors p, and p, are the corresponding time derivatives expressed in the vehicle-

T
fixed frame {V} and p = [j)]T pzr} eR°.
Accordingly, the end-effector pose vector p, is defined as:
r 3
pelz['xe ye Ze] ER

pe2 = [(pe Qe We ]T € R3

where,
D, is the position vector of the e-e frame {E} expressed in the inertial frame {I} and

D., is the orientation (Euler-angles) vector of the e-e frame {E} expressed in the inertial

frame {I}.

'In general, le. e SO (3) is the rotation matrix describing the orientation of frame {i} wrt the frame {j}.

12



The vectors p, and p,, are the corresponding time derivatives expressed in the

inertial frame {I} and p, = [peT] Pl }T eR®.

Next, we proceed to define the relation between the e-e local velocity vector p and the

joint velocity vector ¢,,.

Assuming that matrix J, e R represents the manipulator geometric Jacobian

matrix with respect to base frame, we get:

0
vE . Jml .
=J g = . 2.4
{OQ)E} i {J } o ( )

where matrices J , e R™™ and J,, € R** represent the position and orientation
Jacobian matrices relating the contribution of the joint velocities ¢, to the e-e local

linear velocity v » and the e-e local angular velocity OwE, respectively, both expressed

in the manipulator base frame {0}.

However, it is useful to express the e-e local velocity in the vehicle-fixed frame {V'}. The

relationship between velocities in the two frames is:

po_|"Ry 0[]y,
ol wfl &

where the rotation matrix VRO denotes the transformation from the manipulator base

frame {0} to the vehicle-fixed frame {V}.

Substituting Eq. 2.4 into Eq. 2.5, the end-effector linear and angular velocity vector

expressed in the vehicle-fixed frame {V'} is given by:

pl _ VR() 0 X Jml L
AR i C o

13



Furthermore, the following equation, relating the angular velocity V(oE to the time

derivative of the Euler angles p,, holds:

V(OE :Er(pz)'pz (2.7)
where,

Er(pz): VRE(pz)'Jv_zl (pz) (2.8)

rotation matrix VRE denotes the transformation from the e-e frame {E} to the vehicle-

fixed frame {V} and J , (p2) is defined as in Eq. 2.3.

Inverting Eq. 2.7 and considering Eq. 2.8 gives that:

pz =J, (pz)' ERV ’ VCOE (2.9)

Combining Eq. 2.6 with Eq. 2.9, the relation of the e-e local velocity vector p and the

joint velocity vector ¢, is expressed by the following Jacobian matrix:

. v
. pl RO .Jm] 3
p=|. |= G (2.10)
|:p2:| {]vz(pz)'ERV'VRo'sz

Next, we proceed to define the differential kinematic relationship between the end-
effector velocities expressed in the earth-fixed frame {/} and the body-fixed system

velocity.

The coordinate transformation matrix? from the end-effector frame {E} to the inertial

frame {I} is expressed as below:

Ir IRV'VRE 771+IRV'P1

2.11
E 0,. | (2.11)

? In general, jT; € SE(3) is the homogeneous transformation matrix describing the position and

orientation of frame {i} wrt the frame {j}.
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From the coordinate transformation Eq. 2.11, the position vector of the end-effector in

the inertial frame {/} is written as:
pa=m+'R,-p, (2.12)
Differentiating Eq. 2.12 with respect to time yields:
Pa=1+"R,p+'R, p, (2.13)

where considering that the derivative of the rotation matrix 'R, with respect the time is

given as follows:
'R, ='w,x'R, (2.14)
we get the following relation:
pa=t+('o, )< 'R, -p+ 'R, p =

pel:ﬁl_(lRV'Pl)xle"'lRV'pl (2.15)

Considering that

'w, = 'R, v, (2.16)
and substituting Eq. 2.1 and Eq. 2.10 into Eq. 2.15, we get:
Pa=J, (772)"’1 _([RV 'pl)x ‘R,v, +'R,-"R,- T, q, =

Pa=Jd,(m) v —-S('R,-p)- 'R, -v, +'R,-J -4, (2.17)

where S () is the cross-product operator matrix, defined as § (a) -b=axb.

Considering the following property:

S(R-a)=R-S(a)-R" forany ReSO(3), acRR’ (2.18)

15



then Eq. 2.17 is restated as follows:
Pa=J(m)vi= "R -S(p)v, +'R-J -4, (2.19)
As far as the angular velocities are concerned the following relation holds:
‘v, ="'w,+'R, "o, (2.20)
Substituting Eq. 2.6 and Eq. 2.16 into Eq. 2.20, we get:
‘o, ="R,-v,+'R,-"R,-J ,q, (2.21)

Moreover, as with Eq. 2.7, it holds:

1

wE:Er(peQ).peQ =

IwE = [RE (pe2)J;21 (pe2)'pe2 (222)
Combining Eq. 2.21 with Eq. 2.22 and solving for p,, we derive:

IRE(Pez)'Jv_zl (Pez)'pez = IRV v, + IRV : VRO'anz'qnl -

Po=d,(p.) "R 'R, v, +J,(p,) "R 'R, "R, J

m2

4, =
pez = JV2 (peZ ) ' ERV .v2 +Jv2 (peZ ) ' ERO .JmZ .q.m (223)
. ) . A Ty +6
Now, let define the body-fixed system velocity vector { = [v q, } e R™™ ,

Finally, considering Eq. 2.19 and Eq. 2.23, it turns out that the e-e velocities
T
p. :[ Pl pjz] expressed in the inertial frame {I}, are related to the body-fixed

T
system velocity vector { = [VT qu} by the following Jacobian matrix:
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{pelHJv, (m) ~'R,-S(p) 'R,J,

peZ 0 Jvz(pez)'ERV Jvz(pez)'ERo'sz . q

p.=Jdy(m.4,) ¢ (2.24)

Eq. 2.24 is also known as the UVMS differential kinematics equation.

2.3 Dynamics of UVMS

The analysis of this section aims only to present and briefly explain the dynamic
equations of motion of an UVMS. Their derivation and mathematical expression will not

be studied in detail.

The equations of motion of the UVMS in a body-fixed frame {V} can be conveniently

written in a matrix form as:

M(q,)-$+C(¢.q,)¢+D(¢.q,) ¢ +8(Mmg,)=T (2.25)

where,

M (g,) e R ") is the inertia matrix including added mass,

C (C g, ) -¢ € R"™"° is the vector of Coriolis and centripetal terms,

D (é’ .q,, ) -¢ € R"™** is the vector of dissipative effects,

g(n2 g, ) e R™*° is the vector of gravity and buoyancy effects,

7 € R™* is the vector of force/moment acting on the vehicle as well as joint torques

[0 1 My +6 . :
and § = [v q, } eR is the body-fixed system velocity vector.

For advanced and systematic decentralized control algorithms, the partitioned
submatrices of dynamic terms are absolutely needed to design the controller. Using this
partitioned dynamics, we can easily deal with the coupling effect between two
subsystems. So, at the following, the dynamic decomposition will be treated. Firstly, the
vehicle and manipulator dynamic effects are simply obtained from many references and

calculations. Those are expressed as follows:
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{MV 0];‘{Cv(v) 0}.4{1)1?) o]c{gv(ﬂz)}:rl (2.26)

el e natde
0 M,(q,) 0 C,(q,.4,) 0 D,(q,.9,)

0
_ 227
J{gm (nz,qm)} & (227

Then, the effect of the added dynamics to the vehicle by manipulator has to be

considered. This dynamic effect can be introduced as follows:

{Ms(()qm) O]C.J{Cs(v,qm) 0] C{D.,,(v,qm) O]C {g.,,(nz,qm)}:r} (2.28)

0 0 0 0 0 0

In addition, the interaction dynamics between two subsystems are expressed in the

form:

0 D, (C’qm) _
" _Dzl (C’qm) 0 }C o =2

So, each of the dynamic and static terms in Eq. 2.25 can be written as:

M, +M(q,) M,(q,)
M(q'”){ M, (,) Mm(qu -
_|C.(v)+C,(v.q,) C,Z(C,qm)} 2.31
C(C’q,n)_{ CZI(C’qm) Cm(q’”’q'”) -
_|D,(v)+D,(v.q,) Dlz(c’qm)} 2.32
D(C’qm)_|: D2] (:’qm) Dm (qm,qm) ( . )
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g(mq,)= {g“("mgs ("2""”)} 233
£,(m:4,,)

T=T,+7T,+7,+7, (2.34)

If the end effector of the UVMS is in contact with the environment, the force/moment at

the tip of the manipulator acts on the whole system according to the equation [3]:
M(q,)¢+C($.q,)¢+D(¢.q,) ¢ +8(M.q,) + Iy (1.q,) =7 (2.35)

where J,, € R*"*9 is the Jacobian matrix defined in Eq. 2.24 and h, is the vector of

force/moment at the end effector expressed in the inertial frame {I} and defined as

follows:

T 7" 6 feER3
h=[f" u'] er
p eR’

2.4 Restoring Forces

In this section the vector of gravity and buoyancy generalized forces, also known as
restoring vector, of an UVMS is presented. The derivation and mathematical expression
of it will be studied in detail. All the position vectors used in the following analysis for

the derivation of the restoring vector are depicted in Figure 2.2.

According to Eq. 2.33, it holds:

g(n,.9,) {gv () +&. (nz,qm)}

gm (n2’qm)

where,

g, (172 ) is the restoring vector of the AUV,
g, (172 g, ) is the restoring vector of the AUV due to the manipulator and

g, (172 , qm) is the restoring vector of the manipulator.
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Inertial Frame

E-E Frame

{E}

X; N

o~ AUV
Vehicle-fixed '\ :o CBy
Frame (moving) %
— N
| : : \{V} //.\'er
Xy

T~ CGy
erv

Manipulator ¥

:::::-\.{~ :_7 {0}

- Manipulator base
v Zo Frame

Figure 2.2: Schematic diagram of UVMS with position vectors attached.

Restoring vector of AUV including the restoring vector due to manipulator

At first, we proceed to express analytically the restoring vector of the AUV including the

restoring vector due to the manipulator, i.e. g, (172 ) + 8, (172 g, )

GRAVITY

o The gravity forces expressed in the inertial frame {I} are:

Vehicle:
1 I
"fo=m,-g =1 0 |=]0 (2.36)
m, g w,
Link i:
1 1
"fa=m;-g=1 0 |=]0 (2.37)
mli ’ g VV}I
where,

20



m, is the mass of vehicle,
my; is the mass of link i and

0

g, =| 0| is the gravitational acceleration vector expressed in the inertial frame {I} .

g

o The gravity torques expressed in the inertial frame {I} are:

Vehicle:

[TGv = Ier X Iva
Link i:

ITGi = IrGi X [fGi
where,

(2.38)

(2.39)

'er is the position vector of the center of gravity of vehicle (CGy) with respect to the

inertial frame {/} and
/
rGi

inertial frame {I}.

o Both gravity forces and torques are expressed in the vehicle-fixed frame {V} as:

Vehicle:
Vfcv = VRI ) [va
VTGV = Ver X Vfcv
Link i:
VfGi = VRI ) [fGi
VTGi = VrGi X VfGi
where,

VR, is the rotation matrix from the inertial frame {I} to vehicle-fixed frame {V},

21

is the position vector of the center of gravity of link i (CG;) with respect to the

(2.40)

(2.41)

(2.42)

(2.43)



g r.,= | Y |isthe position vector of the center of gravity of vehicle with respect to {V'}
ZGV
and
V
XGi
g ¥, = | Y. | is the position vector of the center of gravity of link i with respect to {V}.
ZGi

So it turns out,

Vehicle:

To cyc sy cO —s0 "
"fo,="R,- | 0 |=|-syco+aysOsp cwcp+sysOsp cOsp|- | 0| =
w, sysQ+cysOcp  —cysp+sysOcop  cOcop w,

vV

—s0-W,
"fo,= | cOsp-W, (2.44)
cOcop-W,
' Xey ' —s6-W,
"t = | Ve |¥ | cOs@-W, | =
Zov ccp-W,

Ve, cOco-W —z. -cOsp-W,
"o, =| —2g, 50 -W,—x,, -cOcp -W, (2.45)

vV

va'CQSQ).W;-i_yGV.SH.WYV

Link i:
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_SQ.W;i

"fo.= |cOsp-W, (2.46)
cOco-W,
’ XGi ' —s6-W,
"ty = Ve | | cOspW, | =
Zg cOcp-W,

Vg - €COco - W, —z..-cOsp-W,
To =| —Zgi SO - W, —xg,-cOcp-W, (2.47)
Xg; - COsQ W + yg; 50 - W,

Vv

BUOYANCY

o The buoyancy forces expressed in the earth-fixed frame {I} are:

Vehicle:
! 0 To
"fo=—pPV, 8= 0 =10 (2.48)
-p-V,-g -B,
Link I:
! 0 T o
fu=—pPV, 8= 0 |=1]0 (2.49)
—pP: V;i 4 _Bli
where,

V. is the volume of vehicle,

V, is the volume of link i and

p is the fluid density.
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o The buoyancy torques expressed in the earth-fixed frame {I} are:

Vehicle:

ITBv = [er X [va (250)
Link i:

ITBi = [rBi x [fBi (2.51)
where,

'er is the position vector of the center of buoyancy of vehicle (CBy) with respect to {I}

and

1”31- is the position vector of the center of buoyancy of link i (CB;) with respect to {I}.

e Both buoyancy forces and torques are expressed in the vehicle-fixed frame {V/} as

follows:
Vehicle:
Vva = VR[ ) Iva (2.52)
VTBv = Ver x Vva (253)
Link i:
VfBi = VRI ) [fBi (2.54)
VTBi = VrBi X VfBi (2.55)
where,
V
va
g rg, = | ¥, |is the position of the center of buoyancy of vehicle with respect to {V'} and
ZBV
V
Xpi
g ry, = | ¥ | is the position of the center of buoyancy of link i with respect to {V}.
z
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So it turns out,

Vehicle:
T o
Vva - VR/ : 0 =
-B,
T s6- B,
Vva = —CQS(/)'BV
—cOcop-B,
' Xg, T 56 B,
"Th = |V |¥ | —cOsp-B, | =
Zg, —cOcep- B,
~Vp, - COc@-B, +z, -cOsp-B,
"t, =| 2z, 50-B, +x,, cOcp-B,
—Xg, COs@-B —y, -s0-B,
Link i:
To
VfBl VRI 0 =
-B,
T s6 -B,
VfBz = _CQS(p ' Bll
—cOco- B,
' Xpi ' s0 - B,
VTBi = | Yg |x | —cOsp-B, =
Zp; —cOcp- B,
—Yp - COc@-B), +z, -cOsp-B,
vV

Ty =| 280 B, +Xx,-cOcp-B,

1

—Xp; " COsQ- B, =y 560 B,
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It must be noted that the position vectors of the centers of gravity and buoyancy of link i

with respect to {V} could be expressed as follows:

Vv

ro="1_+2;("r="r,) .i=1..n, (2.60)
"ty =1+ (1 ="1) Li=l.n, (2.61)

where,

the parameters 0< 4,4, <1 define the positions of the centers of gravity and
buoyancy of link i, respectively and
Vrl. is the position vector of the origin of coordinate frame {i} with respect to vehicle-

fixed frame {V}, derived from the above coordinate transformation matrix:

(2.62)

Finally, the (6x1) restoring vector of the AUV in body-fixed frame {V} is represented by:

gv(nz){/“ fﬂz{V fot " fu _

vV Vv Vv Vv
TGV+ TBV erX va+ erX va

—s0-W +s0-B,
+cOsp-W, —cOsp- B,
+cOcp-W,—cOce- B,
Vg COCQW, =z, 050 W, =y, -cOcp- B, +z,,-cOsp- B,
—z5, SO -W, —xg -cOco-W +z, -5s0-B +x, -cOcp-B,
+xg, - COs@-W, +yg, -s0-W,—x, -cOsp-B, —y, -s0-B, |
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| sO (B, -W,)

v

—cOsp(B,-W,)
—cOcop(B,-W,)

cec¢(ycv W, =V, 'Bv)_ces¢(zcv W, —zg, 'Bv)

_SQ(ZGV W, =z, -Bv)—cﬁcgo(xcv W, =X, 'Bv)

v

L CeSgD(va 'Wz_va.Bv)+S9(va.W/_va.Bv) i

g,(n.)=- (2.63)

It is worth mentioning that the sign of the restoring forces and moments is changed
since this term is included in the left-hand side of Newton’s 2nd law as formed in Eq.

2.25.

Then, as far as the restoring vector of the AUV due to the manipulator is concerned,

we have:
S (" fat" fa) (" fat" 1)
8, (nzaqm)__ l;; =7, . =
TGi+VTBi) Z(VrGiXVfGi+Vr XVfBi)
i=1 i=l
%(—SH-WH +50-B,)
i-1
% (cOsp-W, —cOsp-B,)
i=1
%(c@cq) W, —cOco-B))
gs (n2’qm):_ T - -

D (v -cOc@ W, —z5,-cOs@-W, =y, -cOcp-B, + 2, -cOsp-B,)

i=1

n

&

(—zg 50 W, — x5, -cOc@ W, +z,,-50- B, +x,,-cOcp-B,)

™

1

1

(xGi 05 W, + v - 50 - W, — xp,-cOsp- B, — yy, 'SQ'BII')

g
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i(se (Bli - W;z))
i(_CQS(P(Bh ~W; ))

Z(_CQC(/’(BH _W;i))

i=1

. (2.64)
Z(CQCQ)()/GI. Wi =g 'Bli)_CQS(/’(ZGi W=z 'Bli))

i=l1

g (n,.9,)=-

z(_SQ(ZGi Wi —zp 'Bli)_cgc(o(xci Wy —xg 'Bli))
i=1

Z(CQSQ)(XGI' Wy =X, 'Bli)"'s‘g(yci W= Yy 'Bli))

L i=l

Restoring vector of manipulator

Consequently, we proceed to express analytically the restoring vector of the

manipulator, i.e. g, (nz,qm) .
The potential energy of link i due to gravity and buoyancy is:

U,=-m, 'goT P tpPV, 'goT D (2.65)

where,

Dg; s the position vector of the center of gravity of link i with respect to {0},
Dy, is the position vector of the center of buoyancy of link i with respect to {0} and

the gravitational acceleration vector g, expressed in the manipulator base frame {0} is

defined as follows:

8o = ORI ‘8 = ORI 10 (2.66)

where,

OR, is the rotation matrix from inertial frame {I} to manipulator base frame {0}.
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The position vectors of the centers of gravity and buoyancy of link i with respect to {0}

could be expressed as follows:
Po =P+ (P, —p) si=l..n, (2.67)
Pu =P+ Ay (pi _pi—l) si=L..,n, (2.68)

where,

D, is the position vector of the origin of coordinate frame {i} with respect to

manipulator base frame {0}, derived from the above coordinate transformation matrix:

0
R
T = i b Ji=1,..,n, (2.69)
0]><3 1
The overall potential energy of the manipulator is:
My
T T
U= (_mli'go 'pGj+p'V1j'g0 'ij) (2.70)

According to Lagrangian dynamic formulation, the restoring generalized forces are

expressed by:

oU 4 ))
_aq :Z(_mzj'gor"]gicj)""p'sz'goT'Jgfj)):gi(qm) (2.71)
i J=l

where Jﬁfj) and Jﬁfl.?j) are the (3x1) column vectors of the manipulator geometric

Jacobian expressing the contributions of the j-th joint velocity to the linear velocities of

the i-th centers of gravity and buoyancy, respectively. It holds:
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J(R]‘Gi) =% (pGi - pj—l) (2.72)
Jg‘}i) =Zq X(pBi _pj—l) (2.73)
where gz, , is the unit vector of z-axis of coordinate frame {j-1}.

For the sake of ease of comprehension, it seems useful to express analytically the linear

velocities of each center of gravity and buoyancy:

Por=d0"4,+0-¢,+..+0-4,, (2.74a)

Do =0 g+t TG 404G+ 404G, (2.74b)
Pon, =S g+ I Gy 4t T G (2.74c)
Do =I5 G +0-4, +...40-q, (2.752)
=) g TP 410G . 400 2.75b
P =Jp Gy Tt p 04, Qi1 Toeee 4y, (2.75b)
Doy, = I G+ I Gy T G, (2.75¢)

Therefore, the restoring vector of the manipulator is defined as follows:

&
g, (1m:4,)= g:l- (2.76)
_gnm a
where,
g ZZ—ZZ—MH g I pVy g T -

—-m, .gOT ,J;C];”lm) +pV, .gor 'nggnm) _
=-m,- g, -3 X(pGl —p0)+p-V;1 -8, "3, X(PBl _Po)_

_mmm .gOT "% X(pGnm _p0)+ p'Vlnm .gOT K X(anm _po) (2773)
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ou

g = =8 T+ Vg T
4
~ M .gOT ’ JEJ?H]) +P Vi 'goT : JEJ?H])

-8 I Ty T =

=—my 'goT KR (pGi _pi—])+ oV, 'goT T X(pBi _pi—])
— My 'goT KR (pcm — D, ) +p Vi 'goT IR (pBi+l - pi—l)

— 8 2 X(Pon, — P )+ P Vi, 8 %y X (P, —Ps)  (277D)

U

_8_ =My, 'gOT 'J(Gnm) TPV, 'gOT 'J(Bnm) =
qn,,

Pn,, Pny,

En

m

— My, .goT "Ly X(pcnm _pnm—])+ p-V;nm 'goT "L, -1 X(anm _an—l) (2.77¢)

Restoring vector of UVMS

So, the restoring vector of an UVMS is:

le(m)+e (m.4,)
g(ﬂzaqm)—{ gm(nz’qm) } -

_(Vfcv"' me"'%(l/fci"' VfBi)]

| v v v & (v v v v
e(noa,)- ( o, X fo, + 1, X fgv+;( Fo X foit g% fgi)] 2.78)

8

g”m
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CHAPTER 3

Solution Process

3.1 Problem Formulation

As it has already been stated in Chapter 1, the ultimate objective of this thesis is the
design of a control scheme that provides an optimal pose configuration of UVMS for
efficient interaction with the environment wrt a certain performance criterion, ensuring
that several constraints are satisfied and exploiting the redundant dofs of the combined

system.

The proposed algorithm could be embedded in the interaction control structure of
UVMS performing intervention tasks that involve interaction with the environment. In
particular, the proposed optimization algorithm will be incorporated as part of a two-
stage interaction control structure composed of a path planning algorithm and a robust

coordinated motion controller.

When the UVMS approaches the interaction spot, an image based controller using model
predictive control (MPC) is used to generate a sequence of variables over time that
describe end-effector position and orientation, navigating it towards the target point.
Since the control action on the UVMS is carried out in the joint space, a suitable
optimization algorithm will be designed to provide in real time the joint space variables
corresponding to the desired end-effector pose denoted by the image based controller.
The UVMS pose configuration will be optimal wrt an objective function, the
maximization of which guarantees the maximization of a meaningfully defined norm of
the interaction wrench vector. At the same time, the proposed optimization scheme,
exploiting the kinematic redundancy of UVMS, will satisfy several constraints imposed
by the mechanical structure of the UVMS and the surrounding physical environment as
well as hardware limitations of the system concerning the limited capability range of the

actuators.
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In other words, the image based controller as a path planning algorithm in the
operational space produces in real time a sequence of end-effector poses from the initial
pose, when the UVMS enters the “reach-to-grasp” phase, to the final target pose, when
the end effector is ready to interact with the environment. On the other hand, the
proposed optimization scheme plays the role of a path planner in the joint space
receiving as input the above sequence of end effector poses and producing a sequence of
UVMS pose configurations that leads in a smooth way to the final optimal configuration

for efficient interaction wrt the pre-specified performance criterion.

In this section, the problem of producing the appropriate UVMS pose configuration for
efficient interaction with the environment is being modeled. The basic parameters and
quantities as well as the analytical expressions of the performance criterion and the
various constraints that will be later used in the proposed optimization scheme are
defined, considering the kinematic and dynamic analysis of the UVMS presented in

Chapter 2 and adopting the corresponding notations.

3.1.1 Models and Definitions

For the sake of completeness, some of the pose and velocity vectors presented in §2.2

and used in the following analysis are redefined. In particular, the vehicle pose vector is
defined by the vector n = [nlr nzr]r eR®, where i, =[x y z]' eR® is the position
vector of the vehicle-fixed frame {V} relative to the inertial frame {/} and
m=[p 0 v ]T e R? is the vector of Euler-angles of the vehicle-fixed frame {V} relative

to the inertial frame {I/}. The end-effector pose vector is defined by the vector
T
p. = [peT] peTz] eR’, where p, =[x, ¥, =z, ]T e R’ is the position vector of the

e-e frame {E} expressed in the inertial frame {I} and p,, =[¢, 6, we]r e R’ is the

orientation (Euler-angles) vector of the e-e frame {E} expressed in the inertial frame {I}.

Moreover, for a n-link manipulator, the joint angular position state vector is defined by

T
q, = [ql 9 - 4y, ] e R"" . Finally, the UVMS pose configuration vector is defined
T
as ¢ = [nT q;] eR"™*¢,

As far as the body-fixed system velocity is concerned, the vector

T T
é’:[vT qT] eR™* is defined, where v:[v]T va] eR’® is the vehicle-fixed

m
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velocity vector of the vehicle, v, = [u v W]T € R’ is the linear velocity of the vehicle-
fixed frame {V} with respect to the inertial frame {I/} expressed in the vehicle-fixed
frame, v, =[p ¢ r]T € R’ is the angular velocity of the vehicle-fixed frame {V} with
respect to the inertial frame {I/} expressed in the vehicle-fixed frame and

T
qm=[c]1 q, - c]nm] eR" is the joint angular velocity vector of the n-link

manipulator.

Now, considering an UVMS that is needed to interact with the environment, the
following dynamic equations of motion expressed in the vehicle-fixed frame {V’} hold, as

expressed in Eq. 2.35.

M(qm)'é+C(C,qm)'4+D(C,qn1)'5+g(ﬂzaqn1)+J; (nzaqm)'he =7 (3-1)

Under the assumption that the UVMS is stationary while it is applying a force/moment

h, to an object, the UVMS dynamics can be reduced to statics. Thus, considering that

¢ =¢ =0 the following statics equation of the UVMS is derived from Eq. 3.1:

g(n2’qm)+JV€(nZ’qm).he:T (32)

where,

g(n2 g, ) e R™*° is the vector of gravity and buoyancy generalized forces of the UVMS,

T
T= [rT TT} e R"™** is the vector of the propulsion forces and moments 7, € R®

v m

acting on the vehicle in the vehicle-fixed frame as well as the joint torques 7, € R"",

g, (172, qm) e R®Un*9 s the Jacobian matrix defined in Eq. 2.24,

T
h, :[ fr ,ueT] € R’ is the end-effector wrench vector expressed in the inertial

frame and f,,u, € R’ are the interaction force and torque vectors respectively.

More specifically, the restoring forces vector g(nz,qm) of an UVMS equipped with a n-

link manipulator as has already been defined in Eq. 2.78, is expressed by the following

relation:
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—( VSt fo Z( 'St VfBi)]

(3.3)

Ny
y y y y v v y y
T Fe X Joo + Ty X va+Z( Fo X fot Py X fBi)]
g(nz’qm)_ =

8

g”m

where the analytical expressions of the terms that each component of the vector is

consisted of, are stated in §2.4.

Furthermore, the UVMS Jacobian matrix J, (nz,qm) defined in Eq. 2.24 is restated

below:

p.=dy(m:q)-¢ (3.4)

and

(772) _[RV'S(pl) IRo'Jm] (3.5)
0 Jvz(pez)'ERV Jvz(pez)'ERo'sz

where each element comprising the UVMS Jacobian matrix is defined in detail in §2.2.

As it has already been mentioned, when UVMS are expected to perform underwater
intervention tasks requiring interaction with the environment two issues to be
considered arise. The UVMS must simultaneously control the position of the end-effector
and the force applied to the environment. However, in most cases, although the
interaction wrench vector (combined force and torque) may be known in terms of
direction, it is usually unknown in terms of magnitude (e.g. the torque needed to turn a
valve may change in time). Besides, when approaching the interaction spot (i.e. during
the “reach-to-grasp” phase) or when interacting, disturbances possibly induced by
underwater currents should be rejected. Since the UVMS actuation system will need to
undertake simultaneously those issues, our approach aims to find out a pose
configuration of the combined vehicle-manipulator system that it allows for

“maximization” of the allowed interaction wrench between the UVMS and the
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environment. Thus, we have to select an appropriate objective function to maximize in

our proposed optimization algorithm.

Let define the end-effector unit wrench vector expressed in {I} as follows:
3
. e, eR
e, = [efr eﬂr} eR’

3
eﬂeR

The force and torque magnitudes are assigned as A, and 1, respectively and the

corresponding vector is defined by A = [lf A, ]T € R”. The following holds:
A, -e AL, 0 e
S T
u, A,-e, 0.. A,-L]]e,

Consequently, in order to find out the appropriate objective function to ensure the
maximization of the interaction wrench the end-effector could apply, several types of

norms of vector A can be considered:

e Maximum norm:

||/1||0o = max {‘ﬂ,f

zﬂ\} (3.7)

2

¢ Euclidean norm with w appropriate weight factor:
l
2 2\ %2
I, = (= w)- i+

e 1-norm with w appropriate weight factor:

”1’”1 :(l_w)"}f/‘-i_w"ﬂ“#‘ (3'9)

Now, regarding the constraints that need to be satisfied, as already mentioned the
proposed optimization algorithm will be designed to provide the joint space variables of
the UVMS ensuring the desired pose of the end-effector. Considering that the combined
vehicle-manipulator system forms an open kinematic chain, the end-effector pose

p. € R® expressed in the inertial frame can be computed as a function of the UVMS joint
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space state vector g € R+ through the forward kinematics. The forward kinematics

function, which is actually the coordinate transformation describing the position and
orientation of the end-effector frame with respect to the inertial frame, is obtained in a
systematic manner by simple products of the following homogeneous transformation

matrices.

T, (q)="T, ()" T T, (@) - - " Ty (G154, ) (3.10)

Consequently, if we define the UVMS forward kinematics functions as follows:

¢ End-effector position: p,, (q) :R"™"* 5 R’,and

e End-effector orientation: p,, (q) ‘R™ 5 R?,

then the end-effector position and orientation constraints are:

pel (q):pe],d (311)

pe2 (q):peZ,d (312)

Besides, the proposed algorithm has to lead to configurations that are compatible with
several constraints imposed by the mechanical structure of the combined system, the
structure of the surrounding physical environment as well as the grasped object’s
properties and also geometric constraints ensuring that there are no collisions between

various modules of the system.

Obviously, regarding the mechanical constraints, the joint angle vector ¢, € R" of the
manipulator is bounded with respect to the angular limitations of the joint motors.
Moreover, the orientation angles of the vehicle n, =[¢ 0 q/]T e R’ have to be kept

bounded for various reasons. Next, although there are no mechanical reasons to
consider any limitations for the position of the vehicle, the physical environment as well

as the geometry of the target objects may set some inequality constraints for the

position vector of the position vector 7, =[xy z]T e R*. Thus, the aforementioned

constraints can be formulated as follows:
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A (3.13)

where - e R"*% represent the lower and upper bounds of the UVMS pose
qmm qmax

configuration vector respectively.

In regard to the geometric constraints ensuring that there are no collisions between
various modules of the system, those can be formulated as linear or nonlinear inequality

constraints as follows:

A, q<b, (3.14)

G(q)<0 (3.15)

Finally, the additional hardware limitations concerning the limited capability range of
the actuators will be formulated. Let us denote the vector of the control inputs of the

UVMS actuators by:

u,eR”
T
T T
u:[uv u, ] e R

My
u,cR
where,

u, € R™ is the vector of the control inputs of the AUV thrusters,

u, € R" is the vector of the control inputs of the manipulator motors.

The relationship between the force/moment acting on the vehicle 7, and the control
inputs of the vehicle thrusters u, € R”" is highly nonlinear. A common simplification is

to consider a linear relationship between 7, and u, :
T,=S, -u (3.16)

where §, € R is a constant matrix describing the thruster allocation, known as the

Thruster Configuration Matrix (TCM).
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The relationship between the generalized forces 7 € R™*® and the control inputs

ueR?”™ is described by the following Thruster Configuration Matrix,

S e R *Opv+m) for the whole UVMS :

T S, 0., |[u
"= N (3.17)
T, OHmva I, u,
Notice that for the manipulator it is supposed that 7, joint motors are available.

Let us consider that the control input vector u € R”**" has the following limits:

u_. u
min_th u, max_th
u. <usu, = S{ }S =
umin_m | um umax_m
umin_th 1 umax_th 1
umin_thi umax_th ;
U u
min_th u max_th
"” s{ ”}s o (3.18)
umin_m 1 u, umax_m 1
umin_mi umaX_m i
umin_m . umax_m -
where Unnin th, and Uiax_h, are the lower and upper limits of the control input of the

AUV i-thruster respectively, while u_. ~and u _are the lower and upper limits
p y min_m ; max_m ; pp

of the control input of the manipulator i-motor respectively.

Thus, it turns out that the limits for the generalized forces 7 € R™*° are given by:



min_v Tmax_vx
Tmin_v y Tmax_v y
Tmin_ v, Tmax_ v,
Tin_v 0 Tmax_v p
Tmin_v 0 Tmax_v 0
T . s =9 sSiT .
min_v max_v
-V Tm um v
umin_m 1 umax_m 1
umin_m ; umax_m i
u
umin_m . | “max_my, |
where Tonin v, and Thax_v, are the lower and upper limits of the propulsion force

acting along the surge axis of the vehicle, while the corresponding lower and upper
limits of the propulsion forces acting along the sway and heave axes as well as the limits

of the rolling, pitching and yawing propulsion moments are denoted accordingly.

It is important to point out that the bounds of the propulsion forces and moments

T € R® acting on the vehicle depend on the limits of the thrusters’ control

min_v > ¥ max_v

T

inputs u u,,. , €R°and the Thruster Configuration Matrix of the vehicle.

min_th >

Considering the limits of the generalized forces and the statics equation of the UVMS
(Eg. 3.2), the following constraints, regarding the limited capability range of the

actuators, turn out:
T . Sg(nz,qm)+JVTV (nz,qm)-he <Tom (3.20)

If J,, is partitioned appropriately then one can easily deduce that term J,, -h, of

inequality (3.20), in conjunction to Eqg. 3.6, is written as:

Ty (0,0,)-h =T, (M04,) I, (nz,qm)]-{f}E(npqm)-ﬂ (3.21)

e
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where E e R is defined as:

E(nz’qm):[‘,f(nz’qm)'ef J,u(nZ’qm)'e,u] (3'22)

Using Eq. 3.21, inequality (3.20) is restated as:

Ton <8(1,.9,)+E (1.9, ) A <7, (3.23)

3.1.2 Summary of Adopted Notations

In this section the most significant notations adopted so far are summarized (Table 3.1).

In the following sections the developed methodologies will be presented in a general

form, with the symbols and notations of this section.

Table 3.1: Adopted notations and their definitions

Notation Definition

n

m

p,
{ny
{v}
{0}
{i}
{E}

'R, GSO(3)
T e SE(3)
neR’
n eR’
n, e R’

yeR°

Number of manipulator joints

Number of vehicle thrusters

Earth-fixed or inertial reference frame
Vehicle-fixed or body-fixed reference frame

Reference frame located at the manipulator base

Reference frame located at the i-th link of the manipulator along
the D-H convention

End-effector fixed reference frame

Rotation matrix describing the orientation of frame {i} with
respect to the frame {j}

Homogeneous transformation matrix describing the position
and orientation of frame {i} with respect to the frame {j}

Vehicle pose vector expressed in the {I}
Position vector of the {V} expressed in the {/}
Vector of Euler-angles of the {I'} expressed in the {I}

Vehicle-fixed velocity vector of the vehicle
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v eR’

v, e R’

p.eR’
p. R’
P, R’
g, €R™
g <R
£ RS

M < R(nm +6)x(1,+6)

C RV +6)
De R(nm+6)><(nm+6)
g c an+6
T € an+6
T, € R®
7, € R"™
JW c R(’X(nm+6)
h, e R°
f.eR’

p eR’

e, c R®
e, eR’

e, ek’

AeR’

As

A

o

ue RV
u,eR”
u, cR™
S, e R

S c R(nm +6)x( py+1y,)

Linear velocity of the {V} with respect to the {I/} expressed in the

4

Angular velocity of the {V} with respect to the {I} expressed in
the {V}

End-effector pose vector expressed in the {I}
Position vector of the {E} expressed in the {I}
Vector of Euler-angles of the {E} expressed in the {/}
Manipulator joint angular position state vector
Pose configuration vector of UVMS
Body-fixed velocity vector of UVMS

Inertia matrix of UVMS including added mass

Matrix of Coriolis and centripetal terms of UVMS
including added mass

Matrix of dissipative effects of UVMS

Vector of gravity and buoyancy effects of UVMS

Vector of propulsion force/moment acting on the vehicle in {V}
as well as joint torques

Vector of propulsion force/moment acting on the vehicle in {I'}
Vector of manipulator joint torques
UVMS Jacobian matrix
End-effector wrench vector expressed in the {I}
End-effector force vector expressed in the {/}
End-effector moment vector expressed in the {/}
End-effector unit wrench vector expressed in the {/}
End-effector unit force vector expressed in the {I}
End-effector unit moment vector expressed in the {/}
Vector of end-effector force and moment magnitudes
Magnitude of end-effector force vector
Magnitude of end-effector moment vector
Vector of the control inputs of the UVMS actuators
Vector of the control inputs of the vehicle thrusters
Vector of the control inputs of the manipulator motors
Thruster Configuration Matrix (TCM) of vehicle

Thruster Configuration Matrix (TCM) of UVMS
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3.2 Elements of Nonlinear Programming

The problem we have defined so far can be characterized as a nonlinear constrained
optimization problem due to the nonlinear nature of the constraints that need to be
satisfied. In such problems, various issues need to be studied in order for the developed
algorithms to work efficiently in real-time mode. In particular, the several types of
constraints, such as those imposed by the physical environment as well as the hardware
and geometric nature of the UVMS, can make the problem strongly constrained,
complicated and computationally intense. Besides, even the selection of the objective
function and the decision variables can play a role on the complexity of the problem and
the computational effort during the optimization procedure. Nevertheless, the objective
of this thesis is more fundamental; to design a control scheme that plays the role of a
path planner in the joint space providing an optimal pose configuration of UVMS for
efficient interaction with the environment wrt the pre-specified performance criterion.
Therefore, optimization is treated as a useful tool and not as the main element of
interest. However, for the sake of completeness, in this section basic elements of

Nonlinear Programming are presented to provide some background on this field.

3.2.1 Nonlinear Programming Problem Definition

Optimization is the act of obtaining the best result under given circumstances. In design,
construction, and maintenance of any engineering system, engineers have to take many
technological and managerial decisions at several stages. The ultimate goal of all such
decisions is either to minimize the effort required or to maximize the desired benefit.
Since the effort required or the benefit desired in any practical situation can be
expressed as a function of certain variables, a general optimization problem can be
defined as the problem of finding the values of those variables that give the maximum or
minimum value of a function. In order to proceed with the mathematical formulation of
a general optimization problem, it seems important to present some significant

definitions.

Design vector: Any engineering system or component is defined by a set of quantities
some of which are viewed as variables during the design process. In general, certain
quantities are usually fixed at the outset and these are called preassigned parameters. All
the other quantities are treated as variables in the design process and are called design

or decision variables x,,x,, ...,x, .The design variables are collectively represented as a
X

*o
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T
design vector x = [xl X, ... 00X ] e R™ . If an ny-dimensional Cartesian space with

Ny

each coordinate axis representing a design variable x,,x,, ...,x, is considered, the

nx
space is called the design variable space or simply design space. Each point in the ny -
dimensional design space is called a design point and represents either a possible or an

impossible solution to the design problem.

Objective function: The conventional design procedures aim at finding an acceptable or

adequate design that merely satisfies the functional and other requirements of the
problem. In general, there will be more than one acceptable design, and the purpose of
optimization is to choose the best one of the many acceptable designs available. Thus a
criterion has to be chosen for comparing the different alternative acceptable designs and

for selecting the best one. The criterion, with respect to which the design is optimized

(minimized or maximized), when expressed as a function of the design variables f (x)

is known as the criterion or merit or objective function. The choice of objective function
is governed by the nature of problem. The selection of the objective function can be one
of the most important decisions in the whole optimum design process. In some
situations, there may be more than one criteria to be satisfied simultaneously. An
optimization problem involving multiple objective functions is known as a multiobjective
programming problem. With multiple objectives there arises a possibility of conflict, and
one simple way to handle the problem is to construct an overall objective function as a

linear combination of the conflicting multiple objective functions.

Design constraints: In many practical problems, the design variables cannot be chosen
arbitrarily; they rather have to satisfy certain specified functional and other
requirements. The restrictions that must be satisfied to produce an acceptable design
are collectively called design constraints. Constraints that represent limitations on the
behavior or performance of the system are termed behavior or functional constraints.
Constraints that represent physical limitations on design variables are known as
geometric or side constraints. These constraints may be simple bounds, more general
linear equality/inequality constraints or nonlinear equalities/inequalities that represent

complex relationships among the variables.

The process of identifying objective function, decision variables, and constraints for a
given problem is known as modeling. Construction of an appropriate model is the first
step -sometimes the most important- in the optimization process. If the model is too
simplistic, it will not give useful insights into the practical problem. If it is too complex, it

may be too difficult to solve.
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Optimization problems can be classified in several ways. An important distinction is
between problems that have constraints on the variables and those that do not, namely
constrained and unconstrained problems respectively. Another important classification
of optimization problems is based on the nature of expressions for the objective function
and the constraints. This classification is extremely useful from the computational point
of view since there are many special methods available for the efficient solution of a
particular class of problems. Thus the first task of a designer would be to investigate the
class of problem encountered. This will, in many cases, dictate the types of solution
procedures to be adopted in solving the problem. When the objective function and all
the constraints are linear functions of the decision variables, the problem is a linear
programming problem. If any of the functions among the objective and constraint
functions is nonlinear, the problem is called a nonlinear programming (NLP) problem.
This is the most general programming problem and all other problems can be

considered as special cases of the NLP problem.

In accordance to what it has already been mentioned, the general nonlinear

programming problem can be stated in minimization form as follows:

minimize f (x)
xeR"x

subject to: /1, (x) =0, i=1,2,..,n, (R)
gj(x)SO , j=12,....n

g

where x is the ny -dimensional decision vector, f (x) is the real-valued objective
function, 4, , i=1,2,...,n, are the equality constraints and g, j=12,..,n, are the
inequality constraints. For notational simplicity, the vector functions &:R™ — R" and
g:R"™ —> R" are introduced, containing all the equality and inequality constraints

respectively. If we define the feasible set X < R™ to be the set of points x that satisfy

all the constraints: that is,
X:{x|h(x):0;g(x)30} (3.24)
problem (P1) can be restated more compactly as:

min f (x) (B)

xeX
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A vector x € X satisfying all the constraints is called a feasible solution to the problem;

the collection of all such points forms the feasible region. By x" a local optimal solution

of the NLP, which minimizes3 the objective function, is denoted.

3.2.2 Optimality Conditions for General NLP Problems

Based on the definition of the NLP problem of the previous subsection, the necessary

and sufficient conditions for optimality are defined.

Theorem 1 (First and Second-Order Necessary Conditions)

First-Order Necessary Conditions

Let f:R™ >R , h:R™ —>R"™ and g:R™ —>R" be twice continuously
differentiable functions on R™, i.e. f, h,geCz. Let define the Lagrangian function

L :R™ xR™ xR" — R for problem (Py) as:

C(xAp) = f(x) +u"g(x) +ATh(x) (3.25)

Consider the problem (P1) to minimize f(x) subject to the constraints g(x)<0 and
h(x)=0.If X" is a local minimum of the (P1) problem and a regular point of the

constraints, then there exist unique vectors (Lagrange Multipliers) u* € R"¢ and

A" eR"™ such that:

Vxﬁ(x*,l*,u*)zvxf(x*) +V g(x*)-,u* +V h(x*)-/l*zﬂ

3 Throughout this section the formulation of the optimization problems presented is done in minimization
form.
“1f J is the set of indices ; for which g, (x" ) =0, a local solution x” is a regular point of the constraints

h(x*):(] and g(x*)s(] if the gradient vectors Vhi(x*) and Vg, (x*) with i =1,...,n,and j e J,

are linearly independent, that is, they satisfy the linear independent constraint qualification (LICQ).
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Equations (3.26) are commonly referred to as the Karush-Kuhn-Tucker (KKT) first
order necessary conditions. Conditions (3.26a-3.26c) are called the primal feasibility
conditions. Condition (3.26d) is known as the complementary slackness condition.
Condition (3.26e) requires the nonnegativity of the multipliers of the inequality

constraints and is referred to as the dual feasibility condition.

Second-Order Necessary Condition

Let J be the set of indices j for which g.(x")=0, ie. the set of active (or binding)
J g

inequality constraints at x . Then a second-order condition for x* to be a solution of

(P1) is:

yTVix,C(x*,/l*,,u*)yZO =
yT(vixf(x*) V2 g(x) +Vixh(x*)r/l*)y20 (3.27)
T T
forall y such that ngj(x*) y=0,jeJ and Vxh(x*) y=0.

Theorem 2 (Second-Order Sufficient Conditions)

Let f:R™ >R , h:R™ —>R"™ and g:R™ —>R" be twice continuously
differentiable functions on R™ ,i.e. f,h,g e C”. Consider the problem (Py) to minimize
f (x) subject to the constraints g(x)<0 and & (x)=0.If there exist x",A" and u’

satisfying the KKT conditions (3.26), and:

YVLL(X A u ) y>0 (3.28)
forall y #0 such that
T
V.g/(x) y=0,jes with u >0 (3.29)
Vg (x') »=0.je with =0 (3.30)
T
V. h(x') y=0 (3.31)

then x" is a strict local minimum of (P;).
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3.2.3 Optimization Methods

There is no single method available for solving all optimization problems efficiently.

Hence a number of optimization methods have been developed for solving different

types of optimization problems. The optimum seeking methods are also known as

mathematical programming techniques. Several factors are to be considered in deciding

a particular method. Some of them are:

The type of problem to be solved (general nonlinear programming problem,
geometric programming problem, etc.)

The availability of a ready-made computer program

The calendar time required for the development of a program

The necessity of derivatives of the objective and constraint functions

The available knowledge about the efficiency of the method

The accuracy of the solution desired

The programming language and quality of coding desired

The robustness and dependability of the method in finding the true optimum solution
The generality of the program for solving other problems

The ease with which the program can be used and its output interpreted

Table 3.2 lists various mathematical programming techniques together with other well-

defined areas of operations research. The classification given in Table 3.2 is not unique;

it is given mainly for convenience.

Table 3.2: Optimization methods [50]

Mathematical programming or Stuchastic process

oplimization techmigues techniques Stanistical methods
Calculus methods Statistical decision theory Regression analysis
Calculus of variations Markov processes Cluster analysis, pattern
Nonlinear programming Queuveing theory recagnition
Geometric programming Renewal theory Design of experiments
Quadratic programming Simulation methods Discriminate analysis
Linear programming Reliability theory (factor analysis)

Dynamic programming

Integer programming

Stochastic programming

Separable programming
Multiobjective programming
Network methods: CPM and PERT
Game thcory

Modern or nontraditional optimization technigques

Genelic algorithms
Simulated annealing

Ant colony optimizalion
Particle swarm optimization
Neural networks

Fuzzy optimization
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Mathematical programming techniques are useful in finding the minimum of a function
of several variables under a prescribed set of constraints. Stochastic process techniques
can be used to analyze problems described by a set of random variables having known
probability distributions. Statistical methods enable one to analyze the experimental
data and build empirical models to obtain the most accurate representation of the
physical situation. A complete, thorough and up to date overview of the most significant

works and algorithms can be found in [49, 50].

3.2.4 Optimization Software

The solution of most practical optimization problems requires the use of computers.
Several commercial software systems [51-53] such as IMSL, ACM and MATLAB are
available to solve optimization problems that arise in different engineering areas. The
problem that is described and formulated in this thesis is solved using fmincon, a
powerful routine for Constrained Nonlinear Optimization problems, developed by
Mathworks [54] for the MATLAB Optimization Toolbox [55]. Fmincon includes a series
of optimization algorithms, each of which can be more or less suitable depending on the

type of the optimization problem that one has to solve.

Throughout this thesis, due to the nonlinear complicated nature of the grasping
problems that we are studying, the "Active-Set" algorithm was chosen. Its solution
procedure consists of two phases. The first phase involves the calculation of a feasible

point. The second phase involves the generation of an iterative sequence of feasible

points that converge to the solution. In this method an active set A, is maintained that
is an estimate of the active constraints at the solution point. A, is updated at each
iteration k, and this is used to form a basis for a search direction d,. Equality
constraints always remain in the active set. The search direction d, is calculated and

minimizes the objective function while remaining on any active constraint boundaries.

The feasible subspace for d, is formed from a basis Z, whose columns are orthogonal
to the estimate of the active set A, (ie, A, Z, =0). Thus a search direction, which is

formed from a linear summation of any combination of the columns of Z_, is guaranteed

to remain on the boundaries of the active constraints (more on fmincon, the active-set

algorithm and the rest of them that it supports can be found in [55]).
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3.3 Optimization Scheme

In this section, the mathematical formulation of the proposed optimization scheme is
presented adopting the optimization form of constrained nonlinear programming
problems stated in §3.2.1. The parameters, as well as the analytical expressions of the
performance criterion and the constraints that will be used, have all been defined in
§3.1. As already mentioned, the proposed optimization scheme plays the role of an on-
line path planner in the joint space. It receives as input a sequence of end effector poses
and produces a sequence of UVMS pose configurations which leads in a smooth way to
the final optimal configuration of the combined vehicle-manipulator system that allows
for “maximization” of the interaction wrench between the UVMS and the environment.
The general idea of the proposed optimization scheme is illustrated in the following

diagram (Fig. 3.1).

Initial configuration Environment & Geometric Hardware-Mechanical
.fc.)r - . Constraints
Optimization Constraints _—
Algorithm « Joint limits

« Actuators’ capability

Task requirements\
« Desired e-e pose j\ y
Optimization Performance Criterion
%’:ZS@ . A|go rithm « Norm of wrench vector
« Statics

Suitable pose

configuration

Figure 3.1: Diagram of the proposed optimization scheme.

Subsequently, we formulate the optimization problem described in previous sections for

an UVMS with an n-link mounted manipulator. Let consider the elements of the UVMS

pose configuration vector ¢ € R™*° and the elements of the vector of the end-effector

force and moment magnitudes A € R? as decision variables. If we stack them in a

vector, the corresponding design vector x € R™** of the problem is defined as follows:

x= [n]T n' q. /'LTT e R"™* (3.32)

m
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Considering the appropriate objective function to ensure the maximization of the
interaction wrench the end-effector could apply, we choose the 1-norm of vector A as

defined in Eq. 3.9. Thus, let denote the linear objective function we want to maximize by:
z=z(x)=(1-w)-|1,[+w-|4,| (3.33)

Since we want to follow the formulation of optimization problems in minimization form
as defined in (P1), we have to perform the conversion to this standardized formulation.

Without loss of generality, we can accommodate this easily by minimizing —z(x). For
the sake of simplicity, during the remainder of the analysis the notation z(x) will
denote the negative of the function defined in Eq. 3.33 and consequently it will express

the objective function of the problem formulated in minimization form.

Subsequently, the proposed optimization scheme is formulated as follows:

minimize z=—((1=w)- |2 |+ w-|2]) (3.34)
subject to: p., (q) = Pera 3.35a

pe2 (q):peZ,d 35b

Az’neq q < b 3 35d

ineq

35e

(

(

Goin <4< Qo (
(

G(q)<0 (
(

35a)
35b)
35¢)
35d)
35¢)
3.35f)

T S8+E-A<7_. 35f

where, equalities and inequalities denoted by (3.35) are the constraints to be satisfied
during the optimization procedure. Specifically, nonlinear equations Eq. 3.35a and Eq.

3.35b express the end-effector position and orientation constraints through the UVMS

forward kinematics functions expressed by Eq. 3.10. The vectors p, ,€R’ and
P, , €R’ denote the desired end-effector position and orientation respectively,

expressed in the inertial frame and produced by an on-line path planning algorithm.
Linear inequality (3.35c) expresses the lower and upper bounds of the UVMS pose
configuration vector due to mechanical and geometric constraints as explained in §3.1.1.

Besides, linear and nonlinear inequalities (3.35d-3.35e) express the geometric
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constraints ensuring that there are no collisions between various modules of the system.
Finally, nonlinear inequalities (3.35f) represent the constraints regarding the limited

capability range of the UVMS actuators as mentioned in §3.1.1.

3.4 Sensitivity Analysis Approach

As it has been mentioned, the proposed optimization scheme plays the role of an on-line
motion planner in the joint space of the UVMS during the “reach-to-grasp” phase,
providing in real-time a sequence of UVMS pose configurations that constitute the
reference inputs for the low-level motion controller. The nonlinear constrained
optimization problem, that is described and formulated, is solved iteratively using
fmincon, a powerful nonlinear programming routine of MATLAB Optimization Toolbox.
Considering that the nonlinear equality and inequality constraints to be respected make
the problem complicated and the optimization procedure computationally intense, it is
important to introduce an alternative approach of problem solution. This approach
speeds up the computation procedure and seems to be more convenient for on-line

motion planning schemes.

The key idea behind this approach of problem solution lies in applying sensitivity
analysis in an iterative process to derive sequentially the optimal UVMS pose
configurations during the “reach-to-grasp” phase. Specifically, we adopted the first order
sensitivity analysis presented in [56]. The necessary background to deal with this
problem is given in §3.4.1, where the method for local sensitivity analysis presented in
the aforementioned article is introduced. In §3.4.2 the proposed motion planning

scheme is presented.

3.4.1 Elements of Sensitivity Analysis

A typical constrained nonlinear optimization problem entails a group of physical
quantities, which are used as design variables, and a group of constant quantities,
termed parameters of the problem. Sensitivity analysis consists of determining “how”
and “how much” specific changes in the parameters of the problem modify the optimal
objective function value and the point where the optimum is attained. The problem of
the sensitivity analysis in nonlinear programming has been discussed by several

authors, for example [57-63].
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In reference [56], the authors perform an integrated sensitivity analysis in which all the
sensitivities (objective function value, primal and dual variables5 values with respect to
the parameters) are obtained at once, composed in closed and simple formulas. It should
be noted that the compact formulas derived are only valid for the case of a specific

widespread class of problems as it will described in the following analysis.

Consider the following constrained nonlinear optimization problem:

minimize z= z(x, p)
xeR"™x

subjectto:  h(x,p)=0 (P)
g(x,p)<0

where x e R™ is the decision vector, peR"” is the vector of problem parameters,

z:R™ xR" - R is the objective function while vector functions & :R™ xR — R™

and g:R™ xR 5> R"™ express the equality and inequality constraints respectively,

- T T
with h(x, p)= [hl (x,p), .. hy, (x,p)] and g(x,p)= [gl (x,p), .. +&n, (x,p)} )
We assume that n, <n_and z,h,g e C’.

Let x* be a local optimal solution of problem (P3) and assume that it is a regular non-

degenerated¢ point of the constraints. As a result, the Karush-Kuhn-Tucker first order

necessary conditions hold.

V. z(x*,p)+ih]:ﬂ,;vx hi(x*,p)+nzg]:u;fvx g (x.p)=0 (3.362)
= =

h(x',p)=0  i=12..n, (3.36b)

g, (x.p)<0  j=12,..n, (3.36¢)

wog (x,p)=0 j=12..n (3.36d)

u 20 j=12m, (3.36¢)

> Primal variables correspond to decision variables, while dual variables correspond to Lagrange
multipliers.
¢ A regular optimal point is denoted as non-degenerated if the Lagrange multipliers 4* of the active

inequality constraints are different from zero.
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To obtain the sensitivities of the optimal solution x*,A", u",z" with respect to the

changes in the parameters p, we perturb or modify x*, p,A",u",z" in such a way that

the KKT conditions still hold. Thus, to obtain the sensitivity equations we differentiate

the objective function of (Ps) and the optimality conditions (3.36), as follows:
T T
(Vx z(x*,p)) dx+(Vp z(x*,p)) dp—dz=0 (3.37)

n m
[Vn Z(x*,P)JrZh‘,%*Vm hi(X*aP)+ZJ:ﬂ;Vxx gj(x*’p)]dx
i=1 =]

ny, m;
+[pr 2(xp)+ DAV, B(xp)+ 2 1V, g, (x*’P)]dP
i=1 j=1

+V, h(x',p)dA+V, g(x',p)du=0 (3.38)
(Vx h(x*,p))T dx+(Vp h(x*,p))T dp=0 (3.39)
(V. g (x.p)) dx+(V, g (x".p) dp=0 if ;%0 jec (3.40)

where J is the set of indices j of binding inequality constraints, m, its cardinality, and

all the matrices are evaluated at the optimal solution x",A", u",z".

Note that the constraints (3.39-3.40) force the active constraints to remain active, while
the differentiated complementary slackness condition (3.36d) is not present in the
previous list since it holds due to the fact that we consider only non-degenerated cases
(a detailed explanation can be seen in [63]). The uncommon degenerated case (binding

inequality constraints with null multipliers) is analyzed in [63-65].

The linear system of (3.37-3.40) can be written in matrix form as follows:

F F 0 0 -1 dx
X )4 dp
Foo By He G0 dA|=0 3.41
H H 0 0 0] B (3.41)
X p du
G, G, 0 0 0

_dZ_

where the submatrices are defined below (corresponding dimensions in parentheses):
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F o =(Vez(x".p)) (3.42)

i (veny) Z(Vp Z(x*,P))T (3.43)
n, m,

Fo o) =V Z(x*,p)+;&*vxx hi(x*,p)+;u}fvxx g (x".p) (3.44)
n, m,

Fxp ("xan) :vxl’ Z(x*’p)-i_iz]j“i*vxp hi (x*’p)+;,u;vxp gj (x*,P) (345)

gy = (Ve B(x"p)) (3.46)

(

(v, b(x".p)) (3.47)
G =(v, g(x".p)) (3.48)

( )

(3.49)

Vector (3.42) is the gradient of the objective function with respect to x, vector (3.43) is

the gradient on the objective function with respect to p, submatrix (3.44) is the Hessian
of the Lagrangian (z(x,p)+ﬂT -h(x,p)+u’ -g(x,p)) with respect to x, submatrix
(3.45) is the Hessian of the Lagrangian with respect to x and p , submatrix (3.46) is the

Jacobian of h(x,p) with respect to x, submatrix (3.47) is the Jacobian of h(x,p) with
respect to p, submatrix (3.48) is the Jacobian of g(x,p) with respect to x for binding

constraints, and submatrix (3.49) is the Jacobian of g(x, p) with respect to p for

binding constraints.

To compute all sensitivities with respect to the components of the parameter vector p,

the Eq.3.41 can be written as:
U-de di dp dz] =V-dp (3.50)

where the matrices U and V are given by:
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F, 0 0 -l
F. H. G;
U= (3.51)
H. 0 0
G. 0 0
FI’
V Fo 3.52
- H (' )
p
G

If the optimal solution x",A", 4", z" is a non-degenerated regular point, then the matrix

U isinvertible, and consequently the solution of system (3.50) is unique and becomes:

T
[dx dA dp dz]T{g—: % Z—;‘ g—lj dp=U""V-dp (3.53)

from which the matrix of all partial derivatives with respect to parameters results:

T
s=| & A El_ gy (3.54)
p op Jop Op

Expression (3.54) allows one to derive sensitivities of the decision variables, the

Lagrange multipliers and the objective function with respect to all parameters.
Therefore, the expected change of the optimal state x*,A",u",z" after an infinitesimal
perturbation dp of the parameters may be derived to a first order approximation,

through the above sensitivity matrix.

Two particular cases are the following:

Case 1: n,+m,=n_, ie. when the number of active constraints (equalities plus

X’

inequalities) coincides with the number of decision variables, and the matrix

H
=| —= |is invertible.
0 {G }

X
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Case 2: F_ is positive definite (invertible) and Q_is full row rank (a typical

assumption).

Note that in these two cases, the invertibility of U is guaranteed, and that formula

(3.54) is valid for all cases in which U is invertible.

H H, A
In the first case, if we denote O, = Gx , 0, = G and n= , matrices U and
U
P

X

V' can be written as follows:

F. 0 -1
U=|F, 0. 0 (3.55)
g 0 0
FP
V=-|F, (3.56)
0,

0 0 Q.

v'=lo (0) -(e) F.o! (3.57)
-1 0 FQ

leading to

2_x -0’0, (3.58)
P
on 7\ -1
5 (&) (Fole,-F,) (3-59)
0z _ F -F.Q.0, (3.60)
op

which are very neat formulas for the sensitivities.
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In the second case where F_ is invertible and @, is full row rank, then B =-Q _F_'Q’

X XX

is also invertible and we have:
0 (I+FJ/QB'Q.)F. -F/Q!B"
U'=0 -B'Q F_ B (3.61)

-1 F,(I+FJQ.B"'Q,)F,] -F.F Q!B

from which we get the alternative closed formulas:

a—x:—(I+F‘1QTB‘1Q )F.F,+F, 0.B"Q (3.62)
ap XX &= Xx X xx © xp XX & x V4

" _pQFI'F, B 3.63
ap - Qx XX xp - Qp ( * )
% _F _F (I+FJQ!B'Q )F/F,, +FF/ Q.B'Q (3.64)
ap Y4 x xXx &= x X xx © xp x7 xx &=x )4

3.4.2 Sensitivity Analysis in Optimization Problem

Towards addressing the fact that the procedure described in §3.3 demands high
computational effort, in this subsection we will present an algorithm that incorporates
the aforementioned methodology in a general on-line motion planning scheme for UVMS

expected to interact with the environment.

As already mentioned, when the UVMS approaches the interaction spot, a path planning
algorithm in the operational space is used to generate in real time a sequence of end-
effector poses navigating it towards the target point. The proposed iterative algorithm
receives as input the above sequence of end effector poses and produces a sequence of
UVMS pose configurations that leads in a smooth way to the final optimal configuration

for efficient interaction with the environment.

The initial optimal pose configuration is obtained via the nonlinear programming
routine fmincon. The optimization problem to be solved has already been formulated
(3.34-3.35). At this point, instead of solving iteratively the optimization problem using

the fmincon routine and considering the new desired e-e poses, we apply the
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aforementioned method of sensitivity analysis. Under the assumption that the optimal
solution produced by the fmincon is a non-degenerate regular point, all the sensitivities
wrt to the end-effector position and orientation are calculated. Afterwards, we compute
the expected new optimal state via the corresponding sensitivities considering an
infinitesimal perturbation of e-e desired pose as it is demanded by the task space
planner. Then, this optimal state is used to calculate over again all the sensitivities and
derive subsequently the next optimal state. Now, we must take into account that the
proposed methodology has local validity and that the new optimal points, computed via
the corresponding sensitivities, are derived to a first order approximation. Therefore,
the sequential approximations will diverge from the actual optimal points over time. For
this reason, we must set some conditions to be checked during the iterative procedure.
For instance, the iterative process must terminate when an inactive constraint is
activated or an approximated optimal state passes outside the feasible region. At this
point, the finincon routine is called again to derive the optimal UVMS pose configuration
corresponding to the desired e-e pose. After that the iterative perturbation approach
described above begins again. The proposed motion planning algorithm continues until
the e-e is located at the target point ready to interact with the environment. A flowchart

of this algorithm is depicted in Fig. 3.2.

1BYS P.a | Optimization Scheme| _
fmincon b
No
AP s Pe Sensitivity Analysis
—

Approach

constraints-
feasibili

Figure 3.2: Flowchart of the proposed motion planning algorithm.
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Next, we proceed to present the mathematical formulation of the proposed motion
planning scheme. First of all, we must re-formulate the optimization problem defined in

(3.34-3.35) in order to be described by the standardized formulation of problem (Ps).

The design vector x € R™** is already defined by Eq.3.32. The parameter vector? of the

problem is defined as follows:
T
P= [PeT],d PeTz,d] eR’ (3'65)

where the vectors p, , € R* and p,,, € R’ denote the desired end-effector position

and orientation respectively, expressed in the inertial frame.

The objective function, as defined in Eq.3.33, depends on the design vector, while it does
not depend on the parameters. All the equality constraints (3.35a-3.35b) as well as the
inequality constraints (3.35c-3.35f) are stacked in the following systems of equations

and inequalities:

h(x,p)= [hl (x,p), - , (x,p)}r =0
(3.66)

T
g(x,p)= [gl (x,p), - +&n, (x,p)} <0
Therefore, the optimization problem is defined as:
nlienﬂggge z(x)

subject to: 4, (x,p)=0, i=1,2,..,n, (P,)
gj(x,p)SO, j=1,2,...,ng

Differentiating the KKT conditions, we have:

(V. z(x")) dx—dz=0 (3.67)

X

” The term p is also used in Chapter 2. Henceforth, p e R® will express the parameter vector.
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ny mJ
[zli*vxx hi(x*’p)-i_z#;vx" gj (x*’p)
i=1 J=1

oy

(Vx h(x*,p))T dx+(Vp h(x*,p))T dp=0

(Vx g_/.(x*,p))r dx+(Vp g_l.(x*,p))r dp=0 if u;#0,jeJ

The linear system of (3.67-3.70) is written in matrix form as follows:

F. 0 0 0 -I j‘
F., F, H G 0 d’; .
H H 0 0 0] N
X V4 du
G, G, 0 0 0

(3.68)

(3.69)

(3.70)

(3.71)

where the submatrices are defined below (corresponding dimensions in parentheses):

F, g = (V. 2(x))

ny, m;y
Fxx (12x12) :Z]:j“i*vxx hi(x*’p)+z;u;vxx gj(x*’p)
i= =

mn,
Fxp (12x6) — Zpu;vxzf g (x*,p)
=
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(3.73)

(3.74)

(3.75)
(3.76)

(3.77)

(3.78)



To compute all sensitivities with respect to the components of the parameter vector p,
the Eq. 3.71 can be written as:

U-de di dp dz] =V-dp

(3.79)
where the matrices U and V' are given by
F, 0 0 -1
F., H! Gl 0
U= (3.80)
H, 0 0
G 0 0
0
V Fo 3.81
- (3.81)
p
G

Then, if the optimal solution x,A", 4",z is a non-degenerated regular point, the

sensitivity matrix with respect to parameters is derived as follows:

T
| & OA o Z) gy (3.82)
a p Pp Pp
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CHAPTER 4

Simulations

In this Chapter, the efficacy of the developed motion planning algorithms and
optimization scheme as part of the overall interaction control scheme will be
demonstrated through a series of simulation studies in MATLAB, where various
underwater scenarios will be considered. The autonomous UVMS used for the
simulation studies is presented in §4.1, while the simulation results of the proposed

algorithms are provided in §4.2 and §4.3.

4.1 Simulation Model

As already mentioned, this work has been inspired by the PANDORA research project.
The autonomous UVMS, the motion planning algorithms are designed for, is composed
of the Girona500 AUV [66-67] and the ARM 5E Micro manipulator [68]. The vehicle-
manipulator system is depicted in Fig. 4.1. As it is obvious the manipulator arm is

mounted on the front area of the lower torpedo-shaped hull.

Figure 4.1: The GIRONA-UVMS composed of Girona500 AUV and
ARM 5E Micro manipulator.
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GIRONA 500 AUV

The Girona500 is a compact, lightweight and hovering capable AUV developed at the
Underwater Robotics Lab of the University of Girona (Fig. 4.2). The main characteristic
of the vehicle is that it can be reconfigured for different tasks, ranging from the classical
sonar and video imaging surveys to the challenging autonomous intervention tasks, by
equipping mission-specific payloads, reconfiguring the propulsion system and adjusting

the vehicle buoyancy.

Figure 4.2: The Girona500 AUV at the water tank (left) and the sea (right).

The Girona500 is designed for a maximum operating depth of up to 500m. The vehicle is
composed of an aluminum frame which supports three torpedo-shaped hulls of 0.3m in
diameter and 1.5m in length as well as other elements like the thrusters. The overall
dimensions of the vehicle are 1m in height, 1m in width, 1.5m in length and a weight of
less than 200 kg. This design offers a good hydrodynamic performance and a large space
for housing the equipments while maintaining a compact size which allows operating
the vehicle from small boats. The two upper hulls, which contain the flotation foam and
the electronics housing, are positively buoyant, while the lower one contains the more
heavy elements such as the batteries and the payload. This particular arrangement of
the components separates the centre of gravity from the centre of buoyancy by about 11
cm, which is significantly more than found in a typical torpedo shape design. This
provides the vehicle with passive stability in pitch and roll, making it suitable for tasks

that will benefit from a steady platform such as interventions or imaging surveys.
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In its standard configuration, the vehicle is equipped with typical navigation sensors
(DVL, AHRS, pressure gauge and USBL) and basic survey equipment (profiler sonar, side
scan sonar, video camera and sound velocity sensor). In addition to these sensors,
almost half the volume of the lower hull is reserved for payload equipment that can be

configured according to the requirements of a particular mission (Fig. 4.3).

SVS / Pressure USBL transducer

Flotation blocks I
Profiling sonar \’_ - WiFi / GPS

Control electronics

housing DVL

Sidescan sonar

Payload area Battery housing

Figure 4.3: The Girona 500 AUV internals.

As already mentioned, unlike other similar vehicles, the Girona500 also has the capacity
to modify its propulsion system from the redundant vectored thrust typical of
intervention ROVs, to more lightweight and efficient arrangements, preferred for long
endurance tasks. On its minimal set-up, the Girona500 is equipped with three thrusters,
two to actuate the surge and yaw and one to actuate the heave (Fig. 4.4a). The basic
layout has four thrusters (Fig. 4.3), two vertical to actuate the heave and pitch and two
horizontal for the yaw and surge. In the presence of currents, or when the task at hand
demands the capacity of executing lateral movements, there is the possibility to mount
bow and stern thrusters (Fig. 4.4c). The lateral motion can also be achieved by installing
a single thruster in the middle of the two pillars, although at the cost of losing the
redundancy (Fig. 4.4b). It is possible to reconfigure the vehicle to operate with up to
eight thrusters to achieve a fully actuated vehicle (Fig. 4.4d). This configuration is only
employed in tasks, such as a free-floating manipulation, where a high lifting thrust or a
precise control is required. Finally, more flotation modules can be incorporated to adjust

the buoyancy with each particular configuration.
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¢) 6 thrusters, SDOF d) 8 thrusters, 6DOF

Figure 4.4: Some thruster configurations for the Girona500 propulsion system.

ARM 5E Micro

The ARM 5E Micro is a robotic manipulator arm composed of four revolute joints (Fig.
4.5). It is actuated by 24-30V brushless DC motors, while an actuated robot gripper
allows for grasping small objects. The total weight in the air is about 10 kg, whereas in
fresh water it decreases to 2.75 kg approximately. The arm is capable of lifting 10 kg at

full reach, and can descend up to 300m in water.

Figure 4.5: The ARM 5E Micro.
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Adopting the Denavit-Hartenberg notation, the reference frames at the joints are

attached as depicted in Fig. 4.6.

|

T

Figure 4.6: Schematic diagram of ARM 5E Micro with reference frames attached.

Consequently, the following D-H parameters (Table 4.1) for the manipulator arm are
derived. We can notice that frame {4} does not coincide with the end-effector frame {E}
and a proper rotation is needed. Regarding the mechanical limitations of the joints, they

are presented in Table 4.2.

Table 4.1: D-H parameters of ARM 5E Micro

D-H
di (m) | qi | ai (m) | alpha; (rad)
1| o |q| o1 pi/2
2] 0 |q2| 026 0
3] o |[g| 009 pi/2
4] 029 |qu| O 0
E Roty(-pi/2)
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Table 4.2: Joint limits of ARM 5E Micro

Lower Limit (rad) Joint Upper Limit (rad)
-0,52 slew - q1 1,46
-0,1471 elevation - q2 1,314
-1,297 elbow - q3 0,73
-3,14 jaw rotate - q4 3,14

GIRONA-UVMS

The origin of the vehicle-fixed frame {V} is chosen to coincide with the vehicle’s center of

: . v T . -
gravity (CGy), i.e. VrG, = [xGV Yér ZGV] =0, ,, while the position vector of the

A%

vehicle’s center of buoyancy (CBv) with respect to {V} is "r,, = ' [va Vo ZBV]T =

=[o 0 -0.11] m.
We assume that the center of gravity of each link (CG;i) coincides with the corresponding

center of buoyancy (CB;j). We also assume that they are located at the geometrical center

of the link. Thus, it turns out:

1 pGi :pBl
Ao =Ap=— = ,i=1..4 4.1)
2 V 14
Vo = Ty

The constant transformation matrix describing the position and orientation of

manipulator base frame {0} wrt to the vehicle-fixed frame {V} is:

1 0 0 075

VTO:0100 “2)
0 0 1 045
000 1

On the basis of the D-H parameters, we compute the homogeneous transformation

matrices H]} (%)» i=1,...,4, as follows:
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cq, —sqca,; sq.5Q,; a;-cq;

. Sq. cq.ca. —Cq.SC. a. - Sqg.
1—1]; — ql ql i ql i i ql (43)
0 sa, ca, d,
0 0 1

The propulsion system of Girona500 AUV is reconfigurable. Here, it is considered that
the vehicle is equipped with five thrusters (Fig. 4.7), two vertical to actuate the heave
and pitch, two horizontal for the yaw and surge and a single thruster in the middle of the
two pillars for the sway motion. So, with this configuration a 5-dof actuation is achieved

with roll-dof non-actuated.

5 thrusters, 5 DOF

Figure 4.7: 5-thruster configuration for the Girona500 propulsion system.

Let us denote the vector of the control inputs of the UVMS actuators by:

u, elR’
T
_ T T 9
u—[uv u, } eR

4
u,cR

The relationship between the force/moment acting on the vehicle 7, and the control
input of the thrusters u, ¢ R’ is highly nonlinear. A common simplification is to

consider a linear relationship between 7, and u,:

T =S8 -u (4.4)

v v v

where §, € R*’ is the following Thruster Configuration Matrix (TCM) of the vehicle. As
it is obvious the roll DOF is non-actuated.
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-1 -1 0 0 O
0 0O 0 o0 1
s - 0 0 -1 -1 0 (4 5)
0 0O 0 0 O
0 0 dv —dv O
|-dh dh 0 0 0]

where dv =0.559m and dh =0.259m are the perpendicular distances from the center
of the vehicle to the axes of the two vertical thrusters and the two horizontal thrusters,
respectively. It can also be recognized that not all the directions are independently

actuated.

The relationship between the generalized forces 7 € R' and the control input u € R’ is

described by the following Thruster Configuration Matrix, § eR'"™, for the whole
UVMS::

-1 -1 0 0O 0 0 0 0 O
0 0 O 0O 1 0 0 0 O
0 O -1 -1 0 0 0 0O
0 0 O 0O 0 0 0 0 O
0 0O dv —dv 0 0 0 0 O
T= { v}:S-u (4.6)
—dh dh 0 0O 0 0 0 0 O .
0 0 O 0O 01 0 00O
0 0 O 0O 001 0O
0 0 O 0O 0 0 01 0
0 0 0 0 0000 1

Notice that, while for the AUV p, =5 control inputs are assumed, for the manipulator it

is supposed that 7, =4 joint motors are available.

Considering that the five thrusters are the same, the control input vector u € R’ has the

following limits:
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<< min_th u, < Unax_th
u. <usu, = < <
umin_m m umax_m
umin_th umax_th
umin_th umax_th
umin_th umax_th
umin_th umax_th
u
umin_th < = umax_th (47)
um
umin_m 1 umax_m 1
umin_m 2 umaX_m 2
umin_m 3 umax_m 3
_umin_m 4 | _umax_m 4 |

Thus, it turns out that the limits for the generalized forces 7 € R" are given by:

Tmin_v T, Tmax_v
Toin =T SThax = = hS =
Tmin_m Tm Tmax_m
—2 umax_th _2umin_th
umin_th umax_th
—2 Unnax_th _2umin_th
0 0
dv- (umin_th “Umax_th ) < T, S vl dv- (umax_th - umin_th )

dh- (umin_th “Unmax_th ) o " dh- (umax_th “Unmin_th ) (48)
umin_m 1 umax_m 1
umin_m 2 umax_m 2
umin_m 3 umax_m 3
umin_m 4 L Umax_m 4
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4.2 Simulation Results: 1°' Approach of Solution

In this subsection, the efficacy of the first proposed motion planning scheme, as it was
presented in §3.3, will be demonstrated through a series of simulations in MATLAB.
Three case studies are considered as will be presented below. An image-based
controller is used as part of the overall motion planning scheme. The image-based
controller’s goal is to locate the correct valve head of a subsea valve panel, identify the
state of the valve and produce a sequence of end-effector poses that leads the gripper to

the target point with appropriate orientation.

This sequence of desired e-e poses constitutes the input of the optimization scheme. The
nonlinear constrained optimization problem is solved iteratively using finincon. Due to
the nonlinear complicated nature of the constraints, the active-set algorithm is chosen to
solve the problem. It is important to mention that the optimal UVMS pose configuration
corresponding to each desired e-e pose, constitutes the initial estimation for the next
optimization process. Moreover, the gradients of the objective function and the
nonlinear constraints have been analytically calculated and are supplied to the active-set
algorithm in order to speed up the computation procedure. The adopting UVMS model

used for the simulations has been described in §4.1.

4.2.1 Case Study 1

In this first test, the initial desired end-effector pose wrt to the inertial frame {/},

when the UVMS enters the “reach-to-grasp” phase, is assumed to be

Py i =[4325-11 0 pi/8 -pi/5]' m,rad . We also assume that the final desired

e-e pose, i.e. the location of the correct valve head, coincides with {I}. Apart from the
constraints to be satisfied, as they were defined in §3.3, we also demand that the
vehicle’s roll and pitch angles wrt the inertial frame are kept to zero. Furthermore, we
consider that we want to maximize both the force and moment that the end-effector
could apply. Specifically, we want to maximize the magnitude of force along the x-axis of

the e-e frame as well as the magnitude of moment about the same axis. So, we have that
e,='R,-[1 0 O]T ande,="R,-[1 0 O]T. Finally, we select the weighting factor of

the objective function to be w=0.9. It must be noticed that the desired path, as it is

produced by the image based controller, consists of 100 desired end-effector poses.
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A depiction of the generated joint space path appears in Fig. 4.8 where the UVMS
navigates towards the correct valve head. For illustrative purposes, the sequence of
UVMS optimal postures, as it has been generated by MATLAB, is provided in the UWSim
simulator [69] where the snapshots of Fig. 4.8 are taken from. Fig. 4.8a illustrates the
initial optimal UVMS pose configuration, while Fig.4.8b-Fig.4.8e show the optimal UVMS
pose configurations each 20 iterations of the path planning scheme. Finally, Fig. 4.8f and
Fig. 4.9 depict the final UVMS pose configuration when the end-effector is ready to grasp

the valve head and apply the required interaction wrench.

(a) (b)

(c) (d)

(e) (H)

Figure 4.8: 1st Solution Process - Case Study 1: UVMS optimal pose configurations

during the reach-to-grasp phase.
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[m] [rad]

Figure 4.9: 1st Solution Process - Case Study 1: UVMS final optimal

pose configuration grasping the valve head.

In Fig. 4.10 the generated sequence of the vehicle’s position and orientation in terms of

Euler angles, both expressed in the inertial frame, is given. It can be observed that the

vehicle’s roll and pitch angles are kept to zero as it has been demanded. Fig. 4.11 reports

the generated sequence of manipulator’s joint angular position states. All the joint states

satisfy the angular limitations of the joint motors.

Position and Orientation of AUV wrt Inertial Frame

I E—
e
-1 RN S e

-2
/ x
L —y
-3 z
// —9
4 ]
— ]

5

0 10 20 30 40 50 60 70 80 90
Iterations

Figure 4.10: 1st Solution Process - Case Study 1: AUV optimal position and

orientation variables during the reach-to-grasp phase.
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Figure 4.11: 1st Solution Process - Case Study 1: Manipulator optimal

joint states during the reach-to-grasp phase.

4.2.2 Case Study 2

In the second case study, the desired end-effector path starts from the initial desired

end-effector pose p,, , =[-4 -1.5 -1 0 -pi/8 pi/12] m,rad wrt to the inertial frame

{} and lasts at the final desired e-e pose p,, , = [0 0 0 pi/2 0 O]T m,rad . As in the

first case study, we demand that the vehicle’s roll and pitch angles wrt the inertial frame
are kept to zero and we want to maximize the magnitude of force along the x-axis of the
e-e frame as well as the magnitude of moment about the same axis. The weighting factor
of the objective function is selected again to be w=0.9. The desired path, as it is

produced by the image based controller, consists of 100 desired end-effector poses.

A depiction of the generated joint space path appears in Fig. 4.12 where the UVMS
navigates towards the correct valve head. Fig. 4.12a illustrates the initial optimal UVMS
pose configuration, while Fig.4.12b-Fig.4.12e show the optimal UVMS pose
configurations each 20 iterations of the path planning scheme. Finally, Fig.4.12f and
Fig.4.13 depict the final UVMS pose configuration when the end-effector is ready to

grasp the valve head and apply the required interaction wrench.
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(a) (b)

(c) (d)

(e)

Figure 4.12: 1st Solution Process - Case Study 2: UVMS optimal pose configurations
during the reach-to-grasp phase.
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Figure 4.13: 1st Solution Process - Case Study 2: UVMS final optimal pose

configuration grasping the valve head.

Fig. 4.14 and Fig. 4.15 report the generated sequences of vehicle’s position/orientation
variables and manipulator’s joint angles respectively. We can observe that there is no
significant difference in the final UVMS pose configuration of the two case studies,

except for the angle of the fourth joint (see Fig. 4.10-4.11 and Fig. 4.14-4.15).

Position and Orientation of AUV wrt Inertial Frame
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Figure 4.14: 1st Solution Process - Case Study 2: AUV optimal position and

orientation variables during the reach-to-grasp phase.
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Figure 4.15: 1st Solution Process - Case Study 2: Manipulator optimal

joint states during the reach-to-grasp phase.

4.2.3 Case Study 3

In the third case study, the desired end-effector path starts from the initial desired end-
effector pose p,, , = [-4.5 3 -1 0 -pi/10 pi/6]T m,rad wrt to the inertial frame {I}

and lasts at the final desired e-e pose which coincides with {I}. The constraints to be
satisfied are the same with the previous case studies (described in §3.3). On the
contrary, we want to maximize only the magnitude of force along the x-axis of the e-e
frame and so we select the weighting factor of the objective function to be w=0. The
desired path of end-effector, as it is produced by the image based controller, consists of

100 desired end-effector poses.

A depiction of the generated joint space path appears in Fig. 4.16 where the UVMS
navigates towards the correct valve head. Fig. 4.16a illustrates the initial optimal UVMS
pose configuration, while Fig.4.16b-Fig.4.16e show the optimal UVMS pose
configurations each 20 iterations of the path planning scheme. Finally, Fig.4.16f and
Fig.4.17 depict the final UVMS pose configuration when the end-effector is ready to

grasp the valve head and apply the required interaction wrench.
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(b) (d)

(e)

Figure 4.16: 1st Solution Process - Case Study 3: UVMS optimal pose configurations
during the reach-to-grasp phase.
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[m] [rad]

Figure 4.17: 1st Solution Process - Case Study 3: UVMS final optimal pose

configuration grasping the valve head.

Fig. 4.18 and Fig. 4.19 report the generated sequences of vehicle’s position/orientation

variables and manipulator’s joint angles respectively.

Position and Orientation of AUV wrt Inertial Frame

x
Ty
/ z
/ °
0|
/ "
0 10 20 30 50 60 70 80 90 100

Iterations

Figure 4.18: 1st Solution Process - Case Study 3: AUV optimal position and

orientation variables during the reach-to-grasp phase.
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Figure 4.19: 1st Solution Process - Case Study 3: Manipulator optimal

joint states during the reach-to-grasp phase.

4.3 Simulation Results: 2"? Approach of Solution

In this subsection, the performance of the second proposed motion planning scheme, as
it was presented in §3.4.2, is verified via MATLAB simulation. The desired end-effector
path, generated by the task-space path planner, is the same as in §4.2.1. The proposed
iterative algorithm receives as input the above sequence of end effector poses and
produces a sequence of UVMS pose configurations that leads in a smooth way to the final
optimal configuration for efficient interaction with the environment. The constraints to
be satisfied are the same as in the previous simulations. Moreover, as in §4.2.1, we want
to maximize the magnitude of force along the x-axis of the e-e frame as well as the
magnitude of moment about the same axis and the weighting factor of the objective

function is selected tobe w=0.9.

A depiction of the generated joint space path appears in Fig. 4.20 where the UVMS
navigates towards the correct valve head. Fig. 4.20a illustrates the initial optimal UVMS
pose configuration, while Fig.4.20b-Fig.4.20e show the optimal UVMS pose
configurations each 20 iterations of the path planning scheme. Finally, Fig.4.20f and
Fig.4.21 depict the final UVMS pose configuration when the end-effector is ready to

grasp the valve head and apply the required interaction wrench.
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(e)

Figure 4.20: 2nd Solution Process: UVMS optimal pose configurations

during the reach-to-grasp phase.
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[m] [rad

Figure 4.21: 2nd Solution Process: UVMS final optimal pose

configuration grasping the valve head.

Fig. 4.22 illustrates the generated sequences of vehicle’s position and orientation in

terms of Euler angles, while Fig. 4.23 depict manipulator’s joint angles. It can be

observed that there is no significant difference in the final UVMS pose configuration

generated by the two proposed motion planning schemes for the same scenario (see Fig.
4.10-4.11 and Fig. 4.22-4.23).

Position and Orientation of AUV wrt Inertial Frame
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Figure 4.22: 2nd Solution Process: AUV optimal position and orientation

variables during the reach-to-grasp phase.
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Figure 4.23: 2nd Solution Process: Manipulator optimal

joint states during the reach-to-grasp phase.
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CHAPTER 5

Conclusions & Future Research

5.1 Discussion and Conclusions

In this thesis, we presented an optimization scheme that provides an optimal pose
configuration of an UVMS for efficient interaction with the environment wrt several
intervention requirements and a certain performance criterion (maximization of a
meaningfully defined norm of interaction wrench vector), exploiting the redundant dofs

of the combined system and ensuring that several constraints are satisfied.

This optimization scheme is incorporated as part of a path planning scheme for UVMS
interacting with the environment. In particular, when the UVMS approaches the
interaction spot, an image based controller generates in real time a sequence of end-
effector poses from the initial pose, when the UVMS enters the “reach-to-grasp” phase, to
the final desired pose, when the end effector is ready to interact with the environment.
Since the control action on the UVMS is carried out in the joint space, a suitable
algorithm was proposed to provide in real time a sequence of UVMS pose configurations
that leads in a smooth way to the final optimal configuration for efficient interaction wrt
the pre-specified performance criterion. This algorithm includes the aforementioned
optimization scheme and plays the role of an on-line path planner in the joint space of

the UVMS during the “reach-to-grasp” phase.

Considering that the nonlinear constraints to be respected make the optimization
procedure complicated and computationally intense, a second path planning scheme in
the joint space of the UVMS was proposed. This approach speeds up the computation
procedure and seems to be more convenient for on-line motion planning schemes. The
key idea behind this approach lies in applying sensitivity analysis in an iterative process

to derive the sequence of optimal UVMS pose configurations.

Finally, the efficacy of the developed motion planning algorithms and optimization
scheme as part of the overall interaction control scheme was demonstrated through a
series of simulation studies in MATLAB where various underwater scenarios were

considered.
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5.2 Future Research Directions

As it has been mentioned, the proposed algorithms will be incorporated as part of a two-
stage interaction control structure for UVMS performing intervention tasks that involve
interaction with the environment. The two-stage interaction control structure is

composed of the proposed path planning schemes and a motion control algorithm.

Therefore, it is clear that a real-time, robust, coordinated and adaptive on board
nonlinear motion controller for autonomous UVMS has to be designed. This controller
will compute the control inputs (driving forces) aimed at tracking the reference path of
the system. At the same time, it will compensate for the forces and torques induced by
the interaction with the environment and for external disturbances such as the
underwater currents. The controller must also allow for an acceptable level of
compliance and overcome the issues associated with parameter variations, such as
payload variations, model uncertainties, buoyancy variations and internal noises.
Moreover, in the case of a force/torque sensor having been mounted on the end-effector

of the UVMS, a force control scheme could also be designed.

After the overall interaction control scheme has been designed, its performance will be
verified through simulation studies firstly in MATLAB and subsequently in UWSim
simulator. Further research work must be related to the experimental testing of the
proposed interaction control scheme in order to assess its efficacy under real-life
conditions. The experimental trials will be conducted at the Underwater Robotics Lab of
the University of Girona. Finally, future research could also be directed towards the
incorporation of a more sophisticated optimization algorithm to solve the formulated

optimization problem.
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