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## Abstract

The development of completely autonomous underwater robotic systems to accomplish complex subsea intervention tasks is one of the most important and rapidly increasing topics in underwater robotics research field. In case of missions that require interaction with the environment, underwater vehicles are equipped with a robotic arm to perform manipulation tasks; in this case the system is usually called Underwater VehicleManipulator System (UVMS). As expected, many challenging issues arise from designing interaction control schemes for autonomous UVMS, aiming at the improvement of their intervention capability.

The scope of this master thesis is the development of an optimization scheme that provides the optimal hovering pose configuration of an UVMS for efficient interaction with the environment, exploiting the redundant dofs of the combined system and ensuring that several constraints are satisfied. This optimal hovering pose configuration corresponds to several intervention requirements and a certain performance criterion ensuring the maximization of a meaningfully defined norm of end-effector interaction wrench vector.

This optimization scheme is incorporated as part of a path planning scheme for UVMS interacting with the environment. Since the control action on the UVMS is carried out in the joint space, a suitable algorithm is proposed to provide in real time a sequence of UVMS pose configurations that leads in a smooth way to the final optimal configuration for efficient interaction wrt the pre-specified performance criterion. Thus, this algorithm includes the aforementioned optimization scheme and plays the role of an on-line path planner in the joint space of the UVMS during the "reach-to-grasp" phase.

Considering that the nonlinear constraints to be respected make the optimization procedure complicated and computationally intense, a second path planning scheme in the joint space of the UVMS is proposed. This approach speeds up the computation procedure and seems to be more convenient for on-line motion planning schemes. The key idea behind this approach lies in applying sensitivity analysis in an iterative process to derive the sequence of optimal UVMS pose configurations.

Finally, the performance of the developed motion planning algorithms and optimization scheme as part of the overall interaction control scheme is demonstrated through a series of simulation studies in MATLAB where various underwater scenarios are considered. The autonomous UVMS, used for the simulation studies, is composed of the Girona500 AUV and the ARM 5E Micro manipulator.

Keywords: Underwater Vehicle-Manipulator Systems (UVMS), Interaction control, Nonlinear Programming Problem, Path planning scheme, Sensitivity analysis
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## Chapter 1

## Preface

### 1.1 Introduction

## Underwater Vehicles

Exploring underwater environments in traditional ways using manned systems and human divers is unequivocally a quite difficult and hazardous task. Therefore, Unmanned Underwater Vehicles (UUV), that can perform difficult missions without risking human lives, are gradually becoming popular and effective tools to help people see and touch this unfamiliar world. Currently, underwater vehicles are utilized in many fields, such as in the scientific, military and industrial ones. In the scientific field, they are often used in oceanographic researches to map seafloors and monitor ocean environments, while in the military field they are used for surveillance and reconnaissance. Finally, in the industrial field they serve as a means for surveying and exploring undersea resources as well as for inspecting and maintaining offshore/subsea plants and structures.

Such unmanned underwater vehicles are often classified into two types - Remotely Operated Vehicles (ROV) and Autonomous Underwater Vehicles (AUV). The term ROV denotes an underwater vehicle physically linked (Fig. 1.1a), via the tether, to an operator that can be on a mother surface ship or submarine. The tether is in charge of giving power to the vehicle as well as closing the manned control loop. Such vehicles are suitable for performing energy-intensive tasks, but their range of activities and speed capabilities are limited. On the other hand, AUV may be defined as a not-tethered holonomic (i.e. hover capable) or non-holonomic (i.e. torpedo shape, propulsor at the rear) vehicle (Fig. 1.1b) having the potential to operate autonomously, at low cost and unconstrained by various disturbances. Therefore, their power capabilities and operating times are limited, relying on onboard power system and intelligence. However, AUV are superior to ROV in speed and coverage, requiring little or no human supervision. In [1-3] the state of the art of several existing AUV and their control architectures are presented.


Figure 1.1: (a) VideoRay Pro 3 ROV [4], (b) Marlin AUV [5].

## Underwater Vehicle - Manipulator Systems (UVMS)

In case of missions that require interaction with the environment, UUV can be equipped with one or more manipulators to perform complex underwater tasks; in this case the system is usually called Underwater Vehicle-Manipulator System (UVMS) that correspond to redundant non-inertial (i.e. free-flying base) robotic arms. The growing interest in undersea technology has resulted in the development of many new approaches for improving the undersea intervention capability of UVMS. Developments and studies on UVMS modeling and control can be found in the literature [3, 6-37].

Currently, the state of the art of underwater manipulation is based on ROV carrying a tele-operated manipulator (Fig. 1.2a) [38-40]. Human operators are in charge of remotely controlling the vehicle actuators and the manipulator by, e.g., a master-slave technique. This human-piloted scheme causes several operational difficulties, including inaccurate trajectory tracking and force control, time delays in the man-machine control loop, and fatigue and reduced performance of the human operator. Moreover, the operators are often required to be physically near to the vehicle-manipulator system, which raises the risks and costs involved with the mission to be executed.

To overcome the above problems, research efforts are aimed at developing completely autonomous UVMS, using the so-called intervention AUV (Fig. 1.2b). This fascinating scenario, where I-AUV do the work autonomously, comes at the cost of endowing the robot with the intelligence needed to keep the operator out of the control loop. UVMS must be capable of assessing a situation, including self-calibration based on sensory information, and executing or revising a course of manipulating action without continuous human intervention and supervision.


Figure 1.2: (a) H2000 ROV equipped with 2 manipulator arms [41], (b) TRIDENT project I-AUV [42].

In particular, the UVMS must simultaneously control the position of the end-effector and the force applied to the environment. Therefore, one of the basic tasks to be accomplished is handling of motion coordination of the bodies constituting the UVMS considering the nonlinear and coupled dynamics between underwater vehicles and their manipulator systems. A detailed mathematical model of an UVMS is required to develop a control scheme that considers the nature of the system. Another main issue in designing and implementing a control system for autonomous manipulation of an UVMS is ensuring a reliable behavior within the workspace, and avoiding collisions, system instabilities and unwanted motions while performing the required task that is theoretically executable. Furthermore, UVMS must not be carried away by ocean currents. However, this is not an easy task to accomplish in practice. Many underwater vehicles are underactuated, which implies that the system has fewer control inputs than the number of degrees of freedom (dofs). As a result, it gets complicated to control such systems when they are exposed to environmental forces. Hence, the controller for dynamic positioning of underactuated vehicles must be designed considering the nature of underactuated systems.

In conclusion, UVMS are complex systems characterized by several strong constraints that must be taken into account when designing a interaction control scheme:

- Uncertainty in the model knowledge, mainly due to the poor description of the hydrodynamic effects
- Complexity of the mathematical model
- Structural redundancy of the system
- Difficulty to control the vehicle in hovering, mainly due to the poor thrusters' performance
- Dynamic coupling between vehicle and manipulator
- Low sensors' bandwidth
- Underactuation

In literature there are only few examples of UVMS such as ODIN, OTTER I-AUV, SAUVIM [6], VORTEX [19], ALIVE [43] and RAUVI [44].

### 1.2 Verbal Problem Statement

In the framework of the development of completely autonomous UVMS, one of the main issues to be resolved is handling of motion coordination between the vehicle and the manipulator to successfully execute intervention tasks. Some common underwater intervention tasks to be accomplished by UVMS could be the manipulation of valves and switches on underwater facilities such as control panels on hydrocarbon underwater sites, the inspection and maintenance of underwater structures and the object recovery and sampling from the sea bottom. In order to perform an intervention task the vehicle has to temporarily dock or hover near the desired target point. The determination of the optimal docking/hovering position of the vehicle or more precisely the appropriate pose configuration of the UVMS wrt several intervention tasks' requirements is a matter of increased interest in the research field of undersea intervention technology and has attracted a lot of attention during the last years [45-47].

When UVMS are expected to perform underwater intervention tasks two issues arise even if the desired target point (i.e. end-effector pose) is considered as known:

- In most cases, although the interaction wrench vector (combined force and torque) may be known in terms of direction, based on a priori information (e.g. CAD plans of a valve in a particular installation), sensory information or a fusion of them, it is usually unknown in terms of magnitude (e.g. the torque needed to turn a valve may change in time due to corrosion etc.).
- When approaching the interaction spot (i.e. during the "reach-to-grasp" phase) or when interacting, disturbances possibly induced by underwater currents should be rejected.

Thus, since the UVMS actuators: (a) will need to "undertake" simultaneously those issues and (b) have limited capability range, one should consider the problem of appropriately posing the combined vehicle-manipulator system in such a way that it
allows for "maximization" of the allowed interaction wrench between the UVMS and the environment (solid or fluid) since this wrench has to be compensated by the UVMS actuation system.

Furthermore, it must be noted that the UVMS used to perform the manipulation task are kinematically redundant systems due to the mobility provided by the vehicle itself in addition to that provided by the manipulator arm. In other words, UVMS possess more dofs in the joint-space than those strictly required to execute a task specified in the Cartesian space.

Consequently, the ultimate objective of this thesis is the design of an optimization scheme that provides an optimal pose configuration of UVMS for efficient interaction with the environment wrt a certain performance criterion (maximization of a meaningfully defined norm of interaction wrench vector), exploiting the redundant dofs of the combined system and ensuring that several constraints are satisfied.

This work has been inspired by the PANDORA research project [48]. The autonomous UVMS the interaction control scheme is designed for is composed of the Girona500 AUV and the ARM 5E Micro manipulator (Fig. 1.3). The UVMS's goal is to locate the correct valve panel of a subsea manifold, grasp the correct valve and open it. On each panel a selection of valve heads are exposed, each with a T bar attached for grasping. The vehicle identifies the state of the valves (open, close, in-between) from the T bar orientations, and if appropriate, uses the gripper to grasp the correct valve and open it. It does not dock, because there are no docking bars on the panel, thus it hovers near the valve panel, counteracting by thrusters any reaction forces from the turning as well as any disturbances possibly induced by underwater currents.


Figure 1.3: The integrated UVMS prototype composed of GIRONA 500 AUV and Light-Weight ARM 5E.

### 1.3 Approach of Solution

As it has already been mentioned, the goal of this thesis is the design of an optimization scheme that provides an optimal pose configuration of UVMS for efficient interaction with the environment wrt a certain performance criterion. The proposed algorithm will be incorporated as part of a two-stage interaction control structure for UVMS performing intervention tasks that involve interaction with the environment.

For autonomous manipulation in water, an UVMS should be able to generate trajectories for the vehicle and manipulators in real time and track the planned trajectories accurately. Thus, the two-stage interaction control structure is composed of a path or motion planning algorithm and a robust coordinated motion control algorithm. The motion planning algorithm is formulated as follows.

A manipulation task is usually given in terms of position and orientation trajectory of the end effector. When the UVMS approaches the interaction spot (i.e. during the "reach-to-grasp" phase), an image based controller using model predictive control (MPC) is used to generate a sequence of variables over time that describe end-effector position and orientation, navigating it towards the target point. Since the control action on the UVMS is carried out in the joint space, a suitable algorithm is to be used to provide in real time the joint space variables corresponding to the desired end-effector pose denoted by the image based controller.

Considering the redundancy of the combined system vehicle-manipulator, this problem has an infinite number of solutions. Therefore, it can be formulated as a nonlinear constrained optimization problem due to the nonlinear nature of the constraints that need to be satisfied. In particular, the optimization algorithm will take as input the desired end-effector pose and will generate an appropriate pose configuration of the UVMS for efficient interaction with the environment. In accordance with the problem verbally stated in §1.2, the UVMS configuration must be optimal wrt a objective function, the maximization of which guarantees the maximization of a meaningfully defined norm of the interaction wrench vector. At the same time, constraints imposed by the mechanical structure of the UVMS and the surrounding physical environment as well as hardware limitations of the system concerning the limited capability range of the actuators need to be satisfied and are considered in the optimization scheme.

It must be noted that, in fact, the image based controller produces in real time a sequence of end-effector poses, from the initial pose when the UVMS enters the "reach-to-grasp" phase to the final desired pose when the end effector is ready to interact with
the environment. In parallel, the proposed optimization scheme produces a sequence of UVMS pose configurations that leads in a smooth way to the final optimal configuration for efficient interaction wrt the pre-specified performance criterion.

As customary in kinematic control approaches, the output of the motion planning algorithm (i.e. the integration of the image based controller with the proposed optimization scheme) constitutes the reference joint space variables of the UVMS motion controller.

In Figure 1.4 the two-stage interaction control structure described above is schematically represented using a block diagram format. The efficacy of the developed optimization algorithm as part of the overall interaction control scheme will be demonstrated through a series of simulation studies in MATLAB where various navigation scenarios will be considered for the model of the UVMS used in the PANDORA research project.


Figure 1.4: Block diagram of the interaction control structure including the proposed optimization scheme.

### 1.4 Thesis Structure

The rest of this thesis is organized as follows:

- In Chapter 2 an analysis is made on the kinematics and dynamics of an UVMS. At first, several reference frames are defined in §2.1. In §2.2 the UVMS differential kinematics equation is derived. Consequently, $\S 2.3$ presents and briefly explains the dynamic equations of motion of an UVMS. Finally, the vector of gravity and buoyancy generalized forces is mathematically expressed in §2.4.
- In Chapter 3 the proposed motion planning algorithms and optimization scheme are presented. In §3.1, the problem of producing the appropriate UVMS pose configuration for efficient interaction with the environment is being modeled. A summary of all the notations adopted is also provided. For the sake of completeness, $\S 3.2$ presents basic elements of Nonlinear Programming to provide some background on this field. Finally, in $\S 3.3$ and $\S 3.4$ two approaches of solution process including the proposed optimization scheme are described.
- In Chapter 4 the performance of the developed motion planning algorithms and optimization scheme as part of the overall interaction controller is demonstrated through a series of simulation studies in MATLAB where various underwater scenarios are considered. In $\S 4.1$ the UVMS used for the simulations studies is described. Consequently, the simulation results and performance of the proposed algorithms are provided in $\S 4.2$ and $\S 4.3$, where the UWSim simulator is used for illustrative purposes.
- Finally, in Chapter 5 an overall description of this work is presented citing the problems encountered and the goals achieved. Moreover, suggestions for further work are stated.


## Chapter 2

## Modelling of UVMS

### 2.1 Reference Frames

In order to analyze the motion of UVMS in 3D-space, several reference frames need to be defined. As in all problems in robotics, various quantities are represented in different coordinate frames and there is the need for transformation of them between frames. In Figure 2.1 a sketch of an UVMS with reference frames is shown. Consider an underwater vehicle with an $n$-link mounted manipulator.


Figure 2.1: Schematic diagram of UVMS with coordinate frames attached.

## Earth-fixed frame $\{[ \}$

Frame $\{I\}$ denotes the earth-fixed reference frame with the $\mathrm{X}_{I}$ axis directing North and $\mathrm{Z}_{l}$ axis pointing straight down towards the earth, aligned with the gravity direction. Considering that the motion of the Earth hardly affects low speed marine vehicles, the earth-fixed reference frame $\{I\}$ can be regarded as the inertial.

## Vehicle-fixed frame $\{V\}$

The moving coordinate frame $\{V\}$ is conveniently fixed to the AUV and is called the bodyfixed or vehicle-fixed reference frame. The origin of the body-fixed frame is usually chosen to coincide with the center of gravity (CGV) of the vehicle when $\mathrm{CG}_{\mathrm{v}}$ is in the principal plane of symmetry. The body axes coincide with the principal axes of inertia. Thus, the longitudinal axis $X_{V}$ is directed from aft to fore, the transverse axis $Y_{V}$ is directed to starboard and the normal axis $\mathrm{Z}_{v}$ is directed from top to bottom.

## Manipulator frames

The 0 -th frame, $\{0\}$, is the reference frame located at the manipulator base, and each $i$-th frame $\{\mathrm{i}\}$ is located at the i-th link along the D-H convention. The end-effector fixed frame is denoted by $\{E\}$.

### 2.2 Kinematics of UVMS

In this section, the differential kinematic relationship between the end-effector velocities expressed in the earth-fixed frame and the body-fixed system velocity will be described.

The vehicle position and orientation are described relative to the inertial reference frame $\{I\}$, while the linear and angular velocities of the vehicle are expressed in the vehicle-fixed frame $\{V\}$.

Let define the vehicle pose vector $\eta$ as:

$$
\boldsymbol{\eta}=\left[\begin{array}{ll}
\boldsymbol{\eta}_{1}^{T} & \boldsymbol{\eta}_{2}^{T}
\end{array}\right]^{T} \in \mathbb{R}^{6} \begin{aligned}
& \nearrow \\
& \searrow \boldsymbol{\eta}_{1}=\left[\begin{array}{lll}
x & y & z
\end{array}\right]^{T} \in \mathbb{R}^{3} \\
& \boldsymbol{\eta}_{2}=\left[\begin{array}{lll}
\varphi & \theta & \psi
\end{array}\right]^{T} \in \mathbb{R}^{3}
\end{aligned}
$$

where,
$\boldsymbol{\eta}_{1}$ is the position vector of the vehicle-fixed frame $\{V\}$ relative to the inertial frame $\{I\}$ and $\boldsymbol{\eta}_{2}$ is the vector of Euler-angles of the vehicle-fixed frame $\{V\}$ relative to the inertial frame $\{I\}$.

The vectors $\dot{\boldsymbol{\eta}}_{1}$ and $\dot{\boldsymbol{\eta}}_{2}$ are the corresponding time derivatives expressed in the inertial frame $\{I\}$ and $\dot{\boldsymbol{\eta}}=\left[\begin{array}{cc}\dot{\boldsymbol{\eta}}_{1}^{T} & \dot{\boldsymbol{\eta}}_{2}^{T}\end{array}\right]^{T} \in \mathbb{R}^{6}$.

Let also define the vector of the vehicle-fixed velocities $\boldsymbol{v}$ as:
$\left.\boldsymbol{v}=\left[\begin{array}{ll}\boldsymbol{v}_{1}^{T} & \boldsymbol{v}_{2}^{T}\end{array}\right]^{T} \in \mathbb{R}^{6} \begin{array}{l}\nearrow \\ \\ \\ \\ \\ \boldsymbol{v}_{2}=\left[\begin{array}{lll}p & q & r\end{array}\right]^{T} \in \mathbb{R}^{3}\end{array}\right)$
where,
$\boldsymbol{v}_{1}$ is the linear velocity of the vehicle-fixed frame $\{V\}$ with respect to the inertial frame $\{I\}$ expressed in the vehicle-fixed frame and $\boldsymbol{v}_{2}$ is the angular velocity of the vehicle-fixed frame $\{V\}$ with respect to the inertial frame $\{I\}$ expressed in the vehicle-fixed frame.

The vector of vehicle-fixed velocities $\boldsymbol{v}$ is related to the time derivative of the vehicle pose vector $\dot{\eta}$ by the vehicle Jacobian matrix:

$$
\left[\begin{array}{c}
\dot{\eta}_{1}  \tag{2.1}\\
\dot{\eta}_{2}
\end{array}\right]=\left[\begin{array}{cc}
J_{v 1}\left(\boldsymbol{\eta}_{2}\right) & 0 \\
0 & J_{v 2}\left(\boldsymbol{\eta}_{2}\right)
\end{array}\right] \cdot\left[\begin{array}{l}
\boldsymbol{v}_{1} \\
\boldsymbol{v}_{2}
\end{array}\right] \Leftrightarrow \dot{\eta}=J_{v}\left(\boldsymbol{\eta}_{2}\right) \cdot \boldsymbol{v}
$$

where,

$$
\begin{gather*}
\boldsymbol{J}_{v 1}\left(\boldsymbol{\eta}_{2}\right)={ }^{I} \boldsymbol{R}_{V}\left(\boldsymbol{\eta}_{2}\right)=\left[\begin{array}{ccc}
c \psi c \theta & -s \psi c \varphi+c \psi s \theta s \varphi & s \psi s \varphi+c \psi s \theta c \varphi \\
s \psi c \theta & c \psi c \varphi+s \psi s \theta s \varphi & -c \psi s \varphi+s \psi s \theta c \varphi \\
-s \theta & c \theta s \varphi & c \theta c \varphi
\end{array}\right]  \tag{2.2}\\
\boldsymbol{J}_{v 2}\left(\boldsymbol{\eta}_{2}\right)=\left[\begin{array}{ccc}
1 & s \varphi t \theta & c \varphi t \theta \\
0 & c \varphi & -s \varphi \\
0 & s \varphi / c \theta & c \varphi / c \theta
\end{array}\right] \tag{2.3}
\end{gather*}
$$

and ${ }^{I} \boldsymbol{R}_{V}\left(\boldsymbol{\eta}_{2}\right)$ is the rotation matrix ${ }^{1}$ expressing the transformation from the vehiclefixed frame $\{V\}$ to the inertial frame $\{1\}$.

For a $n$-link manipulator, the joint angular position state vector is defined by $\boldsymbol{q}_{m}=\left[\begin{array}{llll}q_{1} & q_{2} & \ldots & q_{n_{m}}\end{array}\right]^{T} \in \mathbb{R}^{n_{m}}$.

Next, the end-effector local pose vector $\boldsymbol{p}$ is defined as:

$$
\boldsymbol{p}=\left[\begin{array}{ll}
\boldsymbol{p}_{1}^{T} & \boldsymbol{p}_{2}^{T}
\end{array}\right]^{T} \in \mathbb{R}^{6} \begin{aligned}
& \nearrow \\
& \boldsymbol{p}_{1}=\left[\begin{array}{lll}
x_{l} & y_{l} & z_{l}
\end{array}\right]^{T} \in \mathbb{R}^{3} \\
& \\
& \boldsymbol{p}_{2}=\left[\begin{array}{lll}
\varphi_{l} & \theta_{l} & \psi_{l}
\end{array}\right]^{T} \in \mathbb{R}^{3}
\end{aligned}
$$

where,
$\boldsymbol{p}_{1}$ is the local position vector of the e-e frame $\{E\}$ expressed in the vehicle-fixed frame $\{V\}$ and
$\boldsymbol{p}_{2}$ is the local orientation (Euler-angles) vector of the e-e frame $\{E\}$ expressed in the vehicle-fixed frame $\{V\}$.

The vectors $\dot{\boldsymbol{p}}_{1}$ and $\dot{\boldsymbol{p}}_{2}$ are the corresponding time derivatives expressed in the vehiclefixed frame $\{V\}$ and $\dot{\boldsymbol{p}}=\left[\begin{array}{ll}\dot{\boldsymbol{p}}_{1}^{T} & \dot{\boldsymbol{p}}_{2}^{T}\end{array}\right]^{T} \in \mathbb{R}^{6}$.

Accordingly, the end-effector pose vector $\boldsymbol{p}_{e}$ is defined as:

$$
\left.\begin{array}{r}
\boldsymbol{p}_{e}=\left[\begin{array}{ll}
\boldsymbol{p}_{e 1}^{T} & \boldsymbol{p}_{e 2}^{T}
\end{array}\right]^{T} \in \mathbb{R}^{6} \begin{array}{l}
\nearrow \\
\\
\\
\boldsymbol{p}_{e 1}=\left[\begin{array}{lll}
x_{e} & y_{e} & z_{e}
\end{array}\right]^{T} \in \mathbb{R}^{3} \\
\varphi_{e}
\end{array} \theta_{e}
\end{array} \psi_{e}\right]^{T} \in \mathbb{R}^{3} .
$$

where,
$\boldsymbol{p}_{e 1}$ is the position vector of the e-e frame $\{E\}$ expressed in the inertial frame $\{I\}$ and $\boldsymbol{p}_{e 2}$ is the orientation (Euler-angles) vector of the e-e frame $\{E\}$ expressed in the inertial frame $\{I\}$.

[^1]The vectors $\dot{\boldsymbol{p}}_{e 1}$ and $\dot{\boldsymbol{p}}_{e 2}$ are the corresponding time derivatives expressed in the inertial frame $\{l\}$ and $\dot{\boldsymbol{p}}_{e}=\left[\begin{array}{ll}\dot{\boldsymbol{p}}_{e 1}^{T} & \dot{\boldsymbol{p}}_{e 2}^{T}\end{array}\right]^{T} \in \mathbb{R}^{6}$.

Next, we proceed to define the relation between the e-e local velocity vector $\dot{\boldsymbol{p}}$ and the joint velocity vector $\dot{\boldsymbol{q}}_{m}$.

Assuming that matrix $\boldsymbol{J}_{m} \in \mathbb{R}^{6 \times n_{m}}$ represents the manipulator geometric Jacobian matrix with respect to base frame, we get:

$$
\left[\begin{array}{c}
{ }^{0} \boldsymbol{v}_{E}  \tag{2.4}\\
{ }^{0} \boldsymbol{\omega}_{E}
\end{array}\right]=\boldsymbol{J}_{m} \cdot \dot{\boldsymbol{q}}_{m}=\left[\begin{array}{c}
\boldsymbol{J}_{m 1} \\
\boldsymbol{J}_{m 2}
\end{array}\right] \cdot \dot{\boldsymbol{q}}_{m}
$$

where matrices $\boldsymbol{J}_{m 1} \in \mathbb{R}^{3 \times n_{m}}$ and $\boldsymbol{J}_{m 2} \in \mathbb{R}^{3 \times n_{m}}$ represent the position and orientation Jacobian matrices relating the contribution of the joint velocities $\dot{\boldsymbol{q}}_{m}$ to the e-e local linear velocity ${ }^{0} \boldsymbol{v}_{E}$ and the e-e local angular velocity ${ }^{0} \omega_{E}$, respectively, both expressed in the manipulator base frame $\{0\}$.

However, it is useful to express the e-e local velocity in the vehicle-fixed frame $\{V\}$. The relationship between velocities in the two frames is:

$$
\begin{align*}
& { }^{V} \mathbf{V}_{E}=\left[\begin{array}{cc}
{ }^{V} \boldsymbol{R}_{0} & \mathbf{0} \\
\mathbf{0} & { }^{V} \boldsymbol{R}_{0}
\end{array}\right] \cdot{ }^{0} \mathbf{V}_{E} \Rightarrow \\
& {\left[\begin{array}{c}
\dot{\boldsymbol{p}}_{1} \\
{ }^{V} \boldsymbol{\omega}_{E}
\end{array}\right]=\left[\begin{array}{cc}
{ }^{V} \boldsymbol{R}_{0} & \mathbf{0} \\
\mathbf{0} & { }^{V} \boldsymbol{R}_{0}
\end{array}\right] \cdot\left[\begin{array}{c}
{ }^{0} \boldsymbol{v}_{E} \\
{ }^{0} \boldsymbol{\omega}_{E}
\end{array}\right]} \tag{2.5}
\end{align*}
$$

where the rotation matrix ${ }^{V} \boldsymbol{R}_{0}$ denotes the transformation from the manipulator base frame $\{0\}$ to the vehicle-fixed frame $\{V\}$.

Substituting Eq. 2.4 into Eq. 2.5, the end-effector linear and angular velocity vector expressed in the vehicle-fixed frame $\{V\}$ is given by:

$$
\left[\begin{array}{c}
\dot{\boldsymbol{p}}_{1}  \tag{2.6}\\
{ }^{V} \boldsymbol{\omega}_{E}
\end{array}\right]=\left[\begin{array}{cc}
{ }^{V} \boldsymbol{R}_{0} & \mathbf{0} \\
\mathbf{0} & { }^{V} \boldsymbol{R}_{0}
\end{array}\right] \cdot\left[\begin{array}{c}
\boldsymbol{J}_{m 1} \\
\boldsymbol{J}_{m 2}
\end{array}\right] \cdot \dot{\boldsymbol{q}}_{m}
$$

Furthermore, the following equation, relating the angular velocity ${ }^{V} \omega_{E}$ to the time derivative of the Euler angles $\dot{\boldsymbol{p}}_{2}$, holds:

$$
\begin{equation*}
{ }^{V} \boldsymbol{\omega}_{E}=\boldsymbol{E}_{r}\left(\boldsymbol{p}_{2}\right) \cdot \dot{\boldsymbol{p}}_{2} \tag{2.7}
\end{equation*}
$$

where,

$$
\begin{equation*}
\boldsymbol{E}_{r}\left(\boldsymbol{p}_{2}\right)={ }^{V} \boldsymbol{R}_{E}\left(\boldsymbol{p}_{2}\right) \cdot \boldsymbol{J}_{v 2}^{-1}\left(\boldsymbol{p}_{2}\right) \tag{2.8}
\end{equation*}
$$

rotation matrix ${ }^{V} \boldsymbol{R}_{E}$ denotes the transformation from the e-e frame $\{E\}$ to the vehiclefixed frame $\{V\}$ and $\boldsymbol{J}_{v 2}\left(\boldsymbol{p}_{2}\right)$ is defined as in Eq. 2.3.

Inverting Eq. 2.7 and considering Eq. 2.8 gives that:

$$
\begin{equation*}
\dot{\boldsymbol{p}}_{2}=\boldsymbol{J}_{v 2}\left(\boldsymbol{p}_{2}\right) \cdot{ }^{E} \boldsymbol{R}_{V} \cdot{ }^{V} \boldsymbol{\omega}_{E} \tag{2.9}
\end{equation*}
$$

Combining Eq. 2.6 with Eq. 2.9, the relation of the e-e local velocity vector $\dot{\boldsymbol{p}}$ and the joint velocity vector $\dot{\boldsymbol{q}}_{m}$ is expressed by the following Jacobian matrix:

$$
\dot{\boldsymbol{p}}=\left[\begin{array}{l}
\dot{\boldsymbol{p}}_{1}  \tag{2.10}\\
\dot{\boldsymbol{p}}_{2}
\end{array}\right]=\left[\begin{array}{c}
{ }^{V} \boldsymbol{R}_{0} \cdot \boldsymbol{J}_{m 1} \\
\boldsymbol{J}_{v 2}\left(\boldsymbol{p}_{2}\right) \cdot{ }^{E} \boldsymbol{R}_{V} \cdot{ }^{V} \boldsymbol{R}_{0} \cdot \boldsymbol{J}_{m 2}
\end{array}\right] \cdot \dot{\boldsymbol{q}}_{m}
$$

Next, we proceed to define the differential kinematic relationship between the endeffector velocities expressed in the earth-fixed frame $\{I$ and the body-fixed system velocity.

The coordinate transformation matrix ${ }^{2}$ from the end-effector frame $\{E\}$ to the inertial frame $\{!\}$ is expressed as below:

$$
{ }^{I} \boldsymbol{T}_{E}=\left[\begin{array}{cc}
{ }^{I} \boldsymbol{R}_{V} \cdot{ }^{V} \boldsymbol{R}_{E} & \boldsymbol{\eta}_{1}+{ }^{I} \boldsymbol{R}_{V} \cdot \boldsymbol{p}_{1}  \tag{2.11}\\
\mathbf{0}_{1 \times 3} & 1
\end{array}\right]
$$

[^2]From the coordinate transformation Eq. 2.11, the position vector of the end-effector in the inertial frame $\{l\}$ is written as:

$$
\begin{equation*}
\boldsymbol{p}_{e 1}=\boldsymbol{\eta}_{1}+{ }^{I} \boldsymbol{R}_{V} \cdot \boldsymbol{p}_{1} \tag{2.12}
\end{equation*}
$$

Differentiating Eq. 2.12 with respect to time yields:

$$
\begin{equation*}
\dot{\boldsymbol{p}}_{e 1}=\dot{\boldsymbol{\eta}}_{1}+{ }^{I} \dot{\boldsymbol{R}}_{V} \cdot \boldsymbol{p}_{1}+{ }^{I} \boldsymbol{R}_{V} \cdot \dot{\boldsymbol{p}}_{1} \tag{2.13}
\end{equation*}
$$

where considering that the derivative of the rotation matrix ${ }^{I} \boldsymbol{R}_{V}$ with respect the time is given as follows:

$$
\begin{equation*}
{ }^{I} \dot{\boldsymbol{R}}_{V}={ }^{I} \boldsymbol{\omega}_{V} \times{ }^{I} \boldsymbol{R}_{V} \tag{2.14}
\end{equation*}
$$

we get the following relation:

$$
\begin{gather*}
\dot{\boldsymbol{p}}_{e 1}=\dot{\eta}_{1}+\left({ }^{I} \boldsymbol{\omega}_{V}\right) \times{ }^{I} \boldsymbol{R}_{V} \cdot \boldsymbol{p}_{1}+{ }^{I} \boldsymbol{R}_{V} \cdot \dot{\boldsymbol{p}}_{1} \Rightarrow \\
\dot{\boldsymbol{p}}_{e 1}=\dot{\eta}_{1}-\left({ }^{I} \boldsymbol{R}_{V} \cdot \boldsymbol{p}_{1}\right) \times{ }^{I} \boldsymbol{\omega}_{V}+{ }^{I} \boldsymbol{R}_{V} \cdot \dot{\boldsymbol{p}}_{1} \tag{2.15}
\end{gather*}
$$

Considering that

$$
\begin{equation*}
{ }^{I} \boldsymbol{\omega}_{V}={ }^{I} \boldsymbol{R}_{V} \cdot \boldsymbol{v}_{2} \tag{2.16}
\end{equation*}
$$

and substituting Eq. 2.1 and Eq. 2.10 into Eq. 2.15, we get:

$$
\begin{gather*}
\dot{\boldsymbol{p}}_{e 1}=\boldsymbol{J}_{v 1}\left(\boldsymbol{\eta}_{2}\right) \cdot \boldsymbol{v}_{1}-\left({ }^{I} \boldsymbol{R}_{V} \cdot \boldsymbol{p}_{1}\right) \times{ }^{I} \boldsymbol{R}_{V} \cdot \boldsymbol{v}_{2}+{ }^{I} \boldsymbol{R}_{V} \cdot{ }^{V} \boldsymbol{R}_{0} \cdot \boldsymbol{J}_{m 1} \cdot \dot{\boldsymbol{q}}_{m} \Rightarrow \\
\dot{\boldsymbol{p}}_{e 1}=\boldsymbol{J}_{v 1}\left(\boldsymbol{\eta}_{2}\right) \cdot \boldsymbol{v}_{1}-S\left({ }^{I} \boldsymbol{R}_{V} \cdot \boldsymbol{p}_{1}\right) \cdot{ }^{I} \boldsymbol{R}_{V} \cdot \boldsymbol{v}_{2}+{ }^{I} \boldsymbol{R}_{0} \cdot \boldsymbol{J}_{m 1} \cdot \dot{\boldsymbol{q}}_{m} \tag{2.17}
\end{gather*}
$$

where $S(\cdot)$ is the cross-product operator matrix, defined as $S(\boldsymbol{a}) \cdot \boldsymbol{b}=\boldsymbol{a} \times \boldsymbol{b}$.

Considering the following property:

$$
\begin{equation*}
S(\boldsymbol{R} \cdot \boldsymbol{a})=\boldsymbol{R} \cdot S(\boldsymbol{a}) \cdot \boldsymbol{R}^{T} \quad \text { for any } \boldsymbol{R} \in S O(3), \boldsymbol{a} \in \mathbb{R}^{3} \tag{2.18}
\end{equation*}
$$

then Eq. 2.17 is restated as follows:

$$
\begin{equation*}
\dot{\boldsymbol{p}}_{e 1}=\boldsymbol{J}_{v 1}\left(\boldsymbol{\eta}_{2}\right) \cdot \boldsymbol{v}_{1}-{ }^{I} \boldsymbol{R}_{V} \cdot S\left(\boldsymbol{p}_{1}\right) \cdot \boldsymbol{v}_{2}+{ }^{I} \boldsymbol{R}_{0} \cdot \boldsymbol{J}_{m 1} \cdot \dot{\boldsymbol{q}}_{m} \tag{2.19}
\end{equation*}
$$

As far as the angular velocities are concerned the following relation holds:

$$
\begin{equation*}
{ }^{I} \boldsymbol{\omega}_{E}={ }^{I} \boldsymbol{\omega}_{V}+{ }^{I} \boldsymbol{R}_{V} \cdot{ }^{V} \boldsymbol{\omega}_{E} \tag{2.20}
\end{equation*}
$$

Substituting Eq. 2.6 and Eq. 2.16 into Eq. 2.20, we get:

$$
\begin{equation*}
{ }^{I} \boldsymbol{\omega}_{E}={ }^{I} \boldsymbol{R}_{V} \cdot \boldsymbol{v}_{2}+{ }^{I} \boldsymbol{R}_{V} \cdot{ }^{V} \boldsymbol{R}_{0} \cdot \boldsymbol{J}_{m 2} \cdot \dot{\boldsymbol{q}}_{m} \tag{2.21}
\end{equation*}
$$

Moreover, as with Eq. 2.7, it holds:

$$
\begin{gather*}
{ }^{I} \boldsymbol{\omega}_{E}=\boldsymbol{E}_{r}\left(\boldsymbol{p}_{e 2}\right) \cdot \dot{\boldsymbol{p}}_{e 2} \Rightarrow \\
{ }^{I} \boldsymbol{\omega}_{E}={ }^{I} \boldsymbol{R}_{E}\left(\boldsymbol{p}_{e 2}\right) \cdot \boldsymbol{J}_{v 2}^{-1}\left(\boldsymbol{p}_{e 2}\right) \cdot \dot{\boldsymbol{p}}_{e 2} \tag{2.22}
\end{gather*}
$$

Combining Eq. 2.21 with Eq. 2.22 and solving for $\dot{\boldsymbol{p}}_{e 2}$ we derive:

$$
\begin{gather*}
{ }^{I} \boldsymbol{R}_{E}\left(\boldsymbol{p}_{e 2}\right) \cdot \boldsymbol{J}_{v 2}^{-1}\left(\boldsymbol{p}_{e 2}\right) \cdot \dot{\boldsymbol{p}}_{e 2}={ }^{I} \boldsymbol{R}_{V} \cdot \boldsymbol{v}_{2}+{ }^{I} \boldsymbol{R}_{V} \cdot{ }^{V} \boldsymbol{R}_{0} \cdot \boldsymbol{J}_{m 2} \cdot \dot{\boldsymbol{q}}_{m} \Rightarrow \\
\dot{\boldsymbol{p}}_{e 2}=\boldsymbol{J}_{v 2}\left(\boldsymbol{p}_{e 2}\right) \cdot{ }^{E} \boldsymbol{R}_{I} \cdot{ }^{I} \boldsymbol{R}_{V} \cdot \boldsymbol{v}_{2}+\boldsymbol{J}_{v 2}\left(\boldsymbol{p}_{e 2}\right) \cdot{ }^{E} \boldsymbol{R}_{I} \cdot{ }^{I} \boldsymbol{R}_{V} \cdot{ }^{V} \boldsymbol{R}_{0} \cdot \boldsymbol{J}_{m 2} \cdot \dot{\boldsymbol{q}}_{m} \Rightarrow \\
\dot{\boldsymbol{p}}_{e 2}=\boldsymbol{J}_{v 2}\left(\boldsymbol{p}_{e 2}\right) \cdot{ }^{E} \boldsymbol{R}_{V} \cdot \boldsymbol{v}_{2}+\boldsymbol{J}_{v 2}\left(\boldsymbol{p}_{e 2}\right) \cdot{ }^{E} \boldsymbol{R}_{0} \cdot \boldsymbol{J}_{m 2} \cdot \dot{\boldsymbol{q}}_{m} \tag{2.23}
\end{gather*}
$$

Now, let define the body-fixed system velocity vector $\zeta=\left[\begin{array}{ll}\boldsymbol{v}^{T} & \dot{\boldsymbol{q}}_{m}{ }^{T}\end{array}\right]^{T} \in \mathbb{R}^{n_{m}+6}$.

Finally, considering Eq. 2.19 and Eq. 2.23, it turns out that the e-e velocities $\dot{\boldsymbol{p}}_{e}=\left[\begin{array}{ll}\dot{\boldsymbol{p}}_{e 1}^{T} & \dot{\boldsymbol{p}}_{e 2}^{T}\end{array}\right]^{T}$ expressed in the inertial frame $\{I\}$, are related to the body-fixed system velocity vector $\zeta=\left[\begin{array}{ll}\boldsymbol{v}^{T} & \dot{\boldsymbol{q}}_{m}{ }^{T}\end{array}\right]^{T}$ by the following Jacobian matrix:

$$
\begin{gather*}
{\left[\begin{array}{c}
\dot{\boldsymbol{p}}_{e 1} \\
\dot{\boldsymbol{p}}_{e 2}
\end{array}\right]=\left[\begin{array}{ccc}
\boldsymbol{J}_{v 1}\left(\boldsymbol{\eta}_{2}\right) & { }^{I} \boldsymbol{R}_{V} \cdot S\left(\boldsymbol{p}_{1}\right) & { }^{I} \boldsymbol{R}_{0} \cdot \boldsymbol{J}_{m 1} \\
\mathbf{0} & \boldsymbol{J}_{v 2}\left(\boldsymbol{p}_{e 2}\right) \cdot{ }^{E} \boldsymbol{R}_{V} & \boldsymbol{J}_{v 2}\left(\boldsymbol{p}_{e 2}\right) \cdot{ }^{E} \boldsymbol{R}_{0} \cdot \boldsymbol{J}_{m 2}
\end{array}\right] \cdot\left[\begin{array}{c}
\boldsymbol{v}_{1} \\
\boldsymbol{v}_{2} \\
\dot{\boldsymbol{q}}_{m}
\end{array}\right] \Rightarrow} \\
\dot{\boldsymbol{p}}_{e}=\boldsymbol{J}_{W}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right) \cdot \zeta \tag{2.24}
\end{gather*}
$$

Eq. 2.24 is also known as the UVMS differential kinematics equation.

### 2.3 Dynamics of UVMS

The analysis of this section aims only to present and briefly explain the dynamic equations of motion of an UVMS. Their derivation and mathematical expression will not be studied in detail.

The equations of motion of the UVMS in a body-fixed frame $\{V\}$ can be conveniently written in a matrix form as:

$$
\begin{equation*}
\boldsymbol{M}\left(\boldsymbol{q}_{m}\right) \cdot \dot{\zeta}+\boldsymbol{C}\left(\zeta, \boldsymbol{q}_{m}\right) \cdot \boldsymbol{\zeta}+\boldsymbol{D}\left(\zeta, \boldsymbol{q}_{m}\right) \cdot \zeta+\boldsymbol{g}\left(\eta_{2}, \boldsymbol{q}_{m}\right)=\tau \tag{2.25}
\end{equation*}
$$

where,
$\boldsymbol{M}\left(\boldsymbol{q}_{m}\right) \in \mathbb{R}^{\left(n_{m}+6\right) \times\left(n_{m}+6\right)}$ is the inertia matrix including added mass,
$\boldsymbol{C}\left(\boldsymbol{\zeta}, \boldsymbol{q}_{m}\right) \cdot \zeta \in \mathbb{R}^{n_{m}+6}$ is the vector of Coriolis and centripetal terms,
$\boldsymbol{D}\left(\zeta, \boldsymbol{q}_{m}\right) \cdot \zeta \in \mathbb{R}^{n_{m}+6}$ is the vector of dissipative effects,
$\boldsymbol{g}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right) \in \mathbb{R}^{n_{m}+6}$ is the vector of gravity and buoyancy effects,
$\tau \in \mathbb{R}^{n_{m}+6}$ is the vector of force/moment acting on the vehicle as well as joint torques and $\zeta=\left[\begin{array}{ll}\boldsymbol{v}^{T} & \dot{\boldsymbol{q}}_{m}{ }^{T}\end{array}\right]^{T} \in \mathbb{R}^{n_{m}+6}$ is the body-fixed system velocity vector.

For advanced and systematic decentralized control algorithms, the partitioned submatrices of dynamic terms are absolutely needed to design the controller. Using this partitioned dynamics, we can easily deal with the coupling effect between two subsystems. So, at the following, the dynamic decomposition will be treated. Firstly, the vehicle and manipulator dynamic effects are simply obtained from many references and calculations. Those are expressed as follows:

$$
\begin{array}{r}
{\left[\begin{array}{cc}
\boldsymbol{M}_{v} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \cdot \dot{\zeta}+\left[\begin{array}{cc}
\boldsymbol{C}_{v}(\boldsymbol{v}) & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \cdot \zeta+\left[\begin{array}{cc}
\boldsymbol{D}_{v}(\boldsymbol{v}) & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \cdot \zeta+\left[\begin{array}{c}
\boldsymbol{g}_{v}\left(\boldsymbol{\eta}_{2}\right) \\
\mathbf{0}
\end{array}\right]=\boldsymbol{\tau}_{1}} \\
{\left[\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{M}_{m}\left(\boldsymbol{q}_{m}\right)
\end{array}\right] \cdot \dot{\zeta}+\left[\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{C}_{m}\left(\boldsymbol{q}_{m}, \dot{\boldsymbol{q}}_{m}\right)
\end{array}\right] \cdot \boldsymbol{\zeta}+\left[\begin{array}{ll}
\mathbf{0} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{D}_{m}\left(\boldsymbol{q}_{m}, \dot{\boldsymbol{q}}_{m}\right)
\end{array}\right] \cdot \boldsymbol{\zeta}+} \\
 \tag{2.27}\\
+\left[\begin{array}{c}
\mathbf{0} \\
\boldsymbol{g}_{m}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)
\end{array}\right]=\boldsymbol{\tau}_{2}
\end{array}
$$

Then, the effect of the added dynamics to the vehicle by manipulator has to be considered. This dynamic effect can be introduced as follows:

$$
\left[\begin{array}{cc}
\boldsymbol{M}_{s}\left(\boldsymbol{q}_{m}\right) & \mathbf{0}  \tag{2.28}\\
\mathbf{0} & \mathbf{0}
\end{array}\right] \cdot \dot{\zeta}+\left[\begin{array}{cc}
C_{s}\left(\boldsymbol{v}, \boldsymbol{q}_{m}\right) & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \cdot \zeta+\left[\begin{array}{cc}
\boldsymbol{D}_{s}\left(\boldsymbol{v}, \boldsymbol{q}_{m}\right) & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \cdot \zeta+\left[\begin{array}{c}
\boldsymbol{g}_{s}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right) \\
\mathbf{0}
\end{array}\right]=\boldsymbol{\tau}_{3}
$$

In addition, the interaction dynamics between two subsystems are expressed in the form:

$$
\begin{align*}
{\left[\begin{array}{cc}
\mathbf{0} & \boldsymbol{M}_{12}\left(\boldsymbol{q}_{m}\right) \\
\boldsymbol{M}_{12}^{T}\left(\boldsymbol{q}_{m}\right) & \mathbf{0}
\end{array}\right] \cdot \dot{\zeta}+} & +\left[\begin{array}{cc}
\mathbf{0} & \boldsymbol{C}_{12}\left(\zeta, \boldsymbol{q}_{m}\right) \\
\boldsymbol{C}_{21}\left(\zeta, \boldsymbol{q}_{m}\right) & \mathbf{0}
\end{array}\right] \cdot \zeta+ \\
& +\left[\begin{array}{cc}
\mathbf{0} & \boldsymbol{D}_{12}\left(\zeta, \boldsymbol{q}_{m}\right) \\
\boldsymbol{D}_{21}\left(\zeta, \boldsymbol{q}_{m}\right) & \mathbf{0}
\end{array}\right] \cdot \zeta=\boldsymbol{\tau}_{4} \tag{2.29}
\end{align*}
$$

So, each of the dynamic and static terms in Eq. 2.25 can be written as:

$$
\begin{gather*}
\boldsymbol{M}\left(\boldsymbol{q}_{m}\right)=\left[\begin{array}{cc}
\boldsymbol{M}_{v}+\boldsymbol{M}_{s}\left(\boldsymbol{q}_{m}\right) & \boldsymbol{M}_{12}\left(\boldsymbol{q}_{m}\right) \\
\boldsymbol{M}_{12}^{T}\left(\boldsymbol{q}_{m}\right) & \boldsymbol{M}_{m}\left(\boldsymbol{q}_{m}\right)
\end{array}\right]  \tag{2.30}\\
\boldsymbol{C}\left(\zeta, \boldsymbol{q}_{m}\right)=\left[\begin{array}{cc}
\boldsymbol{C}_{v}(\boldsymbol{v})+\boldsymbol{C}_{s}\left(\boldsymbol{v}, \boldsymbol{q}_{m}\right) & \boldsymbol{C}_{12}\left(\zeta, \boldsymbol{q}_{m}\right) \\
\boldsymbol{C}_{21}\left(\zeta, \boldsymbol{q}_{m}\right) & \boldsymbol{C}_{m}\left(\boldsymbol{q}_{m}, \dot{\boldsymbol{q}}_{m}\right)
\end{array}\right]  \tag{2.31}\\
\boldsymbol{D}\left(\zeta, \boldsymbol{q}_{m}\right)=\left[\begin{array}{cc}
\boldsymbol{D}_{v}(\boldsymbol{v})+\boldsymbol{D}_{s}\left(\boldsymbol{v}, \boldsymbol{q}_{m}\right) & \boldsymbol{D}_{12}\left(\zeta, \boldsymbol{q}_{m}\right) \\
\boldsymbol{D}_{21}\left(\zeta, \boldsymbol{q}_{m}\right) & \boldsymbol{D}_{m}\left(\boldsymbol{q}_{m}, \dot{\boldsymbol{q}}_{m}\right)
\end{array}\right] \tag{2.32}
\end{gather*}
$$

$$
\begin{gather*}
\boldsymbol{g}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)=\left[\begin{array}{c}
\boldsymbol{g}_{v}\left(\boldsymbol{\eta}_{2}\right)+\boldsymbol{g}_{s}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right) \\
\boldsymbol{g}_{m}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)
\end{array}\right]  \tag{2.33}\\
\boldsymbol{\tau}=\boldsymbol{\tau}_{1}+\boldsymbol{\tau}_{2}+\boldsymbol{\tau}_{3}+\boldsymbol{\tau}_{4} \tag{2.34}
\end{gather*}
$$

If the end effector of the UVMS is in contact with the environment, the force/moment at the tip of the manipulator acts on the whole system according to the equation [3]:

$$
\begin{equation*}
\boldsymbol{M}\left(\boldsymbol{q}_{m}\right) \cdot \dot{\zeta}+\boldsymbol{C}\left(\zeta, \boldsymbol{q}_{m}\right) \cdot \zeta+\boldsymbol{D}\left(\zeta, \boldsymbol{q}_{m}\right) \cdot \zeta+\boldsymbol{g}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)+\boldsymbol{J}_{W}^{T}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right) \cdot \boldsymbol{h}_{e}=\boldsymbol{\tau} \tag{2.35}
\end{equation*}
$$

where $\boldsymbol{J}_{W} \in \mathbb{R}^{6 \times\left(n_{m}+6\right)}$ is the Jacobian matrix defined in Eq. 2.24 and $\boldsymbol{h}_{e}$ is the vector of force/moment at the end effector expressed in the inertial frame $\{l\}$ and defined as follows:

$$
\boldsymbol{h}_{e}=\left[\begin{array}{ll}
\boldsymbol{f}_{e}^{T} & \boldsymbol{\mu}_{e}^{T}
\end{array}\right]^{T} \in \mathbb{R}^{6} \begin{aligned}
& \nearrow \\
& \\
& \\
& \boldsymbol{f}_{e} \in \mathbb{R}^{3} \\
& \boldsymbol{\mu}_{e} \in \mathbb{R}^{3}
\end{aligned}
$$

### 2.4 Restoring Forces

In this section the vector of gravity and buoyancy generalized forces, also known as restoring vector, of an UVMS is presented. The derivation and mathematical expression of it will be studied in detail. All the position vectors used in the following analysis for the derivation of the restoring vector are depicted in Figure 2.2.

According to Eq. 2.33, it holds:

$$
\boldsymbol{g}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)=\left[\begin{array}{c}
\boldsymbol{g}_{v}\left(\boldsymbol{\eta}_{2}\right)+\boldsymbol{g}_{s}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right) \\
\boldsymbol{g}_{m}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)
\end{array}\right]
$$

where,
$\boldsymbol{g}_{v}\left(\boldsymbol{\eta}_{2}\right)$ is the restoring vector of the AUV,
$\boldsymbol{g}_{s}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)$ is the restoring vector of the AUV due to the manipulator and
$\boldsymbol{g}_{m}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)$ is the restoring vector of the manipulator.


Figure 2.2: Schematic diagram of UVMS with position vectors attached.

## Restoring vector of AUV including the restoring vector due to manipulator

At first, we proceed to express analytically the restoring vector of the AUV including the restoring vector due to the manipulator, i.e. $\boldsymbol{g}_{v}\left(\boldsymbol{\eta}_{2}\right)+\boldsymbol{g}_{s}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)$.

## GRAVITY

- The gravity forces expressed in the inertial frame $\{I\}$ are:

Vehicle:

$$
{ }^{I} \boldsymbol{f}_{G v}=m_{v} \cdot \boldsymbol{g}_{I}=\left[\begin{array}{c}
0  \tag{2.36}\\
0 \\
m_{v} \cdot g
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
W_{v}
\end{array}\right]
$$

Link $i$ :

$$
{ }^{I} \boldsymbol{f}_{G i}=m_{l i} \cdot \boldsymbol{g}_{I}=\left[\begin{array}{c}
0  \tag{2.37}\\
0 \\
m_{l i} \cdot g
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
W_{l i}
\end{array}\right]
$$

where,
$m_{v}$ is the mass of vehicle,
$m_{l i}$ is the mass of link $i$ and
$\boldsymbol{g}_{I}=\left[\begin{array}{l}0 \\ 0 \\ g\end{array}\right]$ is the gravitational acceleration vector expressed in the inertial frame $\{I\}$.

- The gravity torques expressed in the inertial frame $\{I\}$ are:

Vehicle:

$$
\begin{equation*}
{ }^{I} \boldsymbol{\tau}_{G v}={ }^{I} \boldsymbol{r}_{G v} \times{ }^{I} \boldsymbol{f}_{G v} \tag{2.38}
\end{equation*}
$$

Link $i$ :

$$
\begin{equation*}
{ }^{I} \boldsymbol{\tau}_{G i}={ }^{I} \boldsymbol{r}_{G i} \times{ }^{I} \boldsymbol{f}_{G i} \tag{2.39}
\end{equation*}
$$

where,
${ }^{I} \boldsymbol{r}_{G v}$ is the position vector of the center of gravity of vehicle (CGv) with respect to the inertial frame $\{l\}$ and
${ }^{I} \boldsymbol{r}_{G i}$ is the position vector of the center of gravity of link $i\left(\mathrm{CG}_{\mathrm{i}}\right)$ with respect to the inertial frame $\{I\}$.

- Both gravity forces and torques are expressed in the vehicle-fixed frame $\{V\}$ as:

Vehicle:

$$
\begin{align*}
& { }^{V} \boldsymbol{f}_{G v}={ }^{V} \boldsymbol{R}_{I} \cdot{ }^{I} \boldsymbol{f}_{G v}  \tag{2.40}\\
& { }^{V} \boldsymbol{\tau}_{G v}={ }^{V} \boldsymbol{r}_{G v} \times{ }^{V} \boldsymbol{f}_{G v} \tag{2.41}
\end{align*}
$$

Link $i$ :

$$
\begin{align*}
& { }^{V} \boldsymbol{f}_{G i}={ }^{V} \boldsymbol{R}_{I} \cdot{ }^{I} \boldsymbol{f}_{G i}  \tag{2.42}\\
& { }^{V} \boldsymbol{\tau}_{G i}={ }^{V} \boldsymbol{r}_{G i} \times{ }^{V} \boldsymbol{f}_{G i} \tag{2.43}
\end{align*}
$$

where,
${ }^{V} \boldsymbol{R}_{I}$ is the rotation matrix from the inertial frame $\{I\}$ to vehicle-fixed frame $\{V\}$,
${ }^{V} \boldsymbol{r}_{G v}=\left[\begin{array}{l}x_{G v} \\ y_{G v} \\ z_{G v}\end{array}\right]$ is the position vector of the center of gravity of vehicle with respect to $\{V\}$
and
${ }^{V} \boldsymbol{r}_{G i}=\left[\begin{array}{l}x_{G i} \\ y_{G i} \\ z_{G i}\end{array}\right]$ is the position vector of the center of gravity of link $i$ with respect to $\{V\}$.

So it turns out,

Vehicle:

$$
\begin{gather*}
{ }^{V} \boldsymbol{f}_{G v}={ }^{V} \boldsymbol{R}_{I} \cdot\left[\begin{array}{c}
0 \\
0 \\
W_{v}
\end{array}\right]=\left[\begin{array}{ccc}
c \psi c \theta & s \psi c \theta & -s \theta \\
-s \psi c \varphi+c \psi s \theta s \varphi & c \psi c \varphi+s \psi s \theta s \varphi & c \theta s \varphi \\
s \psi s \varphi+c \psi s \theta c \varphi & -c \psi s \varphi+s \psi s \theta c \varphi & c \theta c \varphi
\end{array}\right] \cdot\left[\begin{array}{c}
0 \\
0 \\
W_{v}
\end{array}\right] \Rightarrow \\
{ }^{V} \boldsymbol{f}_{G v}=\left[\begin{array}{c}
-s \theta \cdot W_{v} \\
c \theta s \varphi \cdot W_{v} \\
c \theta c \varphi \cdot W_{v}
\end{array}\right] \Rightarrow  \tag{2.44}\\
{ }^{V} \boldsymbol{\tau}_{G v}=\left[\begin{array}{c}
x_{G v} \\
y_{G v} \\
z_{G v}
\end{array}\right] \times\left[\begin{array}{c}
V \\
V^{V}-s \theta \cdot W_{v} \\
c \theta s \varphi \cdot W_{v} \\
c \theta c \varphi \cdot W_{v}
\end{array}\right] \Rightarrow \\
{ }^{V} \tau_{G v}=\left[\begin{array}{c}
y_{G v} \cdot c \theta c \varphi \cdot W_{v}-z_{G v} \cdot c \theta s \varphi \cdot W_{v} \\
-z_{G v} \cdot s \theta \cdot W_{v}-x_{G v} \cdot c \theta c \varphi \cdot W_{v} \\
x_{G v} \cdot c \theta s \varphi \cdot W_{v}+y_{G v} \cdot s \theta \cdot W_{v}
\end{array}\right] \tag{2.45}
\end{gather*}
$$

Link $i$ :

$$
{ }^{V} \boldsymbol{f}_{G i}={ }^{V} \boldsymbol{R}_{I} \cdot\left[\begin{array}{c}
0 \\
0 \\
W_{l i}
\end{array}\right] \Rightarrow
$$

$$
\begin{gather*}
{ }^{V} \boldsymbol{f}_{G i}=\left[\begin{array}{c}
-s \theta \cdot W_{l i} \\
c \theta s \varphi \cdot W_{l i} \\
c \theta c \varphi \cdot W_{l i}
\end{array}\right]  \tag{2.46}\\
{ }^{V} \tau_{G i}=\left[\begin{array}{l}
x_{G i} \\
y_{G i} \\
z_{G i}
\end{array}\right]^{V}\left[\begin{array}{c}
-s \theta \cdot W_{l i} \\
c \theta s \varphi \cdot W_{l i} \\
c \theta c \varphi \cdot W_{l i}
\end{array}\right] \Rightarrow \\
{ }^{V} \boldsymbol{\tau}_{G i}=\left[\begin{array}{c}
y_{G i} \cdot c \theta c \varphi \cdot W_{l i}-z_{G i} \cdot c \theta s \varphi \cdot W_{l i} \\
-z_{G i} \cdot s \theta \cdot W_{l i}-x_{G i} \cdot c \theta c \varphi \cdot W_{l i} \\
x_{G i} \cdot c \theta s \varphi \cdot W_{l i}+y_{G i} \cdot s \theta \cdot W_{l i}
\end{array}\right] \tag{2.47}
\end{gather*}
$$

## BUOYANCY

- The buoyancy forces expressed in the earth-fixed frame $\{I\}$ are :

Vehicle:

$$
{ }^{I} \boldsymbol{f}_{B v}=-\rho \cdot V_{v} \cdot \boldsymbol{g}_{I}=\left[\begin{array}{c}
0  \tag{2.48}\\
0 \\
-\rho \cdot V_{v} \cdot g
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
-B_{v}
\end{array}\right]
$$

Link $i$ :

$$
{ }^{I} \boldsymbol{f}_{B i}=-\rho \cdot V_{l i} \cdot \boldsymbol{g}_{I}=\left[\begin{array}{c}
0  \tag{2.49}\\
0 \\
-\rho \cdot V_{l i} \cdot g
\end{array}\right]={ }^{I}\left[\begin{array}{c}
0 \\
0 \\
-B_{l i}
\end{array}\right]
$$

where,
$V_{v}$ is the volume of vehicle,
$V_{l i}$ is the volume of link $i$ and
$\rho$ is the fluid density.

- The buoyancy torques expressed in the earth-fixed frame $\{I\}$ are:

Vehicle:

$$
\begin{equation*}
{ }^{I} \boldsymbol{\tau}_{B v}={ }^{I} \boldsymbol{r}_{B v} \times{ }^{I} \boldsymbol{f}_{B v} \tag{2.50}
\end{equation*}
$$

Link $i$ :

$$
\begin{equation*}
{ }^{I} \boldsymbol{\tau}_{B i}={ }^{I} \boldsymbol{r}_{B i} \times{ }^{I} \boldsymbol{f}_{B i} \tag{2.51}
\end{equation*}
$$

where,
${ }^{I} \boldsymbol{r}_{B v}$ is the position vector of the center of buoyancy of vehicle ( $\mathrm{CBv}_{\mathrm{v}}$ ) with respect to $\{I\}$ and
${ }^{I} \boldsymbol{r}_{B i}$ is the position vector of the center of buoyancy of link $i\left(\mathrm{CB}_{\mathrm{i}}\right)$ with respect to $\{I\}$.

- Both buoyancy forces and torques are expressed in the vehicle-fixed frame $\{V\}$ as follows:

Vehicle:

$$
\begin{gather*}
{ }^{V} \boldsymbol{f}_{B v}={ }^{V} \boldsymbol{R}_{I} \cdot{ }^{I} \boldsymbol{f}_{B v}  \tag{2.52}\\
{ }^{V} \boldsymbol{\tau}_{B v}={ }^{V} \boldsymbol{r}_{B v} \times{ }^{V} \boldsymbol{f}_{B v} \tag{2.53}
\end{gather*}
$$

Link $i$ :

$$
\begin{align*}
& { }^{V} \boldsymbol{f}_{B i}={ }^{V} \boldsymbol{R}_{I} \cdot{ }^{I} \boldsymbol{f}_{B i}  \tag{2.54}\\
& { }^{V} \boldsymbol{\tau}_{B i}={ }^{V} \boldsymbol{r}_{B i} \times{ }^{V} \boldsymbol{f}_{B i} \tag{2.55}
\end{align*}
$$

where,
${ }^{V} \boldsymbol{r}_{B v}=\left[\begin{array}{l}x_{B v} \\ y_{B v} \\ z_{B v}\end{array}\right]$ is the position of the center of buoyancy of vehicle with respect to $\{V\}$ and
${ }^{V} \boldsymbol{r}_{B i}=\left[\begin{array}{l}x_{B i} \\ y_{B i} \\ z_{B i}\end{array}\right]$ is the position of the center of buoyancy of link $i$ with respect to $\{V\}$.

So it turns out,

Vehicle:

$$
\begin{gather*}
{ }^{V} \boldsymbol{f}_{B v}={ }^{V} \boldsymbol{R}_{I} \cdot\left[\begin{array}{c}
0 \\
0 \\
-B_{v}
\end{array}\right] \Rightarrow \\
{ }^{V} \boldsymbol{f}_{B v}=\left[\begin{array}{c}
s \theta \cdot B_{v} \\
-c \theta s \varphi \cdot B_{v} \\
-c \theta c \varphi \cdot B_{v}
\end{array}\right]  \tag{2.56}\\
{ }^{V} \boldsymbol{\tau}_{B v}=\left[\begin{array}{c}
x_{B v} \\
y_{B v} \\
z_{B v}
\end{array}\right] \times\left[\begin{array}{c}
v \\
s \theta \cdot B_{v} \\
-c \theta s \varphi \cdot B_{v} \\
-c \theta c \varphi \cdot B_{v}
\end{array}\right] \Rightarrow \\
{ }^{V} \boldsymbol{\tau}_{B v}=\left[\begin{array}{c}
-y_{B v} \cdot c \theta c \varphi \cdot B_{v}+z_{B v} \cdot c \theta s \varphi \cdot B_{v} \\
z_{B v} \cdot s \theta \cdot B_{v}+x_{B v} \cdot c \theta c \varphi \cdot B_{v} \\
-x_{B v} \cdot c \theta s \varphi \cdot B_{v}-y_{B v} \cdot s \theta \cdot B_{v}
\end{array}\right] \tag{2.57}
\end{gather*}
$$

Link $i$ :

$$
\begin{gather*}
{ }^{V} \boldsymbol{f}_{B i}={ }^{V} \boldsymbol{R}_{I} \cdot\left[\begin{array}{c}
0 \\
0 \\
-B_{l i}
\end{array}\right] \Rightarrow \\
{ }^{V} \boldsymbol{f}_{B i}=\left[\begin{array}{c}
s \theta \cdot B_{l i} \\
-c \theta s \varphi \cdot B_{l i} \\
-c \theta c \varphi \cdot B_{l i}
\end{array}\right]  \tag{2.58}\\
{ }^{V} \boldsymbol{\tau}_{B i}=\left[\begin{array}{c}
x_{B i} \\
y_{B i} \\
z_{B i}
\end{array}\right]^{V}\left[\begin{array}{c}
s \theta \cdot B_{l i} \\
-c \theta s \varphi \cdot B_{l i} \\
-c \theta c \varphi \cdot B_{l i}
\end{array}\right] \Rightarrow \\
{ }^{V} \tau_{B i}=\left[\begin{array}{c}
-y_{B i} \cdot c \theta c \varphi \cdot B_{l i}+z_{B i} \cdot c \theta s \varphi \cdot B_{l i} \\
z_{B i} \cdot s \theta \cdot B_{l i}+x_{B i} \cdot c \theta c \varphi \cdot B_{l i} \\
-x_{B i} \cdot c \theta s \varphi \cdot B_{l i}-y_{B i} \cdot s \theta \cdot B_{l i}
\end{array}\right] \tag{2.59}
\end{gather*}
$$

It must be noted that the position vectors of the centers of gravity and buoyancy of link $i$ with respect to $\{V\}$ could be expressed as follows:

$$
\begin{align*}
& { }^{V} \boldsymbol{r}_{G i}={ }^{V} \boldsymbol{r}_{i-1}+\lambda_{G i}\left({ }^{V} \boldsymbol{r}_{i}-{ }^{V} \boldsymbol{r}_{i-1}\right), i=1, \ldots, n_{m}  \tag{2.60}\\
& { }^{V} \boldsymbol{r}_{B i}={ }^{V} \boldsymbol{r}_{i-1}+\lambda_{B i}\left({ }^{V} \boldsymbol{r}_{i}-{ }^{V} \boldsymbol{r}_{i-1}\right), i=1, \ldots, n_{m} \tag{2.61}
\end{align*}
$$

where,
the parameters $0 \leq \lambda_{G i}, \lambda_{B i} \leq 1$ define the positions of the centers of gravity and buoyancy of link $i$, respectively and
${ }^{V} \boldsymbol{r}_{i}$ is the position vector of the origin of coordinate frame $\{\mathrm{i}\}$ with respect to vehiclefixed frame $\{V\}$, derived from the above coordinate transformation matrix:

$$
{ }^{V} \boldsymbol{T}_{i}=\left[\begin{array}{ccccc} 
& & & \vdots &  \tag{2.62}\\
& { }^{V} \boldsymbol{R}_{i} & & \vdots & { }^{V} \boldsymbol{r}_{i} \\
& \ldots . . & \ldots . & \ldots . \\
0 & \mathbf{0}_{1 \times 3} & 0 & \vdots & 1
\end{array}\right], i=1, \ldots, n_{m}
$$

Finally, the $(6 \times 1)$ restoring vector of the AUV in body-fixed frame $\{V\}$ is represented by:

$$
\begin{gathered}
\boldsymbol{g}_{v}\left(\boldsymbol{\eta}_{2}\right)=-\left[\begin{array}{c}
{ }^{V} \boldsymbol{f}_{G v}+{ }^{V} \boldsymbol{f}_{B v} \\
{ }^{V} \boldsymbol{\tau}_{G v}+{ }^{V} \boldsymbol{\tau}_{B v}
\end{array}\right]=-\left[\begin{array}{c}
{ }^{V} \boldsymbol{f}_{G v}+{ }^{V} \boldsymbol{f}_{B v} \\
{ }^{V} \boldsymbol{r}_{G v} \times{ }^{V} \boldsymbol{f}_{G v}+{ }^{V} \boldsymbol{r}_{B v} \times{ }^{V} \boldsymbol{f}_{B v}
\end{array}\right] \Rightarrow \\
\boldsymbol{g}_{v}\left(\boldsymbol{\eta}_{2}\right)=-\left[\begin{array}{c}
-s \theta \cdot W_{v}+s \theta \cdot B_{v} \\
+c \theta s \varphi \cdot W_{v}-c \theta s \varphi \cdot B_{v} \\
+c \theta c \varphi \cdot W_{v}-c \theta c \varphi \cdot B_{v} \\
+y_{G v} \cdot c \theta c \varphi \cdot W_{v}-z_{G v} \cdot c \theta s \varphi \cdot W_{v}-y_{B v} \cdot c \theta c \varphi \cdot B_{v}+z_{B v} \cdot c \theta s \varphi \cdot B_{v} \\
-z_{G v} \cdot s \theta \cdot W_{v}-x_{G v} \cdot c \theta c \varphi \cdot W_{v}+z_{B v} \cdot s \theta \cdot B_{v}+x_{B v} \cdot c \theta c \varphi \cdot B_{v} \\
+x_{G v} \cdot c \theta s \varphi \cdot W_{v}+y_{G v} \cdot s \theta \cdot W_{v}-x_{B v} \cdot c \theta s \varphi \cdot B_{v}-y_{B v} \cdot s \theta \cdot B_{v}
\end{array}\right] \Rightarrow
\end{gathered}
$$

$$
\boldsymbol{g}_{v}\left(\boldsymbol{\eta}_{2}\right)=-\left[\begin{array}{c}
s \theta\left(B_{v}-W_{v}\right)  \tag{2.63}\\
-c \theta s \varphi\left(B_{v}-W_{v}\right) \\
-c \theta c \varphi\left(B_{v}-W_{v}\right) \\
c \theta c \varphi\left(y_{G v} \cdot W_{v}-y_{B v} \cdot B_{v}\right)-c \theta s \varphi\left(z_{G v} \cdot W_{v}-z_{B v} \cdot B_{v}\right) \\
-s \theta\left(z_{G v} \cdot W_{v}-z_{B v} \cdot B_{v}\right)-c \theta c \varphi\left(x_{G v} \cdot W_{v}-x_{B v} \cdot B_{v}\right) \\
c \theta s \varphi\left(x_{G v} \cdot W_{v}-x_{B v} \cdot B_{v}\right)+s \theta\left(y_{G v} \cdot W_{v}-y_{B v} \cdot B_{v}\right)
\end{array}\right]
$$

It is worth mentioning that the sign of the restoring forces and moments is changed since this term is included in the left-hand side of Newton's 2nd law as formed in Eq. 2.25 .

Then, as far as the restoring vector of the AUV due to the manipulator is concerned, we have:

$$
\boldsymbol{g}_{s}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)=-\left[\begin{array}{c}
\sum_{i=1}^{n_{m}}\left({ }^{V} \boldsymbol{f}_{G i}+{ }^{V} \boldsymbol{f}_{B i}\right) \\
\sum_{i=1}^{n_{m}}\left({ }^{V} \boldsymbol{\tau}_{G i}+{ }^{V} \boldsymbol{\tau}_{B i}\right)
\end{array}\right]=-\left[\begin{array}{c}
\sum_{i=1}^{n_{m}}\left({ }^{V} \boldsymbol{f}_{G i}+{ }^{V} \boldsymbol{f}_{B i}\right) \\
\sum_{i=1}^{n_{m}}\left({ }^{V} \boldsymbol{r}_{G i} \times{ }^{V} \boldsymbol{f}_{G i}+{ }^{V} \boldsymbol{r}_{B i} \times{ }^{V} \boldsymbol{f}_{B i}\right)
\end{array}\right] \Rightarrow
$$

$\boldsymbol{g}_{s}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)=-\left[\begin{array}{c}\sum_{i=1}^{n_{m}}\left(-s \theta \cdot W_{l i}+s \theta \cdot B_{l i}\right) \\ \sum_{i=1}^{n_{m}}\left(c \theta s \varphi \cdot W_{l i}-c \theta s \varphi \cdot B_{l i}\right) \\ \sum_{i=1}^{n_{m}}\left(c \theta c \varphi \cdot W_{l i}-c \theta c \varphi \cdot B_{l i}\right) \\ \sum_{i=1}^{n_{m}}\left(y_{G i} \cdot c \theta c \varphi \cdot W_{l i}-z_{G i} \cdot c \theta s \varphi \cdot W_{l i}-y_{B i} \cdot c \theta c \varphi \cdot B_{l i}+z_{B i} \cdot c \theta s \varphi \cdot B_{l i}\right) \\ \sum_{i=1}^{n_{m}}\left(-z_{G i} \cdot s \theta \cdot W_{l i}-x_{G i} \cdot c \theta c \varphi \cdot W_{l i}+z_{B i} \cdot s \theta \cdot B_{l i}+x_{B i} \cdot c \theta c \varphi \cdot B_{l i}\right) \\ \sum_{i=1}^{n_{m}}\left(x_{G i} \cdot c \theta s \varphi \cdot W_{l i}+y_{G i} \cdot s \theta \cdot W_{l i}-x_{B i} \cdot c \theta s \varphi \cdot B_{l i}-y_{B i} \cdot s \theta \cdot B_{l i}\right)\end{array}\right] \Rightarrow$

$$
\boldsymbol{g}_{s}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)=-\left[\begin{array}{c}
\sum_{i=1}^{n_{m}}\left(s \theta\left(B_{l i}-W_{l i}\right)\right)  \tag{2.64}\\
\sum_{i=1}^{n_{m}}\left(-c \theta s \varphi\left(B_{l i}-W_{l i}\right)\right) \\
\sum_{i=1}^{n_{m}}\left(-c \theta c \varphi\left(B_{l i}-W_{l i}\right)\right) \\
\sum_{i=1}^{n_{m}}\left(c \theta c \varphi\left(y_{G i} \cdot W_{l i}-y_{B i} \cdot B_{l i}\right)-c \theta s \varphi\left(z_{G i} \cdot W_{l i}-z_{B i} \cdot B_{l i}\right)\right) \\
\sum_{i=1}^{n_{m}}\left(-s \theta\left(z_{G i} \cdot W_{l i}-z_{B i} \cdot B_{l i}\right)-c \theta c \varphi\left(x_{G i} \cdot W_{l i}-x_{B i} \cdot B_{l i}\right)\right) \\
\sum_{i=1}^{n_{m}}\left(c \theta s \varphi\left(x_{G i} \cdot W_{l i}-x_{B i} \cdot B_{l i}\right)+s \theta\left(y_{G i} \cdot W_{l i}-y_{B i} \cdot B_{l i}\right)\right)
\end{array}\right]
$$

## Restoring vector of manipulator

Consequently, we proceed to express analytically the restoring vector of the manipulator, i.e. $\boldsymbol{g}_{m}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)$.

The potential energy of link $i$ due to gravity and buoyancy is:

$$
\begin{equation*}
U_{l i}=-m_{l i} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{p}_{G i}+\rho \cdot V_{l i} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{p}_{B i} \tag{2.65}
\end{equation*}
$$

where,
$\boldsymbol{p}_{G i}$ is the position vector of the center of gravity of link $i$ with respect to $\{0\}$,
$\boldsymbol{p}_{B i}$ is the position vector of the center of buoyancy of link $i$ with respect to $\{0\}$ and the gravitational acceleration vector $\boldsymbol{g}_{0}$ expressed in the manipulator base frame $\{0\}$ is defined as follows:

$$
\boldsymbol{g}_{0}={ }^{0} \boldsymbol{R}_{I} \cdot \boldsymbol{g}_{I}={ }^{0} \boldsymbol{R}_{I} \cdot\left[\begin{array}{l}
0  \tag{2.66}\\
0 \\
g
\end{array}\right]
$$

where,
${ }^{0} \boldsymbol{R}_{I}$ is the rotation matrix from inertial frame $\{I\}$ to manipulator base frame $\{0\}$.

The position vectors of the centers of gravity and buoyancy of link $i$ with respect to $\{0\}$ could be expressed as follows:

$$
\begin{align*}
& \boldsymbol{p}_{G i}=\boldsymbol{p}_{i-1}+\lambda_{G i}\left(\boldsymbol{p}_{i}-\boldsymbol{p}_{i-1}\right), i=1, \ldots, n_{m}  \tag{2.67}\\
& \boldsymbol{p}_{B i}=\boldsymbol{p}_{i-1}+\lambda_{B i}\left(\boldsymbol{p}_{i}-\boldsymbol{p}_{i-1}\right), i=1, \ldots, n_{m} \tag{2.68}
\end{align*}
$$

where,
$\boldsymbol{p}_{i}$ is the position vector of the origin of coordinate frame $\{\mathrm{i}\}$ with respect to manipulator base frame $\{0\}$, derived from the above coordinate transformation matrix:

$$
{ }^{0} \boldsymbol{T}_{i}=\left[\begin{array}{cccc} 
& & & \vdots  \tag{2.69}\\
& { }^{0} \boldsymbol{R}_{i} & & \vdots \\
\boldsymbol{p}_{i} \\
\ldots . & \ldots . . & \ldots . & \ldots . \\
& \mathbf{0}_{1 \times 3} & & \vdots \\
\hline
\end{array}\right], i=1, \ldots, n_{m}
$$

The overall potential energy of the manipulator is:

$$
\begin{equation*}
U=\sum_{j=1}^{n_{m}}\left(-m_{l j} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{p}_{G j}+\rho \cdot V_{l j} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{p}_{B j}\right) \tag{2.70}
\end{equation*}
$$

According to Lagrangian dynamic formulation, the restoring generalized forces are expressed by:

$$
\begin{gather*}
\frac{\partial U}{\partial q_{i}}=\sum_{j=1}^{n_{m}}\left(-m_{l j} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \frac{\partial \boldsymbol{p}_{G j}}{\partial q_{i}}+\rho \cdot V_{l j} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \frac{\partial \boldsymbol{p}_{B j}}{\partial q_{i}}\right) \Rightarrow \\
\frac{\partial U}{\partial q_{i}}=\sum_{j=1}^{n_{m}}\left(-m_{l j} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{J}_{P i}^{(G j)}+\rho \cdot V_{l j} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{J}_{P i}^{(B j)}\right) \triangleq g_{i}\left(\boldsymbol{q}_{m}\right) \tag{2.71}
\end{gather*}
$$

where $\boldsymbol{J}_{P i}^{(G j)}$ and $\boldsymbol{J}_{P i}^{(B j)}$ are the $(3 \times 1)$ column vectors of the manipulator geometric Jacobian expressing the contributions of the j-th joint velocity to the linear velocities of the i-th centers of gravity and buoyancy, respectively. It holds:

$$
\begin{align*}
& \boldsymbol{J}_{P j}^{(G i)}=\boldsymbol{z}_{j-1} \times\left(\boldsymbol{p}_{G i}-\boldsymbol{p}_{j-1}\right)  \tag{2.72}\\
& \boldsymbol{J}_{P j}^{(B i)}=\boldsymbol{z}_{j-1} \times\left(\boldsymbol{p}_{B i}-\boldsymbol{p}_{j-1}\right) \tag{2.73}
\end{align*}
$$

where $\boldsymbol{z}_{j-1}$ is the unit vector of z -axis of coordinate frame $\{\mathrm{j}-1\}$.

For the sake of ease of comprehension, it seems useful to express analytically the linear velocities of each center of gravity and buoyancy:

$$
\begin{gather*}
\dot{\boldsymbol{p}}_{G 1}=\boldsymbol{J}_{P 1}^{(G 1)} \cdot \dot{q}_{1}+0 \cdot \dot{q}_{2}+\ldots+0 \cdot \dot{q}_{n_{m}}  \tag{2.74a}\\
\dot{\boldsymbol{p}}_{G i}=\boldsymbol{J}_{P 1}^{(G i)} \cdot \dot{q}_{1}+\ldots .+\boldsymbol{J}_{P i}^{(G i)} \cdot \dot{q}_{i}+0 \cdot \dot{q}_{i+1}+\ldots .+0 \cdot \dot{q}_{n_{m}}  \tag{2.74b}\\
\dot{\boldsymbol{p}}_{G n_{m}}=\boldsymbol{J}_{P 1}^{\left(G n_{m}\right)} \cdot \dot{q}_{1}+\boldsymbol{J}_{P 2}^{\left(G n_{m}\right)} \cdot \dot{q}_{2}+\ldots+\boldsymbol{J}_{P n_{m}}^{\left(G n_{m}\right)} \cdot \dot{q}_{n_{m}}  \tag{2.74c}\\
\dot{\boldsymbol{p}}_{B 1}=\boldsymbol{J}_{P 1}^{(B 1)} \cdot \dot{q}_{1}+0 \cdot \dot{q}_{2}+\ldots+0 \cdot \dot{q}_{n_{m}}  \tag{2.75a}\\
\dot{\boldsymbol{p}}_{B i}=\boldsymbol{J}_{P 1}^{(B i)} \cdot \dot{q}_{1}+\ldots .+\boldsymbol{J}_{P i}^{(B i)} \cdot \dot{q}_{i}+0 \cdot \dot{q}_{i+1}+\ldots .+0 \cdot \dot{q}_{n_{m}}  \tag{2.75b}\\
\dot{\boldsymbol{p}}_{B n_{m}}=\boldsymbol{J}_{P 1}^{\left(B n_{m}\right)} \cdot \dot{q}_{1}+\boldsymbol{J}_{P 2}^{\left(B n_{m}\right)} \cdot \dot{q}_{2}+\ldots .+\boldsymbol{J}_{P n_{m}}^{\left(B n_{m}\right)} \cdot \dot{q}_{n_{m}} \tag{2.75c}
\end{gather*}
$$

Therefore, the restoring vector of the manipulator is defined as follows:

$$
\boldsymbol{g}_{m}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)=\left[\begin{array}{c}
g_{1}  \tag{2.76}\\
\vdots \\
g_{i} \\
\vdots \\
g_{n_{m}}
\end{array}\right]
$$

where,

$$
\begin{align*}
g_{1}=\frac{\partial U}{\partial q_{1}}= & -m_{l 1} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{J}_{P 1}^{(G 1)}+\rho \cdot V_{l 1} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{J}_{P 1}^{(B 1)}- \\
& \vdots \\
& -m_{l n_{m}} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{J}_{P 1}^{\left(G n_{m}\right)}+\rho \cdot V_{l n_{m}} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{J}_{P 1}^{\left(B n_{m}\right)}= \\
= & -m_{l 1} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{z}_{0} \times\left(\boldsymbol{p}_{G 1}-\boldsymbol{p}_{0}\right)+\rho \cdot V_{l 1} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{z}_{0} \times\left(\boldsymbol{p}_{B 1}-\boldsymbol{p}_{0}\right)-  \tag{2.77a}\\
& \vdots \\
& -m_{l n_{m}} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{z}_{0} \times\left(\boldsymbol{p}_{G n_{m}}-\boldsymbol{p}_{0}\right)+\rho \cdot V_{l n_{m}} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{z}_{0} \times\left(\boldsymbol{p}_{B n_{m}}-\boldsymbol{p}_{0}\right)
\end{align*}
$$

$$
\begin{align*}
& g_{i}=\frac{\partial U}{\partial q_{i}}=-m_{l i} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{J}_{P i}^{(G i)}+\rho \cdot V_{l i} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{J}_{P i}^{(B i)} \\
&-m_{l i+1} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{J}_{P i}^{(B i+1)}+\rho \cdot V_{l i+1} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{J}_{P i}^{(B i+1)} \\
& \vdots \\
&-m_{l n_{m}} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{J}_{P i}^{\left(G n_{m}\right)}+\rho \cdot V_{l n_{m}} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{J}_{P i}^{\left(B n_{m}\right)}= \\
&=-m_{l i} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{z}_{i-1} \times\left(\boldsymbol{p}_{G i}-\boldsymbol{p}_{i-1}\right)+\rho \cdot V_{l i} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{z}_{i-1} \times\left(\boldsymbol{p}_{B i}-\boldsymbol{p}_{i-1}\right) \\
&-m_{l i+1} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{z}_{i-1} \times\left(\boldsymbol{p}_{G i+1}-\boldsymbol{p}_{i-1}\right)+\rho \cdot V_{l i+1} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{z}_{i-1} \times\left(\boldsymbol{p}_{B i+1}-\boldsymbol{p}_{i-1}\right)  \tag{2.77b}\\
& \vdots \\
&-m_{l n_{m}} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{z}_{i-1} \times\left(\boldsymbol{p}_{G n_{m}}-\boldsymbol{p}_{i-1}\right)+\rho \cdot V_{l n_{m}} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{z}_{i-1} \times\left(\boldsymbol{p}_{B n_{m}}-\boldsymbol{p}_{i-1}\right)  \tag{2.77c}\\
& g_{n_{m}}=\frac{\partial U}{\partial q_{n_{m}}}=-m_{l n_{m}} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{J}_{P n_{m}}^{\left(G n_{m}\right)}+\rho \cdot V_{l n_{m}} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{J}_{P n_{m}}^{\left(B n_{m}\right)}= \\
&=- m_{l n_{m}} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{z}_{n_{m}-1} \times\left(\boldsymbol{p}_{G n_{m}}-\boldsymbol{p}_{n_{m}-1}\right)+\rho \cdot V_{l n_{m}} \cdot \boldsymbol{g}_{0}{ }^{T} \cdot \boldsymbol{z}_{n_{m}-1} \times\left(\boldsymbol{p}_{B n_{m}}-\boldsymbol{p}_{n_{m}-1}\right)
\end{align*}
$$

## Restoring vector of UVMS

So, the restoring vector of an UVMS is:

$$
\begin{gather*}
\boldsymbol{g}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)=\left[\begin{array}{c}
\boldsymbol{g}_{v}\left(\boldsymbol{\eta}_{2}\right)+\boldsymbol{g}_{s}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right) \\
\boldsymbol{g}_{m}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)
\end{array}\right] \Rightarrow \\
\boldsymbol{g}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)=\left[\begin{array}{c}
-\left({ }^{V} \boldsymbol{f}_{G v}+{ }^{V} \boldsymbol{f}_{B v}+\sum_{i=1}^{n_{m}}\left({ }^{V} \boldsymbol{f}_{G i}+{ }^{V} \boldsymbol{f}_{B i}\right)\right) \\
-\left({ }^{V} \boldsymbol{r}_{G v} \times{ }^{V} \boldsymbol{f}_{G v}+{ }^{V} \boldsymbol{r}_{B v} \times{ }^{V} \boldsymbol{f}_{B v}+\sum_{i=1}^{n_{m}}\left({ }^{V} \boldsymbol{r}_{G i} \times{ }^{V} \boldsymbol{f}_{G i}+{ }^{V} \boldsymbol{r}_{B i} \times{ }^{V} \boldsymbol{f}_{B i}\right)\right) \\
g_{1} \\
\vdots \\
g_{n_{m}}
\end{array}\right] \tag{2.78}
\end{gather*}
$$

## Chapter 3

## Solution Process

### 3.1 Problem Formulation

As it has already been stated in Chapter 1, the ultimate objective of this thesis is the design of a control scheme that provides an optimal pose configuration of UVMS for efficient interaction with the environment wrt a certain performance criterion, ensuring that several constraints are satisfied and exploiting the redundant dofs of the combined system.

The proposed algorithm could be embedded in the interaction control structure of UVMS performing intervention tasks that involve interaction with the environment. In particular, the proposed optimization algorithm will be incorporated as part of a twostage interaction control structure composed of a path planning algorithm and a robust coordinated motion controller.

When the UVMS approaches the interaction spot, an image based controller using model predictive control (MPC) is used to generate a sequence of variables over time that describe end-effector position and orientation, navigating it towards the target point. Since the control action on the UVMS is carried out in the joint space, a suitable optimization algorithm will be designed to provide in real time the joint space variables corresponding to the desired end-effector pose denoted by the image based controller. The UVMS pose configuration will be optimal wrt an objective function, the maximization of which guarantees the maximization of a meaningfully defined norm of the interaction wrench vector. At the same time, the proposed optimization scheme, exploiting the kinematic redundancy of UVMS, will satisfy several constraints imposed by the mechanical structure of the UVMS and the surrounding physical environment as well as hardware limitations of the system concerning the limited capability range of the actuators.

In other words, the image based controller as a path planning algorithm in the operational space produces in real time a sequence of end-effector poses from the initial pose, when the UVMS enters the "reach-to-grasp" phase, to the final target pose, when the end effector is ready to interact with the environment. On the other hand, the proposed optimization scheme plays the role of a path planner in the joint space receiving as input the above sequence of end effector poses and producing a sequence of UVMS pose configurations that leads in a smooth way to the final optimal configuration for efficient interaction wrt the pre-specified performance criterion.

In this section, the problem of producing the appropriate UVMS pose configuration for efficient interaction with the environment is being modeled. The basic parameters and quantities as well as the analytical expressions of the performance criterion and the various constraints that will be later used in the proposed optimization scheme are defined, considering the kinematic and dynamic analysis of the UVMS presented in Chapter 2 and adopting the corresponding notations.

### 3.1.1 Models and Definitions

For the sake of completeness, some of the pose and velocity vectors presented in §2.2 and used in the following analysis are redefined. In particular, the vehicle pose vector is defined by the vector $\boldsymbol{\eta}=\left[\begin{array}{ll}\boldsymbol{\eta}_{1}^{T} & \boldsymbol{\eta}_{2}^{T}\end{array}\right]^{T} \in \mathbb{R}^{6}$, where $\boldsymbol{\eta}_{1}=\left[\begin{array}{lll}x & y & z\end{array}\right]^{T} \in \mathbb{R}^{3}$ is the position vector of the vehicle-fixed frame $\{V\}$ relative to the inertial frame $\{I\}$ and $\boldsymbol{\eta}_{2}=\left[\begin{array}{lll}\varphi & \theta & \psi\end{array}\right]^{T} \in \mathbb{R}^{3}$ is the vector of Euler-angles of the vehicle-fixed frame $\{V\}$ relative to the inertial frame $\{I\}$. The end-effector pose vector is defined by the vector $\boldsymbol{p}_{e}=\left[\begin{array}{ll}\boldsymbol{p}_{e 1}^{T} & \boldsymbol{p}_{e 2}^{T}\end{array}\right]^{T} \in \mathbb{R}^{6}$, where $\boldsymbol{p}_{e 1}=\left[\begin{array}{lll}x_{e} & y_{e} & z_{e}\end{array}\right]^{T} \in \mathbb{R}^{3}$ is the position vector of the e-e frame $\{E\}$ expressed in the inertial frame $\{I\}$ and $\boldsymbol{p}_{e 2}=\left[\begin{array}{lll}\varphi_{e} & \theta_{e} & \psi_{e}\end{array}\right]^{T} \in \mathbb{R}^{3}$ is the orientation (Euler-angles) vector of the e-e frame $\{E\}$ expressed in the inertial frame $\{\Pi$. Moreover, for a $n$-link manipulator, the joint angular position state vector is defined by $\boldsymbol{q}_{m}=\left[\begin{array}{llll}q_{1} & q_{2} & \ldots & q_{n_{m}}\end{array}\right]^{T} \in \mathbb{R}^{n_{m}}$. Finally, the UVMS pose configuration vector is defined as $\boldsymbol{q}=\left[\begin{array}{ll}\boldsymbol{\eta}^{T} & \boldsymbol{q}_{m}^{T}\end{array}\right]^{T} \in \mathbb{R}^{n_{m}+6}$.

As far as the body-fixed system velocity is concerned, the vector $\boldsymbol{\zeta}=\left[\begin{array}{ll}\boldsymbol{v}^{T} & \dot{\boldsymbol{q}}_{m}^{T}\end{array}\right]^{T} \in \mathbb{R}^{n_{m}+6}$ is defined, where $\boldsymbol{v}=\left[\begin{array}{ll}\boldsymbol{v}_{1}^{T} & \boldsymbol{v}_{2}^{T}\end{array}\right]^{T} \in \mathbb{R}^{6}$ is the vehicle-fixed
velocity vector of the vehicle, $\boldsymbol{v}_{1}=\left[\begin{array}{lll}u & v & w\end{array}\right]^{T} \in \mathbb{R}^{3}$ is the linear velocity of the vehiclefixed frame $\{V\}$ with respect to the inertial frame $\{I\}$ expressed in the vehicle-fixed frame, $\boldsymbol{v}_{2}=\left[\begin{array}{lll}p & q & r\end{array}\right]^{T} \in \mathbb{R}^{3}$ is the angular velocity of the vehicle-fixed frame $\{V\}$ with respect to the inertial frame $\{I\}$ expressed in the vehicle-fixed frame and $\dot{\boldsymbol{q}}_{m}=\left[\begin{array}{llll}\dot{q}_{1} & \dot{q}_{2} & \ldots & \dot{q}_{n_{m}}\end{array}\right]^{T} \in \mathbb{R}^{n_{m}}$ is the joint angular velocity vector of the $n$-link manipulator.

Now, considering an UVMS that is needed to interact with the environment, the following dynamic equations of motion expressed in the vehicle-fixed frame $\{V\}$ hold, as expressed in Eq. 2.35.

$$
\begin{equation*}
\boldsymbol{M}\left(\boldsymbol{q}_{m}\right) \cdot \dot{\zeta}+\boldsymbol{C}\left(\zeta, \boldsymbol{q}_{m}\right) \cdot \zeta+\boldsymbol{D}\left(\zeta, \boldsymbol{q}_{m}\right) \cdot \zeta+\boldsymbol{g}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)+\boldsymbol{J}_{W}^{T}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right) \cdot \boldsymbol{h}_{e}=\boldsymbol{\tau} \tag{3.1}
\end{equation*}
$$

Under the assumption that the UVMS is stationary while it is applying a force/moment $\boldsymbol{h}_{e}$ to an object, the UVMS dynamics can be reduced to statics. Thus, considering that $\zeta=\dot{\zeta}=0$ the following statics equation of the UVMS is derived from Eq. 3.1:

$$
\begin{equation*}
\boldsymbol{g}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)+\boldsymbol{J}_{W}^{T}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right) \cdot \boldsymbol{h}_{e}=\boldsymbol{\tau} \tag{3.2}
\end{equation*}
$$

where,
$\boldsymbol{g}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right) \in \mathbb{R}^{n_{m}+6}$ is the vector of gravity and buoyancy generalized forces of the UVMS, $\boldsymbol{\tau}=\left[\begin{array}{ll}\boldsymbol{\tau}_{v}^{T} & \boldsymbol{\tau}_{m}^{T}\end{array}\right]^{T} \in \mathbb{R}^{n_{m}+6}$ is the vector of the propulsion forces and moments $\boldsymbol{\tau}_{v} \in \mathbb{R}^{6}$ acting on the vehicle in the vehicle-fixed frame as well as the joint torques $\tau_{m} \in \mathbb{R}^{n_{m}}$, $\boldsymbol{J}_{W}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right) \in \mathbb{R}^{6 \times\left(n_{m}+6\right)}$ is the Jacobian matrix defined in Eq. 2.24, $\boldsymbol{h}_{e}=\left[\begin{array}{ll}\boldsymbol{f}_{e}^{T} & \boldsymbol{\mu}_{e}^{T}\end{array}\right]^{T} \in \mathbb{R}^{6}$ is the end-effector wrench vector expressed in the inertial frame and $\boldsymbol{f}_{e}, \boldsymbol{\mu}_{e} \in \mathbb{R}^{3}$ are the interaction force and torque vectors respectively.

More specifically, the restoring forces vector $\boldsymbol{g}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)$ of an UVMS equipped with a $n$ link manipulator as has already been defined in Eq. 2.78, is expressed by the following relation:

$$
\boldsymbol{g}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)=\left[\begin{array}{c}
-\left({ }^{V} \boldsymbol{f}_{G v}+{ }^{V} \boldsymbol{f}_{B v}+\sum_{i=1}^{n_{m}}\left({ }^{V} \boldsymbol{f}_{G i}+{ }^{V} \boldsymbol{f}_{B i}\right)\right)  \tag{3.3}\\
-\left({ }^{V} \boldsymbol{r}_{G v} \times{ }^{V} \boldsymbol{f}_{G v}+{ }^{V} \boldsymbol{r}_{B v} \times{ }^{V} \boldsymbol{f}_{B v}+\sum_{i=1}^{n_{m}}\left({ }^{V} \boldsymbol{r}_{G i} \times{ }^{V} \boldsymbol{f}_{G i}+{ }^{V} \boldsymbol{r}_{B i} \times{ }^{V} \boldsymbol{f}_{B i}\right)\right) \\
g_{1} \\
\vdots \\
g_{n_{m}}
\end{array}\right]
$$

where the analytical expressions of the terms that each component of the vector is consisted of, are stated in §2.4.

Furthermore, the UVMS Jacobian matrix $\boldsymbol{J}_{W}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)$ defined in Eq. 2.24 is restated below:

$$
\begin{equation*}
\dot{\boldsymbol{p}}_{e}=\boldsymbol{J}_{W}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}\right) \cdot \zeta \tag{3.4}
\end{equation*}
$$

and

$$
\boldsymbol{J}_{W}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}\right)=\left[\begin{array}{ccc}
\boldsymbol{J}_{v 1}\left(\boldsymbol{\eta}_{2}\right) & -{ }^{I} \boldsymbol{R}_{V} \cdot S\left(\boldsymbol{p}_{1}\right) & { }^{I} \boldsymbol{R}_{0} \cdot \boldsymbol{J}_{m 1}  \tag{3.5}\\
\mathbf{0} & \boldsymbol{J}_{v 2}\left(\boldsymbol{p}_{e 2}\right) \cdot{ }^{E} \boldsymbol{R}_{V} & \boldsymbol{J}_{v 2}\left(\boldsymbol{p}_{e 2}\right) \cdot{ }^{E} \boldsymbol{R}_{0} \cdot \boldsymbol{J}_{m 2}
\end{array}\right]
$$

where each element comprising the UVMS Jacobian matrix is defined in detail in §2.2.

As it has already been mentioned, when UVMS are expected to perform underwater intervention tasks requiring interaction with the environment two issues to be considered arise. The UVMS must simultaneously control the position of the end-effector and the force applied to the environment. However, in most cases, although the interaction wrench vector (combined force and torque) may be known in terms of direction, it is usually unknown in terms of magnitude (e.g. the torque needed to turn a valve may change in time). Besides, when approaching the interaction spot (i.e. during the "reach-to-grasp" phase) or when interacting, disturbances possibly induced by underwater currents should be rejected. Since the UVMS actuation system will need to undertake simultaneously those issues, our approach aims to find out a pose configuration of the combined vehicle-manipulator system that it allows for "maximization" of the allowed interaction wrench between the UVMS and the
environment. Thus, we have to select an appropriate objective function to maximize in our proposed optimization algorithm.

Let define the end-effector unit wrench vector expressed in $\{I\}$ as follows:
$\boldsymbol{e}_{h}=\left[\begin{array}{ll}\boldsymbol{e}_{f}{ }^{T} & \boldsymbol{e}_{\mu}{ }^{T}\end{array}\right]^{T} \in \mathbb{R}^{6} \nearrow^{\nearrow} \begin{aligned} & \boldsymbol{e}_{f} \in \mathbb{R}^{3} \\ & \\ & \\ & \\ & \boldsymbol{e}_{\mu} \in \mathbb{R}^{3}\end{aligned}$

The force and torque magnitudes are assigned as $\lambda_{f}$ and $\lambda_{\mu}$ respectively and the corresponding vector is defined by $\lambda=\left[\begin{array}{ll}\lambda_{f} & \lambda_{\mu}\end{array}\right]^{T} \in \mathbb{R}^{2}$. The following holds:

$$
\boldsymbol{h}_{e}=\left[\begin{array}{l}
\boldsymbol{f}_{e}  \tag{3.6}\\
\boldsymbol{\mu}_{e}
\end{array}\right]=\left[\begin{array}{l}
\lambda_{f} \cdot \boldsymbol{e}_{f} \\
\lambda_{\mu} \cdot \boldsymbol{e}_{\mu}
\end{array}\right]=\left[\begin{array}{cc}
\lambda_{f} \cdot \boldsymbol{I}_{3} & \boldsymbol{0}_{3 \times 3} \\
\mathbf{0}_{3 \times 3} & \lambda_{\mu} \cdot \boldsymbol{I}_{3}
\end{array}\right] \cdot\left[\begin{array}{l}
\boldsymbol{e}_{f} \\
\boldsymbol{e}_{\mu}
\end{array}\right]=\Lambda \cdot \boldsymbol{e}_{h}
$$

Consequently, in order to find out the appropriate objective function to ensure the maximization of the interaction wrench the end-effector could apply, several types of norms of vector $\lambda$ can be considered:

- Maximum norm:

$$
\begin{equation*}
\|\lambda\|_{\infty}=\max \left\{\left|\lambda_{f}\right|,\left|\lambda_{\mu}\right|\right\} \tag{3.7}
\end{equation*}
$$

- Euclidean norm with $w$ appropriate weight factor:

$$
\begin{equation*}
\|\lambda\|_{2}=\left((1-w) \cdot\left|\lambda_{f}\right|^{2}+w \cdot\left|\lambda_{\mu}\right|^{2}\right)^{1 / 2} \tag{3.8}
\end{equation*}
$$

- 1- norm with $w$ appropriate weight factor:

$$
\begin{equation*}
\|\lambda\|_{1}=(1-w) \cdot\left|\lambda_{f}\right|+w \cdot\left|\lambda_{\mu}\right| \tag{3.9}
\end{equation*}
$$

Now, regarding the constraints that need to be satisfied, as already mentioned the proposed optimization algorithm will be designed to provide the joint space variables of the UVMS ensuring the desired pose of the end-effector. Considering that the combined vehicle-manipulator system forms an open kinematic chain, the end-effector pose $\boldsymbol{p}_{e} \in \mathbb{R}^{6}$ expressed in the inertial frame can be computed as a function of the UVMS joint
space state vector $\boldsymbol{q} \in \mathbb{R}^{n_{m}+6}$ through the forward kinematics. The forward kinematics function, which is actually the coordinate transformation describing the position and orientation of the end-effector frame with respect to the inertial frame, is obtained in a systematic manner by simple products of the following homogeneous transformation matrices.

$$
\begin{equation*}
{ }^{I} \boldsymbol{T}_{E}(\boldsymbol{q})={ }^{I} \boldsymbol{T}_{V}(\boldsymbol{\eta}) \cdot{ }^{V} \boldsymbol{T}_{0} \cdot{ }^{0} \boldsymbol{T}_{1}\left(\boldsymbol{q}_{1}\right) \cdot \ldots \cdot{ }^{n_{m}} \boldsymbol{T}_{E}\left(q_{1}, \ldots, q_{n_{m}}\right) \tag{3.10}
\end{equation*}
$$

Consequently, if we define the UVMS forward kinematics functions as follows:

- End-effector position: $\boldsymbol{p}_{e 1}(\boldsymbol{q}): \mathbb{R}^{n_{m}+6} \rightarrow \mathbb{R}^{3}$, and
- End-effector orientation: $\boldsymbol{p}_{e 2}(\boldsymbol{q}): \mathbb{R}^{n_{m}+6} \rightarrow \mathbb{R}^{3}$,
then the end-effector position and orientation constraints are:

$$
\begin{align*}
& \boldsymbol{p}_{e 1}(\boldsymbol{q})=\boldsymbol{p}_{e 1, d}  \tag{3.11}\\
& \boldsymbol{p}_{e 2}(\boldsymbol{q})=\boldsymbol{p}_{e 2, d} \tag{3.12}
\end{align*}
$$

Besides, the proposed algorithm has to lead to configurations that are compatible with several constraints imposed by the mechanical structure of the combined system, the structure of the surrounding physical environment as well as the grasped object's properties and also geometric constraints ensuring that there are no collisions between various modules of the system.

Obviously, regarding the mechanical constraints, the joint angle vector $\boldsymbol{q}_{m} \in \mathbb{R}^{n_{m}}$ of the manipulator is bounded with respect to the angular limitations of the joint motors. Moreover, the orientation angles of the vehicle $\boldsymbol{\eta}_{2}=\left[\begin{array}{lll}\varphi & \theta & \psi\end{array}\right]^{T} \in \mathbb{R}^{3}$ have to be kept bounded for various reasons. Next, although there are no mechanical reasons to consider any limitations for the position of the vehicle, the physical environment as well as the geometry of the target objects may set some inequality constraints for the position vector of the position vector $\eta_{1}=\left[\begin{array}{ll}x & y \\ z\end{array}\right]^{T} \in \mathbb{R}^{3}$. Thus, the aforementioned constraints can be formulated as follows:

$$
\begin{equation*}
\boldsymbol{q}_{\min } \leq \boldsymbol{q} \leq \boldsymbol{q}_{\max } \tag{3.13}
\end{equation*}
$$

where $\boldsymbol{q}_{\text {min }}, \boldsymbol{q}_{\text {max }} \in \mathbb{R}^{n_{m}+6}$ represent the lower and upper bounds of the UVMS pose configuration vector respectively.

In regard to the geometric constraints ensuring that there are no collisions between various modules of the system, those can be formulated as linear or nonlinear inequality constraints as follows:

$$
\begin{gather*}
\boldsymbol{A}_{\text {ineq }} \cdot \boldsymbol{q} \leq \boldsymbol{b}_{\text {ineq }}  \tag{3.14}\\
\boldsymbol{G}(\boldsymbol{q}) \leq \mathbf{0} \tag{3.15}
\end{gather*}
$$

Finally, the additional hardware limitations concerning the limited capability range of the actuators will be formulated. Let us denote the vector of the control inputs of the UVMS actuators by:

$$
\boldsymbol{u}=\left[\begin{array}{ll}
\boldsymbol{u}_{v}^{T} & \boldsymbol{u}_{m}^{T}
\end{array}\right]^{T} \in \mathbb{R}^{p_{v}+n_{m}} \quad \begin{aligned}
& \\
& \\
& \\
& \\
& \boldsymbol{u}_{v} \in \mathbb{R}^{p_{v}} \\
& \boldsymbol{u}_{m} \in \mathbb{R}^{n_{m}}
\end{aligned}
$$

where,
$\boldsymbol{u}_{v} \in \mathbb{R}^{p_{v}}$ is the vector of the control inputs of the AUV thrusters,
$\boldsymbol{u}_{m} \in \mathbb{R}^{n_{m}}$ is the vector of the control inputs of the manipulator motors.

The relationship between the force/moment acting on the vehicle $\tau_{v}$ and the control inputs of the vehicle thrusters $\boldsymbol{u}_{v} \in \mathbb{R}^{p_{v}}$ is highly nonlinear. A common simplification is to consider a linear relationship between $\tau_{v}$ and $\boldsymbol{u}_{v}$ :

$$
\begin{equation*}
\boldsymbol{\tau}_{v}=\boldsymbol{S}_{v} \cdot \boldsymbol{u}_{v} \tag{3.16}
\end{equation*}
$$

where $\boldsymbol{S}_{v} \in \mathbb{R}^{6 \times p_{v}}$ is a constant matrix describing the thruster allocation, known as the Thruster Configuration Matrix (TCM).

The relationship between the generalized forces $\tau \in \mathbb{R}^{n_{m}+6}$ and the control inputs $\boldsymbol{u} \in \mathbb{R}^{p_{v}+n_{m}}$ is described by the following Thruster Configuration Matrix, $\boldsymbol{S} \in \mathbb{R}^{\left(n_{m}+6\right) \times\left(p_{v}+n_{m}\right)}$, for the whole UVMS :

$$
\begin{gather*}
\boldsymbol{\tau}=\boldsymbol{S} \cdot \boldsymbol{u} \Rightarrow \\
{\left[\begin{array}{c}
\boldsymbol{\tau}_{v} \\
\boldsymbol{\tau}_{m}
\end{array}\right]=\left[\begin{array}{cc}
\boldsymbol{S}_{v} & \mathbf{0}_{6 \times n_{m}} \\
\mathbf{0}_{n_{m} \times p_{v}} & \boldsymbol{I}_{n_{m}}
\end{array}\right] \cdot\left[\begin{array}{c}
\boldsymbol{u}_{v} \\
\boldsymbol{u}_{m}
\end{array}\right]} \tag{3.17}
\end{gather*}
$$

Notice that for the manipulator it is supposed that $n_{m}$ joint motors are available.

Let us consider that the control input vector $\boldsymbol{u} \in \mathbb{R}^{p_{v}+n_{m}}$ has the following limits:

$$
\begin{aligned}
& \boldsymbol{u}_{\text {min }} \leq \boldsymbol{u} \leq \boldsymbol{u}_{\text {max }} \Rightarrow\left[\begin{array}{l}
\boldsymbol{u}_{\text {min_t }} \\
\boldsymbol{u}_{\text {min_}_{-} m}
\end{array}\right] \leq\left[\begin{array}{l}
\boldsymbol{u}_{v} \\
\boldsymbol{u}_{m}
\end{array}\right] \leq\left[\begin{array}{l}
\boldsymbol{u}_{\text {max }^{\prime} t h} \\
\boldsymbol{u}_{\text {max_ } m}
\end{array}\right] \Rightarrow
\end{aligned}
$$

where $u_{\text {min_t }^{t} h_{i}}$ and $u_{\text {max_t } h_{i}}$ are the lower and upper limits of the control input of the AUV $i$-thruster respectively, while $u_{\text {min_ } m_{i}}$ and $u_{\text {max_ } m_{i}}$ are the lower and upper limits of the control input of the manipulator $i$-motor respectively.

Thus, it turns out that the limits for the generalized forces $\tau \in \mathbb{R}^{n_{m}+6}$ are given by:

$$
\tau_{\min } \leq \tau \leq \tau_{\max } \Rightarrow\left[\begin{array}{c}
\tau_{\text {min_} \_} v \\
\tau_{\text {min_}_{-} m}
\end{array}\right] \leq\left[\begin{array}{c}
\tau_{v} \\
\tau_{m}
\end{array}\right] \leq\left[\begin{array}{c}
\tau_{\text {max_ } v} \\
\tau_{\text {max_ }_{-}}
\end{array}\right] \Rightarrow
$$

where $\tau_{\min _{-} v_{x}}$ and $\tau_{\text {max_ }_{-} v_{x}}$ are the lower and upper limits of the propulsion force acting along the surge axis of the vehicle, while the corresponding lower and upper limits of the propulsion forces acting along the sway and heave axes as well as the limits of the rolling, pitching and yawing propulsion moments are denoted accordingly.

It is important to point out that the bounds of the propulsion forces and moments $\tau_{\text {min_}_{-} v}, \tau_{\text {max }_{-} v} \in \mathbb{R}^{6}$ acting on the vehicle depend on the limits of the thrusters' control inputs $\boldsymbol{u}_{\text {min } \_t h}, \boldsymbol{u}_{\text {max_ } \_h} \in \mathbb{R}^{6}$ and the Thruster Configuration Matrix of the vehicle.

Considering the limits of the generalized forces and the statics equation of the UVMS (Eq. 3.2), the following constraints, regarding the limited capability range of the actuators, turn out:

$$
\begin{equation*}
\boldsymbol{\tau}_{\min } \leq \boldsymbol{g}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)+\boldsymbol{J}_{W}^{T}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right) \cdot \boldsymbol{h}_{e} \leq \boldsymbol{\tau}_{\max } \tag{3.20}
\end{equation*}
$$

If $\boldsymbol{J}_{W}^{T}$ is partitioned appropriately then one can easily deduce that term $\boldsymbol{J}_{W}^{T} \cdot \boldsymbol{h}_{e}$ of inequality (3.20), in conjunction to Eq. 3.6, is written as:

$$
\boldsymbol{J}_{W}^{T}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right) \cdot \boldsymbol{h}_{e}=\left[\begin{array}{ll}
\boldsymbol{J}_{f}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right) & \boldsymbol{J}_{\mu}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)
\end{array}\right] \cdot\left[\begin{array}{l}
\boldsymbol{f}_{e}  \tag{3.21}\\
\boldsymbol{\mu}_{e}
\end{array}\right]=\boldsymbol{E}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right) \cdot \boldsymbol{\lambda}
$$

where $\boldsymbol{E} \in \mathbb{R}^{\left(n_{m}+6\right) \times 2}$ is defined as:

$$
\begin{equation*}
\boldsymbol{E}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)=\left[\boldsymbol{J}_{f}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right) \cdot \boldsymbol{e}_{f} \quad \boldsymbol{J}_{\mu}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right) \cdot \boldsymbol{e}_{\mu}\right] \tag{3.22}
\end{equation*}
$$

Using Eq. 3.21, inequality (3.20) is restated as:

$$
\begin{equation*}
\boldsymbol{\tau}_{\min } \leq \boldsymbol{g}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right)+\boldsymbol{E}\left(\boldsymbol{\eta}_{2}, \boldsymbol{q}_{m}\right) \cdot \boldsymbol{\lambda} \leq \boldsymbol{\tau}_{\max } \tag{3.23}
\end{equation*}
$$

### 3.1.2 Summary of Adopted Notations

In this section the most significant notations adopted so far are summarized (Table 3.1). In the following sections the developed methodologies will be presented in a general form, with the symbols and notations of this section.

Table 3.1: Adopted notations and their definitions

| Notation | Definition |
| :---: | :---: |
| $n_{m}$ | Number of manipulator joints |
| $p_{v}$ | Number of vehicle thrusters |
| $\{I\}$ | Earth-fixed or inertial reference frame |
| $\{V\}$ | Vehicle-fixed or body-fixed reference frame |
| $\{0\}$ | Reference frame located at the manipulator base |


| $\boldsymbol{v}_{1} \in \mathbb{R}^{3}$ | Linear velocity of the $\{V\}$ with respect to the $\{I\}$ expressed in the $\{V\}$ |
| :---: | :---: |
| $\boldsymbol{v}_{2} \in \mathbb{R}^{3}$ | Angular velocity of the $\{V\}$ with respect to the $\{I\}$ expressed in the $\{V\}$ |
| $\boldsymbol{p}_{e} \in \mathbb{R}^{6}$ | End-effector pose vector expressed in the $\{1\}$ |
| $\boldsymbol{p}_{e 1} \in \mathbb{R}^{3}$ | Position vector of the $\{E\}$ expressed in the $\{I\}$ |
| $\boldsymbol{p}_{e 2} \in \mathbb{R}^{3}$ | Vector of Euler-angles of the $\{E\}$ expressed in the $\{I\}$ |
| $\boldsymbol{q}_{m} \in \mathbb{R}^{n_{m}}$ | Manipulator joint angular position state vector |
| $\boldsymbol{q} \in \mathbb{R}^{n_{m}+6}$ | Pose configuration vector of UVMS |
| $\zeta \in \mathbb{R}^{n_{m}+6}$ | Body-fixed velocity vector of UVMS |
| $\boldsymbol{M} \in \mathbb{R}^{\left(n_{m}+6\right) \times\left(n_{m}+6\right)}$ | Inertia matrix of UVMS including added mass |
| $\boldsymbol{C} \in \mathbb{R}^{\left(n_{m}+6\right) \times\left(n_{m}+6\right)}$ | Matrix of Coriolis and centripetal terms of UVMS including added mass |
| $\boldsymbol{D} \in \mathbb{R}^{\left(n_{m}+6\right) \times\left(n_{m}+6\right)}$ | Matrix of dissipative effects of UVMS |
| $\boldsymbol{g} \in \mathbb{R}^{n_{m}+6}$ | Vector of gravity and buoyancy effects of UVMS |
| $\tau \in \mathbb{R}^{n_{m}+6}$ | Vector of propulsion force/moment acting on the vehicle in $\{V\}$ as well as joint torques |
| $\tau_{v} \in \mathbb{R}^{6}$ | Vector of propulsion force/moment acting on the vehicle in $\{V\}$ |
| $\tau_{m} \in \mathbb{R}^{n_{m}}$ | Vector of manipulator joint torques |
| $\boldsymbol{J}_{W} \in \mathbb{R}^{6 \times\left(n_{m}+6\right)}$ | UVMS Jacobian matrix |
| $\boldsymbol{h}_{e} \in \mathbb{R}^{6}$ | End-effector wrench vector expressed in the $\{1\}$ |
| $f_{e} \in \mathbb{R}^{3}$ | End-effector force vector expressed in the \{ $I\}$ |
| $\mu_{e} \in \mathbb{R}^{3}$ | End-effector moment vector expressed in the $\{1\}$ |
| $\boldsymbol{e}_{h} \in \mathbb{R}^{6}$ | End-effector unit wrench vector expressed in the $\{I\}$ |
| $\boldsymbol{e}_{f} \in \mathbb{R}^{3}$ | End-effector unit force vector expressed in the $\{1\}$ |
| $\boldsymbol{e}_{\mu} \in \mathbb{R}^{3}$ | End-effector unit moment vector expressed in the $\{1\}$ |
| $\lambda \in \mathbb{R}^{2}$ | Vector of end-effector force and moment magnitudes |
| $\lambda_{f}$ | Magnitude of end-effector force vector |
| $\lambda_{\mu}$ | Magnitude of end-effector moment vector |
| $\boldsymbol{u} \in \mathbb{R}^{p_{v}+n_{m}}$ | Vector of the control inputs of the UVMS actuators |
| $\boldsymbol{u}_{v} \in \mathbb{R}^{p_{v}}$ | Vector of the control inputs of the vehicle thrusters |
| $\boldsymbol{u}_{m} \in \mathbb{R}^{n_{m}}$ | Vector of the control inputs of the manipulator motors |
| $\boldsymbol{S}_{v} \in \mathbb{R}^{6 \times p_{v}}$ | Thruster Configuration Matrix (TCM) of vehicle |
| $\boldsymbol{S} \in \mathbb{R}^{\left(n_{m}+6\right) \times\left(p_{v}+n_{m}\right)}$ | Thruster Configuration Matrix (TCM) of UVMS |

### 3.2 Elements of Nonlinear Programming

The problem we have defined so far can be characterized as a nonlinear constrained optimization problem due to the nonlinear nature of the constraints that need to be satisfied. In such problems, various issues need to be studied in order for the developed algorithms to work efficiently in real-time mode. In particular, the several types of constraints, such as those imposed by the physical environment as well as the hardware and geometric nature of the UVMS, can make the problem strongly constrained, complicated and computationally intense. Besides, even the selection of the objective function and the decision variables can play a role on the complexity of the problem and the computational effort during the optimization procedure. Nevertheless, the objective of this thesis is more fundamental; to design a control scheme that plays the role of a path planner in the joint space providing an optimal pose configuration of UVMS for efficient interaction with the environment wrt the pre-specified performance criterion. Therefore, optimization is treated as a useful tool and not as the main element of interest. However, for the sake of completeness, in this section basic elements of Nonlinear Programming are presented to provide some background on this field.

### 3.2.1 Nonlinear Programming Problem Definition

Optimization is the act of obtaining the best result under given circumstances. In design, construction, and maintenance of any engineering system, engineers have to take many technological and managerial decisions at several stages. The ultimate goal of all such decisions is either to minimize the effort required or to maximize the desired benefit. Since the effort required or the benefit desired in any practical situation can be expressed as a function of certain variables, a general optimization problem can be defined as the problem of finding the values of those variables that give the maximum or minimum value of a function. In order to proceed with the mathematical formulation of a general optimization problem, it seems important to present some significant definitions.

Design vector: Any engineering system or component is defined by a set of quantities some of which are viewed as variables during the design process. In general, certain quantities are usually fixed at the outset and these are called preassigned parameters. All the other quantities are treated as variables in the design process and are called design or decision variables $x_{1}, x_{2}, \ldots, x_{n_{x}}$. The design variables are collectively represented as a
design vector $\boldsymbol{x}=\left[\begin{array}{llll}x_{1} & x_{2} & \ldots & x_{n_{x}}\end{array}\right]^{T} \in \mathbb{R}^{n_{x}}$. If an $n_{x}$-dimensional Cartesian space with each coordinate axis representing a design variable $x_{1}, x_{2}, \ldots, x_{n_{x}}$ is considered, the space is called the design variable space or simply design space. Each point in the $n_{\mathrm{x}}$ dimensional design space is called a design point and represents either a possible or an impossible solution to the design problem.

Objective function: The conventional design procedures aim at finding an acceptable or adequate design that merely satisfies the functional and other requirements of the problem. In general, there will be more than one acceptable design, and the purpose of optimization is to choose the best one of the many acceptable designs available. Thus a criterion has to be chosen for comparing the different alternative acceptable designs and for selecting the best one. The criterion, with respect to which the design is optimized (minimized or maximized), when expressed as a function of the design variables $f(\boldsymbol{x})$, is known as the criterion or merit or objective function. The choice of objective function is governed by the nature of problem. The selection of the objective function can be one of the most important decisions in the whole optimum design process. In some situations, there may be more than one criteria to be satisfied simultaneously. An optimization problem involving multiple objective functions is known as a multiobjective programming problem. With multiple objectives there arises a possibility of conflict, and one simple way to handle the problem is to construct an overall objective function as a linear combination of the conflicting multiple objective functions.

Design constraints: In many practical problems, the design variables cannot be chosen arbitrarily; they rather have to satisfy certain specified functional and other requirements. The restrictions that must be satisfied to produce an acceptable design are collectively called design constraints. Constraints that represent limitations on the behavior or performance of the system are termed behavior or functional constraints. Constraints that represent physical limitations on design variables are known as geometric or side constraints. These constraints may be simple bounds, more general linear equality/inequality constraints or nonlinear equalities/inequalities that represent complex relationships among the variables.

The process of identifying objective function, decision variables, and constraints for a given problem is known as modeling. Construction of an appropriate model is the first step -sometimes the most important- in the optimization process. If the model is too simplistic, it will not give useful insights into the practical problem. If it is too complex, it may be too difficult to solve.

Optimization problems can be classified in several ways. An important distinction is between problems that have constraints on the variables and those that do not, namely constrained and unconstrained problems respectively. Another important classification of optimization problems is based on the nature of expressions for the objective function and the constraints. This classification is extremely useful from the computational point of view since there are many special methods available for the efficient solution of a particular class of problems. Thus the first task of a designer would be to investigate the class of problem encountered. This will, in many cases, dictate the types of solution procedures to be adopted in solving the problem. When the objective function and all the constraints are linear functions of the decision variables, the problem is a linear programming problem. If any of the functions among the objective and constraint functions is nonlinear, the problem is called a nonlinear programming (NLP) problem. This is the most general programming problem and all other problems can be considered as special cases of the NLP problem.

In accordance to what it has already been mentioned, the general nonlinear programming problem can be stated in minimization form as follows:

$$
\begin{align*}
& \underset{\boldsymbol{x} \in \mathbb{R}^{n_{x}}}{\operatorname{minime}} f(\boldsymbol{x}) \\
& \text { subject to: } h_{i}(\boldsymbol{x})=0,  \tag{1}\\
& g_{j}(\boldsymbol{x}) \leq 0, \\
& i=1,2, \ldots, n_{h} \\
& j=1,2, \ldots, n_{g}
\end{align*}
$$

where $\boldsymbol{x}$ is the $n_{\mathrm{x}}$-dimensional decision vector, $f(\boldsymbol{x})$ is the real-valued objective function, $h_{i}, i=1,2, \ldots, n_{h}$ are the equality constraints and $g_{j}, j=1,2, \ldots, n_{g}$ are the inequality constraints. For notational simplicity, the vector functions $\boldsymbol{h}: \mathbb{R}^{n_{x}} \rightarrow \mathbb{R}^{n_{h}}$ and $\boldsymbol{g}: \mathbb{R}^{n_{x}} \rightarrow \mathbb{R}^{n_{g}}$ are introduced, containing all the equality and inequality constraints respectively. If we define the feasible set $\boldsymbol{X} \subset \mathbb{R}^{n_{x}}$ to be the set of points $\boldsymbol{x}$ that satisfy all the constraints: that is,

$$
\begin{equation*}
X=\{\boldsymbol{x} \mid \boldsymbol{h}(\boldsymbol{x})=\mathbf{0} ; \boldsymbol{g}(\boldsymbol{x}) \leq \mathbf{0}\} \tag{3.24}
\end{equation*}
$$

problem $\left(P_{1}\right)$ can be restated more compactly as:

$$
\begin{equation*}
\min _{x \in X} f(x) \tag{2}
\end{equation*}
$$

A vector $\boldsymbol{x} \in \boldsymbol{X}$ satisfying all the constraints is called a feasible solution to the problem; the collection of all such points forms the feasible region. By $\boldsymbol{x}^{*}$ a local optimal solution of the NLP, which minimizes ${ }^{3}$ the objective function, is denoted.

### 3.2.2 Optimality Conditions for General NLP Problems

Based on the definition of the NLP problem of the previous subsection, the necessary and sufficient conditions for optimality are defined.

## Theorem 1 (First and Second-Order Necessary Conditions)

First-Order Necessary Conditions
Let $f: \mathbb{R}^{n_{x}} \rightarrow \mathbb{R}, \boldsymbol{h}: \mathbb{R}^{n_{x}} \rightarrow \mathbb{R}^{n_{h}}$ and $\boldsymbol{g}: \mathbb{R}^{n_{x}} \rightarrow \mathbb{R}^{n_{g}}$ be twice continuously differentiable functions on $\mathbb{R}^{n_{x}}$, i.e. $f, \boldsymbol{h}, \boldsymbol{g} \in C^{2}$. Let define the Lagrangian function $\mathcal{L}: \mathbb{R}^{n_{x}} \times \mathbb{R}^{n_{h}} \times \mathbb{R}^{n_{g}} \rightarrow \mathbb{R}$ for problem ( $P_{1}$ ) as:

$$
\begin{equation*}
\mathcal{L}(x, \lambda, \mu)=f(x)+\mu^{T} g(x)+\lambda^{T} \boldsymbol{h}(\boldsymbol{x}) \tag{3.25}
\end{equation*}
$$

Consider the problem $\left(P_{1}\right)$ to minimize $f(\boldsymbol{x})$ subject to the constraints $\boldsymbol{g}(\boldsymbol{x}) \leq \mathbf{0}$ and $\boldsymbol{h}(\boldsymbol{x})=\mathbf{0}$. If $\boldsymbol{x}^{*}$ is a local minimum of the $\left(P_{1}\right)$ problem and a regular ${ }^{4}$ point of the constraints, then there exist unique vectors (Lagrange Multipliers) $\mu^{*} \in \mathbb{R}^{n_{g}}$ and $\lambda^{*} \in \mathbb{R}^{n_{h}}$ such that:

$$
\begin{gather*}
\nabla_{x} \mathcal{L}\left(\boldsymbol{x}^{*}, \lambda^{*}, \boldsymbol{\mu}^{*}\right)=\nabla_{x} f\left(\boldsymbol{x}^{*}\right)+\nabla_{x} \boldsymbol{g}\left(\boldsymbol{x}^{*}\right) \cdot \boldsymbol{\mu}^{*}+\nabla_{x} \boldsymbol{h}\left(\boldsymbol{x}^{*}\right) \cdot \lambda^{*}=\mathbf{0}  \tag{3.26a}\\
\boldsymbol{h}\left(\boldsymbol{x}^{*}\right)=\mathbf{0}  \tag{3.26b}\\
\boldsymbol{g}\left(\boldsymbol{x}^{*}\right) \leq \mathbf{0}  \tag{3.26c}\\
\mu_{j}^{*} g_{j}\left(\boldsymbol{x}^{*}\right)=0 \quad j=1,2, \ldots, n_{g}  \tag{3.26d}\\
\boldsymbol{\mu}^{*} \geq \mathbf{0} \tag{3.26e}
\end{gather*}
$$

[^3]Equations (3.26) are commonly referred to as the Karush-Kuhn-Tucker (KKT) first order necessary conditions. Conditions (3.26a-3.26c) are called the primal feasibility conditions. Condition (3.26d) is known as the complementary slackness condition. Condition (3.26e) requires the nonnegativity of the multipliers of the inequality constraints and is referred to as the dual feasibility condition.

## Second-Order Necessary Condition

Let $J$ be the set of indices $j$ for which $g_{j}\left(\boldsymbol{x}^{*}\right)=0$, i.e. the set of active (or binding) inequality constraints at $\boldsymbol{x}^{*}$. Then a second-order condition for $\boldsymbol{x}^{*}$ to be a solution of $\left(P_{1}\right)$ is:

$$
\begin{gather*}
\boldsymbol{y}^{T} \nabla_{x x}^{2} \mathcal{L}\left(\boldsymbol{x}^{*}, \boldsymbol{\lambda}^{*}, \boldsymbol{\mu}^{*}\right) \boldsymbol{y} \geq 0 \Rightarrow \\
\boldsymbol{y}^{T}\left(\nabla_{x x}^{2} f\left(\boldsymbol{x}^{*}\right)+\nabla_{x x}^{2} \boldsymbol{g}\left(\boldsymbol{x}^{*}\right)^{T} \boldsymbol{\mu}^{*}+\nabla_{x x}^{2} \boldsymbol{h}\left(\boldsymbol{x}^{*}\right)^{T} \lambda^{*}\right) \boldsymbol{y} \geq 0 \tag{3.27}
\end{gather*}
$$

for all $\boldsymbol{y}$ such that $\nabla_{x} g_{j}\left(\boldsymbol{x}^{*}\right)^{T} \boldsymbol{y}=0, j \in J$ and $\nabla_{x} \boldsymbol{h}\left(\boldsymbol{x}^{*}\right)^{T} \boldsymbol{y}=\mathbf{0}$.

## Theorem 2 (Second-Order Sufficient Conditions)

Let $f: \mathbb{R}^{n_{x}} \rightarrow \mathbb{R} \quad \boldsymbol{h}: \mathbb{R}^{n_{x}} \rightarrow \mathbb{R}^{n_{h}}$ and $\boldsymbol{g}: \mathbb{R}^{n_{x}} \rightarrow \mathbb{R}^{n_{g}}$ be twice continuously differentiable functions on $\mathbb{R}^{n_{x}}$, i.e. $f, \boldsymbol{h}, \boldsymbol{g} \in C^{2}$. Consider the problem $\left(P_{1}\right)$ to minimize $f(\boldsymbol{x})$ subject to the constraints $\boldsymbol{g}(\boldsymbol{x}) \leq \mathbf{0}$ and $\boldsymbol{h}(\boldsymbol{x})=\mathbf{0}$. If there exist $\boldsymbol{x}^{*}, \lambda^{*}$ and $\boldsymbol{\mu}^{*}$ satisfying the KKT conditions (3.26), and:

$$
\begin{equation*}
\boldsymbol{y}^{T} \nabla_{x x}^{2} \mathcal{L}\left(\boldsymbol{x}^{*}, \lambda^{*}, \mu^{*}\right) \boldsymbol{y}>0 \tag{3.28}
\end{equation*}
$$

for all $\boldsymbol{y} \neq \mathbf{0}$ such that

$$
\begin{gather*}
\nabla_{x} g_{j}\left(\boldsymbol{x}^{*}\right)^{T} \boldsymbol{y}=0, j \in J \quad \text { with } \quad \mu_{j}^{*}>0  \tag{3.29}\\
\nabla_{x} g_{j}\left(\boldsymbol{x}^{*}\right)^{T} \boldsymbol{y}=0, j \in J \quad \text { with } \quad \mu_{j}^{*}=0  \tag{3.30}\\
\nabla_{x} \boldsymbol{h}\left(\boldsymbol{x}^{*}\right)^{T} \boldsymbol{y}=\mathbf{0} \tag{3.31}
\end{gather*}
$$

then $\boldsymbol{x}^{*}$ is a strict local minimum of $\left(P_{1}\right)$.

### 3.2.3 Optimization Methods

There is no single method available for solving all optimization problems efficiently. Hence a number of optimization methods have been developed for solving different types of optimization problems. The optimum seeking methods are also known as mathematical programming techniques. Several factors are to be considered in deciding a particular method. Some of them are:

- The type of problem to be solved (general nonlinear programming problem, geometric programming problem, etc.)
- The availability of a ready-made computer program
- The calendar time required for the development of a program
- The necessity of derivatives of the objective and constraint functions
- The available knowledge about the efficiency of the method
- The accuracy of the solution desired
- The programming language and quality of coding desired
- The robustness and dependability of the method in finding the true optimum solution
- The generality of the program for solving other problems
- The ease with which the program can be used and its output interpreted

Table 3.2 lists various mathematical programming techniques together with other welldefined areas of operations research. The classification given in Table 3.2 is not unique; it is given mainly for convenience.

Table 3.2: Optimization methods [50]

| Mathematical programming or <br> oplimization techniques | Stochastic process <br> techniques | Statistical methods |
| :--- | :--- | :--- |

Mathematical programming techniques are useful in finding the minimum of a function of several variables under a prescribed set of constraints. Stochastic process techniques can be used to analyze problems described by a set of random variables having known probability distributions. Statistical methods enable one to analyze the experimental data and build empirical models to obtain the most accurate representation of the physical situation. A complete, thorough and up to date overview of the most significant works and algorithms can be found in [49,50].

### 3.2.4 Optimization Software

The solution of most practical optimization problems requires the use of computers. Several commercial software systems [51-53] such as IMSL, ACM and MATLAB are available to solve optimization problems that arise in different engineering areas. The problem that is described and formulated in this thesis is solved using fmincon, a powerful routine for Constrained Nonlinear Optimization problems, developed by Mathworks [54] for the MATLAB Optimization Toolbox [55]. Fmincon includes a series of optimization algorithms, each of which can be more or less suitable depending on the type of the optimization problem that one has to solve.

Throughout this thesis, due to the nonlinear complicated nature of the grasping problems that we are studying, the "Active-Set" algorithm was chosen. Its solution procedure consists of two phases. The first phase involves the calculation of a feasible point. The second phase involves the generation of an iterative sequence of feasible points that converge to the solution. In this method an active set $\overline{\mathrm{A}}_{\mathrm{k}}$ is maintained that is an estimate of the active constraints at the solution point. $\overline{\mathrm{A}}_{\mathrm{k}}$ is updated at each iteration k , and this is used to form a basis for a search direction $\mathrm{d}_{\mathrm{k}}$. Equality constraints always remain in the active set. The search direction $d_{k}$ is calculated and minimizes the objective function while remaining on any active constraint boundaries. The feasible subspace for $d_{k}$ is formed from a basis $Z_{k}$ whose columns are orthogonal to the estimate of the active set $\overline{\mathrm{A}}_{\mathrm{k}}$ (i.e., $\overline{\mathrm{A}}_{\mathrm{k}} \mathrm{Z}_{\mathrm{k}}=0$ ). Thus a search direction, which is formed from a linear summation of any combination of the columns of $Z_{k}$, is guaranteed to remain on the boundaries of the active constraints (more on fmincon, the active-set algorithm and the rest of them that it supports can be found in [55]).

### 3.3 Optimization Scheme

In this section, the mathematical formulation of the proposed optimization scheme is presented adopting the optimization form of constrained nonlinear programming problems stated in §3.2.1. The parameters, as well as the analytical expressions of the performance criterion and the constraints that will be used, have all been defined in §3.1. As already mentioned, the proposed optimization scheme plays the role of an online path planner in the joint space. It receives as input a sequence of end effector poses and produces a sequence of UVMS pose configurations which leads in a smooth way to the final optimal configuration of the combined vehicle-manipulator system that allows for "maximization" of the interaction wrench between the UVMS and the environment. The general idea of the proposed optimization scheme is illustrated in the following diagram (Fig. 3.1).


Figure 3.1: Diagram of the proposed optimization scheme.

Subsequently, we formulate the optimization problem described in previous sections for an UVMS with an $n$-link mounted manipulator. Let consider the elements of the UVMS pose configuration vector $\boldsymbol{q} \in \mathbb{R}^{n_{m}+6}$ and the elements of the vector of the end-effector force and moment magnitudes $\lambda \in \mathbb{R}^{2}$ as decision variables. If we stack them in a vector, the corresponding design vector $\boldsymbol{x} \in \mathbb{R}^{n_{m}+8}$ of the problem is defined as follows:

$$
\boldsymbol{x}=\left[\begin{array}{llll}
\boldsymbol{\eta}_{1}^{T} & \boldsymbol{\eta}_{2}^{T} & \boldsymbol{q}_{m}^{T} & \boldsymbol{\lambda}^{T} \tag{3.32}
\end{array}\right]^{T} \in \mathbb{R}^{n_{m}+8}
$$

Considering the appropriate objective function to ensure the maximization of the interaction wrench the end-effector could apply, we choose the 1 -norm of vector $\lambda$ as defined in Eq. 3.9. Thus, let denote the linear objective function we want to maximize by:

$$
\begin{equation*}
z=z(\boldsymbol{x})=(1-w) \cdot\left|\lambda_{f}\right|+w \cdot\left|\lambda_{\mu}\right| \tag{3.33}
\end{equation*}
$$

Since we want to follow the formulation of optimization problems in minimization form as defined in $\left(P_{1}\right)$, we have to perform the conversion to this standardized formulation. Without loss of generality, we can accommodate this easily by minimizing $-z(\boldsymbol{x})$. For the sake of simplicity, during the remainder of the analysis the notation $z(\boldsymbol{x})$ will denote the negative of the function defined in Eq. 3.33 and consequently it will express the objective function of the problem formulated in minimization form.

Subsequently, the proposed optimization scheme is formulated as follows:

$$
\begin{array}{cc}
\underset{\boldsymbol{x} \in \mathbb{R}^{n_{m}+8}}{\operatorname{minimize}} & z=-\left((1-w) \cdot\left|\lambda_{f}\right|+w \cdot\left|\lambda_{\mu}\right|\right) \\
\text { subject to: } & \boldsymbol{p}_{e 1}(\boldsymbol{q})=\boldsymbol{p}_{e l, d} \\
& \boldsymbol{p}_{e 2}(\boldsymbol{q})=\boldsymbol{p}_{e 2, d} \\
& \boldsymbol{q}_{\min } \leq \boldsymbol{q} \leq \boldsymbol{q}_{\max } \\
& \boldsymbol{A}_{\text {ineq }} \cdot \boldsymbol{q} \leq \boldsymbol{b}_{\text {ineq }} \\
& \boldsymbol{G}(\boldsymbol{q}) \leq \mathbf{0} \\
& \boldsymbol{\tau}_{\min } \leq \boldsymbol{g}+\boldsymbol{E} \cdot \boldsymbol{\lambda} \leq \boldsymbol{\tau}_{\max } \tag{3.35f}
\end{array}
$$

where, equalities and inequalities denoted by (3.35) are the constraints to be satisfied during the optimization procedure. Specifically, nonlinear equations Eq. 3.35a and Eq. 3.35 b express the end-effector position and orientation constraints through the UVMS forward kinematics functions expressed by Eq. 3.10. The vectors $\boldsymbol{p}_{e l, d} \in \mathbb{R}^{3}$ and $\boldsymbol{p}_{e 2, d} \in \mathbb{R}^{3}$ denote the desired end-effector position and orientation respectively, expressed in the inertial frame and produced by an on-line path planning algorithm. Linear inequality ( 3.35 c ) expresses the lower and upper bounds of the UVMS pose configuration vector due to mechanical and geometric constraints as explained in §3.1.1. Besides, linear and nonlinear inequalities ( $3.35 \mathrm{~d}-3.35 \mathrm{e}$ ) express the geometric
constraints ensuring that there are no collisions between various modules of the system. Finally, nonlinear inequalities (3.35f) represent the constraints regarding the limited capability range of the UVMS actuators as mentioned in §3.1.1.

### 3.4 Sensitivity Analysis Approach

As it has been mentioned, the proposed optimization scheme plays the role of an on-line motion planner in the joint space of the UVMS during the "reach-to-grasp" phase, providing in real-time a sequence of UVMS pose configurations that constitute the reference inputs for the low-level motion controller. The nonlinear constrained optimization problem, that is described and formulated, is solved iteratively using fmincon, a powerful nonlinear programming routine of MATLAB Optimization Toolbox. Considering that the nonlinear equality and inequality constraints to be respected make the problem complicated and the optimization procedure computationally intense, it is important to introduce an alternative approach of problem solution. This approach speeds up the computation procedure and seems to be more convenient for on-line motion planning schemes

The key idea behind this approach of problem solution lies in applying sensitivity analysis in an iterative process to derive sequentially the optimal UVMS pose configurations during the "reach-to-grasp" phase. Specifically, we adopted the first order sensitivity analysis presented in [56]. The necessary background to deal with this problem is given in §3.4.1, where the method for local sensitivity analysis presented in the aforementioned article is introduced. In $\S 3.4 .2$ the proposed motion planning scheme is presented.

### 3.4.1 Elements of Sensitivity Analysis

A typical constrained nonlinear optimization problem entails a group of physical quantities, which are used as design variables, and a group of constant quantities, termed parameters of the problem. Sensitivity analysis consists of determining "how" and "how much" specific changes in the parameters of the problem modify the optimal objective function value and the point where the optimum is attained. The problem of the sensitivity analysis in nonlinear programming has been discussed by several authors, for example [57-63].

In reference [56], the authors perform an integrated sensitivity analysis in which all the sensitivities (objective function value, primal and dual variables ${ }^{5}$ values with respect to the parameters) are obtained at once, composed in closed and simple formulas. It should be noted that the compact formulas derived are only valid for the case of a specific widespread class of problems as it will described in the following analysis.

Consider the following constrained nonlinear optimization problem:

$$
\begin{array}{cc}
\underset{x \in \mathbb{R}_{x}}{\operatorname{minimize}} & z=z(\boldsymbol{x}, \boldsymbol{p}) \\
\text { subject to: } & \boldsymbol{h}(\boldsymbol{x}, \boldsymbol{p})=\mathbf{0}  \tag{3}\\
& \boldsymbol{g}(\boldsymbol{x}, \boldsymbol{p}) \leq \mathbf{0}
\end{array}
$$

where $\boldsymbol{x} \in \mathbb{R}^{n_{x}}$ is the decision vector, $\boldsymbol{p} \in \mathbb{R}^{n_{p}}$ is the vector of problem parameters, $z: \mathbb{R}^{n_{x}} \times \mathbb{R}^{n_{p}} \rightarrow \mathbb{R}$ is the objective function while vector functions $\boldsymbol{h}: \mathbb{R}^{n_{x}} \times \mathbb{R}^{n_{p}} \rightarrow \mathbb{R}^{n_{h}}$ and $\boldsymbol{g}: \mathbb{R}^{n_{x}} \times \mathbb{R}^{n_{p}} \rightarrow \mathbb{R}^{n_{g}}$ express the equality and inequality constraints respectively, with $\boldsymbol{h}(\boldsymbol{x}, \boldsymbol{p})=\left[h_{1}(\boldsymbol{x}, \boldsymbol{p}), \ldots, h_{n_{h}}(\boldsymbol{x}, \boldsymbol{p})\right]^{T}$ and $\boldsymbol{g}(\boldsymbol{x}, \boldsymbol{p})=\left[g_{1}(\boldsymbol{x}, \boldsymbol{p}), \ldots, g_{n_{g}}(\boldsymbol{x}, \boldsymbol{p})\right]^{T}$. We assume that $n_{h} \leq n_{x}$ and $z, \boldsymbol{h}, \boldsymbol{g} \in C^{2}$.

Let $\boldsymbol{x}^{*}$ be a local optimal solution of problem $\left(P_{3}\right)$ and assume that it is a regular nondegenerated ${ }^{6}$ point of the constraints. As a result, the Karush-Kuhn-Tucker first order necessary conditions hold.

$$
\begin{array}{cc}
\nabla_{\boldsymbol{x}} z\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)+\sum_{i=1}^{n_{h}} \lambda_{i}^{*} \nabla_{\boldsymbol{x}} h_{i}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)+\sum_{j=1}^{n_{g}} \mu_{j}^{*} \nabla_{\boldsymbol{x}} g_{j}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)=\mathbf{0} \\
h_{i}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)=0 & i=1,2, \ldots, n_{h} \\
g_{j}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right) \leq 0 & j=1,2, \ldots, n_{g} \\
\mu_{j}^{*} g_{j}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)=0 & j=1,2, \ldots, n_{g} \\
\mu_{j}^{*} \geq 0 & j=1,2, \ldots, n_{g} \tag{3.36e}
\end{array}
$$

[^4]To obtain the sensitivities of the optimal solution $\boldsymbol{x}^{*}, \boldsymbol{\lambda}^{*}, \boldsymbol{\mu}^{*}, z^{*}$ with respect to the changes in the parameters $\boldsymbol{p}$, we perturb or modify $\boldsymbol{x}^{*}, \boldsymbol{p}, \boldsymbol{\lambda}^{*}, \boldsymbol{\mu}^{*}, z^{*}$ in such a way that the KKT conditions still hold. Thus, to obtain the sensitivity equations we differentiate the objective function of $\left(P_{3}\right)$ and the optimality conditions (3.36), as follows:

$$
\begin{align*}
& \left(\nabla_{x} z\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right)^{T} d \boldsymbol{x}+\left(\nabla_{p} z\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right)^{T} d \boldsymbol{p}-d z=0  \tag{3.37}\\
& \left(\nabla_{x x} z\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)+\sum_{i=1}^{n_{h}} \lambda_{i}^{*} \nabla_{x x} h_{i}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)+\sum_{j=1}^{m_{J}} \mu_{j}^{*} \nabla_{x x} g_{j}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right) d \boldsymbol{x} \\
& +\left(\nabla_{x p} z\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)+\sum_{i=1}^{n_{h}} \lambda_{i}^{*} \nabla_{x p} h_{i}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)+\sum_{j=1}^{m_{J}} \mu_{j}^{*} \nabla_{x p} g_{j}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right) d \boldsymbol{p} \\
& +\nabla_{x} \boldsymbol{h}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right) d \boldsymbol{\lambda}+\nabla_{x} \boldsymbol{g}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right) d \boldsymbol{\mu}=\mathbf{0}  \tag{3.38}\\
& \quad\left(\nabla_{x} \boldsymbol{h}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right)^{T} d \boldsymbol{x}+\left(\nabla_{p} \boldsymbol{h}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right)^{T} d \boldsymbol{p}=\mathbf{0}  \tag{3.39}\\
& \quad\left(\nabla_{x} g_{j}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right)^{T} d \boldsymbol{x}+\left(\nabla_{p} g_{j}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right)^{T} d \boldsymbol{p}=0 \quad \text { if } \mu_{j}^{*} \neq 0, j \in J \tag{3.40}
\end{align*}
$$

where $J$ is the set of indices $j$ of binding inequality constraints, $m_{J}$ its cardinality, and all the matrices are evaluated at the optimal solution $\boldsymbol{x}^{*}, \lambda^{*}, \boldsymbol{\mu}^{*}, z^{*}$.

Note that the constraints (3.39-3.40) force the active constraints to remain active, while the differentiated complementary slackness condition (3.36d) is not present in the previous list since it holds due to the fact that we consider only non-degenerated cases (a detailed explanation can be seen in [63]). The uncommon degenerated case (binding inequality constraints with null multipliers) is analyzed in [63-65].

The linear system of (3.37-3.40) can be written in matrix form as follows:

$$
\left[\begin{array}{ccccc}
\boldsymbol{F}_{x} & \boldsymbol{F}_{p} & \mathbf{0} & \mathbf{0} & -1  \tag{3.41}\\
\boldsymbol{F}_{x x} & \boldsymbol{F}_{x p} & \boldsymbol{H}_{x}^{T} & \boldsymbol{G}_{\boldsymbol{x}}^{T} & \mathbf{0} \\
\boldsymbol{H}_{x} & \boldsymbol{H}_{p} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\boldsymbol{G}_{\boldsymbol{x}} & \boldsymbol{G}_{p} & \mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right] \cdot\left[\begin{array}{c}
d \boldsymbol{x} \\
d \boldsymbol{p} \\
d \boldsymbol{\lambda} \\
d \boldsymbol{\mu} \\
d z
\end{array}\right]=\mathbf{0}
$$

where the submatrices are defined below (corresponding dimensions in parentheses):

$$
\begin{align*}
& \boldsymbol{F}_{\boldsymbol{x}\left(1 \times n_{x}\right)}=\left(\nabla_{x} z\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right)^{T}  \tag{3.42}\\
& \boldsymbol{F}_{\boldsymbol{p}\left(1 \times n_{p}\right)}=\left(\nabla_{\boldsymbol{p}} z\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right)^{T}  \tag{3.43}\\
& \boldsymbol{F}_{x x\left(n_{x} \times n_{x}\right)}=\nabla_{x x} z\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)+\sum_{i=1}^{n_{h}} \lambda_{i}^{*} \nabla_{x x} h_{i}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)+\sum_{j=1}^{m_{J}} \mu_{j}^{*} \nabla_{x x} g_{j}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)  \tag{3.44}\\
& \boldsymbol{F}_{x p\left(n_{x} \times n_{p}\right)}=\nabla_{x p} z\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)+\sum_{i=1}^{n_{h}} \lambda_{i}^{*} \nabla_{x p} h_{i}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)+\sum_{j=1}^{m_{J}} \mu_{j}^{*} \nabla_{x p} g_{j}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)  \tag{3.45}\\
& \boldsymbol{H}_{\boldsymbol{x}\left(n_{\left.n_{h} \times n_{x}\right)}\right)}=\left(\nabla_{x} \boldsymbol{h}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right)^{T}  \tag{3.46}\\
& \boldsymbol{H}_{\boldsymbol{p}\left(n_{n} \times n_{p}\right)}=\left(\nabla_{p} \boldsymbol{h}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right)^{T}  \tag{3.47}\\
& \boldsymbol{G}_{\boldsymbol{x}\left(m_{J} \times n_{x}\right)}=\left(\nabla_{x} \boldsymbol{g}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right)^{T}  \tag{3.48}\\
& \boldsymbol{G}_{\boldsymbol{p}\left(m_{J} \times n_{p}\right)}=\left(\nabla_{\boldsymbol{p}} \boldsymbol{g}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right)^{T} \tag{3.49}
\end{align*}
$$

Vector (3.42) is the gradient of the objective function with respect to $\boldsymbol{x}$, vector (3.43) is the gradient on the objective function with respect to $\boldsymbol{p}$, submatrix (3.44) is the Hessian of the Lagrangian $\left(z(\boldsymbol{x}, \boldsymbol{p})+\lambda^{T} \cdot \boldsymbol{h}(\boldsymbol{x}, \boldsymbol{p})+\boldsymbol{\mu}^{T} \cdot \boldsymbol{g}(\boldsymbol{x}, \boldsymbol{p})\right)$ with respect to $\boldsymbol{x}$, submatrix (3.45) is the Hessian of the Lagrangian with respect to $\boldsymbol{x}$ and $\boldsymbol{p}$, submatrix (3.46) is the Jacobian of $\boldsymbol{h}(\boldsymbol{x}, \boldsymbol{p})$ with respect to $\boldsymbol{x}$, submatrix (3.47) is the Jacobian of $\boldsymbol{h}(\boldsymbol{x}, \boldsymbol{p})$ with respect to $\boldsymbol{p}$, submatrix (3.48) is the Jacobian of $\boldsymbol{g}(\boldsymbol{x}, \boldsymbol{p})$ with respect to $\boldsymbol{x}$ for binding constraints, and submatrix (3.49) is the Jacobian of $\boldsymbol{g}(\boldsymbol{x}, \boldsymbol{p})$ with respect to $\boldsymbol{p}$ for binding constraints.

To compute all sensitivities with respect to the components of the parameter vector $\boldsymbol{p}$, the Eq.3.41 can be written as:

$$
\boldsymbol{U} \cdot\left[\begin{array}{llll}
d \boldsymbol{x} & d \boldsymbol{\lambda} & d \boldsymbol{\mu} & d z \tag{3.50}
\end{array}\right]^{T}=\boldsymbol{V} \cdot d \boldsymbol{p}
$$

where the matrices $\boldsymbol{U}$ and $\boldsymbol{V}$ are given by:

$$
\begin{gather*}
\boldsymbol{U}=\left[\begin{array}{cccc}
\boldsymbol{F}_{x} & \mathbf{0} & \mathbf{0} & -1 \\
\boldsymbol{F}_{x x} & \boldsymbol{H}_{x}^{T} & \boldsymbol{G}_{x}^{T} & \mathbf{0} \\
\boldsymbol{H}_{x} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\boldsymbol{G}_{\boldsymbol{x}} & \mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right]  \tag{3.51}\\
\boldsymbol{V}=-\left[\begin{array}{c}
\boldsymbol{F}_{p} \\
\boldsymbol{F}_{x p} \\
\boldsymbol{H}_{p} \\
\boldsymbol{G}_{p}
\end{array}\right] \tag{3.52}
\end{gather*}
$$

If the optimal solution $\boldsymbol{x}^{*}, \lambda^{*}, \boldsymbol{\mu}^{*}, z^{*}$ is a non-degenerated regular point, then the matrix $\boldsymbol{U}$ is invertible, and consequently the solution of system (3.50) is unique and becomes:

$$
\left[\begin{array}{llll}
d \boldsymbol{x} & d \boldsymbol{\lambda} & d \boldsymbol{\mu} & d z
\end{array}\right]^{T}=\left[\begin{array}{llll}
\frac{\partial \boldsymbol{x}}{\partial \boldsymbol{p}} & \frac{\partial \lambda}{\partial \boldsymbol{p}} & \frac{\partial \boldsymbol{\mu}}{\partial \boldsymbol{p}} & \frac{\partial z}{\partial \boldsymbol{p}} \tag{3.53}
\end{array}\right]^{T} d \boldsymbol{p}=\boldsymbol{U}^{-1} \boldsymbol{V} \cdot d \boldsymbol{p}
$$

from which the matrix of all partial derivatives with respect to parameters results:

$$
\boldsymbol{S}=\left[\begin{array}{llll}
\frac{\partial \boldsymbol{x}}{\partial \boldsymbol{p}} & \frac{\partial \boldsymbol{\lambda}}{\partial \boldsymbol{p}} & \frac{\partial \boldsymbol{\mu}}{\partial \boldsymbol{p}} & \frac{\partial z}{\partial \boldsymbol{p}} \tag{3.54}
\end{array}\right]^{T}=\boldsymbol{U}^{-1} \boldsymbol{V}
$$

Expression (3.54) allows one to derive sensitivities of the decision variables, the Lagrange multipliers and the objective function with respect to all parameters. Therefore, the expected change of the optimal state $\boldsymbol{x}^{*}, \boldsymbol{\lambda}^{*}, \boldsymbol{\mu}^{*}, z^{*}$ after an infinitesimal perturbation $d \boldsymbol{p}$ of the parameters may be derived to a first order approximation, through the above sensitivity matrix.

Two particular cases are the following:

Case 1: $n_{h}+m_{J}=n_{x}$, i.e. when the number of active constraints (equalities plus inequalities) coincides with the number of decision variables, and the matrix $\boldsymbol{Q}_{x}=\left[\frac{\boldsymbol{H}_{\boldsymbol{x}}}{\boldsymbol{G}_{\boldsymbol{x}}}\right]$ is invertible.

Case 2: $\boldsymbol{F}_{x x}$ is positive definite (invertible) and $\boldsymbol{Q}_{\boldsymbol{x}}$ is full row rank (a typical assumption).

Note that in these two cases, the invertibility of $\boldsymbol{U}$ is guaranteed, and that formula (3.54) is valid for all cases in which $\boldsymbol{U}$ is invertible.

In the first case, if we denote $\boldsymbol{Q}_{\boldsymbol{x}}=\left[\frac{\boldsymbol{H}_{\boldsymbol{x}}}{\boldsymbol{G}_{\boldsymbol{x}}}\right], \boldsymbol{Q}_{p}=\left[\frac{\boldsymbol{H}_{\boldsymbol{p}}}{\boldsymbol{G}_{\boldsymbol{p}}}\right]$ and $\boldsymbol{n}=\left[\begin{array}{l}\boldsymbol{\lambda} \\ \boldsymbol{\mu}\end{array}\right]$, matrices $\boldsymbol{U}$ and $\boldsymbol{V}$ can be written as follows:

$$
\begin{gather*}
\boldsymbol{U}=\left[\begin{array}{ccc}
\boldsymbol{F}_{\boldsymbol{x}} & \mathbf{0} & -1 \\
\boldsymbol{F}_{x x} & \boldsymbol{Q}_{x}^{T} & \mathbf{0} \\
\boldsymbol{Q}_{x} & \mathbf{0} & \mathbf{0}
\end{array}\right]  \tag{3.55}\\
\boldsymbol{V}=-\left[\begin{array}{c}
\boldsymbol{F}_{p} \\
\boldsymbol{F}_{x p} \\
\boldsymbol{Q}_{p}
\end{array}\right] \tag{3.56}
\end{gather*}
$$

and then, since $\boldsymbol{Q}_{x}^{-1}$ exists, $\boldsymbol{U}^{-1}$ also exists and can be written as:

$$
\boldsymbol{U}^{-1}=\left[\begin{array}{ccc}
\mathbf{0} & \mathbf{0} & \boldsymbol{Q}_{x}^{-1}  \tag{3.57}\\
\mathbf{0} & \left(\boldsymbol{Q}_{x}^{T}\right)^{-1} & -\left(\boldsymbol{Q}_{x}^{T}\right)^{-1} \boldsymbol{F}_{x} \boldsymbol{Q}_{x}^{-1} \\
-1 & \mathbf{0} & \boldsymbol{F}_{x} Q_{x}^{-1}
\end{array}\right]
$$

leading to

$$
\begin{align*}
& \frac{\partial \boldsymbol{x}}{\partial \boldsymbol{p}}=-\boldsymbol{Q}_{x}^{-1} \boldsymbol{Q}_{p}  \tag{3.58}\\
& \frac{\partial \boldsymbol{n}}{\partial \boldsymbol{p}}=\left(\boldsymbol{Q}_{x}^{T}\right)^{-1}\left(\boldsymbol{F}_{x x} \boldsymbol{Q}_{x}^{-1} \boldsymbol{Q}_{p}-\boldsymbol{F}_{x p}\right)  \tag{3.59}\\
& \frac{\partial z}{\partial \boldsymbol{p}}=\boldsymbol{F}_{p}-\boldsymbol{F}_{x} \boldsymbol{Q}_{x}^{-1} \boldsymbol{Q}_{p} \tag{3.60}
\end{align*}
$$

which are very neat formulas for the sensitivities.

In the second case where $\boldsymbol{F}_{x x}$ is invertible and $\boldsymbol{Q}_{\boldsymbol{x}}$ is full row rank, then $\boldsymbol{B}=-\boldsymbol{Q}_{x} \boldsymbol{F}_{x x}^{-1} \boldsymbol{Q}_{x}^{T}$ is also invertible and we have:

$$
\boldsymbol{U}^{-1}=\left[\begin{array}{ccc}
\mathbf{0} & \left(\boldsymbol{I}+\boldsymbol{F}_{x}^{-1} \boldsymbol{Q}_{x}^{T} \boldsymbol{B}^{-1} \boldsymbol{Q}_{x}\right) \boldsymbol{F}_{x x}^{-1} & -\boldsymbol{F}_{x x}^{-1} \boldsymbol{Q}_{x}^{T} \boldsymbol{B}^{-1}  \tag{3.61}\\
\mathbf{0} & -\boldsymbol{B}^{-1} \boldsymbol{Q}_{\boldsymbol{x}} \boldsymbol{F}_{x x}^{-1} & \boldsymbol{B}^{-1} \\
-1 & \boldsymbol{F}_{x}\left(\boldsymbol{I}+\boldsymbol{F}_{x x}^{-1} \boldsymbol{Q}_{x}^{T} \boldsymbol{B}^{-1} \boldsymbol{Q}_{x}\right) \boldsymbol{F}_{x x}^{-1} & -\boldsymbol{F}_{x} \boldsymbol{F}_{x x}^{-1} \boldsymbol{Q}_{x}^{T} \boldsymbol{B}^{-1}
\end{array}\right]
$$

from which we get the alternative closed formulas:

$$
\begin{align*}
& \frac{\partial \boldsymbol{x}}{\partial \boldsymbol{p}}=-\left(\boldsymbol{I}+\boldsymbol{F}_{x x}^{-1} \boldsymbol{Q}_{x}^{T} \boldsymbol{B}^{-1} \boldsymbol{Q}_{x}\right) \boldsymbol{F}_{x x}^{-1} \boldsymbol{F}_{x p}+\boldsymbol{F}_{x x}^{-1} \boldsymbol{Q}_{x}^{T} \boldsymbol{B}^{-1} \boldsymbol{Q}_{p}  \tag{3.62}\\
& \frac{\partial \boldsymbol{n}}{\partial \boldsymbol{p}}=\boldsymbol{B}^{-1} \boldsymbol{Q}_{x} \boldsymbol{F}_{x x}^{-1} \boldsymbol{F}_{x p}-\boldsymbol{B}^{-1} \boldsymbol{Q}_{p}  \tag{3.63}\\
& \frac{\partial z}{\partial \boldsymbol{p}}=\boldsymbol{F}_{p}-\boldsymbol{F}_{x}\left(\boldsymbol{I}+\boldsymbol{F}_{x x}^{-1} \boldsymbol{Q}_{x}^{T} \boldsymbol{B}^{-1} \boldsymbol{Q}_{x}\right) \boldsymbol{F}_{x x}^{-1} \boldsymbol{F}_{x p}+\boldsymbol{F}_{x} \boldsymbol{F}_{x x}^{-1} \boldsymbol{Q}_{x}^{T} \boldsymbol{B}^{-1} \boldsymbol{Q}_{p} \tag{3.64}
\end{align*}
$$

### 3.4.2 Sensitivity Analysis in Optimization Problem

Towards addressing the fact that the procedure described in §3.3 demands high computational effort, in this subsection we will present an algorithm that incorporates the aforementioned methodology in a general on-line motion planning scheme for UVMS expected to interact with the environment.

As already mentioned, when the UVMS approaches the interaction spot, a path planning algorithm in the operational space is used to generate in real time a sequence of endeffector poses navigating it towards the target point. The proposed iterative algorithm receives as input the above sequence of end effector poses and produces a sequence of UVMS pose configurations that leads in a smooth way to the final optimal configuration for efficient interaction with the environment.

The initial optimal pose configuration is obtained via the nonlinear programming routine fmincon. The optimization problem to be solved has already been formulated (3.34-3.35). At this point, instead of solving iteratively the optimization problem using the fmincon routine and considering the new desired e-e poses, we apply the
aforementioned method of sensitivity analysis. Under the assumption that the optimal solution produced by the fmincon is a non-degenerate regular point, all the sensitivities wrt to the end-effector position and orientation are calculated. Afterwards, we compute the expected new optimal state via the corresponding sensitivities considering an infinitesimal perturbation of e-e desired pose as it is demanded by the task space planner. Then, this optimal state is used to calculate over again all the sensitivities and derive subsequently the next optimal state. Now, we must take into account that the proposed methodology has local validity and that the new optimal points, computed via the corresponding sensitivities, are derived to a first order approximation. Therefore, the sequential approximations will diverge from the actual optimal points over time. For this reason, we must set some conditions to be checked during the iterative procedure. For instance, the iterative process must terminate when an inactive constraint is activated or an approximated optimal state passes outside the feasible region. At this point, the fmincon routine is called again to derive the optimal UVMS pose configuration corresponding to the desired e-e pose. After that the iterative perturbation approach described above begins again. The proposed motion planning algorithm continues until the e-e is located at the target point ready to interact with the environment. A flowchart of this algorithm is depicted in Fig. 3.2.


Figure 3.2: Flowchart of the proposed motion planning algorithm.

Next, we proceed to present the mathematical formulation of the proposed motion planning scheme. First of all, we must re-formulate the optimization problem defined in (3.34-3.35) in order to be described by the standardized formulation of problem $\left(P_{3}\right)$. The design vector $\boldsymbol{x} \in \mathbb{R}^{n_{m}+8}$ is already defined by Eq.3.32. The parameter vector ${ }^{7}$ of the problem is defined as follows:

$$
\boldsymbol{p}=\left[\begin{array}{ll}
\boldsymbol{p}_{e l, d}^{T} & \boldsymbol{p}_{e 2, d}^{T} \tag{3.65}
\end{array}\right]^{T} \in \mathbb{R}^{6}
$$

where the vectors $\boldsymbol{p}_{e l, d} \in \mathbb{R}^{3}$ and $\boldsymbol{p}_{e 2, d} \in \mathbb{R}^{3}$ denote the desired end-effector position and orientation respectively, expressed in the inertial frame.

The objective function, as defined in Eq.3.33, depends on the design vector, while it does not depend on the parameters. All the equality constraints (3.35a-3.35b) as well as the inequality constraints ( $3.35 \mathrm{c}-3.35 \mathrm{f}$ ) are stacked in the following systems of equations and inequalities:

$$
\begin{align*}
& \boldsymbol{h}(\boldsymbol{x}, \boldsymbol{p})=\left[h_{1}(\boldsymbol{x}, \boldsymbol{p}), \ldots, h_{n_{h}}(\boldsymbol{x}, \boldsymbol{p})\right]^{T}=\mathbf{0}  \tag{3.66}\\
& \boldsymbol{g}(\boldsymbol{x}, \boldsymbol{p})=\left[g_{1}(\boldsymbol{x}, \boldsymbol{p}), \ldots, g_{n_{g}}(\boldsymbol{x}, \boldsymbol{p})\right]^{T} \leq \mathbf{0}
\end{align*}
$$

Therefore, the optimization problem is defined as:

$$
\begin{array}{ll}
\underset{\boldsymbol{x} \in \mathbb{R}^{n_{m}+8}}{\operatorname{minize}} & z(\boldsymbol{x}) \\
\text { subject to: } & h_{i}(\boldsymbol{x}, \boldsymbol{p})=0, \quad i=1,2, \ldots, n_{h}  \tag{4}\\
& g_{j}(\boldsymbol{x}, \boldsymbol{p}) \leq 0, \quad j=1,2, \ldots, n_{g}
\end{array}
$$

Differentiating the KKT conditions, we have:

$$
\begin{equation*}
\left(\nabla_{x} z\left(\boldsymbol{x}^{*}\right)\right)^{T} d \boldsymbol{x}-d z=0 \tag{3.67}
\end{equation*}
$$

[^5]\[

$$
\begin{gather*}
\left(\sum_{i=1}^{n_{h}} \lambda_{i}^{*} \nabla_{x x} h_{i}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)+\sum_{j=1}^{m_{J}} \mu_{j}^{*} \nabla_{x x} g_{j}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right) d \boldsymbol{x} \\
+\left(\sum_{j=1}^{m_{J}} \mu_{j}^{*} \nabla_{x p} g_{j}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right) d \boldsymbol{p} \\
+\nabla_{x} \boldsymbol{h}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right) d \boldsymbol{\lambda}+\nabla_{x} \boldsymbol{g}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right) d \boldsymbol{\mu}=\mathbf{0}  \tag{3.68}\\
\left(\nabla_{x} \boldsymbol{h}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right)^{T} d \boldsymbol{x}+\left(\nabla_{p} \boldsymbol{h}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right)^{T} d \boldsymbol{p}=\mathbf{0}  \tag{3.69}\\
\left(\nabla_{x} g_{j}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right)^{T} d \boldsymbol{x}+\left(\nabla_{p} g_{j}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right)^{T} d \boldsymbol{p}=0 \quad \text { if } \mu_{j}^{*} \neq 0, j \in J \tag{3.70}
\end{gather*}
$$
\]

The linear system of (3.67-3.70) is written in matrix form as follows:

$$
\left[\begin{array}{ccccc}
\boldsymbol{F}_{x} & \mathbf{0} & \mathbf{0} & \mathbf{0} & -1  \tag{3.71}\\
\boldsymbol{F}_{x x} & \boldsymbol{F}_{x p} & \boldsymbol{H}_{x}^{T} & \boldsymbol{G}_{\boldsymbol{x}}^{T} & \mathbf{0} \\
\boldsymbol{H}_{x} & \boldsymbol{H}_{p} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\boldsymbol{G}_{x} & \boldsymbol{G}_{p} & \mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right] \cdot\left[\begin{array}{c}
d \boldsymbol{x} \\
d \boldsymbol{p} \\
d \boldsymbol{\lambda} \\
d \boldsymbol{\mu} \\
d z
\end{array}\right]=\mathbf{0}
$$

where the submatrices are defined below (corresponding dimensions in parentheses):

$$
\begin{align*}
& \boldsymbol{F}_{\boldsymbol{x}(1 \times 12)}=\left(\nabla_{x} z\left(\boldsymbol{x}^{*}\right)\right)^{T}  \tag{3.72}\\
& \boldsymbol{F}_{x x(12 \times 12)}=\sum_{i=1}^{n_{h}} \lambda_{i}^{*} \nabla_{x x} h_{i}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)+\sum_{j=1}^{m_{J}} \mu_{j}^{*} \nabla_{x x} g_{j}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)  \tag{3.73}\\
& \boldsymbol{F}_{x p(12 \times 6)}=\sum_{j=1}^{m_{J}} \mu_{j}^{*} \nabla_{x p} g_{j}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)  \tag{3.74}\\
& \boldsymbol{H}_{\boldsymbol{x}\left(n_{h} \times 12\right)}=\left(\nabla_{\boldsymbol{x}} \boldsymbol{h}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right)^{T}  \tag{3.75}\\
& \boldsymbol{H}_{p\left(n_{h} \times 6\right)}=\left(\nabla_{p} \boldsymbol{h}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right)^{T}  \tag{3.76}\\
& \boldsymbol{G}_{\boldsymbol{x}\left(m_{J} \times \times 2\right)}=\left(\nabla_{\boldsymbol{x}} \boldsymbol{g}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right)^{T}  \tag{3.77}\\
& \boldsymbol{G}_{\boldsymbol{p}\left(m_{J} \times 6\right)}=\left(\nabla_{p} \boldsymbol{g}\left(\boldsymbol{x}^{*}, \boldsymbol{p}\right)\right)^{T} \tag{3.78}
\end{align*}
$$

To compute all sensitivities with respect to the components of the parameter vector $\boldsymbol{p}$, the Eq. 3.71 can be written as:

$$
\boldsymbol{U} \cdot\left[\begin{array}{llll}
d \boldsymbol{x} & d \boldsymbol{\lambda} & d \boldsymbol{\mu} & d z \tag{3.79}
\end{array}\right]^{T}=\boldsymbol{V} \cdot d \boldsymbol{p}
$$

where the matrices $\boldsymbol{U}$ and $\boldsymbol{V}$ are given by

$$
\begin{gather*}
\boldsymbol{U}=\left[\begin{array}{cccc}
\boldsymbol{F}_{x} & \mathbf{0} & \mathbf{0} & -1 \\
\boldsymbol{F}_{x x} & \boldsymbol{H}_{x}^{T} & \boldsymbol{G}_{x}^{T} & \mathbf{0} \\
\boldsymbol{H}_{x} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
\boldsymbol{G}_{\boldsymbol{x}} & \mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right]  \tag{3.80}\\
\boldsymbol{V}=-\left[\begin{array}{c}
\mathbf{0} \\
\boldsymbol{F}_{x p} \\
\boldsymbol{H}_{p} \\
\boldsymbol{G}_{p}
\end{array}\right] \tag{3.81}
\end{gather*}
$$

Then, if the optimal solution $\boldsymbol{x}^{*}, \lambda^{*}, \boldsymbol{\mu}^{*}, z^{*}$ is a non-degenerated regular point, the sensitivity matrix with respect to parameters is derived as follows:

$$
\boldsymbol{S}=\left[\begin{array}{llll}
\frac{\partial \boldsymbol{x}}{\partial \boldsymbol{p}} & \frac{\partial \boldsymbol{\lambda}}{\partial \boldsymbol{p}} & \frac{\partial \boldsymbol{\mu}}{\partial \boldsymbol{p}} & \frac{\partial z}{\partial \boldsymbol{p}} \tag{3.82}
\end{array}\right]^{T}=\boldsymbol{U}^{-1} \boldsymbol{V}
$$

## Chapter 4

## Simulations

In this Chapter, the efficacy of the developed motion planning algorithms and optimization scheme as part of the overall interaction control scheme will be demonstrated through a series of simulation studies in MATLAB, where various underwater scenarios will be considered. The autonomous UVMS used for the simulation studies is presented in $\S 4.1$, while the simulation results of the proposed algorithms are provided in $\S 4.2$ and $\S 4.3$.

### 4.1 Simulation Model

As already mentioned, this work has been inspired by the PANDORA research project. The autonomous UVMS, the motion planning algorithms are designed for, is composed of the Girona500 AUV [66-67] and the ARM 5E Micro manipulator [68]. The vehiclemanipulator system is depicted in Fig. 4.1. As it is obvious the manipulator arm is mounted on the front area of the lower torpedo-shaped hull.


Figure 4.1: The GIRONA-UVMS composed of Girona500 AUV and ARM 5E Micro manipulator.

## GIRONA 500 AUV

The Girona500 is a compact, lightweight and hovering capable AUV developed at the Underwater Robotics Lab of the University of Girona (Fig. 4.2). The main characteristic of the vehicle is that it can be reconfigured for different tasks, ranging from the classical sonar and video imaging surveys to the challenging autonomous intervention tasks, by equipping mission-specific payloads, reconfiguring the propulsion system and adjusting the vehicle buoyancy.


Figure 4.2: The Girona500 AUV at the water tank (left) and the sea (right).

The Girona500 is designed for a maximum operating depth of up to 500 m . The vehicle is composed of an aluminum frame which supports three torpedo-shaped hulls of 0.3 m in diameter and 1.5 m in length as well as other elements like the thrusters. The overall dimensions of the vehicle are 1 m in height, 1 m in width, 1.5 m in length and a weight of less than 200 kg . This design offers a good hydrodynamic performance and a large space for housing the equipments while maintaining a compact size which allows operating the vehicle from small boats. The two upper hulls, which contain the flotation foam and the electronics housing, are positively buoyant, while the lower one contains the more heavy elements such as the batteries and the payload. This particular arrangement of the components separates the centre of gravity from the centre of buoyancy by about 11 cm, which is significantly more than found in a typical torpedo shape design. This provides the vehicle with passive stability in pitch and roll, making it suitable for tasks that will benefit from a steady platform such as interventions or imaging surveys.

In its standard configuration, the vehicle is equipped with typical navigation sensors (DVL, AHRS, pressure gauge and USBL) and basic survey equipment (profiler sonar, side scan sonar, video camera and sound velocity sensor). In addition to these sensors, almost half the volume of the lower hull is reserved for payload equipment that can be configured according to the requirements of a particular mission (Fig. 4.3).


Figure 4.3: The Girona 500 AUV internals.

As already mentioned, unlike other similar vehicles, the Girona500 also has the capacity to modify its propulsion system from the redundant vectored thrust typical of intervention ROVs, to more lightweight and efficient arrangements, preferred for long endurance tasks. On its minimal set-up, the Girona500 is equipped with three thrusters, two to actuate the surge and yaw and one to actuate the heave (Fig. 4.4a). The basic layout has four thrusters (Fig. 4.3), two vertical to actuate the heave and pitch and two horizontal for the yaw and surge. In the presence of currents, or when the task at hand demands the capacity of executing lateral movements, there is the possibility to mount bow and stern thrusters (Fig. 4.4c). The lateral motion can also be achieved by installing a single thruster in the middle of the two pillars, although at the cost of losing the redundancy (Fig. 4.4b). It is possible to reconfigure the vehicle to operate with up to eight thrusters to achieve a fully actuated vehicle (Fig. 4.4d). This configuration is only employed in tasks, such as a free-floating manipulation, where a high lifting thrust or a precise control is required. Finally, more flotation modules can be incorporated to adjust the buoyancy with each particular configuration.


Figure 4.4: Some thruster configurations for the Girona500 propulsion system.

## ARM 5E Micro

The ARM 5E Micro is a robotic manipulator arm composed of four revolute joints (Fig. 4.5 ). It is actuated by $24-30 \mathrm{~V}$ brushless DC motors, while an actuated robot gripper allows for grasping small objects. The total weight in the air is about 10 kg , whereas in fresh water it decreases to 2.75 kg approximately. The arm is capable of lifting 10 kg at full reach, and can descend up to 300 m in water.


Figure 4.5: The ARM 5E Micro.

Adopting the Denavit-Hartenberg notation, the reference frames at the joints are attached as depicted in Fig. 4.6.


Figure 4.6: Schematic diagram of ARM 5E Micro with reference frames attached.

Consequently, the following D-H parameters (Table 4.1) for the manipulator arm are derived. We can notice that frame $\{4\}$ does not coincide with the end-effector frame $\{E\}$ and a proper rotation is needed. Regarding the mechanical limitations of the joints, they are presented in Table 4.2.

Table 4.1: D-H parameters of ARM 5E Micro

| D-H |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{d}_{\mathbf{i}}(\mathbf{m})$ | $\mathbf{q}_{\mathbf{i}}$ | $\mathbf{a}_{\mathbf{i}}(\mathbf{m})$ | alpha $_{\mathbf{i}}(\mathbf{r a d})$ |  |
| $\mathbf{1}$ | 0 | $\mathrm{q}_{1}$ | 0,1 | -pi/2 |  |
| $\mathbf{2}$ | 0 | $\mathrm{q}_{2}$ | 0,26 | 0 |  |
| $\mathbf{3}$ | 0 | $\mathrm{q}_{3}$ | 0,09 | $\mathrm{pi} / 2$ |  |
| $\mathbf{4}$ | 0,29 | $\mathrm{q}_{4}$ | 0 | 0 |  |
| $\mathbf{E}$ | Rot $_{\mathbf{y}}(-\mathrm{pi} / 2)$ |  |  |  |  |

Table 4.2: Joint limits of ARM 5E Micro

| Lower Limit (rad) | Joint | Upper Limit (rad) |
| :---: | :---: | :---: |
| $-0,52$ | slew $-\mathrm{q}_{1}$ | 1,46 |
| $-0,1471$ | elevation $-\mathrm{q}_{2}$ | 1,314 |
| $-1,297$ | elbow $-\mathrm{q}_{3}$ | 0,73 |
| $-3,14$ | jaw rotate $-\mathrm{q}_{4}$ | 3,14 |

## GIRONA-UVMS

The origin of the vehicle-fixed frame $\{V\}$ is chosen to coincide with the vehicle's center of gravity (CGv), i.e. ${ }^{V} \boldsymbol{r}_{G v}={ }^{V}\left[\begin{array}{lll}x_{G v} & y_{G v} & z_{G v}\end{array}\right]^{T}=\mathbf{0}_{3 \times 1}$, while the position vector of the vehicle's center of buoyancy $\left(\mathrm{CB}_{\mathrm{v}}\right)$ with respect to $\{V\}$ is ${ }^{V} \boldsymbol{r}_{B v}={ }^{V}\left[\begin{array}{lll}x_{B v} & y_{B v} & z_{B v}\end{array}\right]^{T}=$ $=\left[\begin{array}{lll}0 & 0 & -0.11\end{array}\right]^{T} m$.

We assume that the center of gravity of each link $\left(\mathrm{CG}_{\mathrm{i}}\right)$ coincides with the corresponding center of buoyancy $\left(\mathrm{CB}_{\mathrm{i}}\right)$. We also assume that they are located at the geometrical center of the link. Thus, it turns out:

$$
\lambda_{G i}=\lambda_{B i}=\frac{1}{2} \Rightarrow\left\{\begin{array}{l}
\boldsymbol{p}_{G i}=\boldsymbol{p}_{B i}  \tag{4.1}\\
{ }^{V} \boldsymbol{r}_{G i}={ }^{V} \boldsymbol{r}_{B i}
\end{array} \quad, i=1, \ldots, 4\right.
$$

The constant transformation matrix describing the position and orientation of manipulator base frame $\{0\}$ wrt to the vehicle-fixed frame $\{V\}$ is:

$$
{ }^{V} \boldsymbol{T}_{0}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0.75  \tag{4.2}\\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0.45 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

On the basis of the D-H parameters, we compute the homogeneous transformation matrices ${ }^{i-1} \boldsymbol{T}_{i}\left(q_{i}\right), \quad i=1, \ldots, 4$, as follows:

$$
{ }^{i-1} \boldsymbol{T}_{i}=\left[\begin{array}{cccc}
c q_{i} & -s q_{i} c \alpha_{i} & s q_{i} s \alpha_{i} & \mathrm{a}_{i} \cdot c q_{i}  \tag{4.3}\\
s q_{i} & c q_{i} c \alpha_{i} & -c q_{i} s \alpha_{i} & \mathrm{a}_{i} \cdot s q_{i} \\
0 & s \alpha_{i} & c \alpha_{i} & d_{i} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

The propulsion system of Girona500 AUV is reconfigurable. Here, it is considered that the vehicle is equipped with five thrusters (Fig. 4.7), two vertical to actuate the heave and pitch, two horizontal for the yaw and surge and a single thruster in the middle of the two pillars for the sway motion. So, with this configuration a 5-dof actuation is achieved with roll-dof non-actuated.


5 thrusters, 5 DOF

Figure 4.7: 5-thruster configuration for the Girona500 propulsion system.

Let us denote the vector of the control inputs of the UVMS actuators by:

$$
\boldsymbol{u}=\left[\begin{array}{ll}
\boldsymbol{u}_{v}^{T} & \boldsymbol{u}_{m}^{T}
\end{array}\right]^{T} \in \mathbb{R}^{9} \quad \nearrow^{\nearrow} \begin{aligned}
& \boldsymbol{u}_{v} \in \mathbb{R}^{5} \\
& \boldsymbol{u}_{m} \in \mathbb{R}^{4}
\end{aligned}
$$

The relationship between the force/moment acting on the vehicle $\tau_{v}$ and the control input of the thrusters $\boldsymbol{u}_{v} \in \mathbb{R}^{5}$ is highly nonlinear. A common simplification is to consider a linear relationship between $\boldsymbol{\tau}_{v}$ and $\boldsymbol{u}_{v}$ :

$$
\begin{equation*}
\boldsymbol{\tau}_{v}=\boldsymbol{S}_{v} \cdot \boldsymbol{u}_{v} \tag{4.4}
\end{equation*}
$$

where $\boldsymbol{S}_{v} \in \mathbb{R}^{6 \times 5}$ is the following Thruster Configuration Matrix (TCM) of the vehicle. As it is obvious the roll DOF is non-actuated.

$$
\boldsymbol{S}_{v}=\left[\begin{array}{ccccc}
-1 & -1 & 0 & 0 & 0  \tag{4.5}\\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & -1 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & d v & -d v & 0 \\
-d h & d h & 0 & 0 & 0
\end{array}\right]
$$

where $d v=0.559 \mathrm{~m}$ and $d h=0.259 \mathrm{~m}$ are the perpendicular distances from the center of the vehicle to the axes of the two vertical thrusters and the two horizontal thrusters, respectively. It can also be recognized that not all the directions are independently actuated.

The relationship between the generalized forces $\tau \in \mathbb{R}^{10}$ and the control input $\boldsymbol{u} \in \mathbb{R}^{9}$ is described by the following Thruster Configuration Matrix, $\boldsymbol{S} \in \mathbb{R}^{10 \times 9}$, for the whole UVMS :

$$
\begin{gather*}
\boldsymbol{\tau}=\left[\begin{array}{c}
\boldsymbol{\tau}_{v} \\
\boldsymbol{\tau}_{m}
\end{array}\right]=\left[\begin{array}{ccc}
\boldsymbol{S}_{v} & \mathbf{0}_{6 \times 4} \\
\mathbf{0}_{4 \times 5} & \boldsymbol{I}_{4}
\end{array}\right] \cdot\left[\begin{array}{l}
\boldsymbol{u}_{v} \\
\boldsymbol{u}_{m}
\end{array}\right] \Rightarrow \\
\boldsymbol{\tau}=\left[\begin{array}{ccccccccc}
-1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & d v & -d v & 0 & 0 & 0 & 0 & 0 \\
-d h & d h & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right] \cdot\left[\begin{array}{l}
\boldsymbol{u}_{v} \\
\boldsymbol{u}_{m}
\end{array}\right]=\boldsymbol{S} \cdot \boldsymbol{u} \tag{4.6}
\end{gather*}
$$

Notice that, while for the AUV $p_{v}=5$ control inputs are assumed, for the manipulator it is supposed that $n_{m}=4$ joint motors are available.

Considering that the five thrusters are the same, the control input vector $\boldsymbol{u} \in \mathbb{R}^{9}$ has the following limits:

Thus, it turns out that the limits for the generalized forces $\tau \in \mathbb{R}^{10}$ are given by:

$$
\tau_{\min } \leq \tau \leq \tau_{\max } \Rightarrow\left[\begin{array}{c}
\tau_{\text {min_} \_} \\
\tau_{\text {min_} \_}
\end{array}\right] \leq\left[\begin{array}{c}
\tau_{v} \\
\tau_{m}
\end{array}\right] \leq\left[\begin{array}{c}
\tau_{\text {max_ } v} \\
\tau_{\text {max }_{-} m}
\end{array}\right] \Rightarrow
$$

### 4.2 Simulation Results: $1^{\text {st }}$ Approach of Solution

In this subsection, the efficacy of the first proposed motion planning scheme, as it was presented in §3.3, will be demonstrated through a series of simulations in MATLAB. Three case studies are considered as will be presented below. An image-based controller is used as part of the overall motion planning scheme. The image-based controller's goal is to locate the correct valve head of a subsea valve panel, identify the state of the valve and produce a sequence of end-effector poses that leads the gripper to the target point with appropriate orientation.

This sequence of desired e-e poses constitutes the input of the optimization scheme. The nonlinear constrained optimization problem is solved iteratively using fmincon. Due to the nonlinear complicated nature of the constraints, the active-set algorithm is chosen to solve the problem. It is important to mention that the optimal UVMS pose configuration corresponding to each desired e-e pose, constitutes the initial estimation for the next optimization process. Moreover, the gradients of the objective function and the nonlinear constraints have been analytically calculated and are supplied to the active-set algorithm in order to speed up the computation procedure. The adopting UVMS model used for the simulations has been described in §4.1.

### 4.2.1 Case Study 1

In this first test, the initial desired end-effector pose wrt to the inertial frame $\{\Pi\}$, when the UVMS enters the "reach-to-grasp" phase, is assumed to be $\boldsymbol{p}_{e, d_{-} i}=\left[\begin{array}{llllll}-4.3 & 2.5 & -1.1 & 0 & -p i / 8 & -p i / 5\end{array}\right]^{T} \mathrm{~m}, \mathrm{rad}$. We also assume that the final desired e-e pose, i.e. the location of the correct valve head, coincides with $\{1\}$. Apart from the constraints to be satisfied, as they were defined in §3.3, we also demand that the vehicle's roll and pitch angles wrt the inertial frame are kept to zero. Furthermore, we consider that we want to maximize both the force and moment that the end-effector could apply. Specifically, we want to maximize the magnitude of force along the $x$-axis of the e-e frame as well as the magnitude of moment about the same axis. So, we have that $\boldsymbol{e}_{f}={ }^{I} \boldsymbol{R}_{E} \cdot\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]^{T}$ and $\boldsymbol{e}_{\mu}={ }^{I} \boldsymbol{R}_{E} \cdot\left[\begin{array}{lll}1 & 0 & 0\end{array}\right]^{T}$. Finally, we select the weighting factor of the objective function to be $w=0.9$. It must be noticed that the desired path, as it is produced by the image based controller, consists of 100 desired end-effector poses.

A depiction of the generated joint space path appears in Fig. 4.8 where the UVMS navigates towards the correct valve head. For illustrative purposes, the sequence of UVMS optimal postures, as it has been generated by MATLAB, is provided in the UWSim simulator [69] where the snapshots of Fig. 4.8 are taken from. Fig. 4.8a illustrates the initial optimal UVMS pose configuration, while Fig.4.8b-Fig.4.8e show the optimal UVMS pose configurations each 20 iterations of the path planning scheme. Finally, Fig. 4.8 f and Fig. 4.9 depict the final UVMS pose configuration when the end-effector is ready to grasp the valve head and apply the required interaction wrench.


Figure 4.8: $1^{\text {st }}$ Solution Process - Case Study 1: UVMS optimal pose configurations during the reach-to-grasp phase.


Figure 4.9: $1^{\text {st }}$ Solution Process - Case Study 1: UVMS final optimal pose configuration grasping the valve head.

In Fig. 4.10 the generated sequence of the vehicle's position and orientation in terms of Euler angles, both expressed in the inertial frame, is given. It can be observed that the vehicle's roll and pitch angles are kept to zero as it has been demanded. Fig. 4.11 reports the generated sequence of manipulator's joint angular position states. All the joint states satisfy the angular limitations of the joint motors.


Figure 4.10: $1^{\text {st }}$ Solution Process - Case Study 1: AUV optimal position and orientation variables during the reach-to-grasp phase.


Figure 4.11: $1^{\text {st }}$ Solution Process - Case Study 1: Manipulator optimal joint states during the reach-to-grasp phase.

### 4.2.2 Case Study 2

In the second case study, the desired end-effector path starts from the initial desired end-effector pose $\boldsymbol{p}_{e, d_{-} i}=\left[\begin{array}{llllll}-4 & -1.5 & -1 & 0 & -p i / 8 & p i / 12\end{array}\right]^{T} \mathrm{~m}$, rad wrt to the inertial frame $\{I\}$ and lasts at the final desired e-e pose $\boldsymbol{p}_{e, d_{-} f}=\left[\begin{array}{llllll}0 & 0 & 0 & p i / 2 & 0 & 0\end{array}\right]^{T} \mathrm{~m}$, rad. As in the first case study, we demand that the vehicle's roll and pitch angles wrt the inertial frame are kept to zero and we want to maximize the magnitude of force along the x -axis of the e-e frame as well as the magnitude of moment about the same axis. The weighting factor of the objective function is selected again to be $w=0.9$. The desired path, as it is produced by the image based controller, consists of 100 desired end-effector poses.

A depiction of the generated joint space path appears in Fig. 4.12 where the UVMS navigates towards the correct valve head. Fig. 4.12a illustrates the initial optimal UVMS pose configuration, while Fig.4.12b-Fig.4.12e show the optimal UVMS pose configurations each 20 iterations of the path planning scheme. Finally, Fig.4.12f and Fig.4.13 depict the final UVMS pose configuration when the end-effector is ready to grasp the valve head and apply the required interaction wrench.


Figure 4.12: $1^{\text {st }}$ Solution Process - Case Study 2: UVMS optimal pose configurations during the reach-to-grasp phase.


Figure 4.13: $1^{\text {st }}$ Solution Process - Case Study 2: UVMS final optimal pose configuration grasping the valve head.

Fig. 4.14 and Fig. 4.15 report the generated sequences of vehicle's position/orientation variables and manipulator's joint angles respectively. We can observe that there is no significant difference in the final UVMS pose configuration of the two case studies, except for the angle of the fourth joint (see Fig. 4.10-4.11 and Fig. 4.14-4.15).


Figure 4.14: $1^{\text {st }}$ Solution Process - Case Study 2: AUV optimal position and orientation variables during the reach-to-grasp phase.


Figure 4.15: $1^{\text {st }}$ Solution Process - Case Study 2: Manipulator optimal joint states during the reach-to-grasp phase.

### 4.2.3 Case Study 3

In the third case study, the desired end-effector path starts from the initial desired endeffector pose $\boldsymbol{p}_{e, d_{i} i}=\left[\begin{array}{llllll}-4.5 & -3 & -1 & 0 & -p i / 10 & p i / 6\end{array}\right]^{T} \mathrm{~m}$, rad wrt to the inertial frame $\{I\}$ and lasts at the final desired e-e pose which coincides with $\{I\}$. The constraints to be satisfied are the same with the previous case studies (described in §3.3). On the contrary, we want to maximize only the magnitude of force along the $x$-axis of the e-e frame and so we select the weighting factor of the objective function to be $w=0$. The desired path of end-effector, as it is produced by the image based controller, consists of 100 desired end-effector poses.

A depiction of the generated joint space path appears in Fig. 4.16 where the UVMS navigates towards the correct valve head. Fig. 4.16a illustrates the initial optimal UVMS pose configuration, while Fig.4.16b-Fig.4.16e show the optimal UVMS pose configurations each 20 iterations of the path planning scheme. Finally, Fig.4.16f and Fig.4.17 depict the final UVMS pose configuration when the end-effector is ready to grasp the valve head and apply the required interaction wrench.


Figure 4.16: $1^{\text {st }}$ Solution Process - Case Study 3: UVMS optimal pose configurations during the reach-to-grasp phase.


Figure 4.17: $1^{\text {st }}$ Solution Process - Case Study 3: UVMS final optimal pose configuration grasping the valve head.

Fig. 4.18 and Fig. 4.19 report the generated sequences of vehicle's position/orientation variables and manipulator's joint angles respectively.


Figure 4.18: $1^{\text {st }}$ Solution Process - Case Study 3: AUV optimal position and orientation variables during the reach-to-grasp phase.

Manipulator Joint Angles


Figure 4.19: $1^{\text {st }}$ Solution Process - Case Study 3: Manipulator optimal joint states during the reach-to-grasp phase.

### 4.3 Simulation Results: $2^{\text {nd }}$ Approach of Solution

In this subsection, the performance of the second proposed motion planning scheme, as it was presented in §3.4.2, is verified via MATLAB simulation. The desired end-effector path, generated by the task-space path planner, is the same as in $\S 4.2 .1$. The proposed iterative algorithm receives as input the above sequence of end effector poses and produces a sequence of UVMS pose configurations that leads in a smooth way to the final optimal configuration for efficient interaction with the environment. The constraints to be satisfied are the same as in the previous simulations. Moreover, as in §4.2.1, we want to maximize the magnitude of force along the x -axis of the e-e frame as well as the magnitude of moment about the same axis and the weighting factor of the objective function is selected to be $w=0.9$.

A depiction of the generated joint space path appears in Fig. 4.20 where the UVMS navigates towards the correct valve head. Fig. 4.20a illustrates the initial optimal UVMS pose configuration, while Fig.4.20b-Fig.4.20e show the optimal UVMS pose configurations each 20 iterations of the path planning scheme. Finally, Fig.4.20f and Fig.4.21 depict the final UVMS pose configuration when the end-effector is ready to grasp the valve head and apply the required interaction wrench.


Figure 4.20: $2^{\text {nd }}$ Solution Process: UVMS optimal pose configurations during the reach-to-grasp phase.


Figure 4.21: $2^{\text {nd }}$ Solution Process: UVMS final optimal pose configuration grasping the valve head.

Fig. 4.22 illustrates the generated sequences of vehicle's position and orientation in terms of Euler angles, while Fig. 4.23 depict manipulator's joint angles. It can be observed that there is no significant difference in the final UVMS pose configuration generated by the two proposed motion planning schemes for the same scenario (see Fig. 4.10-4.11 and Fig. 4.22-4.23).


Figure 4.22: $2^{\text {nd }}$ Solution Process: AUV optimal position and orientation variables during the reach-to-grasp phase.


Figure 4.23: $2^{\text {nd }}$ Solution Process: Manipulator optimal joint states during the reach-to-grasp phase.

## Chapter 5

## Conclusions \& Future Research

### 5.1 Discussion and Conclusions

In this thesis, we presented an optimization scheme that provides an optimal pose configuration of an UVMS for efficient interaction with the environment wrt several intervention requirements and a certain performance criterion (maximization of a meaningfully defined norm of interaction wrench vector), exploiting the redundant dofs of the combined system and ensuring that several constraints are satisfied.

This optimization scheme is incorporated as part of a path planning scheme for UVMS interacting with the environment. In particular, when the UVMS approaches the interaction spot, an image based controller generates in real time a sequence of endeffector poses from the initial pose, when the UVMS enters the "reach-to-grasp" phase, to the final desired pose, when the end effector is ready to interact with the environment. Since the control action on the UVMS is carried out in the joint space, a suitable algorithm was proposed to provide in real time a sequence of UVMS pose configurations that leads in a smooth way to the final optimal configuration for efficient interaction wrt the pre-specified performance criterion. This algorithm includes the aforementioned optimization scheme and plays the role of an on-line path planner in the joint space of the UVMS during the "reach-to-grasp" phase.

Considering that the nonlinear constraints to be respected make the optimization procedure complicated and computationally intense, a second path planning scheme in the joint space of the UVMS was proposed. This approach speeds up the computation procedure and seems to be more convenient for on-line motion planning schemes. The key idea behind this approach lies in applying sensitivity analysis in an iterative process to derive the sequence of optimal UVMS pose configurations.

Finally, the efficacy of the developed motion planning algorithms and optimization scheme as part of the overall interaction control scheme was demonstrated through a series of simulation studies in MATLAB where various underwater scenarios were considered.

### 5.2 Future Research Directions

As it has been mentioned, the proposed algorithms will be incorporated as part of a twostage interaction control structure for UVMS performing intervention tasks that involve interaction with the environment. The two-stage interaction control structure is composed of the proposed path planning schemes and a motion control algorithm.

Therefore, it is clear that a real-time, robust, coordinated and adaptive on board nonlinear motion controller for autonomous UVMS has to be designed. This controller will compute the control inputs (driving forces) aimed at tracking the reference path of the system. At the same time, it will compensate for the forces and torques induced by the interaction with the environment and for external disturbances such as the underwater currents. The controller must also allow for an acceptable level of compliance and overcome the issues associated with parameter variations, such as payload variations, model uncertainties, buoyancy variations and internal noises. Moreover, in the case of a force/torque sensor having been mounted on the end-effector of the UVMS, a force control scheme could also be designed.

After the overall interaction control scheme has been designed, its performance will be verified through simulation studies firstly in MATLAB and subsequently in UWSim simulator. Further research work must be related to the experimental testing of the proposed interaction control scheme in order to assess its efficacy under real-life conditions. The experimental trials will be conducted at the Underwater Robotics Lab of the University of Girona. Finally, future research could also be directed towards the incorporation of a more sophisticated optimization algorithm to solve the formulated optimization problem.
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[^1]:    ${ }^{1}$ In general, ${ }^{j} \boldsymbol{R}_{i} \in S O(3)$ is the rotation matrix describing the orientation of frame $\{\mathrm{i}\}$ wrt the frame $\{\mathrm{j}\}$.

[^2]:    ${ }^{2}$ In general, ${ }^{j} \boldsymbol{T}_{i} \in S E(3)$ is the homogeneous transformation matrix describing the position and orientation of frame $\{i\}$ wrt the frame $\{j\}$.

[^3]:    ${ }^{3}$ Throughout this section the formulation of the optimization problems presented is done in minimization form.
    ${ }^{4}$ If $J$ is the set of indices $j$ for which $g_{j}\left(\boldsymbol{x}^{*}\right)=0$, a local solution $\boldsymbol{x}^{*}$ is a regular point of the constraints $\boldsymbol{h}\left(\boldsymbol{x}^{*}\right)=\mathbf{0}$ and $\boldsymbol{g}\left(\boldsymbol{x}^{*}\right) \leq \mathbf{0}$ if the gradient vectors $\nabla h_{i}\left(\boldsymbol{x}^{*}\right)$ and $\nabla g_{j}\left(\boldsymbol{x}^{*}\right)$, with $i=1, \ldots, n_{h}$ and $j \in J$, are linearly independent, that is, they satisfy the linear independent constraint qualification (LICQ).

[^4]:    ${ }^{5}$ Primal variables correspond to decision variables, while dual variables correspond to Lagrange multipliers.
    ${ }^{6}$ A regular optimal point is denoted as non-degenerated if the Lagrange multipliers $\mu^{*}$ of the active inequality constraints are different from zero.

[^5]:    ${ }^{7}$ The term $\boldsymbol{p}$ is also used in Chapter 2. Henceforth, $\boldsymbol{p} \in \mathbb{R}^{6}$ will express the parameter vector.

