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The greatest challenge to any thinker

15 stating the problem in a way that will allow a solution.

Bertrand Russell (1872 - 1970)
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Abstract

This thesis focuses on model predictive control (MPC) strategies for power electronics
converters and ac drives. Due to their switching nature, power electronic systems consti-
tute nonlinear systems with multiple inputs and outputs, and subject to constraints (e.g.
the duty cycle should be limited between zero and one). Over the years many control
strategies have been proposed that are mainly based on the conventional proportional-
integral-derivative (PID) controller combined with nonlinear techniques, such as pulse
width modulation (PWM). However, PID controllers are ideally suited to linear, single-
input, single-output (SISO), unconstrained control problems. Moreover, controllers of
this type are usually tuned to achieve satisfactory performance only in a narrow operat-
ing range. Therefore, the problems associated with many power electronics applications
and their closed-loop performance still poses theoretical and practical challenges.

A control algorithm that has recently been gaining popularity in the field of power
electronics is MPC. MPC is a control strategy that was developed as an alternative
strategy to the conventional PID control. Its success is based on the fact that it uses a
mathematical model of the plant, which allows the controller to predict the impact of its
control actions. Furthermore, MPC is capable of handling complex and nonlinear dynam-
ics, while several design criteria (constraints) can be explicitly included in a simple and
effective manner. By imposing constraints on the variables of concern the plant is able to
operate at its physical limits without violating them. Thus, the most favorable operation
can be obtained, while the operational limits of the plant are fully respected. Hence,
thanks to all these advantageous features, MPC has attracted the interest and attention
of research and academic communities. Furthermore, the advent of immensely powerful
microprocessors with increased computational capabilities enabled its application in the
field of power electronics with significant success.

This thesis is divided into two parts. In the first part the key notions behind MPC are
presented, including the concepts of optimization, optimal control, and receding horizon

policy. In addition, a brief introduction to the modeling of hybrid systems as hybrid
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automata is included. Finally, the notion of enumeration strategy is introduced.

The second part is devoted to applications of MPC in the field of power electronics. It
consists of three chapters, each of which refers to a different application. More specifically,
Chapter 3 is devoted to de-de boost converters, Chapter 4 to cascaded H-bridge (CHB)
multilevel rectifiers, and Chapter 5 to ac drives.

Chapter 3 presents two MPC approaches for de-dc boost converters. A discrete-time
switched nonlinear (hybrid) model of the converter is derived, which captures both the
continuous and the discontinuous conduction mode. The controller synthesis is achieved
by formulating an objective function that is to be minimized subject to the model dy-
namics. In the first approach, MPC is implemented as a current-mode controller. Two
control loops are employed, with the inner loop being designed in the framework of MPC.
Two different objective functions are formulated and investigated. The control objective,
i.e. the regulation of the current to its reference, is achieved by directly manipulating
the switch, thus a modulator is not required. The second proposed strategy, utilized
as a voltage-mode controller, achieves regulation of the output voltage to its reference,
without requiring a subsequent current control loop. Furthermore, for both approaches,
a state estimation scheme is implemented that addresses load uncertainties and model
mismatches.

In Chapter 4 an MPC strategy is adapted to the CHB multilevel rectifier. The pro-
posed control scheme aims to keep the sinusoidal input current in phase with the supply
voltage, and to achieve independent voltage regulation of the H-bridge cells. To do so, the
switches are directly manipulated without the need of a modulator. Furthermore, since
all the possible switching combinations are taken into account, the controller exhibits
favorable performance not only under nominal conditions, but also under asymmetrical
voltage potentials and unbalanced loads. Finally, a short horizon is employed in order
to ensure robustness; in this way the required computational effort remains reasonable,
making it possible to implement the algorithm in a real-time system.

In Chapter 5 an approach to include a variable switching time point into predictive
torque control (PTC) is introduced. In PTC the switching frequency is limited by the
sampling frequency; its theoretical maximum value is half the sampling frequency. How-
ever, in reality the switching frequency is lower than this value, and thus high current and
torque ripples occur compared to modulator-based control methods. In order to over-
come this an optimization problem is formulated and solved in real-time. Thereby, apart
from the regulation of the torque and the stator flux magnitude to their references, an
additional control objective should be met: the minimization of the torque ripple. To do
so, the time point at which the switches of the inverter should change state is calculated.
The proposed control scheme, called variable switching point predictive torque control

(VSP2TC), is employed to control both a two-level inverter driving an induction machine
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(IM), as well as a three-level neutral point clamped (NPC) voltage source inverter driving
an IM.
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ITepiindn

Auty| n epyaocio estidlel ot otpatnyiés TeoBhenTtixol eléyyou (model predictive control—
MPC) mou egapuélovion o UETUTROTES NAEXTROVIX®DY oY 00S X STy odRynon evog
xvnThed ETaywyhc. Adyw Tne BlaxomTixig Toug POOTE, T GUC TAUATI NAEXTEOVIX®Y Loy V0C
ATOTENOVY UN YOUUUIXE CUCTAUNTA UE TOANATAES EL0O00US XL €£OBOUS, EVE EIVAL XL UT-
oxetUEVO OE BLdPOPOUS TERLOPLOUOUS (m.y. o Badude yenotuonoinong evog dlaxdTTY TEETEL
var etvar PETaE) TOU UNBEVOS Xon TOU éva). Koatd TNV T4E000 TWV YEOVWY avarTOyUnxoy
TOMES AMOTEAEGUATIXEC TEYVIXEC EAEYYOUL, oL omolec BacilovTton xuplwe o Ypauwxolg
EAEYXTES, OTWS 0 AVAhOYIXHC-OhoXANpwTIX6C-Olapopxds (PID), o cuvduaoud e un yeou-
wixée TeYVIXES, OTWC 1) BlobppwoT ebpoug Taluwy (pulse width modulation—PWM). Hog’
OAoL qUTY, 0L EAEYXTES AUTOU TOU TUTOL ETUTUYYAVOLY BEATIOTY ATOOOGT) UOVO GE EVAL ULXPO
ebpog hettovpyiag, xadmg extdg auTtod ToL £lPOLS AEtTOLEYIAS 1) ATODOGT) UELOVETOL UGUNTAL.
Enopévwe, ta mpohfuata mou oyetiCovtal ye TOAAES EQUOUOYESC XL T1) CUUTEPLPORA TOUC
o€ *AEWOTO Ppdyo axdus anoTehoLY TPOXANCE T600 ot YewpnTind, 660 XUl OF TEAXTIXO
eninedo.

Mia teyvixt| eléyyou 1 omola e@apuoleTal EUPEWS TaL TEAEUTALN YPOVIOL GTO TEDID TV
NAEXTEOVIXWY Loy Vog elvar 0 TEoPBAenTOg €heyyoc. O mpoPBhentinds €leyyog eivan uia
oteatnyxh eEAEYyou 1 omola avarTUYINKE we Wio EVoAlax T TEOTAoY) 0TI CUUPATIXES
teyvixég Baociloueveg otoug PID eheyxtéc. H emtuyia tou Baciletar 6To 6T ypnoiponoLel
TO PodnUaTIXG UOVTENO TOU GUOTAUATOS, UE OMOTEAEOUA Vo TEOPAERETOL e emtuyio 1)
enidpaon Tne YETUBANTHC Elo6dou. Emniéov, o mpoPhentinds EAeyyog umopel xou yeotleton
oOVOETES xaL U YRUUUIXES DUVOLXES, EVE O CUPHC OPLOUOC OYEDLICTIXWY XELTNPIWY Xl
TEPLOPLOU®Y YIVETUL UE OYETIXd amhd xou anmoTteleouatind teoémo. EmBdilovtag mepop-
16Ho0C OTIC UETABANTEG TOU EVOLUPEPOLY TO GYEDLAGTH, TO UG TNUA UTopEl Vo AetToupyel
OTA PUOWA TOL OpLa, Yweic duwe va ta TopaBidlel. Emouévmg, 1 xoldtepn duvaty Aet-
TOUPYIA EMITUY YAVETOL, EVG hauBdvovtar uT ddty Ta Hpta Aettoupyiog Tou cuc ThAUAToC. AdYw

TWY TEOUVAPEQVEVTOV TAEOVEXTNUATWY 1) CUYAEXOLEVY TEYVIXY) EAEYYOU EYEL TPABNEEL TO
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EVOLUPEQOY TN ETOTNUOVIXAC XAl EPELYNTIXNC xowoTnTag.  Emnpooiétwe, n avdrntuin
ToyUTEPWY UIXPOETEECEQYACTWY EYEL OOV ATOTEAEOUA TNV ETLTUY T LAOTOINGY TOU EV AOYW
LTOAOYLO TIXd amaTNTX00 adyopiduou.

H rapodoa dratery anoteheiton and dVo yépn. Xto mp@To, Tmapouatdlovion ol Buctxéc
€VYOLEC TOU TPOPBAETTIXOU EAEY YOV, GUUTERLAOUBAVOUEVWY TWV EVVOLKY TN BEATIO TOTOINOTC,
ToU BéATIoTOL EAEYYOUL xou TOL YeTaTéuevou opilovta. Emniéov, eunepiéyetan uio chvtoun
ELCAYWYT 611 LOVTEAOTOINGT UBEOXAOY GUCTNUITLY WS VBELOLXE AUTOUTA, XAWE XaL G TN
otpatny| anapldunong Twv Tavedy xAToc TACEWY.

To delTERD UELOC APLEPWVETAL OF EQUPUOYES TOU TROPBAETTIXOV EAEYYOU GTO TEDIO TWV
niextpovixwy 1oybog. Arnotekeiton and tplo xe@dhona, xdde éva and Ta omolo avapéoeTo
OE OLUPOPETIXY) EQapUoYT. Juyxexptuéva, 1o Kegpdhoto 3 avagépetal 0ToUG UETATROTEIS
oLVEY0UC TAONE OE GUVEYY, OL OTOlOL UE XATIAATAO EAEYYO ETLTUYYAVOLY avihwon NG
tdone e€660u (de-de boost converters), to Kegpdhato 4 6toug tohveninedous avopdwtéc ue
alknhévdetee Poduidec (cascaded H-bridge multilevel rectifiers), eved to Kegpdhawo 5 oty
odfynon xivntipwy enaywyhc (ac drives).

Y10 Kegdharo 3 mopouoidlovtar 800 alyopriuol TpoBhentinod eAEyyou yio TOUC YETA-
Tpomelc ouveyolc Tdong oe ocuveyr. O petatponéac povielomoleiton cay €vo LUBELOLXO
auTOUATO Btaxpltol Yeovou. To cuyxexpévo uadnuatixd wovtého Teptypdgel Ue oxpiBeta
) Aettoupyia Tou UeTATROTEN TOGO GE XUTAG Ao GUVEYOUS aywYhc (continuous conduc-
tion mode—CCM), 660 xou o€ xatdoTaoy acuveyolc aywyhc (discontinuous conduction
mode—DCM). Yyedidleton pior avTixellevixr] ouvdptnon xat edylo tonoteital dvtag un-
OXELUEVO GTIC BUVOUIXES TOU HOVTEAOU. LOUQOVA UE TOV TPGTO TEOTEVOUEVO UAYORLIU0, O
eheyx g LAOTOELTL W¢ EAEYXTHC pedpatog. Alo Bpdyol oyedidlovTal, UE TOV ECHTEPIXO
va Booileton otov mpoPhentind €heyyo. Alo BlQOPETIXES AVTIXEWEVIXEC GUVAPTHOELS
mpotelvovton xou pehetwvar. O 61dyog Tou ehéyyou, Tou elvar 1 pOYULIGT TOU PEdUATOC
OTNY AVOPOEE TOU, ETULTUYYAVETAUL UE JUECO EAEYYO TOU DUXOTTY, EROUEVKS OE YpetdleTan
EVOC OLIUOPPOTAS TOAUWY. XTn Oe0TEPN TPOTEWOUEVY OTEATNYIXY|, TOU LAOTOLETAL WC
eEAEYATAC TdoMG, 1 eVVUIOY NG TAONE OTNY avapopd TNG EMTLYYdvETUL dUECA, Ywpic TN
xenon Pedyouv geduatog. Emmiéov, xar v Tic 000 pedodoloyieg, vhomoeltar €vag ex-
TWNTAC YLl TNV AmoQuYT TEOBANUATWY AoYw ofelatoThTwy Tou ogeihovtal aTo YopTio xou
AC TOYLWY TOU UOVTEAOU.

Y10 Kegdhawo 4 oyedidaleton uio otpatnyn| TpoBhentinol eAEYYO0U Yiol TOV TOAVETITEDO
avopdwTr ue aAAnAévoeteg Poduidec. O mpotevouevog ahyderduog @povtilel WoTe 10
NULTOVOELDES PEVUOL ELOODOU VoL TUPUUEVEL OE PUOT) UE TNV TAOT| ELOODOU, EVE) TAUTOYEOVA
ETLTUYYAVETOL vVeZdETNTY POVULOT TWV TACEWY TV XEALDY TOU UETATPOTES OTIC OVUPORES
TOUS, UEOW GUECOU EAEYYOU TWY OLIXOTTWY, YWEIC TNV Topousd SLUUOPOMTY| TOUALWY.
Emnmiéov, enedr; dhot oL Saxomtixol cuvdvacuol hauBdvovton ut’ v o eheyxThAc Eyel

NV emuunT CUUTERLPOEE Oyt LOVO UTG OVOUAC TIXES GUVUTXES, WAL XAl UTO AGUUUETPEES
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Tdoelg xaL avopola poptia. TEéhog, yia Ty e€ac@dhion Tng eupwoTiag TOU EAEYXTY| YPNOl-
uomoteltan évag wixpoc opilovtag mpoPiednec. Me autdy Tov Tp6T0 T0 UTOAOYIGTIXG KOG TOG
TOPUUEVEL OE AoYIXd TAalGLa, UE amoTENESUA Vo elvon EQXTY| 1) EXTEAEST], TOL ahyopiluou oE
TEUYUAUTING YEOVO.

Y10 Kegdhowo 5 mapovatdletar ulo uédodog mou e@apudletol 6ToV TEOPAETTING EAEY YO
comnc (predictive torque control—PTC), abupwva ye v omola urohoyileton Eva ypovixd
UETABAAAOUEVO OTNUEID GTO OTOIO OL BLIXOTTES TOU UETATEOTEN AAAALOUY XUTACTAGT). LTOV
TEOPBAETTING ENEYYO POTAC 1) DLAXOTTIXY| CUYVOTNTA TEPLoPIlETAL AT TN CUYVOTNTA DELYUO-
Tohndlog, xadme 1 Vewentind péylotn T g elvon fon Ue T Wor Ty Tng ouyVoOTHToS
derypatoindioc. Ev toltolg, otny mparyUaTixdTnTa 1 DIUXOTTIXY GUYVOTATA EiVol XEOTERT)
and AUTAY TNV T, UE ATOTENECUA VO TROXVUTTOUY UYNAES XUUATOOES GTO PEVUO XOL O TN
coT EV GLYXPIOEL UE TIC UEVADOUC OTOL YeNoWoTOLETUL BlaUopPwThS e0poug TaAumy. T
va amogevy el autd To TEOPAnua mpoteiveTton €var mpoPBinua Beltictomoinong, To omolo
AOVETAL OE TPAYUATIXG YPOVO. LTOY0C TOU CLUYXEXPWEVOU TpofBhYuatos BehtioTonolnong
elvor extéC amd TN PLVWOT, NG POTAS XL TNG QOTE TOU OTYTY OTIC AVUPOPES TOUS, )
ehayotomoinom tng xupdtwong g ponng. Emouéveg, ue tny ev Aéyw pedodoroyia un-
oloyileton 10 BEATIOTO YpoVixd onueio, evtog ulag meplddou derypatolndiog, xatd To onolo
Ol OLUXOTTEC TOU AVTIGTROMEN TEETEL VoL AARSEOUY XATAG TUOT, WG TE VoL txavomondoly xat
oL TpEIC TEoavapepUEVTES oToYoL. O TEOTEVOUEVOS alYoprUog, Tou ovoudleTton TpoPBAen-
Tixo¢ Eleyyoc pomic uetaBhnTol SuxonTixol onueiou (variable switching point predic-
tive torque control—VSP*TC), egapubéletar oe éva o0 TLA AVTIOTROGEN VO ETLTEDWYV-
xvnThed ETAYwYNS, xodog xal o €va GUCTAUN AVTIOTPOYEN TELOY ETULTEDWY UE BLOBOUC

TEQLOPLOUOU-XIVNTHRA ETAY WYTC.
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Chapter 1

Introduction

Power electronics is a mature technology that has been in use for more than four decades.
From air-conditioners to rail transport and from mobile phones to motor drives, power
electronics circuits have proved indispensable in many areas because they convert elec-
trical power from one form to another, such as ac-dc, de-de, dc-ac, or even ac-ac with a
variable output magnitude and frequency [103].

Over the years many control strategies for power electronics have been proposed that
have been shown to be reasonably effective. Mainly, these are strategies based on linear
controllers combined with nonlinear techniques, such as pulse width modulation (PWM).
However, controllers of this type are usually tuned to achieve optimal performance only
over a narrow operating range; outside this range the performance is significantly deteri-
orated. Therefore, the problems associated with many applications and their closed-loop
controlled performance still poses theoretical and practical challenges. Furthermore, the
advent of new applications leads to the need for new control approaches that will meet
the increasingly demanding performance requirements.

A control algorithm that has been recently gaining more popularity in the field of
power electronics is model predictive control (MPC) [95,118]. This control method,
which has been successfully used in the process industry since the 1970s, has attracted
the interest and attention of research and academic communities due to its numerous
advantageous features, such as design simplicity, explicit inclusion of design criteria and
restrictions, fast dynamics and inherent robustness. In addition, the emergence of fast
microprocessors has increasingly enabled successful implementation [30,40,77,92].

In MPC, an optimization problem is formulated based on an objective function that
captures the control objectives over a finite prediction horizon. The control action is
determined by minimizing in real-time and at every time-step the chosen objective func-
tion, subject to the discrete-time model of the system and constraints. The sequence of

control inputs with the minimum associated cost is the optimal solution. Out of this
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sequence only the first element is applied to the converter. In the next sampling instant,
all the variables are shifted by one sampling interval and the optimization problem is
repeated based on new measurements or estimates. This procedure is known as the re-
ceding horizon policy [99]. In this way feedback is provided, allowing one to cope with
model uncertainties and disturbances.

This thesis focuses on MPC strategies in the field of power electronics. More specifi-
cally, MPC-based algorithms are employed for controlling dc-dc boost converters, single

phase cascaded H-bridge (CHB) multilevel rectifiers, and ac low voltage (LV) drives.

1.1 DC-DC Converters

Introduction

The control of dc-dc converters constitutes a challenging task, due to their switched
nonlinear (or hybrid) characteristic. The main control objective is the regulation of
the output voltage to a commanded value, while rejecting the impact of variations in
the input voltage and the load. This can be achieved either by directly controlling
the voltage, i.e. by employing a single loop, or by indirectly controlling the voltage by
controlling the inductor current, i.e. two loops are required; the outer—voltage—loop
adjusts the current reference for the inner loop such that the output voltage is regulated
to its desired reference. The inner—current—loop drives the inductor current to its
reference, by manipulating the switch.

In both cases the standard control approach is to average the continuous-time dy-
namics associated with the different modes of operation, and to linearize them about the
operating point. A different approach is to directly address the hybrid nature of these
converters, see e.g. [46]. Thus, thanks to these recent theoretical advances in the control
of hybrid systems, as well as to the emergence of fast microprocessors, the application of
MPC to the field of de-de converters has been enabled.

Contributions

In this thesis, MPC is employed both as a voltage-mode controller, as well as a current-
mode controller, as presented in Chapter 3. The discrete-time switched (hybrid) math-
ematical model of the converter, which serves as a prediction model for MPC, captures
all operating modes of the inductor current, making it suitable for operation both in
the continuous (CCM) and discontinuous conduction mode (DCM). Hence, the converter
state can be accurately predicted for the whole operating regime. For both MPC schemes
the converter switch is directly manipulated in order to meet the control objective.

In both strategies the most prominent drawback is the inherent computational com-

plexity since the computational power required increases exponentially as the prediction
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horizon is extended. With regards to the voltage-mode MPC scheme, a move blocking
strategy is adopted [20] to address this issue, which results in a significant reduction of
the computations required and facilitates the real-time implementation of the controller.
On the other hand, for the current-mode MPC scheme, a relatively small prediction hori-
zon suffices in order to obtain a satisfactory control result. Moreover, the controllers are
augmented by a load estimation scheme, namely a discrete-time switched Kalman filter,
suitable for all operating modes. The Kalman filter is added to estimate the converter
states and to provide offset-free tracking of the output voltage due to its integrating ac-
tion, despite changes in the load. In that way the robustness of the controller is ensured

even when the converter operates under nonnominal conditions.
Publications

Chapter 3 is mainly based on [63], [64], and [66]. Alternative MPC-based strategies ap-
plied to several de-dc converter topologies, such as the interleaved de-dc boost converter

with uncoupled and coupled inductors, can be found in [67], [68], and [65].

1.2 Cascaded H-Bridge Multilevel Rectifiers

Introduction

Multilevel converters have turned into a mature technology designed to be used in ap-
plications where a high power demand is required. Thanks to multilevel converters it
is possible to work at voltage levels beyond the classic semiconductor limits, since they
synthesize a staircase voltage waveform, with each voltage step lying within the ratings
of the individual power devices. Three are the major multilevel converter topologies: the
neutral point clamped (NPC) [106], the flying capacitor (FC) [101], and the cascaded
H-bridge (CHB) [52] converters. The CHB topology is particularly attractive due to its
high modularity, simplicity, and the minimum number of components required to syn-
thesize the same number of voltage levels with the other multilevel topologies. Moreover,
when operated as a rectifier it can be applied to a wide range of applications such as
industrial plants, traction systems, and uninterruptible power supplies.

However, control of CHB converters, especially when operated as rectifiers, still poses
several challenges, due to the inherent coupling of the cascade-connected modules (or
cells) and the highly nonlinear dynamics. A proper controller should aim to achieve
independent operation of the n isolated dc buses. This means that the controller should
be able to achieve accurate operation, i.e. accurate regulation of the cell output voltages
to their demanded values, even under asymmetrical voltage potentials and unbalanced
loads. Furthermore, the input current should be sinusoidal and in phase with the supply

voltage over the entire operating regime, i.e. operation with unity power factor should be
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maintained, and its harmonic content should be kept as low as possible.
Contributions

To meet the aforementioned goals, in Chapter 4 an MPC scheme for the CHB multilevel
rectifier consisting of n cells is proposed. A detailed discrete-time state-space model
suitable for the controller is derived. In the inner loop, posed in the MPC framework,
the input current is regulated to its sinusoidal reference—derived from the proportional-
integral (PI) based outer, voltage loop—by directly manipulating the switches of the
converter without the need of a modulator. Furthermore, since all the possible switching
combinations are enumerated and taken into account, the controller exhibits favorable
performance not only under nominal conditions, but also under asymmetrical voltage
potentials and unbalanced loads. In order to further improve the dynamic performance
of the plant a voltage term is added in the formulated objective function; thanks to
this term the controller aims to eliminate the nonzero voltage error by fast charging the
capacitors, and it ensures a zero steady-state voltage tracking error.

In order to cope with the computational complexity inherent in the proposed MPC
formulation a short horizon is employed. The length of the horizon suffices to ensure
robustness, while the control result does not deteriorate. In this way the required com-
putational effort remains reasonable, making it possible to implement the algorithm in
a real-time system. In addition, solutions to significantly reduce the number of feasible
switching transitions, i.e. the transitions to be evaluated in real-time, such as imposing
a priori constraints to them, are proposed, and their effect on the dynamic behavior of
the system is highlighted.

Publications

Chapter 4 is mostly based on [69].

1.3 AC Drives

Introduction

Adjustable-speed ac drives based on voltage source inverters are in constantly increasing
demand for numerous industrial applications. Thereby, control schemes that provide
robustness and favorable dynamic behavior, among others, are required. Two of the
most common control algorithms are field oriented control (FOC) [73] and direct torque
control (DTC) [127]. The first is a modulator-based control approach showing better
performance with respect to current, torque and flux ripples. The latter is a direct control
strategy where the state of the switches is selected from look-up tables, exhibiting great

behavior during transients.
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During the last decade many MPC approaches have been presented to tackle issues
such as design simplicity and explicit inclusion of constraints that stem from the drive.
A well-known approach is the so-called predictive torque control (PTC) [29,102], which
is a strategy based on DTC, but the design process is more straightforward and simpler.
The main control objectives are the same, i.e. the regulation of the torque and stator flux
magnitude to their reference values, and captured in an objective function. Thus, the use
of hysteresis bounds and look-up tables is omitted. Nonetheless, since PTC is a direct
switching strategy, the delivered torque ripples are still high, a fact that is of concern
when LV ac drive systems are considered. A simple solution to overcome this obstacle
is to increase the switching frequency, since switching losses, that are directly related to
the switching frequency, are of less importance in LV drives. This means, however, that
the sampling interval should be further decreased; an option which would lead to a more

costly hardware.
Contributions

In this thesis an MPC-based algorithm, named variable switching point predictive torque
control (VSP2TC), is presented in Chapter 5 that aims not only to fulfill the main ob-
jectives mentioned above, but also to minimize the torque ripple. This is achieved by
allowing the switchings to take place in between the sampling interval. To do so, an objec-
tive function that encompasses all the variables of concern is formulated and minimized
in real-time. Based on the aforementioned optimization problem, a time instant that lies
between the discrete time instants is calculated; at this instant the switches should change
state. In this way the ripple can be decreased without the need of a further reduction
of the sampling interval. It should be mentioned, though, that the introduced scheme
comes with a slightly increased switching frequency compared to PTC. Nonetheless, this
consequent increase in the switching frequency is limited by the sampling frequency, since
its maximum value is equal to the half of it.

Finally, in Chapter 5, two examples are included to highlight the performance of the
proposed strategy: a two-level inverter driving an induction motor (IM) and a three-level
NPC inverter driving an IM. Note that for the three-level NPC inverter-IM system an
additional control objective should be considered, which is the balancing of the neutral
point potential. Therefore, the initial algorithm introduced for the two-level inverter is

refined accordingly to meet all the control objectives.
Publications

Chapter 5 is largely based on [70] and [125].
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Chapter 2

Theoretical Background

In this chapter a brief theoretical background is provided; the basic concepts and termi-

nology related to model predictive control (MPC) are presented.

2.1 Basic Definitions

Firstly, some basic definitions are presented based on [17].

Definition 2.1. (Line): Suppose x; # x5 are two vectors in R". The line through

them is the set of the form
{x|x=0x+ (1 —0)xs, 0 € R}.

Definition 2.2. (Line Segment): Let x; # 2 € R™, and § € R. For values of the

parameter 6 between 0 and 1, the line segment through x; and x5 is a set defined as
{x|x=0x,+ (1 —0)xs, 0<0 < 1}.
Definition 2.3. (Hyperplane): A hyperplane in R™ is defined as the set
{x|a"z =10},
where @ € R, a # O (O is the zero vector), and b € R.

Definition 2.4. (Convex Set): A set C is convez if the line segment joining any two

points in C lies in C, i.e. if for any x1, x5 € C and any 6 with 0 < 6 < 1, we have

0&'1"‘(1—0)&'266.
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Definition 2.5. (Convex Function): A function f:R" — R is convez if dom f is a
convex set and if for all ,y € dom f, and 6 with 0 < 6 < 1, we have

f0x+(1—0)y) <O0f(x)+(1-0)f(y). (2.1)

A function f is strictly convex if strict inequality holds in (2.1) whenever & # y and
0<6<1

Definition 2.6. (Affine Function): A function f: R™ — R™ is affine if it is a sum of

a linear function and a constant, i.e. if it has the form
f(®) = Az + b,

where A € R™*" gnd b € R™.

2.2 Hybrid Systems and Modeling

In a large number of application areas engineers are dealing with systems that involve the
interaction of different types of dynamics. These systems are constituted not only by parts
governed by difference or differential equations, but also by parts described by logic, such
as on/off switches, finite state machines, if-then-else rules, and yes/no conditions. These
systems, called hybrid systems, are hierarchical systems that feature heterogeneous set
of dynamics; the lower level includes the continuous-valued components, while the upper
level the discrete-valued components. Hybrid systems switch between different modes
of operation, where each mode is governed by its own characteristic dynamical law. In
order to switch from one mode to another certain conditions should be met; in general,
mode transitions are triggered by variables crossing specific thresholds (state events),
by the elapse of certain time periods (time events), and/or by external inputs (input
events) [49,90].

For purposes of hybrid systems modeling several approaches have been proposed. The
resulting models can be linear or nonlinear, depending on the dynamics of the system
and the constraints [54]. However, by considering the dynamics of the model to be
piecewise affine, rather nonlinear, numerically tractable schemes can be designed, whereas
problems, such as Zeno behavior!, can be avoided.

Hybrid systems that can be described by linear dynamic equations subject to mixed-
integer inequalities, i.e. inequalities that include both continuous and binary variables,

can be modeled as mixed logical dynamical (MLD) systems [12]. Systems that can

1Zeno behavior occurs if an infinite number of discrete transitions (or jumps) occur in a finite amount
of time, i.e. if the switching times converge. For more details on Zeno behavior the reader is referred
to [4,83,90].



2.2 Hybrid Systems and Modeling 11

be described by partitioning the state-space into polyhedra, each of which is described
by its own affine functions, can be modeled as polyhedral piecewise affine [123]. Sys-
tems where the switching between different dynamics is governed by a finite automaton
can be modeled as hybrid automata [2]. Other types of modeling include linear com-
plementary (LC) systems, max-min-plus-scaling (MMPS) systems, and extended linear
complementary (ELC) systems. It should be mentioned, though, that the foregoing mod-
eling approaches are equivalent—in some cases by imposing some mild assumptions—as
it is shown in [10,11,130]. Thereby, models such as linear hybrid systems, finite state
machines, and nonlinear systems that can be expressed as piecewise linear (or affine)
functions can be modeled based on one of the approaches mentioned before. Finally,
in [82] a number of formalisms that have been developed for modeling hybrid systems
are presented.

In this work the hybrid systems under investigation are modeled as hybrid automata.

Thus, in the following, the characteristics of an automaton are briefly presented.

2.2.1 Hybrid Automata

Models the state of which can be explicitly partitioned into a continuous state @ and
a discrete state g are called hybrid automata. Since the nature of these systems is a
combination of continuous time systems and discrete event systems, tools from the fields
of control theory and computer science can be used for their modeling and analysis.

For each discrete state ¢ € Q, where Q = {qi,...,qn} is a finite set of the discrete
states, the values of the continuous state & € X, with X C R" being the continuous
state-space, are specified. Based on the above, the differential equations that describe
the dynamics of the model in the continuous-time domain and depend on the discrete

state q are of the form
dx
i fo(x()) = Agz(t) + by, (2.2)

where A, € R"*", and b, € R". Equivalently, in the discrete-time domain the system is

described by the difference equation
x(k+1)=f, (m(k‘)) =A,z(k)+b,,, (2.3)

where A,, € R™" is derived from the A, matrix, and b,, € R" from b,. It should be
noted that the dynamics of the state-update function f, (or f,,) can be applied to a
subset of the continuous state space X', i.e. J(q) C X.

In order to explicitly define a hybrid automaton the following data are required [53,94]:

o A set of discrete states Q.

o A set of continuous states X.
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T c g((Ith) = (S g(Qﬂ*l?Qﬂ) =
Maq z' € R(q1, ¢2, @) Mg, Mg, ' € R(Gn-1,00®)  ppq

q1
% = fq(wﬂh)
xz e J(q)

qn—1 qn
{,11_? = fq(m: (In)

T € J(Qrb)

(ji_f = q(mv (Zn—l)

T c J(anl)

<z€G(q,q) <=2 € G(gn, Gn1)
x' € R(q2, q1, ) ' € Rgn, ¢n—1,)

Figure 2.1: A hybrid automaton with n modes of operation M,,...,M,,. In each mode the state
x evolves according to the corresponding state-update function in the set domain, i.e.
Cé—ff = folx,q;) V@ € J(gi), with ¢ = 1,...,n. For the transition from mode M,, to mode
Mg,, with j € {i — 1,7+ 1}, the condition & € G(g;,q;) must be fulfilled, while the state
changes: &’ € R(g;, g;, ).

A set of modes M,, with g € Q, where a mode is the operation of the system given
by (2.2) (or (2.3)) for every & € J(q).

e A wector field f: Q x X — R"™, which describes through the differential equation

(2.2) (or the difference equation (2.3)) the evolution of the continuous state x.
o A set of initial states T C Q x X.

e A domain map J : Q — P(X), where P(X) is the power set of X, i.e. the set of
all subsets of X.

e A set of edges € C Q x Q, which is the collection of the feasible transitions from
mode M, to mode M.

e A guard map G : £ — P(X), which assigns to each edge e = (¢,¢’) € £ a guard, i.e.
it identifies the set G(q,¢’) to which the continuous state & should belong so that
a transition from mode M, to mode M is feasible.

e A reset map R:E x X — P(X), which gives the value assigned to the continu-
ous state & € R" during a transition from mode M, to mode My, for each edge
e=(q,q)€€.

Based on the above a hybrid automaton can be defined as:

Definition 2.7. (Hybrid Automaton): A hybrid automaton F is a collection A =
(Q7X7f7z7jaggg,7z).
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Battery charger

| | |
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2 T3
T

l
1 12 [3
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Device “1” Device “27 Device “3”

Figure 2.2: Battery charger system.

In Fig. 2.1 a system modeled as a hybrid automaton that consists of n modes of
operation is depicted. As can be seen, the continuous dynamics of the n operating modes,
the transition conditions that need to be met in order to move from one operating mode

to the other, and the reset rules that govern transitions between these modes are shown.

Example 2.1. (Battery Charger): Three electronic devices use rechargeable bat-
teries as a power source. The batteries of all three devices are connected to the same
battery charger. However, only one device at a time can be connected to the charger;
an automatically operated switch is used to connect the one device, and disconnect the
others, and it is assumed that this can happen instantaneously. Thus, at any point in
time the battery of only one device is charging at a constant rate through the charger.
Furthermore, the batteries of the devices are discharging at a constant rate. The whole
system is shown in Fig. 2.2.

Let z;, with ¢ = {1,2,3}, denote the charge of the ith battery, w; > 0 the constant
flow of charge out of the ith battery, and v the constant flow of charge into the system.
Initially the charge of the three batteries is higher than a lower limit (lower state of
charge limit), which is [; for the first battery, [y for the second, and I3 for the third.
The objective is to not allow the charge of the batteries to get below their lower limits.
Thereby, a controller is employed that connects the first battery to the charger whenever
x1 < Iy, the second whenever x5 < [y, and the third whenever z3 < l3.

Based on definition 2.7 the hybrid automaton that describes the process is defined as

follows:

e Discrete states: Q = {q1, ¢2, g3 }; the switch is at position “1” (the charger is con-
nected to the first device), or at position “2” (the charger is connected to the second

device), or at position “3” (the charger is connected to the third device).
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T1 > ANwa >l ANxg >3

T >l ANag > 13

T2l ANy >l Nz >3

Figure 2.3: The battery charger system represented as a hybrid automaton.

Continuous states: X = R?; the state of charge of the batteries.

Modes of operation: M, , M,, & M,,; one mode for the case where the charger is
connected to the first device, one mode when the charger is connected to the second

one, and one mode when it is connected to the third one.

U —u —wy —wy
Vector field: f(q1,®) = | —wy |, f(¢2,®) = |v—ws|, and f(gs, @) = | —wy |;
—ws3 —ws v — ws
when the switch is at position “1” the charge of the first battery increases, while

the charge of the second and the third battery decreases, and so on.

Initial states: Z = {q1,q2, @3} X {£ € R® | 21 > 1y Awy > Iy Awz > I3}; at t = 0 the

charge of all three batteries is above the lower limits Iy, [, and [3.

Domain map: J(q1) ={x €R3 |xa > b Axs>13}, T(g) = {x € R® | »; >
lh Az > I3}, and J(g3) = {x € R¥ | 21 > I} Azg > I5}; one battery is charged,

as long as the charge of the other two batteries is above their lower limits.

Edges: £ = {(q1, ¢), (01, 8), (@2, 01), (a2, 43), (43, 1), (g3, @2) }: the switch can change
from position “1” to position “2” or to position “3”, or from position “2” to position

“1” or to position “3”, and so on.
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o Guard map: G(q1,q2) = {@ € R | 22 <o}, G(q1.03) = {=z € R® | 23 < Ia},
G(a2.q1) = {z € R’ | 21 < L}, Glgoa3) = {z €R’ |23 <3}, Glgs, 1) =
{x e R?| 21 <}, and G(g3,q2) = {@ € R¥ | 23 < ly}; when the state of charge

of one battery reaches its lower limit, the charger is connected to it.

e Reset map: R(q1,q2, %) = R(q1, 43, %) = R(q2, ¢1, %) = R(q2, g3, ) = R(q3, q1, ) =
R(q3,q2,x) = {x}; the continuous state remains unaffected due to the switching

charging.

The battery charger system represented as hybrid automaton is shown in Fig. 2.3. B

2.3 Optimization Problems

Model predictive control is an optimal control scheme. Therefore, before introducing the
concepts of model predictive control, it is necessary to recall the basic terminology for
mathematical optimization theory. Furthermore, some important classes of optimization
problems, namely convex optimization problems, linear optimization problems, quadratic
optimization problems, mixed-integer linear optimization problems, and mixed-integer
quadratic optimization problems are presented. For further details on optimization the-

ory, applications and algorithms the reader is referred to [13-15,17,38,93].

2.3.1 Basic Terminology

According to [17], an optimization problem is of the form

minimize f(x)
subject to  gi(x) <0, i=1,....m (2.4)
hj(a:):(), j: Y

The goal is to find the optimization variable * € R™ that minimizes the objective (or
cost) function f:R"™ — R, while satisfying the conditions g;(x) <0, i =1,...,m, and
hj(x) =0, j=1,...,p. The inequalities g;(x) <0 in (2.4) are called inequality con-
straints, and the corresponding functions g; : R — R inequality constraints functions,
while the equalities h;(x) = 0 are called equality constraints, and the corresponding func-
tions h; : R™ = R equality constraints functions. Finally, for the case where m =p =0,
i.e. there are no constraints, the optimization problem (2.4) is called unconstrained.
The domain O of the optimization problem (2.4) is the set of the points for which

the objective function f and the constraint functions g and h are defined, thus

O:domfﬂﬁdomgiﬂﬁdomhj.

i=1 j=1
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A point & € O is said to be feasible if it satisfies all the constraints g;(x) <0, i =1,...,m,
and hj(x) =0, j=1,...,p. The problem (2.4) is feasible if there exists at least one fea-
sible point, else it is infeasible. The set of all feasible points is called the feasible set.

The optimal value ¢* of the problem (2.4) is defined as

¢ =inf{f(x) | gi(x) <0, i=1,....,m, hj(x)=0, j=1,...,p}.

The optimal value ¢* may be equal to +co. If the problem is infeasible then ¢* = oo; if the
problem is unbound below, i.e. there are points x; such that f(xy) — —oo0 as k — —oo,
then ¢* = —oc.

The solution &* of the optimization problem (2.4) is called optimal point, if x* is

feasible and f(x*) = ¢*. The set of all optimal values
Xopt ={x | f(x)=4¢", gi(x) <0, i=1,...,m, hj(x) =0, j=1,...,p}

is called optimal set. The optimal value is attained (or achieved), if there exists an
optimal point x* for the problem (2.4), otherwise it is not attained (or achieved), i.e.
the set X, is empty. If the optimal value is achieved then the optimization problem is
solvable.

A feasible point x is locally optimal if it minimizes f in a subset of the feasible set,
i.e. if there is an R > 0 such that

f(@) =inf{f(2) | 9i(2) <0, i=1,...,m, hj(z) =0, j=1,....p, ||z — [l < R},

with z € R", or equivalently, if it is the solution to the optimization problem

minimize f(=z)

subject to  ¢;(z) <0, 1=1,....m
hi(z) =0, 7=1,...,p
llz—x|] < R.

If a feasible point @ minimizes f for the whole feasible set, then it is called globally

optimal.

2.3.2 Convex Optimization Problems

An important class of optimization problems are convex optimization problems. These
are of the form [17]

minimize f(x)

subject to  gi(x) <0, i=1,...,m (2.5)
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where the objective function f and the inequality constraints functions g¢i,...,g,, are
convex, and the equality constraints functions are affine. Furthermore, the feasible set
is convex; it is the intersection of the domain of the convex optimization problem (2.5),
which is a convex set, with m convex sublevel sets {x | g;(x) <0, i=1,...,m} and p

hyperplanes {x | @]z =b;, j=1,...,p}, ie.
O =dom fN ﬂdomgi.
i=1

Based on the above a fundamental property of convex optimization problems is derived:

any locally optimal point is also globally optimal.

2.3.3 Linear Optimization Problems

If the convex functions f and g; of the optimization problem (2.5) are affine, then the

problem is called linear program (LP). An LP can be formalized as [17]

T

minimize c'x
subject to Gz < h (2.6)
Ax =0,

with c € R", G € R™" h € R™, A € RP*" and b € RP.
Note that an LP can be solved efficiently, since it is P-hard, meaning that it can be

solved in polynomial time?.

2.3.4 Quadratic Optimization Problems

For the case where the objective function of the problem (2.6) is quadratic instead of
affine, the optimization problem is called quadratic program (QP). A QP is described
as [17]
minimize (1/2)2TQx + p'x
subject to Gx < h (2.7)
Ax =0,

where Q € S}, pe R", G c R™", h € R", A € RP”" and b € R”.
A QP can be either P-hard or N P-hard, depending on the matrix Q. If Q is positive
definite, then the QP is P-hard and can be solved in polynomial time. If @ is indefinite,

2An algorithm is said to be of polynomial running time if its time complexity is upper bounded by a
polynomial expression in the length of the input n for the algorithm, i.e. T'(n) = O(n¢) for some constant
¢ > 0. The reader may consult for additional and more detailed coverage of computational complexity

theory on any of the available textbooks, such as [5,50,111].
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or even if it has only one negative eigenvalue, then the QP is N P-hard, i.e. the solution

time grows in exponential manner?.

2.3.5 Mixed-Integer Linear Optimization Problems

The optimization variable in some cases may contain a continuous component and a
binary part. The optimization problem (2.6) in this case is called mized-integer linear
program (MILP), and it is of the form [38]

minimize cl'x
subject to Gx X h
(2.8)
Ax=b
Ly € {O, 1}”” ,

where ¢ = [x! x!]", with x, € R™, x;, € {0,1}"™, and n = n, + n,. Furthermore, ¢ € R™,
GeR™" heR™ AcRP and b € RP.

It should be noted that despite the fact that the objective function and the constraints
functions are linear (or affine), the problem (2.8) is nonconvex because of the presence of
the binary component. This means that the important property of convex optimization
problems (see Section 2.3.2) does not apply to MILPs; the locally optimal points may
not be globally optimal. Finally, an MILP is N P-hard, i.e. the running time depends

exponentially on the number of the binary components.

2.3.6 Mixed-Integer Quadratic Optimization Problems

If the optimization variable of the problem (2.7) contain both a real-valued part and

a binary part, i.e. it is of the form = = [z x[|T, with x, € R™, x;, € {0,1}™, and

n = n, + ny, then the formulated optimization problem is called mized-integer quadratic
program (MIQP) [37,38]
minimize (1/2) 2" Qx + p'x
subject to Gx X h
Ax =b>
x, € {0,1}™

(2.9)

withQ €S}, peR", G R™" hcR" AcRP" and b € RP.
As already mentioned in Section 2.3.5, problem (2.9) is nonconvex because of the

binary part @, and it is N P-hard.

3An algorithm is said to be of exponential running time if its time complexity is upper bounded by
2p0ly(n) " swhere poly(n) is some polynomial in n, or in other words if T'(n) = O(2"") for some constant
c>0.
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2.4 Enumeration Strategy for Mixed Integer Pro-

gramming

In general, solving the mixed-integer optimization problems (MIPs) presented in Sec-
tions 2.3.5 and 2.3.6 is a very challenging task. For determining the solution of an MIP,
either in the form of (2.8), or in the form of (2.9), for an MILP or an MIQP, respectively,
a straightforward option is to use an enumeration strategy.

According to the complete enumeration method at each integer variable are progres-
sively assigned the different values of its domain. The procedure is repeated until no
more free integer variables are left, and the complete solution for the integer variables x,
is obtained [132]. Therefore, the MILP is simplified to an LP (or to a QP if the problem
is an MIQP). By solving the resulting LP (or QP) the optimal value ¢* = f(x*) of the

real-valued variables is determined.

Algorithm 2.1 Enumeration Strategy
function f(z*) = ENuM (2, S, F)

f(@*) =00
for k=1 to ny do
select 1 € S

S=8\{i}; F=FuU{i}
for each j € {0,1} do
Ty, = J
if S =0 then
flx) =inf{c"z | Gx < h,Ax = b, x, = T}
if f(z) < f*(x) then
f(x") = f(x)
end if
end if
end for
end for
S={1,....m}; F=10
end function

Based on the above the algorithm that describes the enumeration of the integer vari-
ables is shown in Algorithm 2.1*. For the convenience of the reader the form of the
optimization variable x is recalled: x = [z! x]]7, with x, € R, x;, € {0,1}™, and

n = n, + n,. Furthermore, the set S is the set of the free integer variables, i.e. in the first

4The presented algorithm is for an MILP. If the problem is an MIQP, then only line 9 needs to be
modified, i.e. f(z)=inf{(1/2)27Qz +p'x | Gx < h, Az =b,x;, = &)}
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Ri Rl Z.s,dc

Vs, dc —— § Rl

Figure 2.4: Linear circuit with resistive load of Example 2.2.

call of the algorithm & = {1,...,n;}. Finally, the set F is the set of the fixed integer
variables, and it is initially empty, F = ().

As already mentioned, MIPs are computationally demanding (see Sections 2.3.5 and
2.3.6). The complete enumeration strategy requires a computational time that grows ex-
ponentially with the number of the integer variables @y, since the number of the examined
operational modes grows in the same manner.

A way to speed-up the process of finding the optimal solution is to use implicit enu-
meration. The basic principle of implicit enumeration is to eliminate the infeasible so-
lutions, and to evaluate, i.e. enumerate, only the feasible ones in order to find the best
solution. Moreover, implicit enumeration can be done more efficiently with algorithms
such as branch and bound, cutting plane, feasibility pump and others. However, details
about these algorithms are beyond the scope of this thesis, but for further information
the interested reader is referred to [18,38].

Example 2.2. (Linear Circuit with Resistive Load): A resistive load of R; = 202
is connected to a dc power supply vs 4. = 10 V. However, the current through it must be
no more than i, 4. = 400 mA. Therefore, additional resistors must be connected in series

(see Fig. 2.4). Resistors of four different values are available and they are the following

Table 2.1: Available Resistors (Example 2.2)

Resistance Value (2) Cost (€)
Ry 1.0 1.2
R, 2.2 1.8
Rs 2.7 2.2
Ry 3.3 2.6

The goal is to keep the load current i, 4. below its maximum allowable value, i.e.
is.dc < 400mA, by adding some of the available resistors. Furthermore, the number of
the additional resistors must be Ng (ota1 < 3, and the resulting total cost must be as low
as possible.

Based on the above the problem can be formulated as an MILP. The decision of

which resistors to select can be modeled with binary variables xy,, with i = {1,...,n,}
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and ny, = 4; if resistor R; is selected, then x; = 1, while z; = 0 if R; is not selected.

Furthermore, since there are no continuous-valued variables n, = 0, thus, n = n;. The

resulting MILP is formulated as follows

minimize

subject to

1.2.1'1 + 1833'2 + 221‘3 + 261'4

—X — 221’2 — 2733'3 — 331’4 S -5

$1+$2+l’3+l‘4§3

T1,T2,X3, Ty = Oorl.

The complete enumeration solution for this MILP is shown in Table 2.2.

Table 2.2: Possible Solutions of MILP (2.10)

i Objective Function o
Solution x7 2 X3 x4 Feasibility
Value
1 0O 0 0 0 o0 Infeasible
2 0o 0 0 1 00 Infeasible
3 0 0 1 0 00 Infeasible
4 0O 0 1 1 4.8 Feasible
5 0O 1 0 0 o0 Infeasible
6 0O 1 0 1 4.4 Feasible
7 0 1 1 0 00 Infeasible
8 0O 1 1 1 6.6 Feasible
9 1 0 0 O o0 Infeasible
10 1 0 0 1 00 Infeasible
11 1 0 1 0 00 Infeasible
12 1 0 1 1 6 Feasible
13 1 1 0 0 00 Infeasible
14 1 1 0 1 5.6 Feasible
15 1 1 1 0 5.2 Feasible
16 1 1 1 1 00 Infeasible

As can be seen in Table 2.2, solutions 1 —3,5,7,9—11, 13, 16 are infeasible. Solutions
1-3,5,7,9—11, 13 are eliminated because they violate the first constraint, while solution
16 is infeasible because it violates the second one.
enumeration only six solutions are taken into consideration. The best solution is achieved
after evaluating the objective function value for these six solutions; the optimal one is
solution 6 (x; =0, 23 =1, 3 = 0, x4 = 1), which means that resistors Ry and R4 should

be connected in series with the load.

Therefore, by employing implicit
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2.5 Model Predictive Control

In the 1970s an advanced control methodology was developed in the process control
industry—starting mainly from the petrochemical industry—known as model predic-
tive control (MPC). Since then, the introduced control strategy has been gaining more
widespread popularity. The reasons for this could be posited as being primarily twofold.
The advent of faster microprocessors with increased computational capabilities®, as well
as the advantageous features of this optimal control strategy, enabled its application in
many other sectors and industries, including the field of power electronics. Some of the
most important features include its design simplicity due to the straightforward imple-
mentation procedure, the explicit inclusion of design criteria (constraints), and its ability
to handle complex and nonlinear dynamics. Furthermore, in contrast to classical control
methods, mainly based on the proportional-integral-derivative (PID) controller, MPC
can be easily applied to a wider range of systems such as nonlinear plants, multi-input,
multi-output (MIMO) plants, or input- and/or output-constrained plants®.

In general, one could mention as the basic “components” of MPC the following:

1. Mathematical model of the controlled plant: The mathematical model of the system
under investigation is required for the calculation of the evolution of the system

states over time.

2. Optimal control problem: An objective function that embodies the control objec-
tives is formulated. The optimization problem is solved, and the optimal sequence
of control actions that results in the best behavior of the plant over the prediction
horizon is derived. Note that prediction horizon is the time interval in which the

control actions are planned, and the behavior of the plant is predicted.

3. Receding horizon policy: According to the receding horizon policy”, only the first
element of the optimal sequence of the control inputs is applied to the plant. The
remaining elements are discarded, the prediction horizon is shifted forward by one

sampling instant, and the optimization procedure is repeated.

® According to Moore’s law [104] which states that the number of transistors on integrated circuits,
and thus the computational power of microprocessors, doubles approximately every two years, the im-
plementation of more demanding MPC algorithms, as well as their application in other scientific fields,

will be possible in the forthcoming years.
6Classical PID-based control is suitable for linear, single-input, single-output (SISO), unconstrained

problems. If the plant is nonlinear, MIMO, or constrained, then significant design effort is required.
Nonlinearity can be overcome by gain scheduling, i.e. by, roughly speaking, designing controllers for
different operating points and interpolate. MIMO systems have to be decomposed into SISO ones and
then e.g. design cascaded control loops. Finally, anti-windup procedures are implemented to absorb

different types of system constraints [6,61].
"Model predictive control is also known as receding horizon control [81,98].
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In the next sections, the three components of MPC are explained in more detail. For
further details on MPC, the reader is referred to [95,99,118].

2.5.1 Mathematical Model of the Controlled Plant

System Description: Asthe name of MPC implies, it is a model-based control strategy,
therefore deriving an adequate model of the plant is prominent. Here, it should be
mentioned that MPC is a discrete-time controller. Hence, hereafter the mathematical
analysis of the model is restricted to the discrete-time domain.

The discrete-time dynamics of the system are of the form:
x(k+1) = f(x(k),u(k)) (2.11a)
y(k) = g(x(k)) (2.11b)
where (k) € R" is the state vector of the system at time instant kT, u(k) € R™ is the
input vector at time instant kT, y(k) € RP is the output vector at time instant k75, the
functions f and g are the state-update and output functions, respectively, which can be
linear or nonlinear, and T} is the sampling interval.

The mathematical model (2.11) is used for the calculation of the state and output
predictions. Starting from the current state x(k), and assuming a finite number N of
planned control actions, i.e. {u(k),w(k +1),...,u(k+ N — 1)}, the state and the output
of the plant at step k + N can be evaluated. Therefore the state at step k + 1 is

z(k+1) = f(z(k),u(k)). (2.12)
At step k + 2 the state is equal to

2k +2) = f (@l + 1), ulk+ 1)) = £ (@), wlk), u(k+1)) . (2.13)

Repeating the same procedure N times the state at step k + N is given by
z(k+ N)=f(x(k+N—1),u(k+ N —1))

- f(f... (f (@(k), k), wlk + 1)), ... ulk+ N — 1)) .

In the same way the output at step k+ N is

(2.14)

Step kK +1 y(k+1) =g(x(k+1))
Step k + 2 y(k+2) = g(x(k +2))

= o(f(@(k), u(k)))
= g(F(F@k), ulk), ulk+ 1))
Stepk+ N  y(k+N)= g(m(k:+N)) = g(f(f... (f(a:(k),u(k)),u(k+ 1)),

...,u(k+N—1))> :
(2.15)
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Constraints: Apart from predicting the behavior of the state within the finite horizon,
imposing constraints to the variables of concern is of fundamental importance. In this
way the plant is able to operate at its physical limits without violating them. Thus, the
most profitable operation can be achieved, while the operational limits of the plant are
fully respected.

Constraints can be imposed to the state variables and /or to the manipulated variables,
i.e. the control input. These variables can be upper, lower, or band bounded. The
constraints that cannot be violated under any circumstances are called hard constrains;
these that can be violated, but effort should be put into avoiding such violations are
called soft constrains. Based on these constraints the feasible sets of the state and the

control input are defined, i.e.
X={x(l)| coy <x(l) RCgpp, {L=k,....k+ N},

and
U={ull) | cus =ull) S cup, {L=Fk,....k+N—1},

respectively. The vectors ¢, ¢, € R" are the state lower and upper constraints, and

Cu, Cup € R™ are the input lower and upper constraints. If the ith state variable,

with 4 =1,...,n, is upper bounded then ¢;; = —oo, and if it is lower bounded then
Cep, = +00. Same case for the jth control signal, with j = 1,...,m; if it is upper bounded
then Cu,, = —00, and if it is lower bounded then Cup, = +00.

Example 2.3. (Linear State-Space Model): Assume that there is a plant that
can be described as a linear system. Furthermore, suppose that the state vector can be
measured, and there is no measurement noise, or any other disturbances. The state-space

model of the system is

x(k+1) = Azx(k) + Bu(k) (2.16a)
y(k) = Cx(k), (2.16Db)

According to (2.14), the evolution of the state of the model (2.16) within a N-step

horizon is as follows

x(k + 1|k) = Az(k) + Bu(k)
x(k +2|k) = Az(k + 1|k) + Bu(k + 1]k)
= A’z (k) + ABu(k) + Bu(k + 1|k)
(2.17)
x(k+ N|k) = Ax(k+ N — 1|k) + Bu(k+ N — 1|k)
= AVx(k) + AN"'Bu(k) + ...+ Bu(k + N — 1]k).
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At step k the input vector depends on the applied input vector w(k — 1), which is
known. Therefore, the future control actions can be written with respect to the known
input vector u(k — 1) as

u(k) = Au(k) +u(k —1)
u(k + 11k) = Au(k + 1k) + Au(k) + u(k — 1)
(2.18)

u(k+ N —1]k) =Au(k+ N —1k) + ...+ Au(k) + u(k — 1),
with Au(k +ik) = w(k +ilk) —uw(k+i¢—1|k),and i =1,..., N.
Substituting (2.18) into (2.17) the result is
z(k+ 1k) =Az(k) + B(Au(k) +u(k — 1))
z(k + 2|k) =A’z(k) + AB(Au(k) +u(k — 1))+
+ B(Au(k + 1|k) + Au(k) + u(k — 1))
=A’z(k) + (A+ I)BAu(k) + BAu(k +1|k) + (A + I)Bu(k — 1) (2.19)

x(k+ Nk) =Az(k) + (A '+ ...+ A+ I)BAu(k)+
+...+BAu(k+N —1k) + (A" + ...+ A+ I)Bu(k - 1).

Equivalently (2.19) can be written in a matrix form

z(k + 1]k) A B |
: = |xk)+ u(k—1)+
x(k + N|k) AN >V 1A@
pes ) (2.20)
B 0 Au(k)
+ : . : :
SV UYA'B --- B |Au(k+ N —1]k)
The predictions of the output are obtained in the same manner
y(k + 1|k) = Cx(k + 1|k)
y(k +2|k) = Cx(k + 2|k)
(2.21)

y(k + N|k) = Cx(k + N|k),
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or in a matrix form

y(k + 1|k) c - 0| |=k+1]k)
: = : (2.22)
y(k + N|k) 0 - C| |z(k+Nk)

2.5.2 Optimal Control Problem

Control Objectives: For the formulation of the optimal control problem the control
objectives should be clearly defined. Based on these an objective function is designed as

follows
k+N-1

J(x(k), UK) = > P(x(l+1]k), ullk)) . (2.23)

=k

In (2.23) P is a stage cost function based on the p-norm®.

Function P may take into
account the deviation of the output variables from their reference values, or the required
control effort. Hence, by applying a sequence of control moves U (k) = [u(k)T w(k +
DT .. w(k+ N — 1DT]T] the objective function (2.23) penalizes the evolution of the

output error and the overall control effort over the horizon N.

Finite Time Optimal Control Problem: The goal of the optimization problem is to
find the sequence of control moves U (k) that results in the best, i.e. optimal, performance

of the plant. This is translated as

minimize J(k)

subject to a0+ 1) = f(x(¢),u(l))
()X, (=Fk ... .k+N
wl)eU, L=k, ... k+N—1.

(2.24)

This yields the optimal control input sequence at step k, U*(k) = [u*(k)T w*(k +
DT ... w(k+ N —1DT)T. It is important to note that, as the nature of the prob-
lem (2.24) implies, the optimal control input sequence U™ (k)

U*(k) = arg gl(ikr; J(x(k),U(k)), (2.25)

is an open-loop solution.

8Usually in MPC the 1-, 2-, or co-norm are used. If p = 1, or p = oo, then a linear objective function

results; if p = 2 a quadratic one.
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2.5.3 Receding Horizon Policy

As mentioned in Section 2.5.2; the derived optimal control input sequence U™ (k) is a
solution to the open-loop optimization problem (2.24). To provide feedback, allowing
one to cope with plant uncertainties and disturbances, the so-called receding horizon pol-
icy is employed, whereby only the first input of the optimal sequence u*(k) is used as
the process input. At the next step, k is set to k + 1, new state measurements or esti-
mates are obtained, the horizon is shifted by one sampling interval and the optimization
problem (2.24) is solved again.

Combining the three “ingredients” of MPC, i.e. the mathematical model of the con-
trolled plant, the optimal control problem, and the receding horizon policy, an MPC

algorithm comprises the following steps:

1. Obtain state measurements and/or estimates.
2. Solve optimization problem (2.24) based on (k).

3. Obtain the optimal control input sequence U*(k) = [u*(k)T w*(k+1)T ... u*(k+
N - 1)T]T.

4. Apply u*(k) to the plant.
5. Set k =k + 1.

6. Go back to step “17.

Example 2.4. (Model Predictive Control): Let a plant which can be described
by (2.11). The control objective is to achieve output-reference tracking, i.e. to get
Y = Y,os- 10 do so MPC is employed; an objective function is formulated based on the
aforementioned control objective, and the evolution of the output is calculated within a
four-step prediction horizon (N = 4).

In order to visualize the MPC procedure for this case, an illustrative example is pre-
sented in Fig. 2.5. At time step k the optimization problem is solved, yielding an optimal
sequence of control moves U*(k). The segment of interest is depicted in Fig. 2.5(a).
The optimal control inputs U”* (k) within the four-step horizon, indicated with red empty
squares, and the resulting trajectory of the output variable, indicated with blue empty
circles connected with a blue dashed line, are shown. Furthermore, the applied control
inputs are shown as red solid squares, and the corresponding values of the output vari-
able are shown as blue solid circles connected with a blue solid line. Finally, the past
output reference trajectory is indicated as a solid magenta line, while the future reference
trajectory as a dashed one. Out of this sequence only the first element is applied, now

shown as a black solid square, and corresponds to step k — 1 (Fig. 2.5(b)). Note that
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Figure 2.5: An example of a model predictive control algorithm with a four-step prediction horizon. Six

snapshots from three iterations of the controller are shown. The future and applied optimal

control inputs are indicated as red squares, empty and solid, respectively. The future and

past values of the output are indicated as blue circles, empty and solid, respectively. The

blue line that passes through them shows the output trajectory; the solid line corresponds

to the past trajectory and the dashed to the predicted one.

The magenta line shows

the output reference trajectory; the solid line corresponds to the past output reference

trajectory and the dashed to the future one. Finally, the control input that has just been

applied u*(k — 1) is shown as a black solid square, and the resulting output y*(k) as a

black solid circle.

the resulting output variable y*(k), indicated as a black solid circle, is not the same as

the predicted one (shown as blue empty circle). This mismatch may arise due to several

reasons, such as mismatches between the mathematical model of the plant, used as pre-

diction model, and the actual model of the plant (e.g. due to assumptions that have been

made in the modeling process), model uncertainties, measurement noise, quantization

error, etc. Finally, as it can be observed, the discrete time updates (k = k + 1), and the
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prediction horizon is shifted by one sampling interval.

In a next step, the optimization problem is solved again over the shifted horizon;
in Fig. 2.5(c) the new optimal sequence of control inputs U*(k) (shown as red empty
squares), as well as the resulting output trajectory are shown (blue dashed line that
passes through the discrete values of Y* (k) indicated as blue empty circles). Once again,
only the first element is applied (black solid square—see Fig. 2.5(d)), while the output
variable y*(k) (black solid circle) is different from the predicted one (blue empty circle),
because of possible mismatches mentioned above. Furthermore, the horizon is shifted by
one sampling interval before the next iteration of the controller.

Eventually, by repeating the optimization procedure over and over again the output
will track its reference (in Figs. 2.5(e) and 2.5(f) the results for one more iteration are

presented). |

2.5.4 Enumeration-Based Model Predictive Control

Algorithm 2.2 MPC General Algorithm
function u*(k) = MPC (x(k),u(k — 1))
J*(k) = ooy u*(k) =10
for all U over N do
J=0
1=1
for{=ktok+ N —1do
z(l +1|k) = f(z((|k), u(l|k))
J(i) = P(x(l+ 1]k), u((|k))

J=J+ J(i)
1=1+1
end for

if J < J*(k) then
J(k)=J,u*(k)=U(1)
end if
end for

end function

When MPC schemes are used to control discrete-time hybrid systems, the formulated
optimization problem is an MIP, either in the form (2.8), or in the form (2.9). Thereby,
using implicit enumeration—as presented in Section 2.4—to solve (2.24) is an alternative.

By considering all possible combinations of the control input and the current state,

the state at the next time-instant and the output are computed based on the hybrid
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model of the plant. This procedure is repeated N times within a N-step horizon, as
explained in Section 2.5.1. Thus, given all possible sequences of the control moves
Uk)=[uk)! wk+ 1T ... u(k+ N —1)T]T e ", and the initial state z(k) € X the
state evolution is predicted over the horizon.

Based on the above, the enumeration-based MPC algorithm is as the one presented
in Section 2.5.3, with the difference that steps 2 and 3 are replaced by the new step 2,

shown below.

1. Obtain state measurements and/or estimates.
2. Execute Algorithm 2.2.

3. Apply u*(k) to the plant.

4. Set k =k + 1.

5. Go back to step “17.
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Chapter 3

DC-DC Converters

3.1 Introduction

Dc-de converters are electronic circuits which transfer energy from a dc source to a load.
By appropriately manipulating the switches of a dc-dc converter the input energy is
temporarily stored and then released; in this way the converter—depending on its type—
can produce an output with smaller or larger magnitude, or even with reversed polarity
compared to the input dc voltage.

Over the past decades dc-dc conversion has matured into a ubiquitous technology,
which is used in a wide variety of applications, including power supplies for computers,
portable electronic devices, battery chargers, and dc motor drives. This is due to the fact
that de-de converters are circuits with small size, light weight, high power density, and
high efficiency.

In their simplest form de-dc converters comprise two semiconductor switches that are
periodically switched on and off, and a low-pass filter with an inductor and a capacitor.
The filter is added to pass the dc component of the input, and to remove the switching
harmonics, and, thus, to produce at the output a dc voltage with a small ripple. Usually,
out of the two switches only one is controllable, while the other is dually operated.
However, more complex topologies have been introduced in the last years that use two
bidirectional controllable switches.

Despite the fact that the switch-mode dc-dc conversion is a well-established tech-
nology, the problems associated with these applications and their closed-loop controlled
performance still pose theoretical and practical challenges. An appropriate control strat-
egy should achieve the regulation of the output voltage of the converter to a desired value
despite changes in the input voltage and the load, since such variations are very common;
in many cases the input voltage is unregulated, e.g. when a rectifier and a dc-dc converter

are connected in cascade, or the load is time-varying or nonlinear.

33
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Dc-dc converters are intrinsically difficult to control due to their switching behavior,
constituting a (continuous-time) switched linear or hybrid system. In particular, depend-
ing on the position of the switches and the value of the current, there are three different
operating modes, each one governed by different linear continuous-time dynamical laws.
Furthermore, constraints that stem from the topology of the converter are present. For
example, the duty cycle! is bounded between zero and one, while the current through
the inductor cannot be negative. Finally other constraints, such as an upper limit on the
current during start-up for a soft start, can be imposed.

Based on the above, it is evident that a controller should turn on and off the control-
lable switch such that the output voltage becomes equal to its reference value. In general,
this is achieved with pulse width modulation (PWM) techniques. Hence, by conforming
the pulse width, i.e. by modifying the duty cycle d, the output voltage is regulated to the
desired level. However, there are strategies where a modulator is not required. According
to these methods the switch is directly manipulated, i.e. control signals are sent directly
to the switch, without the presence of an intermediate modulator?. Regardless of the
methodology employed—with or without a modulator—the control problem is to decide

when the switch is to be turned on and off.

3.1.1 Control of DC-DC Converters

As already mentioned, many of the difficulties in controlling dc-dc converters arise from
their hybrid nature. To bypass these obstacles, the modeling of the converter is based on
state-space averaging [35]. With this modeling approach only the important dominant
behavior of the plant is modeled, while other small but complicating phenomena are
neglected. Therefore, a mathematical model of the converter is derived that uses the
duty cycle as the system input. However, due to approximations made during the design
process, such as that the modulation frequency is much smaller than converter switching
frequency, only the slow dynamics of the system are modeled; only the basic insight is
gained, since the switching nature of the system is ignored. Thereby, with the averaging
approach all information about the fast dynamics of the system is lost.

The derived continuous-time mathematical model is nonlinear since the state variables
are multiplied with the duty cycle. In order to simplify the controller design procedure,
the nonlinear average model is linearized around a specific operating point. Nevertheless,
the (linear) controllers carried out with this procedure are usually tuned to achieve opti-
mal performance only over a narrow operating range; outside this range the performance

is significantly deteriorated.

'Duty cycle d is the percent of time that the switch remains in an active state t,, as a fraction of the
switching period Tsy (Tsw = 1/ fsw, where fs,, is the switching frequency), i.e. d = ;"—

sw

2Note that the absence of the modulator results in a variable switching frequency.
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Figure 3.1: General control block diagrams of de-dc converters.

An alternative to classic state-space averaging techniques is to model the system in
the discrete-time domain. In this way, a nonlinear model (with respect to the control
input) results that captures all the complex dynamics of the converter, while inter- and
subharmonics that occur during the closed-loop operation of the system are fully ana-
lyzed. The major disadvantage of this approach is that the controller design procedure
requires a significant effort since a nonlinear model of the plant is used.

For the closed-loop operation of de-dc converters several control techniques have been
proposed, which can be divided into two main groups: voltage-mode and current-mode
controllers (Fig. 3.1) [36]. In the first category, the control objective is the elimination
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of the voltage error, i.e. the difference between the measured output voltage and the
reference value. This is typically achieved by employing a single loop that directly controls
the voltage, see Fig. 3.1(a). The voltage control problem is difficult, since it relates to
a second order system with a nonminimum phase behavior, i.e. the control-to-output
voltage transfer function contains a right half-plane zero, resulting in a reverse-response
system behavior during transients [3, 28].

In contrast to that, current-mode controllers employ two loops (Fig. 3.1(b)). The outer
loop constitutes the voltage regulation loop, which manipulates the current reference so as
to remove any output voltage error. The inner loop is the current regulation loop, which
controls the measured or estimated inductor current along its reference. The switching
state is typically manipulated indirectly via a modulator using the notion of the duty
cycle. Despite the fact that for current-mode controllers two loops are required, this
type of controllers is more often employed since the design procedure is simpler; the
current exhibits a minimum phase behavior with respect to the control action (and it is
a first-order system).

In literature many different approaches to the control problem can be found. These
schemes could be divided into two main groups: the linear and the nonlinear controllers.
Furthermore, an additional classification would be based on the mathematical model of
the converter used. Hence, there exist controllers designed based on the average and
non-average plant model.

The majority of the controllers are based on the conventional PI controller. These
schemes are tuned on the basis of the linear state-space average model of the converter.
The design procedure is trivial: a crossover frequency is selected to be an order of mag-
nitude smaller than the switching frequency, while the phase margin should be between
45° and 60° [3, 35].

In [88] and [89] a linear quadratic regulator (LQR) is proposed. The controller is based
on the locally linearized discrete-time averaged model. In addition, an outer estimation
loop that effectively adds an integrator is employed. Nonetheless, the limitations stem
from the linear nature of the controller are present; the operating range is limited since
the model used is only locally linearized, while constraints cannot be handled.

Throughout the years, several nonlinear controllers based on the averaged or nonaver-
aged state-space model of the converter have been proposed, as well. Controllers based
on fuzzy logic [51,97] and feedforward control [71,72] make use of the averaged model.
However, in these works the converter is considered lossless. In [122] the author design
a family of PI controllers that depend nonlinearly on the control input, i.e. the duty
cycle. The tuning of the controllers is done according to the guidelines of Ziegler and
Nichols. However, constraints on the control input are not tackled, e.g. by implementing

anti-windup procedures as explained in Section 2.5, while the performance of the overall
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control scheme is somewhat deteriorated because of the presence of a low-pass filter in
the outer loop. What is noteworthy in [80] is that a nonlinear H,, controller is proposed,
the closed-loop stability of which is verified via Lyapunov function. In [96] a sliding
mode controller as a current-mode controller is designed. A sliding surface is used for
the average inductor current; by keeping the inductor current close to this surface the
output voltage is indirectly controlled. Furthermore, stability and effects of controller
parameter variations are investigated. Finally, in [128] a detailed overview of sliding
mode controllers for de-dc converters is given, while implementation related issues are
addressed.

Although the aforementioned approaches have been shown to be reasonably effective,
several challenges have not been fully addressed yet, such as ease of controller design and
tuning, as well as robustness to load parameter variations. Moreover, the aim, not only
to improve the performance of the closed-loop system, but to also enable a systematic
design and implementation procedure, still exists. Furthermore, the recent theoretical
advances with regards to controlling hybrid systems, as well as the emergence of fast
microprocessors that enabled the implementation of more computationally demanding
algorithms, allow one to tackle these problems in a novel way. Since MPC is a particularly
promising candidate to fulfill all these goals, several algorithms have been proposed the
recent years.

MPC has been typically used in its simplest form—mnamely as a dead-beat controller—
for controlling the predominant de-dc converter topologies, i.e. the buck, the boost and the
buck-boost converter [16,26,27,117,137]. A more complex MPC strategy was introduced
in [45,47] for the buck, and in [7,8] for the boost converter. The nonlinear dynamics
of the converter were approximated by a piecewise affine (PWA) model; the resulting
controller regions were computed offline and stored in a look-up table, greatly reducing
the computation time required to solve the control problem in real-time. In [107] an MPC
approach based on numerical techniques was presented, and a sliding mode observer was
designed, providing estimates of the varying voltage source and load resistor. In [136] the
control problem of a full bridge dc-dc converter was formulated in the context of MPC
in a computationally efficient manner.

In this work, MPC is employed as both a current- and a voltage-mode controller. A
discrete-time model of the converter is introduced, which captures all operating modes
of the inductor current, making it suitable for operation both in the continuous (CCM)
and discontinuous conduction mode (DCM). For both MPC-based schemes enumeration
is used, i.e. all the possible switching transitions are evaluated in real-time. However, de-
pending on the nature of the controller (current or voltage controller), different strategies
to tackle the inherent increased computational complexity are presented. Furthermore,

a state estimation scheme is implemented that addresses load uncertainties and model
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Figure 3.2: Topology of the dc-dc boost converter.

mismatches.

3.2 Model of the Boost Converter

3.2.1 Continuous-Time Model

As already mentioned, the dc-dc boost converter, shown in Fig. 3.2, is a converter that
increases the (typically uncontrolled) dc input voltage vs(t) to a higher (controlled) dc
output voltage v,(t). The converter consists of two power semiconductors—the control-
lable switch S, and the diode D. The inductor L with the internal resistor Rj is used
to store and deliver energy depending on the operating mode of the converter, while the
filter capacitor C, is connected in parallel with the load resistor R so as to ensure a
constant output voltage during steady-state operation of the converter.

The converter can operate in continuous (CCM) and discontinuous (DCM) conduction
mode, depending on the value of the inductor current iy (t), see Fig. 3.3. Three different
linear dynamics are associated with the switch positions that capture all operating modes
of the inductor current. When the switch S is on (S = 1), energy is stored in the inductor
L and the inductor current iy (t) increases. When the switch S is off (S = 0), the inductor
is connected to the output and energy is released through it to the load, resulting in a
decreasing i (t). Furthermore, when the switch S remains off and ir(¢) = 0, then both
S and D are off; the topology is reduced to the mesh formed by the capacitor C, and
the load. In this case, the converter operates in DCM.

The state-space representation of the converter in the continuous-time domain is given

by the following equations [36]

d”;_f) — (Ay + Ayu(t))a(t) + Bu(1) (3.1a)
y(t) = Ca(t), (3.1b)

where

x(t) = |:iL(t) vO(t)r, (32)
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Figure 3.3: The shape of the inductor current reveals the operation mode: the converter operates in
CCM from t to t + T, and in DCM from t 4+ T to t + 275.

is the state vector, encompassing the inductor current and the output voltage across the

output capacitor. The output
Y(t) = vo(t) (3.3)

is given by the output voltage. The system matrices are

_ dauxRp _ daux 0 1 T
A = dL f , Ay = . L,B:[daﬁ ()],andC:[O 1}.
daux _ = 0
C, CoR Co

The variable u denotes the switch position, with « = 1 implying that the switch S is on,
and u = 0 referring to the case where the switch S is off. Finally, d.. is an auxiliary
binary variable [12] that is d,. = 1 when the converter operates in CCM, i.e. either u = 1
or u =0 and i (t) > 0. When the converter operates in DCM, i.e. u =0 and i.(t) =0,
then d,, = 0 holds.
G (1) = 1ifu(t)=1, oru(t) =0and iL(t) >0 (3.4)
0 if u(t) =0and ig(t) =0
For a graphical summary, representing the boost converter as an automaton, see
Fig. 3.4.
Therefore, by setting d . = 0 or d,ux = 1, depending on the operating mode, state-

space model of the converter can be rewritten as

Iax(t) + Avg(t) S=1

Q%Q: Tox(t) + Avy(t) S=0&ig(t) >0 (3.5a)
I‘gm(t) S=0& iL(t) =0
y(t) = Ca(1), (3.5D)

where now the matrices I'y, I'y, I's and A are given by

_Eg 0 _ B _1 0
r=| °* Ty=| * Lol Ty = Land A = |1
0 ! - ! 0o - g

T CoR Co T C.R CoR
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Figure 3.4: Dc-dc converter presented as a continuous-time automaton.

3.2.2 Discrete-Time Model

The derivation of an adequate model of the boost converter to serve as an internal pre-
diction model for MPC is of fundamental importance. As can be seen in Fig. 3.5, after
the discretization of the model in time, the converter can operate in four different modes,

depending on the shape of the inductor current:

1. The inductor current is positive and the switch is on for the whole sampling interval,
ie if(k)>0,iL(k+1)>0and S =1.

2. The inductor current is positive and the switch is off for the whole sampling interval,
i.e. ’LL(/{) > O, ZL(]%’ + 1) >0and S =0.

3. During the sampling interval the inductor current reaches zero, while the switch is
off, i.e. ip,(k) > 0,iL(k+1)=0and S =0.

4. The inductor current is zero and the switch is off for the whole sampling interval,
ie. ip(k)=ir(k+1)=0and S =0.

The continuous-time equations of the model as given by (3.5) are discretized using

the forward Euler approximation approach, resulting in the following discrete-time model
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Figure 3.5: Operation modes used in the mathematical model to describe the boost converter. De-

pending on the shape of the current four different modes are used.

of the converter

E x(k) + Fyvg(k) Mode “17
Erx (k) + Favs(k Mode “2”
2k +1) = 2@(k) + Fav, (k) e (3.6a)
Esx(k) + F3vs(k) Mode “3”
| E.x(k) Mode “4”
y(k) = Gz(k) (3.6b)

where the matrices are B, =1+ 1'T,, E; =1+ T,T,, E5= TLS(TlEQ +nkE,), E, =
I+T13T,, F{ = AT,, Fo=F,, F3= A7, and G = C. Furthermore, 71 denotes the
time-instant within the sampling interval, when the inductor current reaches zero, i.e.
ir(k +mn/Ts) = 0, and 7 + 75 = T,. Finally, I is the identity matrix and 7} is the
sampling interval. Note that FE3 is derived by averaging over modes “2” and “4”.

The four different operating modes of the converter’s mathematical model are illus-
trated in Fig. 3.6. The transitions from one mode to another are specified by conditions,

such as the switch position and the value of the current.

3.3 Optimal Control of DC-DC Boost Converters

In this section, the design of the control scheme is presented. For the dc-dc converter,
the main control objective is for the output voltage to accurately track its given reference
by appropriately manipulating the switch. This is to be achieved despite changes in the
input voltage and load. During transients, the output voltage is to be regulated to its
new reference value as fast and with as little overshoot as possible.

In the following two different MPC approaches to the control problem will be pre-
sented. In the first approach, the control problem is tackled as a current regulation

problem, while in the second, as a voltage regulation.
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Figure 3.6: Discrete-time mathematical model of the dc-dc converter represented as a discrete-time

automaton.

3.3.1 Direct Model Predictive Current Control

The introduced MPC approach indirectly controls the output voltage by controlling the
inductor current (see Fig. 3.1(b)). This is achieved by appropriately manipulating the
controllable switch. To derive the optimal sequence of control actions that minimizes a
user-defined objective function subject to the plant dynamics, an enumeration technique

is used.

3.3.1.1 Objective Function

For the design of the objective function the deviation of the predicted evolution of the
variables of concern from the desired behavior, over the horizon N, is taken into consid-
eration. The control input at time-instant k7T is obtained by minimizing that function
over the optimization variable, which is the sequence of switching states over the horizon
U(k)=[u(k) u(k+1)...u(k+N—1)]T. The sequence U* that minimizes the objective
function is the optimal solution; the first element of the sequence, denoted as w*(k),
is applied to the converter, the remaining elements are discarded and the procedure is
repeated at the successive sampling instant based on new acquired measurements.

An illustrative example of the predicted state—here the inductor current—and the
sequence of the control actions, i.e. the switching state, is depicted in Fig. 3.7. Three
candidate switching sequences are shown for the prediction horizon N = 7. Note that the
current that corresponds to time-step k is the measured one, while from k£ + 1 to &k + N
the currents are predicted, assuming the switching sequences shown in Fig. 3.7(b).

Since in the control method introduced here, the control problem is formulated as
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Figure 3.7: Three candidate switching sequences for the prediction horizon N = 7.

a current regulation problem, the deviation of the inductor current from its reference
defined as
Z.L,err(kj) = Z.L,ref - ZL(kj) 5 (37)

is taken into account.

In order to precisely describe the control problem two different objective functions
are proposed. In the first approach, the average value of the current error is penalized,
while in the second one the rms value of the current error is considered. This allows us
to use a shorter prediction horizon.

In the following, the two alternative formulations of the objective function are de-

scribed.

1. Awerage current error: At time-step k, the average current error over the prediction

interval NT§ is given by:

1 (k+N)Ts
ivamoa®) = 7 [ lizen(tlDldr 33)

Exploiting the fact that the current slope changes only at the sampling instants
and that in between the sampling instants the slope remains effectively constant?,

the above integral can be rewritten as:

1 k+N-—-1
Z-L,err,avg(k> = N Z |iL,err(€|k)| (39)
=k

3Strictly speaking, the current slope is constant only for modes “17, “2” and “4”. For mode “3”,
when the converter transitions from CCM to DCM, the slope is constant for 7, while for 75 it is zero.

However, the error resulting from the approximation given by (3.9) is negligible.
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With ip e (£)k) = z‘L,err(e\k)+z;,en(e+1|k).

Based on this, the objective function

k+N—-1

Taa®) = 3" olinanl0R)] + Mu(tlR) (3.10)
l=k

can be formulated. The second term in (3.10) penalizes the difference between two

consecutive switching states
Au(k) =u(k) —u(k —1). (3.11)

This term is added to decrease the switching frequency and to avoid excessive
switching. The weighting factor A > 0 sets the trade-off between the inductor cur-
rent error and the switching frequency. In [31] some guidelines for tuning the
weighting factor are given. Furthermore, it should be noted that the switching
frequency varies depending on the operating point of the converter. The sampling
interval T serves as an upper bound on the switching frequency, i.e. fy, < 1/(27%);
regardless of the operating point, the switching frequency cannot be higher than
half the sampling frequency. The equality corresponds to the case when A = 0, the
output voltage is twice the input voltage, i.e. v, = 2v,, and when the inductor is
ideal with R; = 0.

. Rms current error: The rms value of the current error over the prediction interval

is equal to

(k+N)Ts
ZL ,err, Tms NT / ZL ,err t|k)2dt (312)

with the current error as given in (3.7). This expression is equivalent to

kE+N—-1
' k:—i i1 e (L1K)2 —ip (| 3.13
ZL,err,TmS( )_ 3N Z ZL,GI“I“( | ) ZL,err( | ) ( . )
=k

Wlth gL’err(€|k3) — Z‘L,err(ak)'ié,err(g‘i‘l‘k) .

Based on (3.13) the objective function for the rms current error-based approach is

formulated as

Tons(B) = 32 2 (inane UK — Fnane0)) + Al (3.14)
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3.3.1.2 Optimization Problem

Subsequently, for both approaches, an optimization problem is formulated and solved at

each sampling instant. This is of the form

minimize Ji (k)

(3.15)
subject to  (3.6),

where J; denotes the objective function to be minimized, which is either Ju,, or Jpps, as
given by (3.10) and (3.14), respectively.

The optimization problem (3.15) is solved using an enumeration strategy, as explained
in Section 2.4. Therefore, all possible combinations of the switching state (u = 0 or u = 1)
over the prediction horizon N are enumerated, yielding the so-called switching sequences
U. There exist 2V switching sequences. For each switching sequence, the evolution of
the variables of concern is calculated using (3.6) and the objective function is evaluated.
The switching sequence that results in the minimum cost is chosen as the optimal one,
U~*. Hence, the control input at time-step k, in both cases, is obtained by minimizing

the corresponding objective function, and it is given by

U™ (k) = argmin J; (k). (3.16)

3.3.1.3 Outer Loop

Since the control problem is formulated as a current regulation problem, an outer loop
must be designed (see Fig. 3.1(b)). The reference current for the inner loop is derived
from this outer loop based on a feed-forward scheme, using the power balance equation
Py = Pous.

Assuming that the power switches are ideal, the following expression for the desired

V. Vi 2 Vo
I es — — — ( - ) — 3.17
bdes T 9R, \/ 2R,/  RRy (3.17)

In the above equation small-ripple approximation is used [36], i.e. vs & V; and v, ref & Vi pef-

current results:

In order to further improve the transient response of the output voltage, a term
proportional to the voltage error, i.e. v, ef — o, is added to (3.17). Hence, the reference

inductor current is given by
IL,ref - ]L,des + h(v;),ref - Uo) ) (318)

with h € RT. In (3.18) the small-ripple approximation is used again.
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3.3.1.4 Load Variations

As can be seen in Section 3.2, the model of the converter depends on the load. This
means that the load has been assumed to be time-invariant and known. In the vast
majority of the applications, however, this is not the case; the load typically varies in
an unknown way, resulting in a model mismatch and therefore in a steady-state output
voltage error. To overcome this, an additional external loop that provides state estimates
needs to be designed. Moreover, this loop will adjust the current reference so as to remove
the steady-state error between the inductor current and its reference.

Even though a Pl-based loop might suffice to meet the two objectives mentioned
above, in this work a discrete-time Kalman filter [110] is implemented. Thanks to its
integrating nature, the Kalman filter provides offset-free output voltage tracking, while
not being operating point dependent.

The model of the converter given by (3.6) is augmented by two integrating disturbance
states, 7, and v,, that model the effect of load variations on the inductor current and the
output voltage, respectively. Hence, the Kalman filter estimates the augmented state

vector -
To=|ip, U, e ve] ; (3.19)

consisting of the measured state variables, ¢, and v,, and the disturbance states.

The Kalman filter is used to estimate the state vector given by (3.19). Depending on
the operating mode of the converter, as shown in Fig. 3.5, four different affine systems
result. The respective stochastic discrete-time state equations of the augmented model
are

To(k +1) = Eaa(k) + Fovs(k) + £(K), (3.20)

where z = {1,2,3,4} corresponds to the four operating modes of the converter.

The measured state vector is given by

ir(k)
x(k) = =Gz, (k) +v(k) (3.21)
UO(k)
and the matrices are
F, F, F
E, 0
Eza: aFla: 0 :F2a: 0 aFBa: 0 s
0 I
0 0 0

T

F,,=0 0 0 0], and (¥a=:[I I},

where, I is the identity matrix of dimension two and 0 are square zero matrices of

dimension two. The variables € € R* and v € R? denote the process and the measurement
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noise, respectively. These terms represent zero-mean, white Gaussian noise sequences
with normal probability distributions. Their covariances are given by E[¢£¢7] = Q and
E[vvT] = R, and are positive semi-definite and positive definite, respectively.

A switched discrete-time Kalman filter is designed based on the augmented model of
the converter. The active mode of the Kalman filter (one out of four) is determined by
the switching position and the operating mode of the converter.

Due to the fact that the state-update for each operating mode is different, four Kalman
gains K, need to be calculated. Consequently, the equation for the estimated state &, (k)
is

Bl + 1) = Buyioa(k) + K. Gu(a(k) — &a(k)) + Fogou(k). (3.22)

The Kalman gains are calculated based on the noise covariance matrices, ¢ and R.
These matrices are chosen such that high credibility is assigned to the measurements of
the physical states (iy, and v,), and low credibility to the dynamics of the disturbance
states (i, and v.). As a result, the Kalman filter provides estimates of the disturbances
that can be used to remove their influence from the output voltage and inductor current.

The estimated disturbance state . is used to adjust the output voltage reference v, e
60,ref = Vo,ref — @e . (323)

Hence, in (3.17) and (3.18) the modified voltage reference ¥, ¢ is taken into consideration,
instead of the given value v, yef.
Following the same procedure, the inductor current reference iy, o is adjusted using

the corresponding estimated disturbance state i, i.e.
gL,ref = iL,ref - %e . (324)
Moreover, the controller is based on the estimated states ©, and 7., rather than on

the measured ones, v, and iy,

3.3.1.5 Control Algorithm

The proposed control technique is summarized in Algorithm 3.1. The function f; stands
for the state-update given by (3.6), and g¢; refers to the function that calculates the
current error according to (3.9) or (3.13). For the average current error based approach,
p = 1 is used, whilst for the rms current error based one, p = 2 is chosen. In Fig. 3.8 the

control diagram of the proposed control strategy including both loops is depicted.

3.3.2 Direct Model Predictive Voltage Control

In this section an MPC voltage-mode scheme for dc-dc boost converters is presented.

Thereby, the output voltage is directly controlled by manipulating the controllable switch
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Algorithm 3.1 Direct Current-Mode MPC algorithm
function u*(k) = CURRMPC (z(k),u(k — 1))
JE (k) = o0; u*(k) = 0; (k) = z(k)
for all U over N do
Jy =0
for{=ktok+ N —1do
w(l+1) = fi(x(0),u(l))
it (0) = gy(@(0), 2(( + 1))
Au(l) =u(l) —u(l —1)
Jr = Jr +ipens(£) + A[Au(O)[?
end for
if J; < Ji(k) then
Ji(k) = J;, w(k) =U(1)
end if

end for

end function

S (Fig. 3.2). To do so, an optimization problem is formulated and solved in real-time.
Using an enumeration technique, the user-defined objective function is minimized subject

to the converter dynamics.

3.3.2.1 Objective Function

Since the control problem is formulated as a voltage regulation problem (see Fig. 3.1(a))
the objective function should consist of a voltage term. Thus, the objective function is

chosen as
E+N—1

T = 32 ([voen(t+ 1R + Aldu(elk)]) (3.25)
l=k

which penalizes the absolute values of the variables of concern over the prediction horizon
N, which is of finite length. The first term penalizes the absolute value of the output

voltage error

Uo,err(k) = Vo,ref — Uo(k) . (326)

Furthermore, in order to decrease the switching frequency and to avoid excessive switch-
ing, the difference between two consecutive switching states are penalized (as in (3.10)
and (3.14)), i.e.

Au(k) =u(k) —u(k —1). (3.27)

In (3.25) the weighting factor A > 0 sets the trade-off between output voltage error and

switching frequency, fs,. Once again, the sampling interval T, implicitly imposes an
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Figure 3.8: Control diagram of the direct model predictive current control scheme.

upper bound on the switching frequency, i.e. fs, < 1/(27%), as explained in Section 3.3.1.

3.3.2.2 Optimization Problem

The optimization problem underlying MPC at time-step k& amounts to minimizing the

objective function (3.25) subject to the converter model dynamics

minimize J(k)

(3.28)
subject to  (3.6).

As in the current optimization problem (3.15), the optimization variable is the sequence
of switching states over the horizon, which is U (k) = [u(k) w(k +1)...u(k+ N —1)]7.
Minimizing (3.28) yields the optimal switching sequence U™ (k)

U*(k) = argmin J (k). (3.29)

Out of this sequence, the first element w*(k) is applied to the converter. The procedure
is repeated at k£ 4+ 1, based on new measurements acquired at the following sampling
instance.

The optimization problem (3.28) is a mixed-integer nonlinear optimization problem
(like problem (3.15)). This is due to the fact that the mathematical model of the converter
given by (3.6a) for modes “1” and “2” is affine, and for mode “4” is linear, while the
expression for mode “3” is nonlinear. Therefore minimizing (3.28) is a challenging task.

A straightforward alternative is to solve it using enumeration (see Section 2.4). There-

fore, the procedure followed involves the following three steps. First, by considering all
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Figure 3.9: Prediction horizon with move blocking: a) output voltage, b) inductor current, and c)

control input. The prediction horizon has N = 10 time-steps, but the prediction interval

is of length 197y, since ns = 4 is used for the last Ny = 3 steps.

possible combinations of the switching states (v = 0 or u = 1) over the prediction horizon,
the set of admissible switching sequences is assembled. For each of the 2V sequences, the
corresponding output voltage trajectory is predicted and the objective function is evalu-
ated. The optimal switching sequence is obtained by choosing the one with the smallest

associated cost.

3.3.2.3 Move Blocking Scheme

A fundamental difficulty associated with boost converters arises when controlling their
output voltage without an intermediate current control loop, since the output voltage
exhibits a nonminimum phase behavior with respect to the switching action. For example,
when increasing the output voltage, the duty cycle of switch S has to be ramped up, but
initially the output voltage drops before increasing. This implies that the sign of the gain
(from the duty cycle to the output voltage) is not always positive.

To overcome this obstacle and to ensure closed-loop stability, a sufficiently long predic-
tion interval NTj is required, so that the controller can “see” beyond the initial voltage
drop when contemplating to increase the duty cycle. On the one hand, increasing N
leads to an exponential increase in the number of switching sequences to be considered
and thus dramatically increases the number of calculations needed. On the other hand,
long sampling intervals T, reduce the resolution of the possible switching instants, since
switching can only be performed at the sampling instants.

A long prediction interval NT, with a small N and a small T can be achieved by
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Figure 3.10: Effect of the move blocking scheme. In (a), without move blocking, a prediction horizon

of N = 20 steps of equal time-intervals is needed. In (b), with the move blocking strategy
employed, an N = 11 prediction horizon is sufficient to achieve the same closed-loop result
(N1 =7, Ny =4, and ns = 4, total length 23T5).

employing a move blocking technique [20]. For the first steps in the prediction horizon, the
prediction model is sampled with T}, while for steps far in the future, the model is sampled
more coarsely with a multiple of Ty, i.e. n Ty, with ny, € NT [46]. As a result, different
sampling intervals are used within the prediction horizon, as illustrated in Fig. 3.9. We
use V7 to denote the number of prediction steps in the first part of the horizon, which
are sampled with T,. Accordingly, N5 refers to the number of steps in the last part
of the horizon, sampled with n,7T;. The total number of time-steps in the horizon is
N = Ny + N,.

An illustrative example of the effectiveness of the move blocking strategy is depicted
in Fig 3.10. Assume that at time instant k7, the output voltage reference increases
in a stepwise manner and the output voltage is to follow that change. However, as
mentioned above, because of the nonminimum phase nature of the system, the output
voltage initially tends to decrease. In order to ensure that MPC is able to predict the final
voltage increase and will thus pick the corresponding switching sequence that achieves
this, in this example, a prediction interval of twenty time-steps is required, i.e. NT; = 20.

By employing the move blocking scheme, the eleven-step horizon N = 11, with
Ny =7, Ny =4, and n, = 4 suffices, resulting in a prediction interval of a 23 time-steps.
In this way, the computational cost is significantly reduced. Without move blocking, the
number of switching sequences to be examined is 220 = 1048576, and the state evolution
has to be predicted for 20 steps into the future. In contrast to this, when using the move
blocking scheme, the total number of sequences is 2'! = 2048, and the evolution of the

state needs to be calculated only for 11 steps. As a result, the computations required are
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decreased by three orders of magnitude, or 99.9%.

It is important to point out that a high timing resolution is required only around the
current time-step and the very near future. Further ahead, a rough timing resolution
suffices, due to the receding horizon policy. The coarse plan of the second part of the
prediction horizon is step by step shifted towards the beginning of the prediction horizon

and simultaneously refined.

3.3.2.4 Load Variations

In order to address time-varying and unknown loads, a Kalman filter is added, as the
one presented in Section 3.3.1.4. The Kalman filter estimates the converter states and
provides offset-free tracking of the output voltage due to its integrating action, despite
changes in the load. In that way the robustness of the controller is ensured even when
the converter operates under nonnominal conditions.

Therefore, this additional loop is employed to provide state estimates to the previously
derived optimal controller, where the load was assumed to be known and constant. The
output voltage reference will be adjusted so as to compensate for the deviation of the
output voltage from its actual reference.

Two integrating disturbance states, i, and v,., are introduced in order to model the
effect of the load variations on the inductor current and output voltage, respectively. The
measured state variables, iy, and v,, together with the disturbance state variables form
the augmented state vector given by (3.19), which is repeated here for the convenience

of the reader .
To = |i, Vo e ve] : (3.30)

consisting of the measured state variables, 77, and v,, and the disturbance states.
Hence, the stochastic discrete-time state equation of the augmented model is given
by (3.20), and repeated here

x,(k+1)=E,;x,(k) + F,.vs(k) + &(k), (3.31)
with z = {1,2, 3,4}, corresponding to the four modes of operation.
The measurement equation (3.21) is

x(k) = - =Gz, (k) +v(k). (3.32)

where the matrices FE.,, F',,, and G, are the same as in Section 3.3.1.4.
The process noise is denoted by € € R* and the measurement noise by v € R2. Both of
the noise disturbances represent zero-mean, white Gaussian noise sequences with normal

probability distributions. The process noise covariance matrix is positive semi-definite
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and it is given by E[¢¢'] = Q. The measurement noise covariance matrix is given by
Elvv’] = R, and it is positive definite.
The switched discrete-time Kalman filter implemented is given by (3.22), i.e.

Balk+ 1) = Buyia(k) + K.Ga(wa(k) — &0 (k) + Faguy(k). (3.33)

where K, is the Kalman gain, i.e. four unique Kalman gains need to be calculated, one for
each operating mode. Moreover, the noise covariance matrices @ and R are chosen such
that high credibility is assigned to the measurements of the physical states (iy, and v,),
whilst low credibility is assigned to the dynamics of the disturbance states (i, and v.).
The Kalman gains are calculated based on these matrices. The estimated disturbances,
provided by the resulting filter, can be used to remove their influence from the output
voltage. Hence, the disturbance state v, is used to adjust the output voltage reference
Vo,ref

60,ref = Vo,ref — @e . (334)

Thereby, the estimated states, i, and 0,, are used as inputs to the controller, instead

of the measured states, i, and v,.

Algorithm 3.2 Direct Voltage-Mode MPC algorithm
function u*(k) = VoLtMPC (&(k),u(k — 1))
J*(k) = o0y u*(k) = 0; (k) = x(k)
for all U over N do
J=0
for{=ktok+ N —1do
if / <k + N; then
2(0+1) = fila(0), u(t))
else
z(l+1) = fox(0), u(l))
end if
Voert (£ + 1) = Ugret — Uo(€ + 1)
Au(l) =u(l) —u(l —1)
J=J 4+ Vperr (0 + 1) + A|An(l)]
end for
if J < J*(k) then
J(k)=J,u*(k)=U(1)
end if

end for

end function
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3.3.2.5 Control Algorithm

The proposed control concept is summarized in Algorithm 3.2. The function f stands for
the state-update given by (3.6), with the subscripts 1 and 2 corresponding to the sampling
interval being used, i.e. Ty and n T}, respectively. Fig. 3.11 depicts the flowchart of the
introduced MPC algorithm, while the block diagram of the entire control scheme is shown
in Fig. 3.12.

3.4 Simulation Results

3.4.1

In this section simulation results are presented demonstrating the dynamical performance
of the proposed model predictive current controller. The simulations focus on the new

MPC strategy for the current loop and its dynamical properties; at this point the behavior

Current-Mode MPC

Figure 3.11: Flowchart of the of the direct model predictive voltage control algorithm.
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Figure 3.12: Block diagram of the of the direct model predictive voltage control scheme and Kalman
filter.

of the whole system is not presented to not obstruct the dynamical analysis. Thus,
for both approaches the same scenario is examined, namely a step-down change in the
inductor current reference. The behavior of the converter in both CCM and DCM is
examined.

The circuit parameters are L = 150 uH, Ry, = 0.2Q and C, = 220 uF. The load re-
sistance is assumed to be known and constant for all operating points; it is equal to
R = 73€). Initially, the input voltage is vy, = 20V, while the output reference voltage is
set equal to v, rer = 53.5V, corresponding to the reference inductor current iy o = 2 A.

Regarding the objective function, the weighting factor is tuned in such a way that
the switching frequency in both approaches is approximately the same, i.e. A = 0.3 for
the first approach and A = 0.6 for the second. The prediction horizon is N = 5, and the
sampling interval is Ts = 2.5 pus.

The converter initially operates under nominal conditions. At time ¢t =0.1ms, a
change to the inductor current reference from iy, et = 2 A to iy ef = 0.7 A occurs. As can
be seen in Fig. 3.13, for both approaches, the inductor current reaches very quickly the
new desired level. The switching frequency is about f,, ~ 45kHz. Since the operating
points and the corresponding switching frequencies are the same in both approaches, the
current ripples observed are identical.

The main difference between the two proposed approaches can be observed in Fig. 3.14,
which relates to the converter operating under nominal and steady-state conditions. The

impact of varying the weighting factor A is investigated. The corresponding output volt-
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Figure 3.13: Simulation results for the step-down change scenario: a) inductor current for the first
(solid line) and the second (dashed line) approach, and inductor current reference (dotted
line), b) pulses for the first (solid line) and the second (dashed line) approach.

age error, given by

1 N
Vo,err = N ( Z Vo,ref — /Uo(k))Q ) (335>
k=1

and the switching frequency f,, are depicted. As can be seen, the average current error-
based approach results in a lower switching frequency with zero tracking error, which
means that lower switching losses can be achieved with this approach. On the other
hand, the rms current error-based approach leads to higher switching frequencies, when
A is very small, due to the quadratic penalty. Such high switching frequencies tend to
result in even faster transient responses.

This can be seen in Figs. 3.15 and 3.16. When the weighting factor is tuned to be the
same in both approaches, i.e. A = 0.3 then the dynamical behavior of the system differs.
In Fig. 3.15 the response of the controller in a step-up change in the current reference is
depicted. At time ¢t = 0.1ms, a change to the inductor current reference from iy, ,f = 2A
to irref = 3A occurs. As can be seen in Fig. 3.15, the inductor current very quickly
reaches the new desired level, in both approaches. However, as mentioned above, due to
the quadratic penalty used in the second approach (rms-based approach) the deviation
of the current from its reference is penalized more heavily resulting in a smaller ripple,
thus in a higher switching frequency. Because of these reasons the current in the second
approach regulates to its reference slightly faster.

Furthermore, a step-down variation in the current reference is investigated. At time
t = 0.1ms, the reference value changes from iy, e = 3 A to iz ef = 1 A. The response of

the converter is depicted in Fig. 3.16. In both approaches the current decreases very fast
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Figure 3.14: Effect of the weighting factor A on the output voltage error v, ¢ and the switching
frequency fs, for the average current error-based (blue) and the rms current error-based

(red) approach; the converter operates under nominal conditions.

to its new desired level. The behavior of the controller for both approaches is very similar,
and the same observations are made, i.e. the current in the second approach settles to its
reference faster. Finally, as can be seen, for the average-based approach, because of the
high ripple current the converter operates in DCM, since the current reaches zero for an

amount of time.

3.4.2 Voltage-Mode MPC

In this section simulation results are presented to demonstrate the performance of the
proposed voltage-mode controller under several operating conditions. Specifically, the
closed-loop converter behavior is examined in both CCM and DCM. The dynamic per-
formance is investigated during start-up. Moreover, the responses of the output voltage
to step changes in the commanded voltage reference, the input voltage and the load are
illustrated.

The circuit parameters are L = 450 uH, Ry, = 0.3€2 and C, = 220 uF. The nominal
load resistance is R = 73 (). If not otherwise stated, the input voltage is v = 10V and
the reference of the output voltage is v, ef = 15V.

The weight in the objective function is A = 0.1, the prediction horizon is N = 14 and
the sampling interval is Ty = 2.5 us. A move blocking scheme is used with N; = 8, Ny = 6
and ng = 4, i.e. the sampling interval for each of the last six steps in the prediction interval
is Ty = 10 us. Note that the length of the prediction horizon in time should be as long as
possible. A horizon of about 80 us is sufficient. The first part of the prediction horizon
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Figure 3.15: Simulation results for the step-up change scenario: a) inductor current for the first (solid
line) and the second (dashed line) approach, and inductor current reference (dotted line),
b) pulses for the first (solid line) and the second (dashed line) approach.

: -
T
AR
IR
[ :| o :
A
PO PPN R B S L B
0 1 1 1 1 1 1 1
0 0.025 005 0.075 0.1 0.125 0.15 0.175 0.2 0 0.025 005 0.075 0.1 0.125 0.15 0.175 0.2
Time [ms] Time [ms]
(a) (b)

Figure 3.16: Simulation results for the step-down change scenario: a) inductor current for the first
(solid line) and the second (dashed line) approach, and inductor current reference (dotted
line), b) pulses for the first (solid line) and the second (dashed line) approach.

should be finely sampled, since switching is possible only at the sampling instants. As
such, the sampling interval T, should be as small as possible. The number of steps in the
prediction horizon N = N; + Ny determines the computational complexity. To ensure
that the control law can be computed within 7, N should be relatively small, leading to

the choice made above. Finally, the covariance matrices of the Kalman filter are chosen
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Figure 3.17: Simulation results for nominal start-up: a) output voltage (solid line) and output voltage

reference (dashed line), b) inductor current.
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3.4.2.1 Nominal Start-Up

The first case to be examined is that of the start-up behavior under nominal conditions.
As can be seen in Fig. 3.17, the inductor current is very quickly increased until the
capacitor is charged to the desired voltage level. The output voltage reaches its reference
value in about ¢t &~ 1.8 ms, without any noticeable overshoot. Subsequently, the converter

operates in DCM with the inductor current reaching zero.

3.4.2.2 Step Changes in the Output Reference Voltage

Next, step changes in the reference of the output voltage are considered. First, a step-
up change in the output reference voltage is examined: at time t = 2ms the reference
is doubled from v, ef = 15V t0 vy = 30 V. As can be seen in Fig. 3.18, the controller
increases the current temporarily in order to quickly ramp up the output voltage. Note
that this favorable choice is made by the controller thanks to its long prediction horizon
and despite the nonminimum phase behavior of the converter. Once the output voltage
has reached its reference, the inductor current is decreased to the level that corresponds to
the steady-state power balance. The controller exhibits an excellent behavior during the

transient, reaching the new output voltage in about ¢ ~ 1.8 ms, without any overshoot.
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Figure 3.18: Simulation results for a step-up change in the output voltage reference: a) output voltage

(solid line) and output voltage reference (dashed line), b) inductor current.
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Figure 3.19: Simulation results for a step-down change in the output voltage reference: a) output

voltage (solid line) and output voltage reference (dashed line), b) inductor current.

Furthermore, the behavior of the controller is tested under a step-down change in
the output reference voltage. At time ¢ = 2ms, the output voltage reference changes
from v, ref = 20V t0 vy per = 15 V; the segment of interest is depicted in Fig. 3.19. Since
the proposed MPC strategy is formulated as a voltage-mode controller effort is put into
decreasing the voltage to its new desired level as quickly as possible. To do so, the con-
trollable switch is turned off, the current instantaneously reaches zero, and the capacitor

discharges through the load until it reaches its new demanded value in about ¢ ~ 1.2 ms.
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Figure 3.20: Simulation results for a step-up change in the input voltage: a) output voltage (solid line)

and output voltage reference (dashed line), b) inductor current.
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Figure 3.21: Simulation results for a step-down change in the load: a) output voltage (solid line) and

output voltage reference (dashed line), b) inductor current.

3.4.2.3 Step Change in the Input Voltage

Operating at the steady-state operating point corresponding to v, e = 30V, the input
voltage is changed in a step-wise fashion. At time ¢ = 0.4ms the input voltage is in-
creased from vy = 10V to vy = 15 V. The transient response of the converter is depicted
in Fig. 3.20. The output voltage remains practically unaffected, with no undershoot ob-

served, while the controller settles very quickly at the new steady-state operating point.
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3.4.2.4 Load Step Change

The last case examined is that of a drop in the load resistance. As can be seen in Fig. 3.21,
a step-down change in the load from R = 732 to R = 36.5Q occurs at t = 1 ms (the input
voltage is vs = 15V, and the output voltage reference is v, et = 30 V). The Kalman filter
adjusts the output voltage reference to its new value so as to avoid any steady-state
tracking error. This can be observed in Fig. 3.21(a); after the converter has settled at

the new operating point, the output voltage accurately follows its reference.

3.5 Experimental Results

To further investigate the potential advantages of the proposed algorithms (the direct
model predictive current and voltage controllers), the controllers were implemented on a
dSpace DS1104 real-time system. A boost converter was built using an IRF620 MOSFET
and a MURS840 diode as active and passive switches, respectively. The physical values
of the circuit parameters are L =450 uH, R, =0.3Q and C, = 220 uF. The nominal
conditions refer to an input voltage of vy = 10V and a load resistance of R = 73€Q. If
not otherwise stated, the output voltage reference is v, = 15 V. Hall effect transducers

were used to acquire the voltage and inductor current measurements.

3.5.1 Current-Mode MPC

The proposed current-mode MPC strategy is executed every Ty = 15 us and a prediction
horizon of three steps is used (N = 3). The weighting factor in the objective function
is set to A = 0.4. Depending on the tuning of A\, both control approaches yield similar
results, as shown in Section 3.4.1. Therefore, it suffices to present the dynamic behavior
of only one methodology. This section focuses on the average current error-based ap-
proach. Regarding the Kalman filter, the covariance matrices are the same as those in
Section 3.4.2, i.e.

3.5.1.1 Nominal Start-Up

First, the dynamic behavior of the converter during start-up and nominal conditions is
investigated. As can be seen in Fig. 3.22(b), the inductor current quickly increases in

order to charge the capacitor to the desired voltage level. The output voltage reaches its
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Figure 3.22: Experimental results for nominal start-up: a) output voltage, and b) inductor current.
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Figure 3.23: Experimental results for a step-up change in the output voltage reference: a) output

voltage, and b) inductor current.

reference in ¢t ~ 3 ms with a small overshoot, see Fig. 3.22(a). After the transient, the

inductor current reaches its nominal value and the converter operates in DCM.

3.5.1.2 Step Change in the Output Reference Voltage

Next, a step-up change in the reference of the output voltage is considered. At time
instant ¢ ~ 4.5 ms the output voltage reference steps up from its initial value, i.e. from
Vo et = 10V 10 U et = 30V, see Fig. 3.23. As previously, the inductor current rapidly in-
creases (Fig. 3.23(b)) so as to charge the capacitor to the new desired level. Initially, the
output voltage briefly decreases due to the nonminimum phase characteristic of the sys-

tem, before it increases, see Fig. 3.23(a), reaching its reference value without an overshoot
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Figure 3.24: Experimental results for a ramp change in the input voltage: a) input voltage, b) output

voltage, and c) inductor current.

occurring. The transient lasts for about ¢ ~ 3.5 ms.

3.5.1.3 Ramp Change in the Input Voltage

For the third case, a ramp change in the input voltage is imposed, starting at ¢ ~ 16 ms
and lasting until £ ~ 38 ms, as can be seen in Fig. 3.24(a). The input voltage is manually
increased from vy = 10V to vy = 13.5'V, while the output voltage reference is v, yef = 30 V.
The effects on the output voltage and the inductor current are shown in Figs. 3.24(b)
and 3.24(c), respectively. During this interval, the inductor current decreases until it
reaches its new nominal value. The output voltage is not affected by the change in the

input voltage and remains equal to its reference value.
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Figure 3.25: Experimental results for a step change in the load: a) output voltage, and b) inductor

current.

3.5.1.4 Load Step Change

Finally, a step down in the load resistance is examined. At t =~ 4.5 ms the load resistance
is halved, from its nominal value of R = 73 ) to R = 36.5¢). In Fig. 3.25 the closed-loop
performance of the converter is depicted. The Kalman filter adjusts both the output
voltage and the inductor current references. The average value of the current is instan-
taneously doubled, see Fig. 3.25(b), while a small undershoot in the output voltage is
observed during the transient, see Fig. 3.25(a). When the converter reaches steady-state
operation, a zero steady-state error is achieved thanks to the integrating character of the
Kalman filter.

3.5.2 Voltage-Mode MPC

Due to computational restrictions imposed by the computational platform, a six-step
prediction horizon was implemented, i.e. N = 6 and the sampling interval was set to
Ts = 10 us. The prediction horizon was split into Ny =4 and Ny = 2 with ny, = 2. The
weight in the objective function was chosen as A = 0.5. The covariance matrices of the
Kalman filter are the same as in Section 3.4.2, i.e.

0.1 0 0 0
0 0.1 0 0 1 0
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Figure 3.26: Experimental results for nominal start-up: a) output voltage, and b) inductor current.
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Figure 3.27: Experimental results for a step-up change in the output voltage reference: a) output

voltage, and b) inductor current.

3.5.2.1 Nominal Start-Up

In Fig. 3.26 the output voltage and the inductor current of the converter are depicted
during start-up. The inductor current rapidly increases to charge the output capacitor
to the reference voltage level as fast as possible. The output voltage reaches its desired
value in about ¢ ~ 1.8 ms. Subsequently, the inductor current reaches its nominal value

and the converter operates in DCM.

3.5.2.2 Step Changes in the Output Reference Voltage

The second case to be analyzed is that of the transient behavior during step changes

in the output reference voltage. A step-up change in the output reference voltage from
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Figure 3.28: Experimental results for a step-down change in the output voltage reference: a) output

voltage, and b) inductor current.

Vo et = 15V 10 Vprer = 30V occurs at ¢ ~ 1.7ms. The response of the converter is illus-
trated in Fig. 3.27. The inductor current instantaneously increases, enabling the output
voltage to reach its new desired level as fast as possible. This happens in about ¢ ~ 1.9 ms,
without a significant overshoot.

Moreover, a step-down change, illustrated in Fig. 3.28, is investigated. The output
reference voltage changes from v, e = 20V t0 V5,0 = 15V at t = 1.9 ms. As can be seen,
the controller exhibits a favorable performance; the inductor current is instantly reduced
to zero so as to allow the capacitor to discharge through the resistor, and the converter

reaches the new steady-state operating point in about ¢ ~ 1.2 ms.

3.5.2.3 Ramp Change in the Input Voltage

Subsequently, the input voltage is manually increased from vy = 10V to vy = 15V (the
output reference voltage is v, of = 30 V), resulting in a voltage ramp from ¢ ~ 16 ms until
t ~ 38 ms, see Fig. 3.29. During the transient, the inductor current changes accordingly
in a ramp-like manner down to its new steady-state value. It can be seen that the output
voltage remains unaffected and is kept equal to its reference value, implying that input

voltage disturbances are very effectively rejected by the controller and the Kalman filter.

3.5.2.4 Load Step Change

The last case examined is that of a step-down change in the load resistance occurring
at t = 1.2ms. With the converter operating at the previously attained operating point,
the load resistance is halved, i.e. from R =73 to R = 36.5€). As can be observed in
Fig. 3.30, the Kalman filter quickly adjusts the voltage reference accordingly, resulting
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Figure 3.29: Experimental results for a ramp change in the input voltage: a) input voltage, b) output

voltage, and c) inductor current.

in a zero steady-state error in the output voltage, thanks to its integrating nature.

3.6 Conclusions

In this chapter, a current-mode and a voltage-mode controller formulated in the frame-
work of model predictive control (MPC) have been proposed. The discrete-time model of
the converter, used by both the current and the voltage controller, is designed such that
it accurately predicts the plant behavior both when operating in continuous (CCM) as
well as in discontinuous conduction mode (DCM). As a result, the formulated controller
is applicable to the whole operating regime, rather than just to a particular operating
point.

For the current-mode controller two different MPC approaches based on enumeration
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Figure 3.30: Experimental results for a step-down change in the load: a) output voltage, and b)

inductor current.

have been introduced. The implementation of MPC as a current controller (rather than a
voltage controller) enables the use of a relatively short prediction horizon, since the cur-
rent exhibits a minimum-phase behavior with respect to the control input. Therefore, the
required computational power is significantly reduced. The outer loop is augmented by a
Kalman filter, suitable for all operating modes. This state estimation scheme is designed
so as to cope with all possible disturbances and uncertainties, which might arise from
real-world nonidealities. To this end, the controller aims at rejecting all disturbances,
including load and input voltage variations. The performance of the proposed methods
are compared via simulations. Both MPC approaches yield a similar favorable behavior
during transients. Moreover, experimental results—for the average current error-based
approach—are provided, validating the effectiveness of the proposed controller and a high
degree of robustness to parameter variations.

For the voltage-mode controller, the proposed MPC approach based on enumeration
aims to directly regulate the output voltage along its reference, without the use of an
underlying current control loop. With MPC operating at the physical limits, the supe-
rior dynamical behavior of the controller is guaranteed. Since the converter model is
included in the controller, the time-consuming tuning of controller gains is avoided. The
computational complexity is somewhat pronounced, but kept at bay by using a move
blocking scheme; with this strategy a significant reduction of the computations required
is achieved and thus the real-time implementation of the controller is facilitated. A load
estimation scheme, namely a discrete-time switched Kalman filter, is implemented to ad-
dress time-varying and unknown loads and to ensure robustness to parameter variations;
thanks to its integrating action, it provides offset-free tracking of the output voltage. Sim-

ulation and experimental results demonstrate the potential advantages of the proposed
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methodology.

The proposed schemes carry several benefits. The very fast dynamics achieved by
MPC, combined with its inherent robustness properties, are some of its key beneficial
characteristics. Furthermore, thanks to the fact that the control objectives are expressed
in the objective function in a straightforward manner, the design process is simple and
laborious tuning is avoided. These benefits outweigh the drawbacks, which arise from
the variable switching frequency due to the absence of a modulator and the direct ma-

nipulation of the converter switches.
Future Research

Working on the stability analysis of the derived optimal control schemes is certainly a
challenging topic to be investigated. Furthermore, tuning the control effort term weight-
ing factor in such a way so that a constant switching frequency results for a wide range
of operating points is an open issue. Finally, another interesting point is to implement

strategies to further reduce the computational complexity of the MPC-based algorithms.



Chapter 4

Cascaded H-Bridge Multilevel Rectifiers

4.1 Introduction

Multilevel converters are power converters that are widely used in the area of high-power
medium-voltage energy control [121]. From oil, chemical and water plants to power
generation, energy transmission and electric motor drive systems, multilevel converters
have proved indispensable since they provide a cost-effective solution [39].

The basic concept of multilevel converters is to synthesize a sinusoidal voltage from
several levels of voltages. To do so, a series of power semiconductor switches with several
lower voltage dc sources—typically capacitor voltage sources—are used to synthesize a
staircase voltage waveform. The more the voltage levels are, the closer to the sinusoidal
voltage is the synthesized staircase voltage. Therefore, by appropriately turning on and
off the power switches of the converter, different voltage levels result, since the multiple
dc sources are aggregated in several ways. In this way, higher voltage levels are achieved.

From the above, it is straightforward to conclude that the widespread success of
multilevel converters lies on the fact that they can achieve high power and voltage levels,
while the rated voltage of the power switches is small, since it depends only upon the
rating of the dc voltage sources to which they are connected. Hence, shorter turn-on and
turn-off times are allowed compared to switches of higher voltage ratings, resulting in
lower switching and conduction losses, and thus in an improved efficiency of the system.

However, this is not the only advantage of this class of converters, but they carry
several additional attractive features compared to the conventional two-level converter.
Since the multilevel staircase voltage approximates a sinusoidal waveform this means that
the ac voltage is of good quality with low distortion. In addition, due to its staircase
nature the dv/dt stresses are significantly reduced, and thus electromagnetic compatibility

problems are avoided. Furthermore, multilevel converters draw ac currents with low

71
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distortion, despite the fact that they can operate at very low switching frequency. Finally,
assuming inverter operation, the stress in the bearings of a motor driven by a multilevel
converter is reduced owing to the low common-mode voltage [25].

On the other hand there are some disadvantages. The most prominent drawback of
multilevel converters is the increased number of power switches needed. Since each switch
requires a related gate drive circuit the cost of the overall system increases. Furthermore,
reliability issues may arise due to the greater number of switches. Finally, more complex
control techniques are required, not only to overcome a potential fault in a switch element,
but also to meet the more demanding operational requirements.

Nowadays, three different major multilevel converter structures exist: cascaded H-
bridge (CHB) [52], neutral point clamped (NPC) [106], and flying capacitor (FC) [101].
Each of these topologies has its own characteristics, trade-offs, advantages and disad-
vantages. In the present chapter we focus on the CHB multilevel converter—operated
as rectifier—and thus the analysis of the other two topologies is out of the scope of this

chapter.

4.1.1 Control of CHB Multilevel Rectifiers

Among the multilevel converters, the CHB embodies the qualities of the most attractive
topology in comparison to the NPC and the FC. The reasons for this are the reduced
number of the switching devices, as well as its high modularity [119]. Furthermore, it has
an increased fault tolerance due to the independent operation of the cascade-connected
H-bridge modules (or cells).

However, several issues are still open, specifically, when the topology is operated as
a multilevel rectifier. In this mode of operation, the CHB rectifier aims to achieve n—
independently performing—isolated dc buses, resulting in the need for more complex
control strategies. In addition, the converter has to operate always under unity power
factor with minimum power losses, while at the same time respecting the operational
limits imposed by the topology [134]. Thus, numerous research works have been reported
in literature.

The standard approach to the control problem is to employ two loops. The outer—
slow—Iloop, is the voltage loop, and the inner—fast—loop is the current loop. For the
outer loop the conventional PI controllers are used to achieve the voltage regulation. One
PI controller is used for each cell so as to regulate the respective output voltage to its
desired level. The outputs of the PI controllers, in turn, determine the reference value of
the input (ac) current, see Fig. 4.1.

For the inner loop several algorithms have been developed to meet most of the control
goals. Contemporary research has engaged unique control schemes based on both linear

and nonlinear techniques. From the current loop the control signal is derived, which is
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Figure 4.1: Current control block diagram of CHB multilevel rectifier (i € {1,2,...,n}).

forwarded either to a modulator in order to control the pulses of the converter switches,
or, in the absence of a modulator, directly to the switches (Fig. 4.1). However, in the
majority of the introduced schemes a modulator is employed since it gives the benefit of
constant switching frequency. A high percentage of the proposed modulation strategies
rely on the multicarrier approach (multicarrier PWM—MPWM) [55,76,78,87], while oth-
ers use conventional [86] or generalized [85] modulation methods with low computational
complexity exhibiting noteworthy performance.

Linear, PI-based control schemes are developed for the CHB multilevel rectifier in [22,
33]. In [22] the presence of a PI controller results in a steady-state error since the con-
trolled signal (the input current) is an ac signal. Furthermore, the proposed strategy is
not able to operate under asymmetrical voltage potentials. To overcome this, in [33] a
proportional-resonant (PR) controller is used instead; the steady-state error is eliminated,
and the dynamic performance of the controller is improved. Furthermore, a phase-shift
PWM (PSPWM) [129] technique is used to reduce the harmonics in the multilevel volt-
age'. In addition, an adequate performance under unbalanced output cell voltages is
achieved. Nevertheless, the inherent disadvantages of linear controllers still exist: since
controllers of this type are usually tuned to achieve the desirable performance only over
a narrow operating range, the performance outside this range deteriorates significantly.

For improved robustness a hysteresis current controller is implemented in [91] and
in [60]. The method provides fast dynamics and zero steady-state error. However, the
direct manipulation of the switches results in a variable switching frequency. Besides

that, the proposed technique does not achieve decoupling of the cells, and thus it is not

'PSPWM is a modulation technique which is based on the classic carrier-based sinusoidal PWM
(SPWM) that uses phase shifted modulation signals.
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suitable for operation under uneven output cell voltages and unbalanced loads.

A different nonlinear approach that yields similar satisfactory results in terms of
robustness is designed in the framework of sliding mode control [62]. The decoupling
of the H-bridge cells is achieved, and therefore the independent control of each module,
i.e. the desired regulation of the dc voltages is attained even in cases of different voltage
references and loads. For this strategy a modulator is not required, thereby the converter
operates with a variable switching frequency. Furthermore, the control design approach
generates aggressive control effort to reduce the tracking error, resulting in significant
output voltage over- and undershoots during transients.

For the estimation of the model parameters an adaptive-passivity control is introduced
in [23]. The proposed scheme is capable of regulating the voltage under asymmetric oper-
ating conditions due to the load estimation of each module. Moreover, model mismatches
and uncertainties due to real-world nonidealities are successfully tackled. Hence, the ro-
bustness of the controller is guaranteed even if the mismatches between the theoretical
and actual parameter values are substantial. Nonetheless, a high switching frequency
is required, resulting in increased switching losses, while the computational burden is
particularly high.

On the other hand, for switching frequency reduction and power losses minimiza-
tion selective harmonic elimination PWM (SHE-PWM) control [135] is very promising
candidate. This strategy ensures that the dc-link capacitor voltages for each cell of the
converter are always balanced, even when the loads of the individual cells are not. This
implies that the algorithm is not applicable to asymmetrical voltage potential.

Despite the effectiveness of the existing control approaches, there are still open tasks
such as ease of controller design and elimination of tuning. Furthermore, the majority of
the proposed strategies are suitable for a limited range of operation, i.e. balanced output
cell voltages and loads. Therefore, in order to successfully tackle these issues—and thanks
to the rapid development of fast microprocessors—computationally demanding MPC-
based algorithms have been implemented [32,131,133,138], as well. Despite the fact that
in [32,131] the CHB converter is operated as an inverter the main control objectives
are the same with those for a rectifier operation. The MPC-based strategies exhibit
satisfactory performance, with fast transient responses, and reduced computational effort,
since switching constraints are taken into account. However, a one-step prediction horizon
is used, meaning that stability issues may arise. A one-step prediction horizon is employed
in [133,138], too, where the CHB converter is operated as a rectifier, thus the same
problems are present. In addition, the formulated objective function in [133] consists
of many different terms, i.e. laborious tuning is required in order to approximate the
trade-offs between these terms.

In this work, an MPC strategy is adapted to the CHB multilevel rectifier consisting
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of n cells. By directly manipulating the switches of the converter the regulation of the
sinusoidal input current to its reference is achieved, and it is kept in phase with the
supply voltage. Furthermore, the proposed control scheme aims to achieve independent
voltage regulation of the H-bridge cells. A voltage term is added in the objective function
that maintains and improves the effectiveness of the strategy introduced under transient
operating conditions; the proposed algorithm exhibits favorable performance during tran-
sients. Moreover, the controller is able to stabilize the system for the entire operating
regime due to the exhaustive search of all the possible switching combinations. These
benefits overshadow the drawbacks of the proposed technique such as the increased com-
putational complexity and the variable switching frequency resulting from the absence of
a modulator. However, a method to impose constraints on the switching transitions is
proposed; the number of the transitions to be evaluated in real-time is reduced, and thus

the computational effort required.

4.2 Model of the Cascaded H-Bridge Multilevel Rec-
tifier

4.2.1 Continuous-Time Model

The topology of the CHB rectifier with n cells connected in series is illustrated in Fig. 4.2.
The ac side consists of a boost inductance L, with internal resistor R;. At the dc side
each cell consists of a filter capacitor C,,, where ¢ € {1,2,...,n} denotes the number of
the cell, connected in parallel with the load.

Each H-bridge cell is composed of four switches S;;2, where j € {1,..., 4} refers to the
respective switch of the cell. The switches of each cell operate dually and in pairs denoted
by T;,, with p € {1,2}; the odd indexed switches (S;; & S;3) form one pair (p = 1) and
the even indexed (S;y & Sj4) the other (p = 2). The possible switching combinations of
the ith cell of the converter are: T;;T;, = 10, T;1T;5 = 00, T;1T;5 = 01 and Tj Ty = 11,
where “0” denotes the off state of the upper switch of the pair and “1” the on state.
In Table 4.1 the switching combinations for an n-cell CHB rectifier and the resulting
reflected multilevel voltage to the ac side are summarized. The symbolism “{7” stands
for the case where the switching states T, of both pairs of the ith cell are the same, i.e.
Ti1Tio = 00 or T;1T;o = 11. Furthermore, in Table 4.2 the switching combinations and the
corresponding level of the voltage v, for a two-cell CHB rectifier are summarized.

The state-space representation of the CHB multilevel rectifier in the continuous-time

2Usually each switch is composed of an IGBT and an anti-parallel freewheeling diode.
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Figure 4.2: Topology of the single-phase CHB multilevel rectifier consisting of n cells connected in

series.

domain is of the form

d";_ff) = (A1 + Agu(t))(t) + Bw(k) (4.12)
y(t) = Cz(t), (4.1b)

where
T

z(t) = [z’s(t) Vo) e wa(B)] (4.2)

is the state vector, encompassing the inductor current and the output voltages of the
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Table 4.1: Switching States of a Single-Phase Cascaded H-Bridge Multilevel Rectifier Consisting of n
Cells and ac Side Voltage v,y

TuTiy  TaThy  TuTa Uab
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10 -t 01| ey Yoo — Deer Vo
Hoo et 0,i€0
tt .-« 01 --- 01 > cer Vo

H:{CGN*|CSTL, TCITC2:1O}
,C:{fGN*|§§n, Tng@:Ol}
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Table 4.2: Switching States of a Single-Phase Cascaded H-Bridge Multilevel Rectifier Consisting of
Two Cells and ac Side Voltage v

TiT TnTx Uab
10 10 Voy + Vo,
10 il Vo,
il 10 Voy
10 01 Vo, — Voy
01 10 Uy — Vo,
il il 0
il 01 — Vo,
01 il — o,
01 01 —Vp; — Vgy

individual cells. The input matrix w(t) € R™*™ with m = n + 1, is given by

[dyy 0 . 0 . 0 |
d; 0 0 0
u(t)= | , (4.3)
dnl 0 O 0
L O dm2 te dmiJrl te danrl_
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where the entries of the matrix are

diy = dmz‘+1 = Uj1 — Us2 -

(4.4)

The binary variable u;, € {0,1} is introduced in order to model the switching state of

each dually operated pair of switches 7j,; u;, = 1 refers to the case where T}, = 1, and

wip = 0 to the case being T;, = 0. The input voltage vs(t) and the load current 4,,(t) of

each cell form the vector of the disturbances

wit) = [0(0)  in®) ... z’on(t)]T,

while the respective output voltages are considered as the output, i.e.

y(t)z[fuol(t) von(t)r.

Finally the matrices Ay, Ay, B € R™*™ and C € R™*™ are given by

—fAe 0
0 0 0
Al = )
0 0 0
0 0 0o -1
1
o 0 0 0
Ay =10 Ci ;
0 0
0 0 & 0
1 0 0
0 - 0
B = Cor :
0 0 0 -z
0 1 0 0]
0 0 1 0
C =
0 0 0 1]

(4.5)

(4.6)

(4.7)

(4.8)

(4.10)
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4.2.2 Discrete-Time Model

The MPC controller is built around the discrete-time state-space model of the converter.
The discrete-time model suitable to serve as an internal prediction model for the con-
troller is derived by discretizing the continuous-time model (4.1) using the forward Euler

approximation approach. This yields:

xz(k+1) = Ag(u)x(k) + Baw(k) (4.11a)
y(k) = Cax(k). (4.11b)

The matrices are Ay(u) = (I + A1Ts + AsTsu(k)), By =TsB, and C; = C, where I
is the identity matrix and T} is the sampling interval, and the matrices A;, A, B and
C are detailed in Section 4.2.1.

4.3 Optimal Control of CHB Multilevel Rectifiers

In this section an MPC scheme for the CHB multilevel rectifier is introduced. The
variables of concern are controlled by directly manipulating the switches of each cell,
thus a modulator is not required.

For the CHB multilevel rectifier the control objectives are multiple and of equivalent
importance. Firstly, the input current i, of the topology should be sinusoidal and in
phase with the supply voltage v, resulting in a unity power factor. Furthermore, the
harmonic content of the current should be kept as low as possible, with a low total
harmonic distortion (THD), while simultaneously the switching frequency should remain
low in order to reduce the switching losses. Finally, the output voltage of each cell v,

should accurately track its reference, and remain unaffected by changes in the load.

4.3.1 Objective Function

The chosen objective function to be minimized in real-time is:

k+N-1
) = 37 (sl + LR + o€+ RN+ N Au(@R)]) . (412)
=k
which penalizes the evolution of the variables of concern over the finite prediction horizon
N using the 1-norm (sum of absolute values).

The first term in (4.12) stands for the input current error. In the control method
introduced here, the inner loop aims to regulate the inductor current to its reference,
derived from the outer loop. Therefore, the respective deviation is taken into account,
given by

b () = fnrer — is(k) (4.13)
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The second term defined as
1 n
o,err k)= — oref; — Vo, k 5 4.14
Vo,err (K) H;W,n Vo, (K)] (4.14)

is added to ensure the regulation of the output voltages of the rectifier cells to their
references even when they are of different levels. In (4.14) v,, is the dc component of the

output voltage of the ith cell, i.e.

Bo(k) = 2 3 vk~ D). (4.15)

where M € N* is the number of samples in one period of the second harmonic (relative
to the input voltage frequency) of the output voltage, i.e. 2MT, = T, with T being the
period of the input voltage. This means that when the rectifier operates under steady-
state conditions—assuming accurate regulation of the output voltage of each cell to its
reference—the voltage error given by (4.14) tends to zero. Thus, in steady-state operation
the inner control loop is a current loop; current regulation suffices. Thereby, the objective

function for steady-state operation is—approximately—of the form
k+N—1
Jass(B) = 37 (lisene(C+ 1R 1y + A Au(lB)]]1) (4.16)
=k
On the other hand, under transient conditions the voltage term is “active”; it con-
tributes to the improvement of the dynamic behavior of the system, since the controller
aims to eliminate the nonzero voltage error by fast charging the capacitors C,,. Further-
more, augmented by the outer loop presented in Section 4.3.3, it ensures a zero steady-
state voltage tracking error: when a difference between the actual and the reference
voltage of one cell exists, the total cost, as it is calculated by (4.12), increases, thereby
the controller should achieve both voltage and current tracking. However, in (4.14) the
mean value of all the voltage errors is considered; the term % is added so that the voltage
error term will not significantly overshadow the current error term, and thus deactivating
it. If the controller focuses only on the voltage error, then the current regulation will not
be achieved, and then stability issues may arise®.
Finally, the third term aims to decrease the switching frequency and to avoid excessive

switching, by penalizing the difference between two consecutive switching states, i.e.
Au(k) =u(k) —u(k —1). (4.17)

The weighting factor A € R sets the trade-off between the current and the output voltage
errors and the switching frequency fs,. Some guidelines for tuning the weighting factor A
are presented in [31]. In Section 4.4 additional information on the impact of the weighting

factor on the defined objective function are presented.

3This is due to the fact that the output voltage exhibits a nonminimum phase behavior with respect

to the switching action.
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4.3.2 Optimization Problem

The control input at time-instant k7, is obtained by minimizing the objective func-
tion (4.12) over the optimization variable, which is the sequence of switching states over
the horizon U (k) = [u(k) w(k +1)...u(k+ N —1)]". Thus the following constrained

optimization problem is formulated:

minimize J(k)

(4.18)
subject to  (4.11).

The underlying optimization problem is a mixed-integer optimization problem [12].
For solving such type of problems enumeration is a straightforward option (see Sec-
tion 2.4). By taking into account all possible combinations of the switching states (u;, = 0
or u;, = 1) the switching sequences to be examined are created. The evolution of the state
is calculated based on (4.11a) for each of the 22"V sequences and the objective function
is evaluated. The sequence U™ with the smallest associated cost is considered as the

optimal solution, given by

U*(k) = argmin J(k). (4.19)

Out of this sequence, the first element w*(k) is applied to the converter; the procedure
is repeated at k£ 4 1, based on new measurements acquired at the following sampling
instance. An illustrative example of the predicted state—here the inductor current—and
the sequence of the control actions, i.e. the switching state, is depicted in Fig. 4.3. Three
candidate switching sequences are shown for the prediction horizon N = 4, and for a CHB
rectifier consisting of two cells. In Fig. 4.3(a) the current of step k is the measured one,
while from k£ + 1 to k + N the current evolution is depicted according to the switching

sequences shown in Fig. 4.3(b).

4.3.3 Outer Loop

The outer loop is used for the voltage regulation. A PI controller is employed—one for
each cell—to regulate the respective output voltage to its reference value. The input of
the ¢th PI controller is the voltage error v, prer; = Voref;, — Vo, (s€€ Fig. 4.4). The reference
current gsyref derived, shown in Fig. 4.4, is further synchronized with the supply voltage
by a phase-locked loop (PLL), resulting in a sinusoidal reference current i yef.

The outer loop is tuned in such a way that the desired settling time and overshoot
are achieved during start-up or step changes in the output reference voltage of a cell.
In order to achieve a fast voltage regulation with as little overshoot as possible, the
dynamics of the output voltages were registered under reference voltage step changes.

The information acquired was used to adjust a simple first order model, and to select
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Figure 4.3: Three candidate switching sequences for a four-step prediction horizon, i.e. N = 4.

the gain parameters, ky,, and ki, of the n-PI controllers*. With this procedure, the
superior performance of the MPC-based inner loop is not deteriorated, as can be seen in
Section 4.5.

4.3.4 Control Algorithm

The proposed control strategy is summarized in Algorithm 4.1, where the function f
stands for the state-update given by (4.11).
The proposed control algorithm is shown in the block diagram in Fig. 4.4.

4.4 Discussion and Computational Complexity

4.4.1 Impact of Weighting Factor

As can be seen, in (4.12) the only term that needs to be tuned is the weighting factor \.
Therefore, the tuning procedure is significantly simplified. As mentioned in Section 4.3.1,
A is adjusted such that the desired switching frequency is achieved, by simultaneously
taking the trade-off between tracking error and switching effort into account. However,
the range of suitable values of A varies. It depends mainly on: (1) the number of the
cells of the converter, (2) the number of the steps in the prediction horizon, and (3) the

operating point.

1. Number of the cells of the converter: The size of the input matrix w(k), given

by (4.3), depends on the number of the cells. This means that for a converter

4The same values are used for the proportional gains kpr, of the n-PI controllers. The integral gains

kint, are set at equal values, as well.
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Algorithm 4.1 MPC algorithm
function u*(k) = CHBMPC (x(k),u(k —1),0,,)
J*(k) = ooy u*(k) =10
for all U over N do
J=0
for{ =ktok+ N —1do
ol +1) = f(o(l), u(l))
isere(l) = tgrer — 1s(£ + 1)
Voerr() = = 320 Vo re, — Uo, (£ 4 1)
Au(l) =u(l) —u(l —1)
J=J 4 iper(0)] + [Voerc(£)| + A Au(l)]
end for
if J < J*(k) then
J*(k)=J,u*(k) =U(1)
end if

end for

end function

inner loop —» MPC

T T T T T T T T T ey, w(k—1) !
| ‘ vy |
| P Discrete- s (0 +1]k) :
| time Vo, (0 + 1]k) Objective S | S | =
—:-» model [ ?n > function i | in o =
| A A |
L——"—'-I—_- ________________________________ 2n
l Z's,lref %s,rcf n-PI Uo,PLerr;
: controllers n n n Lo,
| outer loop
[ n-Loads
PLL

Figure 4.4: Block diagram of the proposed model predictive control (MPC) scheme.

consisting of many cells the contribution of the control effort term Aw to the ob-

jective function (4.12) is significant®. On the other hand, for a converter with a

°Note that the 1-norm—used in (4.12)—of a square matrix (Aw in (4.12)) is the maximum of the
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smaller number of cells, the contribution of the control effort term to the objective

function (4.12) is less.

2. Number of the steps in the prediction horizon: In (4.12) the switching transitions
over the prediction horizon N are penalized. The more the prediction steps, the
more the transitions that can take place within the horizon. Thus, the contribution
of the control effort term to the objective function (4.12) varies based on the length
of the prediction horizon. However, it should be mentioned that the contribution
of the current term also varies®.

3. Operating point: Usually, the weighting factor of the control effort term is tuned
around the nominal operating point (see, for example, [31]). However, when the
operating point changes, the contribution of the current error term to the objective
function changes, too (keep in mind that the voltage term is zero under steady-
state). On the other hand, the contribution of the control effort term Aw to the
objective function (4.12) remains the same. This is due to the fact that the entries
of the input matrix w(k) (4.3) do not depend on the operating point. According
to (4.4), the nonzero entries of the matrix are the difference between the switching
states of the upper switches of each cell of the converter. Therefore, these entries
are in {—1,0,+1} regardless of the operating point. This means, that for different
operating points and for the same value of the weighting factor, different switching

frequencies may result.

To further investigate the impact of the weighting factor A on the switching frequency
and the output voltage error a case of a two-cell CHB rectifier operating under steady-
state conditions is considered. The system parameters are shown in Table 4.3, while
the prediction horizon is N = 4. As can be seen, the sampling interval is Ty = 100 us;
this means that the maximum possible switching frequency is equal to fsy max = 5 kHz,
ie. fswmax = 1/(2T;). However, in reality the switching frequency is much lower; the
switches are not turned on and off every 27T.

In Fig. 4.5 the output voltage error given by (4.14) and the switching frequency fs,, are
depicted. As can be observed, an increase in the weighting factor causes a reduction in the
switching frequency. However, for values of A\ greater than A &~ 1.1 a steady-state voltage

error occurs. This is due to the fact that the controller puts more effort into penalizing

absolute column sums. Thus, the larger the number of the cells, the more the entries in each column of
the input matrix. Thereby, the sum of the entries in the first column, i.e. the column with the largest

number of nonzero entries, increases.
6The assumption that the voltage term is zero under steady-state operation is made, as explained in

the text (see Section 4.3.1), i.e. the objective function (4.12) is replaced—without loss of generality—
by (4.16).
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Table 4.3: System Parameters

Parameter Value

Number of cells n 2
Rated power P 1 kW
Nominal frequency  f 50 Hz
Input voltage vs || 110V rms
Boost inductance L 8mH
Internal resistance R, 0.7Q

Filter capacitance C,, 2.2mF

Sampling interval T} 100 us

Figure 4.5: The output voltage error v, crr and the corresponding switching frequency f,, versus the
weighting factor A when the converter operates under nominal conditions.

the switching transitions, rather than minimizing the input current and output voltages

CIrors.

4.4.2 Switching Constraints

As already mentioned, the controller introduced here takes into account 22"V sequences,
generated by all the possible switching combinations, in order to select the optimal one
U~*. In reality, however, when the converter operates under steady-state conditions not
all the transitions from one switching state to another are possible. Hence, constraints
could be posed to the switching transitions in order to trim the number of the examined
switching sequences, resulting in a reduced computational effort.

The constraints are imposed by considering the multilevel waveform of the voltage v,
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Figure 4.6: Allowable switching transitions in a two-cell CHB rectifier when the cells operate (a) at

the same voltage potential and (b) at different potentials.

in the ac side converter terminals (see Fig. 4.2). As can be seen in Table 4.1, the total
voltage levels of vy, are 2n 4+ 1 when the cell voltages are equal. These levels depend
on the switching state of the cells, i.e. the way that the output voltage of each cell
is reflected to the ac side. Hence, only these switching sequences that ensure smooth
transition from one level to the neighboring one (lower or higher) are considered feasible
and examined. Furthermore, when the converter is operating under unbalanced output
cell voltages, the number of the voltage levels of v,;, increases, depending on the number
of the different potentials. In such case the redundant states are significantly decreased,
resulting in a further reduction of the computational complexity; the switching sequences
that guarantee smooth transition from one voltage level to the next one are fewer.

Fig. 4.6 shows an example of the allowable switching transitions for the case of a
two-cell CHB rectifier. In Fig. 4.6(a) the converter operates under balanced output
voltages, i.e. a five-level voltage waveform v, is produced. As can be seen in Table 4.2,
6 different switching states can produce the zero-voltage level. Thus, the maximum
number of switching sequences to be examined corresponds to the case of vy, (k) = 0.
Assuming a one-step horizon the number of the possible optimal sequences is equal to
14: 6 sequences lead to a transition ve(k) = 0 — vg(k + 1) = 0, 4 sequences to

a transition ve(k) = 0 — ve(k + 1) = v,, = v,,, and 4 sequences to a transition
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Figure 4.7: Without considering the switching constraints: Transient response of a two-cell CHB rec-
tifier to a step-up change in the output voltage reference of the second cell (simulation

results).

Vap(k) =0 = vgp(k+1) = —v,, = —,, (see Table 4.2). For the case of a two-step horizon,
again the most computational effort is required when vg,(k + 1) = 0; 142 sequences should
be examined. By extending the prediction horizon to N-steps, the worst-case scenario
is when vg(k) = 0= vg(k +1) = ... = vy (k + N), corresponding to 14" sequences. On
the other hand, when the switching constraints are not considered the feasible sequences
are 222V = 16" . Following the same procedure, it can be shown that when the switching
constraints are active the number of the sequences examined for the case of an n-level
CHB rectifier is reduced, compared to the respective number of the unconstrained case.

In Fig. 4.6(b) the allowable transitions in a nine-level waveform v, resulting from
the unbalanced cell voltages of a two-cell CHB converter, are depicted (it is assumed
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Figure 4.8: Considering the switching constraints: Transient response of a two-cell CHB rectifier to a
step-up change in the output voltage reference of the second cell (simulation results).

that v,, < vgl ). Under these operating conditions the number of the feasible sequences is
further reduced, since the redundancies are not that many. Once again, more redundant
states correspond to the zero-voltage level compared to the other voltage levels. There-
fore, following the same approach as before, in a one-step horizon the maximum feasible
sequences are 8: 4 sequences for the transition ve(k) = 0 — v (k + 1) = 0, 2 sequences
for v (k) =0 = vep(k + 1) = v,,, and 2 sequences for vy (k) =0 — v (k + 1) = —v,,
(Table 4.2). For a N-step horizon the maximum switching sequences to be examined are
8N, far fewer than the 16" sequences encountered when the switching constraints are not

considered.
However, the reduced computational complexity comes at a cost: the transient re-
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sponse of the system is deteriorated. This can be seen in Figs. 4.7 and 4.8, where a
step-up change in the output voltage reference of the second cell of a two-cell CHB rec-
tifier occurs at ¢ ~ 35ms, from v, e, = 100V t0 v, e, = 150 V; the reference voltage of
the first cell is vy rer, = 100V (the parameters of the system are shown in Table 4.3).

When the switching constraints are not taken into account (Fig. 4.7), the voltage of
the second cell reaches its reference in about ¢ ~ 20 ms (Fig. 4.7(c)). Due to the fact that
there are no restrictions on the switching transitions, these switching states are applied
that allow the instantaneous change in v, from its lowest voltage level {—v,, — v,, }, to its
highest {v,, + v,,} (Fig. 4.7(b)). This change results in a high di,/dt, and consequently
in a fast capacitor charging, see Fig. 4.7(a).

On the other hand, when the switching constraints are active (Fig. 4.8), the tran-
sient lasts more; the voltage of the second cell reaches its reference in about ¢ ~ 40 ms
(Fig. 4.8(c)), while a small undershoot in the voltage of the first cell is observed. For
this case the current increases slower (Fig. 4.8(a)); the current slope dis/dt is lower due
to the fact that the switching states that lead to an immediate transition from level
{—vo, — Vo, } of the multilevel voltage v, to level {v,, + v,,} are not allowed. The ac
side reflected voltage is initially equal to {—v,, — v,,}. Following, the only permitted
switching transition generates a voltage vy, equal to {—v,, = —v,,}. Finally, since the
goal is to increase the input current, a switching state is selected that results in a further
decrease in the multilevel voltage to the next allowable level, i.e. the zero-voltage level. In
Fig. 4.9 the multilevel voltage v,;, and the input current i from both implementations—
with and without the switching constraints—are shown in detail at the beginning of the
transient. Finally, it should be noted that if the high input current during the transients

is a concern, a current limit can be added, with the trade-off of higher settling time.
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Figure 4.10: Simulation results of a two-cell CHB rectifier operating under normal (for ¢ < 40 ms) and

regenerative conditions (for ¢ > 40 ms).

4.4.3 Regeneration Mode

An additional feature of the proposed MPC strategy is its ability to fulfill the control
objectives even when the converter is operating in regenerative mode, i.e. when the load
delivers power to the supply. In order to investigate the performance of the proposed
strategy under regenerative load conditions a two-cell CHB rectifier, the parameters of
which are shown in Table 4.3, is considered. The system is operating under nominal con-
ditions and balanced loads; the output voltage reference values are v, ret, = Vo ret, = 100V,
i.e. the load current of each cell is 7,, = 5A. In order to model the load current a 5-A
current source is connected to each cell. Finally, a two-step prediction horizon is used,

while the switching constraints are not taken into account.
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Figure 4.11: Schematic of the experimental setup. (ADC stands for the analog-to-digital converter.)

In Fig. 4.10 the transition from motoring to generating mode is shown. At time
t = 40 ms the direction of the current flow is reversed to both cells so as to change the
power flow from the cells to the grid. This forces the inductor current to change its
polarity; the input current is 180° out of phase with respect to the supply voltage, as
can be seen in Fig. 4.10(a). Furthermore, after an initial increase because of the power
delivered by the loads, the output voltages of the cells, v,, and v,,, accurately track their

reference values, see Fig. 4.10(c).

4.5 Experimental Results

In this section experimental results of the proposed control algorithm are presented. As
a case study a CHB single-phase rectifier consisting of two H-bridge cells is considered,
i.e. as the one shown is Fig. 4.2 with n = 2. The parameters of the experimental setup
are shown in Table 4.3. It should be noted that the converter is connected to the grid
(power supply) via an autotransformer; the autotransformer is used to step down the
grid voltage from 230V to 110 V.

For the performance test the switching constraints are not taken into account in order
to highlight the dynamic response of the controller. Thus, a two-step prediction horizon
is employed (N = 2) so as to keep the computational complexity modest. Furthermore,
the weight in the objective function (4.12) is heuristically chosen as A = 0.2. Finally, the

proportional gain of the PI controllers is chosen as ki, = k;;, = 0.1, and the integral gain

pTo
as Kint, = Kint, = 0.7. The control algorithm was implemented on a dSpace 1104 system
with 1/O card for real-time control. The schematic diagram of the experimental setup is

shown in Fig. 4.11.

4.5.1 Nominal Start-Up

The first case to be examined is that of the dynamic behavior of the CHB rectifier during

start-up and nominal conditions. The output voltage reference for both cells is set equal to
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Figure 4.12: Experimental results from a single phase rectifier consisting of two cascaded H-Bridge

cells for nominal start-up.

Vo ref; = Uoref, = 100 V. As can be seen in Fig. 4.12, the input current quickly increases in
order to charge the capacitors to the demanded voltage levels (Fig. 4.12(a)). After about
t ~ 50 ms the output voltages of both cells reach their reference values (Fig. 4.12(c)), and
the input current reaches its nominal value. Furthermore, the ac side reflected voltage

consists of five levels (Fig. 4.12(b)), since the cell voltages are of the same level.

4.5.2 Steady-State Operating Conditions

Operating with a switching frequency of about f,, = 1.1kHz at the previously attained
operating point, the steady-state performance is examined and the results are presented

in Fig. 4.13. The input current i is a sinusoidal waveform and in phase with the supply
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Figure 4.13: Experimental results under steady-state, nominal operating conditions.

voltage v, (Fig. 4.13(a)). The harmonic content of the input current is low, resulting
in a THD of 3.54%, according to Fig. 4.14 where the current spectrum up to the 415
harmonic is depicted. It can be observed that the current spectrum is distributed around
the 22" harmonic, i.e. the most significant harmonics are located in high frequencies
corresponding to the switching frequency and the frequencies around it. In Fig. 4.13(b)
the five-level reflected voltage to the ac side is illustrated, resulting from the fact that

the two-cell converter is operating under balanced output cell voltages (see Fig. 4.13(c)).

4.5.3 Step Change in the Output Reference Voltage

Next, a step change in the reference of the output voltage of the second cell takes
place (Fig. 4.15). At time ¢ ~ 35ms the reference is stepped up from v, e, = 100V
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t0 Vo ref, = 150 V. The output voltage of the second cell reaches its new reference value
in about t ~ 25ms without any overshoot or undershoot, while the output voltage of
the first cell remains practically unaffected by this change (Fig. 4.15(c)). The input cur-
rent response to the aforementioned change is depicted in Fig. 4.15(a); the amplitude
instantaneously increases, while the unity power factor is maintained. Finally the ac side
reflected multilevel voltage (Fig. 4.15(b)) is composed of nine distinctive levels due to the

unbalanced output cell voltages, as it is expected.

4.5.4 Load Step

Finally, a step-down change in the load resistance of one cell is examined. For this case
the cells operate again at the same voltage potential, i.e. Vg ref, = Vo res, = 100V, thus a
five-level vy, is generated. As shown in Fig. 4.16, at t &~ 48 ms the nominal load resistance
of the second cell decreases by half, i.e. from R =20 to R = 10€). The load current of
the second cell is instantaneously doubled (Fig. 4.16(d)), while the voltages of both cells
remain unaffected by this change, see Fig. 4.16(c).

4.6 Conclusions

In this chapter, a model predictive control (MPC) approach for the cascaded H-bridge
(CHB) multilevel rectifier consisting of n has been presented. In the inner loop, posed in
the MPC framework, the input current is regulated to its sinusoidal reference by directly
manipulating the switches of the converter. An exhaustive enumeration and search of all
the possible switching combinations takes place resulting in a controller which is suitable
to predict the behavior of the plant for the entire operation range. Furthermore, in order

to maintain the effectiveness of the controller under transient operating conditions and
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Figure 4.15: Experimental results for a step-up change in the output voltage reference of the second
cell.

to enhance the dynamic behavior of the system, the deviation of the respective voltages
from their references is taken into account. In this way the controller aims to reject all
kind of disturbances, including load and output voltage variations.

A key benefit of the proposed algorithm is that despite its design simplicity it is
capable of stabilizing the system over the entire operating regime. Furthermore, excessive
tuning is avoided, not only due to the fact that the control objectives are expressed in
the objective function in a straightforward manner, but also because of the nature of
the formulated objective function, wherein only one factor needs to be tuned. Other
advantages include the fast dynamics achieved by MPC.

On the other hand the absence of a modulator and the direct manipulation of the
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Figure 4.16: Experimental results for a step change in the load of the second cell.

converter switches imply a variable switching frequency. Moreover, the dominant draw-
back is that the computational power needed increases exponentially when the prediction
horizon is extended further into the future. However, methods to significantly reduce the
computational effort, e.g. by imposing constraints on the switching transitions, have been
proposed. Finally, the performance of the presented control algorithm has been verified

by experimental results from a two-cell CHB single-phase multilevel rectifier.
Future Research

Extending the proposed strategy to other topologies, such as the three-phase rectifier, is
an interesting topic. An additional research topic would be to find alternative methods to
alleviate the computational burden of the proposed algorithm, so as to ease its extension

to CHB converters consisting of more cells.



Chapter 5

AC Drives

5.1 Introduction

Adjustable-speed ac drives are used in any application in which there is mechanical
equipment powered by motors, such as conveyors, agitators, fans, pumps, blowers and
mixers. Dc-ac inverters are used to drive ac electric machines as variable frequency
voltage or current sources so that the angular frequency of the rotor shaft can be ramped
up and down, or maintained at a required level. Since adjustable-speed ac drives based
on voltage source inverters are in constantly increasing demand for numerous industrial
applications, there is a continuous need for control schemes that provide, among others,
robustness and favorable dynamic behavior. Two of the most common control algorithms
are field oriented control (FOC) [73] and direct torque control (DTC) [127].

FOC is a modulation-based approach according to which the electromagnetic torque
T. and the rotor flux 4, are controlled indirectly and independently of each other. To
do so, a coordinate transformation from stator fixed to a rotor flux oriented coordinate
system is employed; to achieve the decoupling between the two controlled variables the
rotor flux angle § = £1p,. is required’. Then the electromagnetic torque is controlled by
controlling the g-component of the stator current ¢,,, while the rotor flux is controlled
via the d-component of the stator current i,y. Following, the control signals are derived
using conventional PWM methods, such as space vector modulation (SVM). In Fig. 5.1
the block diagram of the FOC strategy is illustrated.

In contrast to that, DTC does not use a modulator; it is rather a direct control
approach. The main principle of DTC is to exploit the fast stator flux dynamics so as

to directly control the electromagnetic torque 7, and the magnitude of the stator flux

In Section 5.2 the transformation from the three-phase system abc to an orthogonal dq0 reference

frame is presented in detail.
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Figure 5.2: Block diagram of direct torque control (DTC).

V., by manipulating the stator flux 1),. In order to achieve this the state of the switches
is selected from a look-up table, depending on the stator flux angle and the outputs of
hysteresis controllers for flux and torque (see Fig. 5.2 where the block diagram of DTC
is depicted).

As it is implied from the absence of a modulator, DTC shows a faster transient
response than FOC, while the design procedure is significantly simplified. Furthermore,
DTC is efficient over the entire operating range, in contrast to FOC, which is applicable
only in a limited range of operation. On the other hand the absence of a modulator has
its negative effects: DTC operates with a variable switching frequency, in contrast to the
fixed switching frequency of FOC. Moreover, in DTC high current, flux and torque ripples
occur, while the switching frequency cannot be directly controlled. Finally, controlling

torque and flux at low frequencies becomes a difficult—but not inconceivable—task [21].
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Despite the fact that the aforementioned control strategies are considered as two well
established methods in three-phase electrical drives control, several challenges, such as de-
sign simplicity, high dynamic performance, and reliability, have not been fully addressed.
Furthermore, the advent of more fast microprocessors enabled the application of MPC to
the field of electrical drive systems [29,42-44,48,70,102,109,112,124,126]. In addition,
several other MPC based schemes for ac drive systems consisting of a voltage source
inverter and an induction machine (IM), or a permanent magnet synchronous machine
(PMSM) have been presented in recent years [9,34,105,115,116].

5.1.1 Model Predictive Control for AC Drives

An very promising MPC-based approach is proposed in [48], and experimentally verified
in [112], named model predictive direct torque control (MPDTC). For the regulation of
the torque and flux magnitude to their reference values soft constraints, implemented
as hysteresis bounds, are present. In addition, since the target applications are the
medium voltage (MV) drives, where the switching losses are of dominant importance, the
minimization of the switching frequency, as well as low THD of the current, are added
to the control objectives. To do so, apart from the hysteresis bounds, the switching
transitions are penalized. Finally, in order to emulate a longer prediction horizon the
idea of extrapolation is used [41]. Furthermore, the idea is extended from the three-
level NPC [48] inverter to the five-level active neutral point clamped inverter (ANPC-5L)
in [43]. Finally, the principle of hysteresis bounds and extrapolation are used in [42],
with the difference that the flux is indirectly controlled by controlling the stator current
instead, according to the proposed method called model predictive direct current control
(MPDCC).

In [44] the concept of optimal pulse patterns (OPPs) [19,113,114] is adopted, and
combined with MPC, resulting in a control strategy named model predictive pulse pat-
tern control (MP3C). Offline computed OPPs that produce minimum THD in the stator
windings of the ac machine are used to calculate an optimal stator flux trajectory that
the controller tracks in real-time. In this way individual current harmonics of non-triplen
order (5%, 7th 11 13" ) are reduced and interharmonic components are elimi-
nated [57]. Furthermore, with trajectory tracking control the disadvantages that arise
from the use of OPPs in a closed-loop control system, i.e. poor dynamical performance
of the drive, and discontinuities in the switching angles that introduce harmonic excur-
sions of the stator currents [58], are overcome [59,108]. The trajectory tracking is based
on MPC. The proposed control scheme is adapted to an ANPC-5L inverter (specifically
the ACS 2000 MV drive from ABB) and tested in the lab; the results are presented
in [109]. In order to implement the controller and solve the optimal control problem

in real-time in a computationally efficient manner an event-based prediction horizon is
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employed. Therefore, with the introduced strategy (MP3C) three goals are achieved: (a)
fast dynamic control by performing the minimum modifications of the offline-calculated
OPPs; (b) a complex observer that tracks the fundamental component of the stator flux
or current in real-time is not required; (c) sensitivity of the controller to parameter vari-
ation and to measurement noise is reduced. Finally, the inherent voltage redundancies
of the ANPC-5L are used in order to control the neutral point potential and the phase
capacitor voltages according to the method introduced in [75] (model predictive direct
balancing control—MPDBC).

For the low voltage (LV) drives a less computationally demanding MPC approach is
proposed. In [29,102,124,126] a dead-beat MPC version, i.e. the length of the prediction
horizon is limited to one step N =1, is implemented. The proposed control scheme,
called predictive torque control (PTC), offers flexibility in the design process since the
optimization problem captures the control objectives, i.e. the regulation of the torque
and flux magnitude to their reference values, in a straightforward manner. In addition,
constraints like current limitation can be explicitly imposed. Furthermore, the design
simplicity of PTC makes its implementation for different types of inverters a straightfor-
ward procedure. Thereby, PTC is implemented for the two-level inverter [102], for the
three-level NPC inverter [124], for the FC inverter [126], and for the CHB inverter [29].

However, the torque and current ripples that PTC delivers are still very high com-
pared to modulator-based strategies, such as FOC, with the same sampling time. In the
medium- and high-voltage (HV) drives field these large ripples are less important than a
low switching frequency of the inverter. The higher the power range of a drive system
is, the more dominant are the switching losses in relation to the total losses. For LV
drive systems, though, the switching losses are less important than a good quality of the
torque and the current. By achieving a higher switching frequency these drawbacks can
be overcome. Nonetheless, in order to reach a higher switching frequency which is in the
range of FOC the sampling interval has to be decreased; this leads to higher hardware
requirements and costs for the whole drive system. A detailed comparison of FOC, DTC
and PTC can be found in [74] and [120].

A solution to reduce the torque ripple is to allow the switchings to take place in
between the sampling interval. In this way the ripple can be decreased without the
need of a further reduction of the sampling interval. However, the maximum switching
frequency is still limited to half the sampling frequency. In [84] a method to calculate an
optimal switching time point for PTC and a PMSM is presented.

Motivated by the lack of a control strategy that targets LV drives and achieves re-
duction of torque and current ripples, without a subsequent increase in the sampling
frequency—and thus in the cost of the hardware—we propose an algorithm for the de-

termination of a variable switching time point for PTC of IMs. An optimization problem
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Figure 5.3: Rotating dq0 reference frame.

is formulated and solved in real-time that takes into account the torque ripple. Thereby,
apart from the regulation of the torque and the flux magnitude to their references, an
additional control objective should be met: the minimization of the torque ripple. The
result of the optimization procedure is a variable in time point at which the switches of
the inverter change state; at this time point the derived optimal control signals (i.e. the

control input) are applied to the inverter.

5.2 The dq0 Reference Frame

In the field of electrical engineering it is usual to employ the dg0 mathematical trans-
formation in order to simplify the analysis of three-phase circuits. With the help of the
dq0 transformation the quantities of three-phase abc systems are transformed into an
orthogonal dq0 reference frame, having a direct (d), a quadrature (¢), and a zero (0) axis,
which can be either rotating with an angular speed wy,, or stationary [79].

I

By utilizing the dq0 transformation, a variable X, = [Xa X» Xc)' in the three-phase

system (abc) can be transformed to x40 = [Xa Xq Xo]? in an equivalent but linearly in-

dependent dq0 coordinate system through

quO = K(¢)Xabc ) (51)

where ¢ is the angle between the a-axis of the three-phase abc system and the d-axis of

the dq0 reference frame (see Fig. 5.3). The matrix K(¢) is given by

cos ¢ cos(¢ — &) cos(¢ + )
2
K(¢) =35 |-sing —sin(¢— %) —sin(p+ )| (5.2)
1 1 1

2 2 2
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For a frame rotating with an angular speed wy,, as in Fig. 5.3, then ¢ = ws,t + ¢g. On
the other hand, if the frame is stationary, then ¢ is time invariant. For the special case
when ¢ = 0, then the reference frame is fixed and the d-axis is aligned with the a-axis;

the transformation matrix K is

1

AN (5.3)

2

|
N w|§ ol

1
2

N[

Note that when ¢ =0, the dq0 transformation is also called af transformation, thus

Xapo = B Xaves With Xapo = [Xa X5 Xo]”-
Finally, for a balanced three-phase system, i.e. x4 + x5 + X = 0, the zero component

of X440 18 zero, thus the transformation can be written as (for a rotating frame)

Xdq = [Xd xq]T = K (9)Xabe » (5.4)

with
2 | cos¢ cos(¢ — &) cos(¢ + %)
3 |—sing  —sn(o—%)  —sn(o+%)

or for a stationary frame with ¢ =0

T
Xos = [t x| = K ()X (5.6)
with
2 1 _1 _1
K== 2 2 :
o g - o

5.3 Physical System

5.3.1 Continuous-Time Model
5.3.1.1 Two-Level Inverter

Fig. 5.4 shows the three-phase inverter connected to an IM. The two IGBTSs in each one

of the three phases are complementary, i.e. if the upper switch is off, the lower switch has

Vac
2

where V. is the dc-link voltage. This leads to 2% = 8 different switching possibilities;

to be turned on and vice versa. In each phase the inverter produces voltages —=d=, and

Ve
2

modeling the switching state with the variables wu,, uy, u. € {0, 1}, where “1” corresponds

to the case of the positive phase voltage, and “0” to the case of the negative voltage,

eight possible combinations of the switching states wgpe = [uq up uC]T are produced.
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Figure 5.4: Two-level voltage source inverter driving an IM.
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Figure 5.5: Voltage vectors on the a8 plane of a two-level voltage source inverter and the corresponding
switching states.

Using the transformation matrix given by (5.7) the actual voltages applied to the
machine terminals are transformed from the abc plane to the af plane resulting in seven

unique voltage vectors v,p (Fig. 5.5) given by

'Uaﬁ = ‘/chuabc . (58)

Finally, the switching states [0 0 0]7 and [1 1 1]7 are called zero switching states and
produce zero voltage vectors, and short-circuit the machine terminals. The others are the
active switching states that produce active voltage vectors, and they are the long vectors

shown in Fig. 5.5 that form the outer hexagon.
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5.3.1.2 Three-Level Inverter

The three-level NPC voltage source inverter [106] driving an IM is shown in Fig. 5.6.
The voltage of the dc-link is split by the capacitors Cy., and Cy., into three levels. Using
the common terminal point n as reference, the inverter produces at each phase voltages
Uphe € {—e,0, %}, where {z € X | X = {a,b,c}}, and V. is the dc-link voltage. By
introducing the integer variables wu,, up, u. € {—1,0,1} in order to model the switching

state in each phase leg, i.e. the values —1, 0, 1 correspond to the phase voltages — Vg ,0, Vg ,
respectively, 3% = 27 possible combinations of the switching states . = [ug uyp uC]T are
produced (see Fig 5.7—positive switching state denoted with +, negative one with —).
The actual voltages applied to the machine terminals are transformed from the abc
plane to the af plane resulting in 19 unique voltage vectors (Fig 5.7). For the case of
the three-level NPC inverter, the switching states [-1 —1 —1]7, [0 0 0]7 and [1 1 1]"
are called zero switching states and produce zero voltage vectors, and short-circuit the
machine terminals. The others are the active switching states that produce active voltage
vectors, and they are divided in three groups. The first group consists of the six long
vectors that form the outer hexagon, the second group includes six vectors of medium
length, and the third group twelve short vectors that form the inner hexagon. The voltage

vectors v, are given by

Ve
Vap = TdKuabc ) (5.9)

where K is transformation matrix (5.7).

The neutral point potential v, depends on the state of charge of the two dc-link
capacitors. This is affected only when a current is flowing through the capacitors, a case
which is true when a switch position is zero. The rate of change of the neutral point

voltage is given by

dv, 1 .
T > (1= Jug)ise . (5.10)

reX
where 7,4, is the stator current of phase z, and Cy. is the capacitance of the dc-link

capacitors. Assuming a balanced load, i.e.

lsq + Usp + e = 0, (5.11)
then (5.10) can be written as
dv, 1 Ty -
T el T Vi, 5.12
dt 20 el B s (5.12)

where 44,5 is the stator current in the stator a5 reference frame. Furthermore, |wap.| =

[|ta| |us| |ue]] is the componentwise absolute values of the switching state in each phase
leg. For more details about the nature of the neutral point potential and existing bal-

ancing strategies, the reader is referred to [24,57,100].
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Figure 5.6: Three-level neutral point clamped (NPC) voltage source inverter driving an induction ma-
chine (IM).

Jb
—+— 0+— ++-
\0+0 ++0/
—+0 Tl o +0—
—++ 0++ +00 +—-
— - ® > >
-00 0— a
ot
000 B 00% +0+ -
o 0+ /0 0\ +-0
—+ 0+T +—+

Figure 5.7: Voltage vectors on the af plane of a three-level NPC voltage source inverter and the

corresponding switching states.

5.3.1.3 Induction Machine

In order to derive a mathematical model appropriate for the controller, the dynamics of
the IM are modeled in the stator a3 reference frame. As state variables are considered the

stator current g, the stator flux 1., and the rotor rotational speed w,. The continuous-



106 5 AC Drives

time state equations are [56]

dis . . . 1 /1 . 1
D g, = — (= — 1
Ter o + 1y = JWyTerbs + - <Tr jwr> P, + - v (5.13a)
d
;’is — 1, + v, (5.13b)
dw. p
= =—(1, - 1T, 1
dt H( .~ T) (5.13¢)

where the stator voltage v, is in the stator af reference plane. Based on the model
parameters, i.e. the stator 75 and the rotor r, resistances, and the stator [, the rotor [, and
the mutual [,,, inductances, the coefficients in (5.13) are given as 7, = I,./7,, Tg, = 0ls/Tsr,
and ry. =1y + 1/l - v, with 0 = 1 — 12, /(I,l,). Variable H stands for the inertia, T} for

the mechanical load torque, and the electromagnetic torque 7T, is given by

3
T, = ip('(bs X 1), (5.14)

where p is the number of pole pairs.
Finally, the magnitude of the stator flux is given by

U=\ Jud + 2 (5.15)

5.3.2 Discrete-Time Model
5.3.2.1 Two-Level Inverter—Induction Machine System

The discrete-time model of the two-level inverter—IM system which can be used as
prediction model for MPC, is derived by discretizing (5.13) and (5.14) using the forward

Euler approximation. The discrete-time state-space model of the plant is of the form

x(k+1)=(I+ AT,)x(k) + BT, u(k) (5.16a)
y(k) = C(z(k)), (5.16b)
where the state vector is selected to be
T = [isa g Vsa wsgr, (5.17)
the switching states wq,. serve as the input vector, and the output vector is
y= |, \ps]T. (5.18)

The matrices A, B and the state-dependent matrix C' are the matrices of the continuous-

time model given by

_1 —w 1 wr
Tsr r YTr il
w L _wr 1
A=| 7 v (5.19)
-7 0 0 0
0 -0 0
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o

B

B =V, (5.20)

O = O R

]

C - %p(%(k)@(k) - 334(@«%(@) (5 21)
23(k) + 23(k) ’ '

with v = 74,7 Finally, I is the identity matrix and 7§ is the sampling interval.

5.3.2.2 Three-Level Inverter—Induction Machine System

Following the same procedure as in Section 5.3.2.1 the discrete-time model of the three-
level NPC inverter—IM system is derived. The state vector includes the stator current
and flux in the af frame, as well as the state of the inverter, i.e. the neutral point

potential. Hence, the state vector is

T
T = |:isa Z.SB ¢sa ¢Sﬂ Uni| ) (522)

Moreover, the switching states wq,. serve as the input vector, and the output vector is

y=|1. W, vn]T- (5.23)

Therefore, by discretizing (5.12), (5.13) and (5.14) using the forward Euler approximation
the state-space model of the drive is

z(k+1) = (I + AT,)z(k) + BiTyu(k) + B (z(k)) Ty|u(k)] (5.24a)

y(k) = C(x(k)). (5.24b)

The continuous-time matrices A, By, B and C (matrices B and C are state-dependent)

are given by

_ 1 —w, wr 0
Tsr YTr v
Wy — 1 —Yr L 0
Tsr Y YTr
A= |_r, 0 0 0o of, (5.25)
0 -7 0 0 0
i 0 0 0 0 0_
o ()-
5
0 1
Vie K
Bi=-|1 0K (5.26)
0 1
_O O_
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B, = : (5.27)

C = 22 (k) + 23 (k) : (5.28)

1
0
z"(k) |0 (5.29)
0
0

o o O = O
g
S

5.4 Variable Switching Point Predictive Torque Con-
trol (VSP“TC)

In this work MPC is used to control the output variables, i.e. the torque and the mag-
nitude of the stator flux. Furthermore, an additional control objective is the reduction
of the torque ripple. Based on PTC introduced in [29] and [102] the proposed algorithm
aims to meet both control objectives without a significant increase of the switching fre-
quency. This is achieved by solving an optimization problem in real-time; a variable
switching point is calculated within the prediction horizon of a fixed length based on the

minimization of the torque ripple.

5.4.1 Control Problem

In direct switching strategies such as DTC and PTC high torque ripples occur, since a
switching state is applied for at least one sampling interval T,. An active switching state
leads to higher current and torque ripples compared to the zero switching state. Hence,
if it could be applied for a time period ¢ less than one sampling interval ¢ < T, then the
torque ripple could be reduced.

This principle is shown in Fig. 5.8, where for reasons of simplicity only two switching
states are assumed to be applied: an active switching state resulting in a high positive
torque slope, and a zero switching state resulting in a low negative slope. As can be seen,
the active switching state leads to a high ripple; the longer it is applied, the higher the

ripple. If the switching can take place in between the sampling interval, the switching state
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Figure 5.8: Principle of the proposed strategy for torque ripple reduction.

that results in the high ripple would be applied for less time; in this way the ripple could
be reduced. However, as it can be observed in Fig. 5.8, this leads to a higher switching
frequency. It should be mentioned, though, that this higher switching frequency can be
achieved with the same sampling interval T;. Furthermore, for both cases, the maximum
switching frequency is limited to half the sampling frequency, as each IGBT can switch

only once during one Tj.

5.4.2 Control Algorithm
5.4.2.1 VSP2TC for the Two-Level Inverter

In this section the derivation of the proposed algorithm (VSP?>TC) for the two-level
inverter (see Fig. 5.4) is presented in detail.

By selecting a switching state at a time instant within the sampling interval, i.e.
ETs < (k —|—n§2)TS < (k +1)Ty, where the superscript k denotes the k™ interval, and
ngﬁz € [0,1], rather than at the beginning of each interval (KT, (k + 1)T,, ..., (k + N)Ty),
with N € N*, the goal is to reduce the torque ripple. The procedure for the calculation

of the variable switching point comprises the following steps, executed at step k.

Step 1: At step k the switching state calculated at the previous sampling interval
u(lk—1+ nikb

o) is applied.
Step 2: According to (5.16b), the electromagnetic torque at time instant k7 is calculated

from the measurements of the stator currents and the rotor speed. Using (5.16a), and
by applying the same switching state w(k) = u(k — 1+ ”Eit_ 1)) for the entire sampling
interval T, the predicted values of the stator current and flux are calculated; based on
these values the torque at step k + 1 is computed (see Fig. 5.9). Considering a constant

torque slope m for one Ty, the following affine (linear plus offset) expression describes the
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Figure 5.9: A variable switching point is calculated in order to minimize the torque ripple; the calcu-
lation of the torque T, at step k + 1 is shown.

relationship between the torque at step k£ and at k + 1
To(k+1) =T.(k) +m(k)Ts. (5.30)

Step 3: The predicted state and output variables are recomputed assuming that the
switching state at step k can be anyone out of the eight possible. The corresponding

torque slopes are calculated according to the modified (5.30)
Te.(k+1)=T.(k)+ m.(k)Ts, (5.31)

with z € {0,1,...,7} denoting the selected switching state. Since Ty < T3, where T is
the fundamental period, the torque slopes can be considered as, without loss of generality,

to remain the same for the successive sampling interval, i.e. m,(k) = m.(k+ 1), see
Fig. 5.10.

Step 4: Setting as goal the torque to reach its reference value at step k + 1, the variable
(k)
int

the actual torque T,(k) and each one of the possible trajectories of the calculated torque

switching point n, , is calculated (Fig. 5.11): the intersection between the trajectory of

T..(k+ 1) is computed; its projection onto the time axis equals to the variable switching

point (Fig. 5.12). Hence, the variable switching point is given by:

Tyt — Te(k) —m(k+ )T,
o m(k) —m,(k+1) ’

(5.32)

where ¢, is the projection of the intersection point 7, ;. , resulting from the z switch-
(k)
int,

Teint, = Te. (k+ n® ). Here, it should be pointed out that the switching point can, the-

nt,

ing state, onto the z-axis, i.e. t, =n, ; T,. Thus, the torque at the intermediate step is

oretically, be in the range t, € (—o0, +00). However, it is limited to the range t, € [0, T}],
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A variable switching point is calculated in order to minimize the torque ripple; the calcula-
tion of all possible torque slopes is shown. The possible torque trajectories are calculated

at step k; the resulting seven slopes are considered to be the same for the successive

Figure 5.11: A variable switching point is calculated in order to minimize the torque ripple; the possible

with “0” corresponding to PTC.

be one of the seven unique trajectories.

m at k is calculated by applying the same switching state u(k) = u(k —1+n

torque trajectories to which T, _(k + 1) = T¢ e applies are shown. The actual torque slope

(k_l)) for

int

the entire Ts. The goal is to get Te(k + 1) = Te rer. To do so, the torque trajectory must

Step 5: By taking into account the variable switching point, the predicted values of the

state and output variables are calculated at step &+ n

(k

). This means that in (5.16) t,

inty

is used instead of Ti. Following, the predictions of the variables of interest are computed

for each switching state, in a similar manner as before, with the difference that now the

corresponding time interval T, — t, is used instead of ..

Step 6: In a last step an objective function is formulated and it is minimized in real-time.
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Figure 5.12: A variable switching point is calculated in order to minimize the torque ripple; the cal-
culation of the variable switching point is shown. The point where the torques of steps
k and k + 1 intersect is calculated. The seven candidate torque trajectories are shown;
torques (1), (2) and (3) at k + 1 intersect with Te(k), while torque trajectories (4)—(8)
does not.
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Figure 5.13: Block diagram of the variable switching point predictive torque controller (VSP2TC) for

the two-level voltage source inverter driving an IM.

The chosen function is:

TR) = 7 (I et = Telh + €N + Al [Worer = Wk +ERE) . (5.33)
¢es
In (5.33) the squared 2-norm is chosen in order to penalize more heavily the deviations
from the reference values. Furthermore, the set S is defined as S = {n;,;, 1}. Finally, the
weighting factor A > 0 sets the trade-off between the electromagnetic torque error and
the stator flux magnitude error.
Subsequently, by taking into account the objective function (5.33) and the system

dynamics (5.16) an optimization problem is formulated:

minimize J(k)

(5.34)
subject to  (5.16).

The underlying optimization problem is solved in real-time every T,. The switching
state w(k) that results in the minimum associated cost is considered to be the optimal
solution, i.e. w*(k), and it is applied to the inverter at time instant (k + n'")T,.

Finally, at the next time-step, the whole procedure is repeated with new measurements
or estimates. In Fig. 5.13 the block diagram that consists of the outer speed and the inner

loop, constituted by VSP?TC, is shown.

5.4.2.2 VSP2TC for the Three-Level Inverter

In this section the extension of VSP?TC to the three-level NPC voltage source inverter
driving an IM (see Fig. 5.6) is presented. The implementation of VSP?TC for the two-
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level inverter—as presented in Section 5.4.2.1—is refined in order to meet all the control
objectives, while exhibiting the same favorable performance during steady-state and tran-
sient operating conditions. Therefore, the regulation of the torque and the stator flux
magnitude to their references, the balancing of the neutral point potential, i.e. the equal
sharing of the dc-link voltage across the two capacitors, and the minimization of the
torque ripple are to be achieved. To do so, an objective function that encompasses all
the variables of concern is formulated and minimized in real-time. Based on the aforemen-
tioned optimization problem, a time instant that lies between the discrete time instants
is calculated; at this instant the switches should change state.

The procedure is similar to the one presented in Section 5.4.2.1—though, appropri-
ately modified—and it is repeated here briefly. Since the goal is to minimize the torque
ripple, the variable switching point where the change of the switching state will take
place, is to be calculated. This variable point is in the range [0, 1], i.e. 1, € [0, 1], which
means that the switchings occur at kT, < (k + niﬁi)Ts < (k+1)T.

In a first step, the electromagnetic torque at step k is calculated according to (5.24b)
from the measurements of the stator currents and the rotor speed. Following, and by
e )

applying the switching state calculated at the previous sampling interval w(k—1+n,,,
the evolution of the state, as given by (5.24a), is computed within the one-step horizon.
Based on the predicted values of the state the prediction of the torque is derived, as well.
Assuming that the slope m of the torque is constant within the sampling interval T}, the
predicted value of the torque, T.(k + 1), is related to the present one, T.(k), according

to (5.30), and repeated here for the convenience of the reader
T.(k+1)=T.(k) +m(k)Ts. (5.35)

In a next step, the evolution of the state and of the output variables is calculated for all
the possible voltage vectors, based on (5.24a). Thereby, the predicted value of the torque
at step k+ 1 will differ, depending on the applied input vector w,, with z € {0, 1,...,26}.

Hence, (5.35) is modified in order to calculate the corresponding torque slopes

T (k+1) = Tu(k) + m. (k)T (5.36)

z

Exploiting the fact that the sampling interval is much smaller than the fundamental
period T} = 20ms, i.e. Ty < T7, the assumption that the torque slopes remain unchanged
for the successive sampling interval is made, i.e. m,(k) = m,(k + 1) (Fig. 5.14(a)).

int
Section 5.4.2.1, i.e. by setting as goal at step k+ 1 to get T (k+ 1) = T, e Firstly,
the intersection between the line segment formed by the actual T,(k) and the predicted

In a subsequent step, the variable switching point n; ;. is calculated, as explained in

torque T,(k + 1), and each one of the line segments resulting from the respective possible

torques, T, (k + 1), is computed. Then, the corresponding potential switching points are
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(b) The point where the torques of steps k and k + 1 intersect is calculated.
Here, 3 out of 19 candidate torque trajectories are shown; torques (1) and (7)
at k + 1 intersect with T¢(k), while torque (12) does not.

Figure 5.14: A variable switching point is calculated in order to minimize the torque slope. In (a) the
calculation of the torque slopes and in (b) the calculation of the variable switching point

are shown.

derived, since they are the projection of the computed intersections onto the time axis.
Hence, the variable switching point is given by (5.32), and repeated here

Te,ref - Te(k) — mz(k + 1)Ts
m(k) —m,(k+1)

t, = (5.37)

Based on each one of the potential switching points, as calculated by (5.37), and

the corresponding switching state, the prediction of the state and output variables is
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(k)

int. and

recalculated using (5.24) for two successive steps, the intermediate step k + n
step k + 1. However, in (5.24) ¢, is used instead of T as the prediction time interval for
the first step, while for the second step the time interval is set equal to T — ..

In a last step the optimization problem is defined as

minimize J(k)

(5.38)
subject to  (5.24).

In (5.38) the objective function is chosen to be

J(R) = 37 (I Teret=To (o€ 1) 3+ M Wit = W (k€L B+ Aollwn (k€LY 1) (5:39)
€es

where the squared 2-norm is chosen in order to penalize deviations from the reference
values more heavily. The set S is defined as & = {n;,, 1}. In addition, the weighting
factors A1, Ay € RT set the trade-off between the variables of interest, i.e. the electromag-
netic torque error, the stator flux magnitude error and the neutral point potential. Note
that Ay is tuned such that the same relative importance is assigned to both torque and
flux control, while Ay < A;. Thus, \; is set equal to the ratio between the nominal values

of the electromagnetic torque 7, nom, and the stator flux magnitude W om [31], i.e.

2
A= (%) : (5.40)
The optimization problem (5.38) is solved in real-time within every Ts. The objective
function (5.39) is evaluated for all possible switching states w(k); the switching state that
results in the objective function with the minimum associated cost is the optimal u*(k),
and it is applied to the inverter at time instant (k + nEfLZ)TS Finally, at the next time-step,
the whole procedure is repeated with new measurements or estimates. The overall block
diagram consisting of the outer—speed—and the inner—constituted by VSP2TC-—loops
is illustrated in Fig. 5.15.

5.5 Experimental Results

In this section experimental results of the proposed control strategy (VSP2TC) are pre-
sented for both drives, i.e. the two-level inverter—IM drive, and the three-level NPC

inverter—IM drive.

5.5.1 Drive with Two-Level Inverter

The proposed algorithm was tested in the laboratory. The experimental setup which

consists of two 2.2kW squirrel-cage IMs. One of the motors is used as load machine,
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Figure 5.15: Block diagram of the variable switching point predictive torque controller (VSP2TC) for

the three-level neutral point clamped (NPC) voltage source inverter driving an IM.

driven by a Danfoss VLT FC-302 3.0 kW inverter. The working machine is driven by a
modified Seidel/Kollmorgen Servostar 600 14 kVA inverter which allows the user to give
the gating signals directly via a suitable control system. The dc-links of both inverters
are connected in order to avoid a frequent use of the break chopper resistor. The real-
time computer with a 1.4 GHz Pentium CPU used for the experiments is described in [1].
The machine speed is measured via a 1024 points incremental encoder. Both algorithms
are executed with a sampling interval Ts = 61.44 us. Table 5.1 shows the parameters of
the experimental setup. The parameters of the working machine were measured with the
Danfoss load inverter.

For PTC the objective function was chosen to be as the one presented in [102], i.e.
2 2
J(k) = (Topet — Te(k +1))" + MWyt — Us(k+ 1)) (5.41)

For the objective functions of both VSP?TC and PTC, given by (5.33) and (5.41),
respectively, the weighting factor A is tuned such that the same relative importance is
assigned to both torque and flux control. Thereby, the weighting factor is chosen to be
equal to the ratio between the nominal values of the electromagnetic torque 7. nom, and

the stator flux magnitude Uy pom [31], i.c.
T 2
A= 222 . 5.42
(q]s,nom) ( )

Finally, the same Pl-speed controller has been used for both approaches in order to

achieve a similar behavior with respect to the rotor speed.
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Table 5.1: Parameters of the experimental setup consisting of a two-level inverter and an induction

motor.
Parameter Value
Sampling interval T 61.44 ps
dc-link voltage Ve 582V
Number of pole pairs D 1
Nominal rotor speed Wrnom || 27721pm
Nominal torque Tt nom || 7.58 Nm

Nominal stator flux magnitude W om 0.7 Wb

Stator resistance rs 2.6827 ()
Rotor resistance Ty 2.1290 €2
Stator inductance ls 283.4 mH
Rotor inductance l, 283.4mH
Mutual inductance I 275.1mH

5.5.1.1 Steady-State Operation

The steady-state performance of the drive was examined for both VSP2TC and PTC. The
drive operates at half nominal speed, i.e. the fundamental frequency is f; = 25Hz. The
torque reference is set equal to T, .. = 4Nm, and the stator flux magnitude reference
to Wy e = 0.7Wb. The results are presented in Figs. 5.16 and 5.17 for VSP2TC and
PTC, respectively. As can be seen in Figs. 5.16(a) and 5.17(a), where the three phase
stator currents are depicted, the VSP?TC produces currents of lower total harmonic
distortion (THD = 3.15%, Fig. 5.16(b)) than these which PTC delivers (THD = 4.11%,
Fig. 5.17(b)). However, it should be mentioned that the switching frequency is not the
same for both approaches, despite the fact that for both experiments the same sampling
interval is used. For VSP?TC the switching frequency is around f,, ~ 3.2kHz, while
for PTC it is around fy, ~ 2.9kHz. That slight mismatch occurs because of the nature
of the proposed strategy, as already explained in Section 5.4. The possibility for the
inverter to select a different switching state within the interval leads to higher switching
frequencies.

The results of the optimization over the torque ripple are presented in Fig. 5.16(c).
As it is clearly shown, the proposed control strategy results in a significantly reduced
torque ripple compared to PTC (Fig. 5.17(c)). Finally, the stator flux in the a8 plane is
depicted in Figs. 5.16(d) and 5.17(d); the flux stator magnitude is equal to its reference.
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Figure 5.16: Experimental results of the proposed control strategy (VSP2TC) for steady-state opera-
tion at half nominal speed (f1 = 25Hz). The switching frequency is fq, ~ 3.2kHz.

5.5.1.2 Torque Step Change Response

The performance of VSP?TC during transients was also tested; the result is shown
in Fig. 5.18. A step-up change in the torque reference takes place at t ~ 3ms from
Terer = 2Nm to T¢ref = 4Nm. The controller reacts very fast to the reference torque
change and rejects the disturbance in less than 0.5ms (Fig. 5.18(a)). Furthermore, as
can be seen in Fig. 5.18(b), the flux remains unaffected by the reference torque change.
Finally, the torque response (Fig. 5.19(a)) for the same scenario was examined when the
drive is controlled with PTC. Similar dynamic performance is observed, since the torque

also reaches its new reference value very fast.
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Figure 5.17: Experimental results of the predictive torque control (PTC) for steady-state operation at
half nominal speed (f; = 25 Hz). The switching frequency is fs, =~ 2.9 kHz.

5.5.1.3 Load Torque Impact

Following, a step change in the load torque was considered. While the machine is oper-
ated at w, = 2000 rpm, the load torque is stepped up from 7, = 0Nm to 7, = 4 Nm at
t ~290ms. As can be seen in Figs. 5.20 and 5.21, the dynamic behavior of the drive is
similar for both algorithms, as expected, since the outer (speed) loop is the same. How-
ever, the ripple of the torque that VSP?TC delivers (Fig. 5.20(a)) is clearly less than the
torque ripple that PTC leads to (Fig. 5.21(a)).

5.5.1.4 Speed Reference Step Change

Another case to be analyzed is that of the transient behavior during a step-up change

in the rotor speed reference from wy;ef = 1000 rpm to Wy ref = 2000 rpm at ¢ ~ 80 ms; for
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Figure 5.18: Experimental results with VSP2TC for a step change in the electromagnetic torque ref-

erence at t ~ 3ms.
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Figure 5.19: Experimental results with PTC for a step change in the electromagnetic torque reference

at t = 3ms.

this case the IM operates at no load. For both VSP?TC (Fig. 5.22) and PTC (Fig. 5.23)
the rotor speed w, tracks its reference in about ¢ ~ 180 ms; the fast inner loop in both
strategies is designed in the MPC framework, thus allowing an increased outer loop
bandwidth without interference between the two loops [120]. Moreover, the additional

control objective of VSP2TC, i.e. the torque ripple minimization, is met, see Fig. 5.22(a)
for VSP?TC compared to Fig. 5.23(a) for PTC.
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Figure 5.20: Experimental results with VSP2TC for a step change in the load torque at ¢ ~ 290 ms.
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Figure 5.21: Experimental results with PTC for a step change in the load torque at ¢ ~ 290 ms.

5.5.1.5 Speed Reversal

The last case examined is a speed reversal maneuver occurring at ¢t ~ 280 ms, from posi-
tive nominal w; hom to negative nominal speed —w, pnom, Under no-load operation. As can
be seen in Figs. 5.24 and 5.25, the additional control objective of VSP2TC does not dete-
riorate the dynamic performance of the drive. On the contrary, for both algorithms the
rotor speed reaches its final value —w; nom in about ¢ ~ 300 ms (Figs. 5.24(b) and 5.25(b)),
while the ripple of the torque that VSP?TC produces is significantly reduced compared
to that of PTC (Figs. 5.24(a) and 5.25(a), respectively).
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Figure 5.22: Experimental results with VSP2TC for a step change in the rotor speed reference at

t ~ 80 ms.
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Figure 5.23: Experimental results with PTC for a step change in the rotor speed reference at ¢ ~ 80 ms.

5.5.2 Drive with Three-Level Inverter

The performance of a three-level NPC inverter driving a 2.2 kW squirrel-cage IM under
no load was tested with PTC and VSP?TC. The parameters of the experimental setup
are listed in Table 5.2. For the experiment a real-time computer system was used with a
3.5 GHz Pentium 4 processor. Both algorithms were executed with a sampling interval
Ts = 200 ps.

For PTC the objective function was chosen to be

J(k) = (Toper — Tolk + 1))+ M (W er — Uk + 1) + Ao (va (b + 1K), (5.43)
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Figure 5.24: Experimental results with VSP2TC for a speed reversal maneuver at ¢ ~ 280 ms.
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Figure 5.25: Experimental results with PTC for a speed reversal maneuver at ¢t ~ 280 ms.

As mentioned in Section 5.4.2.2, A\; in the formulated objective functions of both
VSP?TC and PTC, given by (5.39) and (5.43), respectively, is tuned such that the same

relative importance is assigned to both torque and flux control (see (5.40)), and Ay is

chosen to be Ay < A\;. Moreover, the same Pl-speed controller has been used for both

approaches in order to achieve a similar behavior with respect to the rotor speed.

5.5.2.1 Steady-State Operation

Initially, the torque reference is set equal to T, ;s =~ 0 Nm, and the stator flux magnitude

reference to Wy ,of = 0.78 Wh. The torque and stator flux (in the af plane) waveforms

recorded in the experimental setup with the drive system controlled by VSP?TC and PTC

are shown in Figs. 5.26 and 5.27, respectively. As can be seen, the VSP?TC significantly
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Table 5.2: Parameters of the experimental setup consisting of a three-level neutral point clamped in-

verter and an induction motor.

Parameter Value
Sampling interval T 200 ps
dc-link voltage Ve 550V
Number of pole pairs P 1
Nominal rotor speed Wrnom || 2772rpm
Nominal torque T% nom 7Nm
Nominal stator flux magnitude W om 0.78 Wb
Stator resistance rs 2.1294 )
Rotor resistance T 2.2773 )
Stator inductance ls 350.47 mH
Rotor inductance l, 350.47 mH
Mutual inductance I 340.42 mH

reduces the torque ripple (Fig. 5.26(a)), compared to PTC (Fig. 5.27(a)). It should be
pointed out, though, that—as expected from the analysis presented above—the switching
frequency is not the same for both approaches, despite the fact that for both experiments
the same T, is used. The switching frequency for VSP?TC is around f,,, ~ 950 Hz, while
for PTC it is around f, ~ 750 Hz.

5.5.2.2 Torque Step Change Response

At time ¢ ~ 20 ms the torque reference is stepped up from 7 e = 0 Nm to T yef = 7 Nm,
while the stator flux reference is kept equal to U, ;¢ = 0.78 Wh. The dynamic performance
of VSP?TC is shown in Fig. 5.28; the one of PTC in Fig. 5.29. The torque ripple of
VSP2TC (Fig. 5.28(a)) is significantly reduced compared to that of PTC (Fig. 5.29(a)).
Furthermore, the transient torque response is not deteriorated by the use of the variable
switching point. Finally, the stator flux magnitude (see Figs. 5.28(b) and 5.29(b)) is also
not influenced for both controllers.

5.5.2.3 Speed Reference Step Change

Following, a step change in the rotor speed reference was considered. The rotor speed
reference is stepped up from wy e & 13001pm to wyrer = 2700rpm at ¢ ~ 120ms. Both
approaches (VSP?TC and PTC shown in Figs. 5.30 and 5.31, respectively) yield a similar
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Figure 5.26: Experimental results of the variable switching point predictive torque control (VSP2TC)
for steady-state operation under no load. The switching frequency is fs, =~ 950 Hz.
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Figure 5.27: Experimental results of the predictive torque control (PTC) for steady-state operation
under no load. The switching frequency is fs, =~ 750 Hz.

behavior during this transient since the rotor speed w, tracks its reference in about
t ~ 150 ms. Nonetheless, the torque ripple that VSP?>TC produces (Fig. 5.30(a)) is less
compared to that of PTC (Fig. 5.31(a)).

5.5.2.4 Speed Reversal

The last case analyzed is that of a speed reversal maneuver from positive nominal w; yom t0
negative nominal speed —w, om Occurring at ¢ ~ 350 ms. The additional control objective
of VSP2TC, i.e. the minimization of the torque ripple, is met, see Fig. 5.32(a). However,
it does not deteriorate the dynamic performance of the drive since for both controllers
the rotor speed reaches its final value in about ¢ ~ 200ms (Figs. 5.32(b) and 5.33(b)).
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Figure 5.28: Experimental results with VSP2TC for a step change in the electromagnetic torque ref-

erence.
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Figure 5.29: Experimental results with PTC for a step change in the electromagnetic torque reference.

Finally, in Figs. 5.32(c) and 5.33(c) the dc-link voltage is shown.

5.6 Conclusions

In this chapter, a control algorithm, namely the variable switching point predictive torque
control (VSP2TC), was introduced and applied to two different drive systems. The first
system is consisting of a two-level inverter and an induction machine (IM), and the second
of a three-level neutral point clamped (NPC) inverter and an IM. By selecting a different

switching state within the sampling interval the goal is to reduce the torque ripple, while
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Figure 5.30: Experimental results with VSP?TC for a step change in the rotor speed reference.
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Figure 5.31: Experimental results with PTC for a step change in the rotor speed reference.

achieving zero steady-state torque and stator flux tracking errors, as well as—for the case
of the three-level NPC inverter—mneutral point potential balancing.

In order to meet the control objectives the variable switching point is calculated
according to an optimization problem formulated to minimize the torque ripple. The
advantages of the proposed method, among others, include the design simplicity, the
straightforward implementation procedure, the fast dynamics that MPC can provide,
and the inherent robustness. Furthermore, since the prediction horizon is kept as short
as possible, i.e. N = 1, the computational complexity of the proposed approach is limited,
making its implementation in a drive system possible. Finally, thanks to its flexibility it

can be easily extended to different types of machines and be adapted for other control
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Figure 5.32: Experimental results with VSP2TC for a speed reversal maneuver.

tasks.

Nevertheless, the VSP>TC method comes with a slightly increased switching frequency
compared to predictive torque control (PTC), as proposed in [29] and [102]. However,
this is not a major disadvantage; since the application target of the introduced strategy
is the low voltage (LV) drives field, the switching losses are not so important compared
to medium- (MV) or high voltage (HV) drives where they are of paramount importance.
Moreover, it should be pointed out, that this higher switching frequency can be achieved
with the same sampling interval Ty for both algorithms (VSP?*TC and PTC), implying
that there is no need for more costly hardware. Therefore, the proposed method can be
successfully applied to drive systems up to a few kW, and to significantly improve the
control result. This is verified by the presented experimental results; the favorable per-

formance of VSP2TC under not only steady-state, but also transient operating conditions
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Figure 5.33: Experimental results with PTC for a speed reversal maneuver.

for both drive systems examined, is clearly demonstrated.
Future Research

A very interesting topic is to extend the prediction horizon, but at the same time, with
keeping the computational complexity modest. In this way, the control result will be fur-
ther improved, while the implementation of the algorithm in a real-time system will still
be possible. Furthermore, tackling the control problem as a current ripple minimization

problem, instead of a torque one, is very intriguing.
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Appendix A

Nomenclature

Mathematical Definitions

General

scalar
a vector
A matrix

general placeholder (for any variable)

{-,...} set

[+, .. ] matrix (or row vector)

= equality

#* inequality, is not equal to

< () inequality, is less than (or equal to)

> (>) inequality, is greater than (or equal to)

horizontal ellipsis, “and so forth”
vertical ellipsis, “and so forth”

diagonal ellipsis, “and so forth”

= definition
| such that
such that
€ is element of, belongs to
v for all
— mapping
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134 A Nomenclature

Sets

N natural numbers

N+ natural numbers without zero

Y/ integers

R real numbers

Rt nonnegative real numbers

R™ set of real vectors with n elements

Rmxm set of real matrices with n rows and m columns

Operation with Logic Variables

= implies
A and
vV or

Operation with Vectors

) vector of zeros, O = [0 0...0]7 € R"

a’ row vector

= componentwise inequality (v < v means u; < v; for ¢ = 1,...,m), similar
for <, >, >

lal componentwise absolute value

lalle Cnorm (> 1), [[alle = (ol + .. + a]6)

Operation with Matrices

I identity matrix (of appropriate dimension)

0 zero matrix (of appropriate dimension)

S™ set of symmetric n x n matrices (8" = {X € R | X = XT})

St set of symmetric positive semidefinite matrices (S = {X € 8" | X > 0})
AT matrix transpose

Al inverse of a square matrix

Operation with Sets

empty set

intersection

CcC O =

union
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(C) C (strict) subset
(D)2 (strict) superset
Optimization

min minimum

max maximum

inf infimum

sup supremum
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Variables

A continuous-time state-space matrix, in ac drives

Al A, continuous-time state-space matrices, in de-dc converter

A, Ay continuous-time state-space matrices, in CHB multilevel rectifier
Ay discrete-time state-space matrix, in CHB multilevel rectifier

B continuous-time state-space matrix, in de-dc converter

B continuous-time state-space matrix, in CHB multilevel rectifier
B, B, B, continuous-time state-space matrices, in ac drives

By discrete-time state-space matrix, in CHB multilevel rectifier

C continuous-time state-space matrix, in de-dc converter

C continuous-time state-space matrix, in CHB multilevel rectifier
C continuous-time state-space matrix, in ac drives

C, discrete-time state-space matrix, in CHB multilevel rectifier

Clae dc-link capacitor, in ac drives

C, capacitor, in dc-dc converter

Co, capacitor of the ith cell, in CHB multilevel rectifier

d duty cycle

dguz auxiliary variable, in de-dc converter

D continuous-time state-space matrix, in ac drives

E,, ...,E, discrete-time state-space matrices, in de-dc converter

E,, ..., E, stochastic discrete-time state-space matrices, in de-dc converter
fsw switching frequency

F. Fy, F3; discrete-time state-space matrices, in de-dc converter

F1,, ..., Fy, stochastic discrete-time state-space matrices, in de-dc converter
G discrete-time state-space matrix, in de-dc converter

G, stochastic discrete-time state-space matrix, in de-dc converter
fos e inductor current disturbance, and estimated state, in dc-dc converter
i inductor current, in de-dc converter

is input current, in CHB multilevel rectifier

L5ap stator current in a8 plane, in ac drives

sz stator current of phase z, with = € {a, b, c}, in ac drives

Lo, output current of the ith cell, in CHB multilevel rectifier

J objective function

H inertia, in ac drives

k discrete-time instants, &k € NT

Epr,s King, proportional, and integral gain of the ith PI-controller, in CHB multilevel
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rS) TT’

rectifier

transformation matrix, in ac drives

Kalman gains, in de-dc converter

time-step within prediction horizon

stator, rotor, and mutual inductances, in ac drives

inductor, in de-dc converter

inductor, in CHB multilevel rectifier

torque slope, in ac drives

number of samples in one period of the second harmonic (relative to the
input voltage frequency) of the output voltage, in CHB multilevel rectifier
number of modules (cells), in CHB multilevel rectifier

time instant within the sampling interval, in ac drives

sampling interval multiple of T, in move blocking scheme, in dc-dc con-
verter

length of prediction horizon

number of steps in the first part of the horizon, which are sampled with
T, in move blocking scheme, in de-dc converter

number of steps in the last part of the horizon, which are sampled with a
multiple of T in move blocking scheme, in dc-dc converter

pole pair number, in ac drives

noise covariance matrix, in de-de converter

stator, and rotor resistances, in ac drives

noise covariance matrix, in de-dc converter

load, and inductor internal resistors, in de-dc converter

inductor internal resistor, in CHB multilevel rectifier

projection of the intersection point onto the z-axis, in ac drives
fundamental period, in ac drives

electromagnetic torque, in ac drives

pair of switches of the ith cell, in CHB multilevel rectifier

mechanical load torque, in ac drives

sampling interval

input vector

vector of switching states of inverter in abc plane, in ac drives

sequence of input vectors within the prediction horizon

reflected multilevel voltage to the ac side, in CHB multilevel rectifier

voltage vector in af plane, in ac drives
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Ve, Uy output voltage disturbance, and estimated state, in de-dc converter

Up neutral point potential, in ac drives

Uph,z voltage of phase x, with x € {a,b, c}, in ac drives

Vg, Vo input, and output voltages, in de-dc converter

Vs, Vo, input, and output voltages of the ¢th cell, in CHB multilevel rectifier

Vo, dc component of the output voltage of the ith cell, in CHB multilevel
rectifier

Vie dc-link voltage, in ac drives

w disturbance vector, in CHB multilevel rectifier

x state vector

T, T, augmented, and estimated state vector, in dc-dc converter

Y output vector

I, I; continuous-time state-space matrices, in dc-dc converter

) rotor flux angle, in ac drives

A continuous-time state-space matrix, in de-dc converter

A weighting factor

v measurement noise, in dc-dc converter

I3 process noise, in dc-de converter

Ti, To time-instants within the sampling interval, in dc-dc converter

) angle between a-axis of the three-phase abc system and d-axis of the dq0
reference frame, and angular position of rotating reference frame, in ac
drives

P, P, stator, and rotor flux in dg (or o) plane, in ac drives

v, magnitude of stator flux, in ac drives

Wiy angular speed of frame, in ac drives

Wy rotor rotational speed, in ac drives
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Acronyms

CCM Continuous Conduction Mode
CHB Cascaded H-Bridge

DCM Discontinuous Conduction Mode
DTC Direct Torque Control

FOC Field Oriented Control

FC Flying Capacitor

IM Induction Machine/Motor

LP Linear Program(ming)

LV Low Voltage

MILP Mixed-Integer Linear Program(ming)
MIMO Multiple-Input Multiple-Output

MIP Mixed-Integer Program(ming)
MIQP Mixed-Integer Quadratic Program(ming)
MLD Mixed Logical Dynamical

MPC Model Predictive Control

NPC Neutral Point Clamped

p-u. per unit

PID Proportional-Integral-Derivative
PLL Phase-Locked Loop

PTC Predictive Torque Control
PWM Pulse Width Modulation

QP Quadratic Program(ming)

SISO Single-Input Single-Output
THD Total Harmonic Distortion

VSP?TC  Variable Switching Point Predictive Torque Control
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