EONIKO METZOBIO [IOAYTEXNEIO

LX0AH HAEKTPOAOI'QN MHXANIKOQN
KAI MHXANIKQN YITOAOTIETON

TECHNISCHE
UNIVERSITAT
DRESDEN

TOMEAX ENIKOINONION HAEKTPONIKHY KAI 2YITHMATON
IIAHPO®OPIKHX

MeA€tn Enidoong Zuotipatog PLC HomePlug
Command and Control unté PeaAloTIKEG
2uvOnkec Kivhong o Euduécg Aiktuo.

AITIAQMATIKH EPT'AXIA

lodavva II. Kayltavva
loanna P. Kagianna

Emprénov : Nwkorloog Mntpov
Kobnynme E.M.IL.

Abnva, Asxéppprog 2013
1






EONIKO METZOBIO [IOAYTEXNEIO

LXO0AH HAEKTPOAOTQN MHXANIKQN
KAI MHXANIKON YITOAOTIETON

AVPPOPOS

13
3 oM iOLV S
>

TECHNISCHE
UNIVERSITAT
DRESDEN

TOMEAX XYSTHMATON METAAOZHE [IAHPO®OPIAX
KAI TEXNOAOTIAYX Y AIKON

MeA€tn Enidoong Zuotipatog PLC HomePlug
Command and Control umto PeaAloTIKEC
2uvOnkec Kivnong og Euduéc Aiktuo.

AITIAQMATIKH EPT'AXIA

lodvva II. Kayiavva
loanna P. Kagianna

Emprénov : NworAoog Mntpov
Kanynmc E.M.IT

Eykpidnke omd v tpipel eEetaotiky emrponn v 23" AgkepBpiov 2013,

AOnva, Aexéupprog 2013

Nworaog Mntpov Muyonk Ogordyov Yopenv [Horofoacireiov.
Kabnyntmg E.M.II. Kabnyntg E.M.II. Avaminpotig Kabnyntrg
E.M.IT

3



lodva I1. Kayiavva

Authopoatovyog Hiektpoldyog Mnyavikdg kot Mnyovikog Ynoroyiotov E.MLIL.

Copyright © Iedvva I1. Kayiavva, 2013
Me empOroén mavtoc dwarmdporoc. All rights reserved.

Amayopevetal 1 aviypar], amodniiKevon Kot Slovou NG Tapovoag epyaciog, €5 0AOKANpOL 1
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Performance Study of HomePlug Command and Control
PLC System
under Realistic Smart Grid Traffic Conditions

Abstract

Nowadays, the human society has a lot of needs and demands that constantly
increase and technology is called to fulfill them. In the area of electricity supply, increasing
load, security and convenience demands by consumers and markets have led to the
evolution of the electricity grid to the contemporary Smart Grid. Intelligence, efficiency,
security and reliability are some of the prominent characteristics that enable Smart Grid to
play a determinant role in our era.

This study aims to present a possible Smart Grid system and study its
performance. First of all, ten Smart Grid applications that could possibly coexist in a future
Smart Grid are described and then some mathematical models for the traffic that each
application may produce are derived, based on data provided by the relevant literature.
Afterwards, these models are combined to form a realistic complex model for the traffic
produced in the system when all the applications are taken into account. Finally, the
performance of the system is studied and analyzed in terms of aggregate throughput for six
different scenarios of working applications. The results presented in this work are derived
by the use of a combination of analytical mathematical models and Matlab simulations.

Keywords: Smart Grid, Smart Grid Applications, formal mathematical
models, throughput, realistic traffic model, Matlab






Melrétn Enidoonc Xvotnnoroc PLC HomePlug
Command and Control vré Peolotikéc ZovOnkec
Kivnonc 6 Evpvéc Atktvo

Iepiinyn

2t oOyypovn €moyn, M avOpOTIVH Kowmvio, EYEl TAELAO0 AVAYKMOV TOV GUVEXMDGC
av&dvouv Kol 1 TEXVOAOYiO KOAEITOL VO TIG EKTANPOGEL XTOV TOUEN TNG TOPOYNGS
NAEKTPIKNG evépyelag, N aw&avopevn {Nnon o€ NAEKTPIKO GOPTIO KOl Ol GTOLTHOELS Yo
ACPAUAELD KO OLEVKOAVVOT GTIC SLAPOPES VAINPEGIES OO TOVG KOTAVOAMTEG KoL TIG AYOPES
odnynoav oty e£EMEN Tov Tapadostokov Hiektpikod Atktvov 6to cVyypovo Tov 'E&umvo
Aixtvo (Smart Grid). Evevio, anodotikdmra, aceirelo kot a&lomiotio givat pepikd and to
e&éyovra yapaktnplotikd tov ‘E&umvouv Awtvov mov 1o kKdvouv va mailel kabopiotikd poro
GTNV EMOYY| LOGC.
Avt) 1 perémn otoyevel 6to va mapovstdcel £va mlavd ‘E&umvo Alktvo kot vo pedetiost
™V €midoon Tov. ApyKd, dEKA €QapUoYEC oL Ba umopovcav va cuvumdpEovv ce éva
peArovtikd ‘E&umvo Aifktvo meptypdoovior kot otn cuvExelo mpoteivovior pobnpotikd
HOVTELQL TTOL TTEPTYPAPOLV TNV Kivnomn mov kde pio amd Tic EPOPUOYES AVTEC TPOKAAEL GTO
ocvoTnua 0tav Acttovpyel, pe Pdom dedopéva mov Tpoépyovion amd oxeTikn PiAoypapio.
Avtd to poviéha cuvovalovtorl €merta Yo tn Ompovpyion vog chvBetov pobnpoticod
povtéAov mov o mePypapel TV kivion Tov OkTOoL OTav Kot ot €K €QapuroyEég Oa
GLAAEITOVPYOVV G610 dikTVO. TéAOG, peAeTdTOl Kot avaADETOL 1 EMIOOOT] TOV GLGTNLLOTOG GE
OpOVG GUVOAIKNG Omdd0oNG Yo €51 SPOPETIKA CeVAPLL PACEL TOV EPOPUOYDOV TOV
Aertovpyobv oto cvotnuo. Ta amoteAéopato mTOv TOPOLGLALOVTIOL GE OVTY TNV EPYACia
TPOEPYOVTAL OO GLVOVACUO YPNONG OVOALTIKOV HOONUOTIKOV HOVIEA®V KOl TOV
TPOYPOAULOTIOTIKOD Epyaleiov, Matlab.

Aéarc Kiewonwa: Evpuég Aiktvo, E@appoyég Evpuovg Aiktivov,
podnpotikd povtédla, amwdédoon, Tpoypatikés ovvOnkeg kivnong, Matlab
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Evyaprotieg

Me v olokAfpwon avtig ¢ Aumlouotiking Epyoacioag kAeivel o kOKAog TV
TPOTTVYIOKAOV HOL OTovd®V otn ZyoAn HAektpoldywv Mmnyovikov kot Mnyovik®v
Ymoloyiotdv tov EBvikov Metoofiov [Todlvteyveiov. Me v evkaipio avtr Oa nOeia va
EVYOPIOTHCM OAOVLG TOVG KOONYNTEG OV, TOVL UE TNV KaBOdNYNon Kot TO ToPAOELYLd TOVG
Le evEmvELGOV Kot Le forOncav OAa avTd Ta YpOvia.

[T ovykekpéva, Tpémel va evyaptotom Padid tov k. kad. NikéAao Mrtpov yo
v Kafodynon Kot v apéprotn fonbea Tov.

Avt n Amlopoatiky Epyacia 61e&iyn oto IHoAvteyveio g Apéodne Koatd
dugpkela tov gaptvov g&aunvov tov 2013 dtav Bpiokopovy ekel péow tov Evpomaikov
[Ipoypdupatog Avtorrayng @oumtov, ‘Erasmus’. T'w avtd 10 Aoyo Bo Mbeia va
evyapomom v Edpa tov Tniemkowvovidv tov TloAvteyveiov g Apésdng Kor kupimg
tov K. kaf. Lehnert ywo tn peydAn evkaipio mov pov £6moe OTav e dEYTNKE GTNV OUAO TOV
o¢ eormtpla ‘Erasmus’. Télog, 06Aw va guyopiotiom tov vrevBuvo pov M.Sc. Stanislav
Mudriievskyi, ympic tn Bofifsia Tov omoiov Ko T cuvepyaoia pog, 1 peAétn avtn Oo NTov
advvaT.
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Exteviig Ilepiinyn Awmlopatikig epyaciog pe titho:

Merétn Entdoonc Xvotmpotoc PLC HomePlug
Command and Control vt Peohmotikég XovOnkeg
Kivnong o Evpuég Atktvo.

IIp6royog

H avémtuén tov Hiektpikod Awctdov Eekivnoe mpv and Evov audvo TEPImov 6TIg
O PLOPMYOVIKG OVETTUYUEVEG YMPEC. XTN CNUEPWVY €MOYN, N avBpdmTvN Kowvmvia €xel
TOAAEG KOt OAOEVO ALENVOLLEVES OVAIYKEG KOl OTTOLTIOELS TIC OTOTEG 1) TEXVOAOYia KoAgiTOL VOl
TIG EKMANPADGCEL. XTOV TOUED TNG MAEKTPIKNG EVEPYEWS, Ol OMOLTNOCELS Y. OAOEVA
aLEAVOLEVO NAEKTPIKO POPTIO, ACPAAELN KOl AVEGELS OTO TOVS KATOVOAMTEG AL Kot omd
TIG ayopég Exovv odnynoet otnv eEEMEN tov Hiektpucod Atktvov 6to chyypovo tov Evepuég
Aiktvo. Evevia, amodotikotnta, ac@dieo kot aglomiotio eivar pepkd amd to e&éyovra
xopokInpotikd tov Evpuovg Awtdov , mov tov emitpémovv va mailel €vo koBoploTikod
pOAo otn cvYypovn emoyn. H xpnon e mAnpo@opiknie, TV GLUGTNUATOV ETIKOWV®OVIOG Kot
TOV NAEKTPOVIKAOV 1GYV0G £XOVV UETAPOPPMGEL TN UETAOOCN KOl SLOVOUY| TNG NAEKTPIKNG
EVEPYELOG.

H teyvoloyioc. Power Line Communications (PLC) omoteAel pia €AKLOTIKN
EVOALOKTIKY] Y10, TY] LETAOOGT TANPOPOPIDOV KO TPOCPEPEL OIKOVOULKE PLOGILES AVGELS Yia
emkowvmvies. o va emitevyBet 1 euplOtepm ypnon owtng g teXvoroyiag etvor amapaitnm
N avantoén TPpOTOKOAM®Y Kowd amodektmdv. '’ avtd, to mpwtékolro HomePlug
Command and Control Specification (HomePlug C&C) opiotnke amd tv HomePlug
Powerline Alliance ‘ue oxomd v ikovomoinon amoitioewv yio, éva edpwoto kor avlextiko
amo 016pOoPovS TOTOVS TAPEUSOLDY cOTTHUA. .

Eg@appoyés Evpuovg Awktvov
Aéxo mBavég epappoyég mov umopet voo cvAleitovpyovdv oe €va Evpuég HAextpikd
Aiktvo givon o1 €€ng:

I.  SCADA, mov avtictoyet oe Emifreyn EAéyyov xor Amdktnong Aegdopévov
(Supervisory Control and Data Acquisition) kot oavoeépetor o€ GLOTARATO/
EQOPLOYEG TTOV YPNGLLOTOLOVVTOL Y10 TAPOKOAOVONGT TOV NAEKTPIKOV SIKTVOL Kol
ELEYYO TV OVTOUOTOV CUCKEVDV.

1. Afqyn kot avepadpion véov Aoyrepikov (Software download/upgrade firmware)

1. "Eleyyog tov @otewvav Xnpotodotdv ku Kvkiogoproxng Kivnong (Street
Lighting and Traffic Control). Avto0 tov €idovg Ta cvoTHUaTA ElvVOl GLOTHLOTO
TNAEOLOYEIPLONG TTOV EMTPENMOVY TV OVTOUATY AVTIOPACT TOV GUGTHLOTOS POTEWVDV
ONUOTOO0TAOV € EEMTEPIKES TOPAUETPOVS, OMMOC KUPIKEG CLVONKES, TOPOUUEVOV
EMIMEDO PVGIKOV POTIGLOL NUEPOS, ATVYNLOTO 1] TUKVOTNTA THG KVKAOQOPTaG.

IV. Avrtopotiopog Awavopnis Evépyerag (Distribution automation (DAS)). TIpoxettan
Yl0. GLGTHLLOTO LTEVOVVA Y10 TOV AVTOUATIGHO TNG UETOYWYNGS, TNG AELTOVPYIOG KOt
TOL €AEYYO0 TOL OIKTVHOV OLAVOUNG OO LOKPLAL.

V. Awyeipion ®optiov (Load Management) sivar pia €€umvn €poppoyr Tov
Evpuotdg  Awtdov vrevtBovn yioo v €€lcoppOTNon g TPocPopds MAEKTPIKNG
EVEPYELOG OTO OIKTVLO HE TO MAEKTPIKO QOPTIO, TPOKEWEVOL Vo BeATioTomombel to
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VI.

VII.
VIII.

KOGTOG TOPOYWYNG TNG EVEPYELNG, AVAAOYA LLE TN GLUTEPLPOPA TMOV OLUPOPETIKAOV
TOMOV TEAATAOV, Vo, eVioyVel TV aflomoinon ¢ evépyelag 1 TV oS0MmIeTio ToV
GUGTNHOTOG.

Egappoyn Xvvayeppov (Alarm Management) sivol pio eépappoyn mov aviyvevet
éva. yeyovOg TOL OmoTel TNV TPOGOYN OAOKANPOL TOV CLGTNUOTOS EAEYYOL Kol
HETAOIOEL QLT TNV TANPOPOPio. GuVAYEPUOD GE OO TO GUGTNHO, TPOKEWEVOD VOl
amoPeVYOOVV TUYOV AVETIOOUNTES KATOOTAGELS.

Eripieyn Awtoov pe ypion Video (Video Surveillance) yia Aoyovg acodaieiag.
Tniegpovia (Operational Telephony) mov mapéyer Gueon aueidpoun cvvdeon
Nyov pe 1o Kévipo Agttovpyiag Atktoov.

Evpueic Metpntéc (Smart meters). Ilpokertoar yioo wponyuévoug UHETpNTEG
EVEPYELNG TOL TPOGOOPILOLV TNV KOTOVAAMOT EVEPYELNS TOL KOTOVOAMTY LE
TEPLOGOTEPEC AEMTOUEPEIEG a0 O,TL €VOG CLUPATIKOG LETPNTAG KOl UE OCPAAELD
HETAOIOEL TIC TANPOPOPIEG AVTEG OTNV ETAIPEi KOWVNG @PELElNG amd dVO GLCTHUATO
EMKOVAOVIOV.

On demand meter reading ywo mopoakoloOONGN G€ TPAYHATIKO ¥POVO TIUOV
dpopmv peyedmv 1 TNV Tapovsic Tov PeLUATOG 1| GAAES TOPAUETPOVG.

"Ex@pacn Tov (povov neTald 2 d1000IKAOV dPIiEE®mV TAKETOV 6TO
coetnua (Interarrival Time(T)) cvuvaptiiost Tov peyédovg Tov makérov (L)

Kot Tov Evpovg Zavng (B)

o ™ perétn g emidoong evog koavaiov Smart Grid otav or wpoavopepbévieg
EQPUPLOYEG AEITOVPYOVV, 0 VITOAOYIouOG TV interarrival times tov nakétmv Tovug o€ OpPoVG
peyébovg maxétov kot gopovg Lovng eivar amopaitntog. YnoOétoviag OTL To. TOKETO
ELGEPYOVTOL GTO GUGTNUA Y10 EVOL GUYKEKPLUEVO YPOVIKO SLUoTNLO, Yo Tapddetypa yio 24
DOPEG, OTMG PAIVETOL GTNV TAPAKATO ELKOVOL:

D
< P

o

<—>
Tp

< >
T

Ewdva 2.5: Apileic maxétwv oto ovornua o€ diaotnuo 24 wpav

Amoodelynke 6t1 0 xpovog pHeTalh 2 ddoykdV aQiEE®mV MOKETOV GTO CLUOTNUO -

. . L
Interarrival Time(T) - woovtot pe tov €€ Adyo: T = 3 (1)

14



Yroloywopdg tov ‘Interarrival Time’ k@0s epapproyng eveuvovg H1KTHOV

Y10V TopaKdTe Tivoko TepEyovTol ot TIHEG Tov ‘datarate’ kot tov peyéfovg Twv mTaKETmV
v KGO epappoyn (ta dedopéva ovtd cAAEXONKaY petd and BipAoypagikn Epevva):

Hivaxog 2.1: ITivaxag ‘datarate” koi ueyéfovg moxetov twv poproymy evpoovg SIKTHOD

# | EQappoyéc Eveuodg Aiktvov Datarate(kbps) Méye0og IakéTov

1 | SCADA [1.8,9.6] 512 bits

2 | Software download/upgrade firmware
upstream 32 [10kbytes,100kbytes]
downstream 32 [100kbytes,10Gbytes]

3 | Street lighting and traffic control 0.025 512 bits

4 | Distribution automation and traffic 18 150-500 bytes
protection

5 | Load Management 50 512 bits

6 | Alarm Management 9.6 512 bits

7 | Video Surveillance [15,128] 512 bits

8 | Operational telephony 8 512 bits

9 | Smart Meters
upstream 5.3 [2000, 10000] bytes
downstream 5.3 [50, 400] bytes

10 | On demand-reading
upstream 100 [100, 500]
downstream 100 [50,100]

[Hapanpavrtog tov Iivaka 2.1, eivor Tpo@aveg OTL Yo OPIGUEVEG EPUPLOYES OL TILEG
gite Tov pvOuov dedopévov (data rate) site tov peyéBovc makéTov TOKIAOLY o€ Eva
SWoTNUO, EVD Y0 OAAEG EQAPUOYES, QVTEC OL TIHEG TOV, oV Ppédnkav ot Pifioypaoia,
elvanl ovykekppéves. Avtd egaptdral amd TV TocdtTo TV dedoUEVEV Tov Ppédnkay ot
oxetikn BipAtoypapio.

YToAoYIGPHOG HOONUATIKOV HOVTEAMY Y10 TNV TEPLYPOUPT] TS Kiviong Tov
nopayeTol 0mé Kadepio amo TIC TPoavaPEPOLEVTES EQUPROYES EVPLVOVS
OIKTVO0V

H xivmon mov mapdyeton and «dbe epappoyn Bo meprypoesi o¢ por cuvaptnon
Kotavoung e toyoaia petafint to Interarrival Time tng xdOe epappoyng .

Oocov apopd Tic epappoyég otov Ilivaka 2 , 6o umopovoe va vrotebel O6TL o
Kavovikn katoavopn (normal distribution) pe toyaio petapint to Interarrival Time kdOe
plog amd autéc TG epapproyés Ba pmopovoe meplypapel TV kivnon mov avtr mopdyel. H
vdBeon avt Paciletar KuplOS GTIC TEPLYPAPEG OVLTOV TOV EPOPULOYDV KOt TO. dESOUEVOL
mov Bpébnkav oe oyxetikn PiAoypaeio.
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Mivakoag 2.3: Méon tyua) kar tomikn omoxiion tov ‘interarrival time’ yia g
epopoyés wov axolovBovv ‘normal’ karovour

Eqappoyéc Evgpuovg Atktvov Méon Tipn(sec) Tomkn
amoxiion(sec)

1 | SCADA 0.1689 0.1156
2 | Software download/upgrade firmware

upstream 13.75 11.25

downstream 1262.5 1237.5
4 | Distribution automation and traffic 0.1444 0.0778

protection
7 | Video Surveillance 0.019 0.015
9 | Smart Meters

upstream 1.132 0.0001

downstream 0.0424 0.0001
10 | On demand-reading

upstream 0.024 0.016

downstream 0.006 0.002

Xoppova pe 1o [39], wa toyaio petaPint) X sivon o kavovikn toyaio petafAnt
(| 1o X eivar kovovikd SwavepmBel) pe mapapétpovg u kot Vo av €xel cvvaptnon
TUKVOTNTOG
1 (X-u)z
f(x) = ﬁ-exp(- s ) for -oo < x < 00 (2)
Avt 1 TVKVOTNTA EIVOL (oL KOUTTOAT G YL KOUTAVOS IOV £IvVOL GOUUETPIKOS YOP® atd
7%

WevZn) ==

fix) Mig oy

S m-2a i " ou+le  x

Ewcva 2.6: Normal density function
Oocov apopd Tig vroloweg epapuoyég otov Ilivaxa 1, yio T1g omoieg divetan pia
ekTiovuev) Tun tov oaviictorywv Interarrival Times, Bo pnopovoe va vrotebei otL pia
ekBetucn Kotavoun pe pubud A umopet va meprypdyet v kivnon mov kébe pio omd avtég
TAPAYoLV, OEOOUEVOL OTL OEV VTLAPYOLV OPKETE oTotyeia ot PipAoypapia , doTE Vo eivon
duvatov va Tpocdloptotel pa akpiPnig kotovoun tov Interarrival Time kot vo vToloyistovy

TOPAUETPOL TOV GAADV TIOUVOV KATAVOUDV (T.). KAVOVIKN KATOVOUT).
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[Mivaxac 2.4: ‘Interarrival time’ yia 11 epopuoyéc mov axolovfovv ‘exponential’

KaTOVOUN
# | Egappoyés Evguodg Aiktvov Interarrival time
(sec)
3 | Street lighting and traffic control 20.5
5 | Load Management 0.00102
6 | Alarm Management 0.05333
8 | Operational telephony 0.064

Mo cuveyng toyoio petafint X Osmpeitor 0Tt akolovbel ekBeTIKn) Katavoun He
TapAUeTpo A, A> 0, av €Yl GLVAPTNON TLKVOTNTAG:

f(x) =2-exp(A-x), forx>0 (3)
Kol amekovifeTat:

L
() - lc?w

114

X

Ewucéva 2.16: Exponential density function

Telko Movtéro Kivnong

Avaivtiki) 'Exkepaon

Mo va Bpebet o avalouTikn EKEPocmn Yo To TEAMKO HovTtédo Tov Ba Teptypaeet TV
Topayopevn) omd OAeC TIG €QOPUOYEG Kivmom, OAEG Ol KOTOVOUES TOV  EQPUPUOYDV
npoceyyilovtat pe POiSSON kotavopés.
levikd [ 36 ] :

‘Eoto N1 (t), ..., Nk (t) xatavouég Poisson pe mapapétpoug Al , ..., Ak . Tote, n
vépBeon avtdv tov dadikactdv Poisson eivor pa véa dwadikacion Poisson pe pubpo :
A=Y 4 (4)

Xy nepintoor| mov £E€TAlETOL, TO TEAMKO HOVTEAD Kivnomg, TO 0TOl0 TPOKVITEL WG
vrépbeon Tov dadtkact®v Poisson mov meptypdpovy v kivinon g Kabe epappoyng etvon
wa dwodicocio Poisson pe mopdpetpo A @ A= Y13, 1, =430 (5), 6mov Ai eivon o
napauetpog Poisson and tov mivaka 4 .
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Mivaxac 3.1: Iapduetpog A ¢ P0ISson katavounc

# | Eoappoyéc Evguovg Aiktiov A NG KaTavVOUNS
Poisson

1 | SCADA 5.92105
2 | Software download/upgrade firmware

upstream 0.07272

downstream 0.00079
3 | Street lighting and traffic control 0.0488
4 | Distribution automation and traffic 6.923]

protection
5 | Load Management 97.1
6 | Alarm Management 18.75
7 | Video Surveillance 52.447
8 | Operational telephony 15.6
9 | Smart Meters

upstream 0.88333

downstream 23.555
10 | On demand-reading

upstream 41.7

downstream 166.67

‘Etot , 10 avoluTikd TEMKO HOVIEAO TOV TEPLYPAQPEL TN GULVOAIKT KLKAOQOpia,
e 430.1430%

eivor: Poisson = ——— (6).
x!

I'evikd, po kotavoun Poisson elvar pio dwokpiry kotavoun mbavotmtog mov
exepaler v mbavotnto evog dedopévou apBpod yeyovotmyv mov cvppaivovv oe €va
otafepd Ypovikod SacTnUa /KoL YOPO, 0V AVTE TO YEYOVOTA GuuPaivouy pe €va YVOoTo
péco puud kol aveEaptmro amd TN XPOVIKN CTIYH] TOL 7OV GLVEPN TO TPONYOVUEVO
ovuPav [3 ] . Etot, n Zxéon 6 mapéyel tv mbavotta evog dedopévon aplfpod agi&emv
TakET®V oV cupPaivovy og va ypovikd ddotnua (- 0o <t < o). Zouemva pe v Zyéon 6
kot [ 36 ] n ovapevopevn tywr tov Interarrival Time oto tehikd poviého Otov OAeg ot
epapuoyég otédvouy makéta ivar : E[T] = 1/430 = 0.002325sec.

Movtého TG suvoMKG Kiviiong pe ypiion Matlab

Q¢ emoAnbevon TV amoteAecpdtov mov PBpédnkav pe ypnon tov  podnpoatikd
LOVTEAOL Kivnong mov ovartHyOnke oTnV TPOTNYOVUEVT EVOTNTA, 1) EKTILAOUEVY] TIUN TOV
interarrival times 6tav OAec o1 EQUPLOYEC GLAAEITOVPYOVV LTTOAOYIoTNKE KO pe e€opoimon
TOV GLOTNHOTOC 6€ Matlab.

H avopevouevn tiun tov Interarrival Time oto tehkd povtéro pe Matlab vroloyiletar:
E [T] =0.0031sec.

Eivar o&oonueimto o6t M ovapevopevn T tov Interarrival Time omwmg
vroAoyiletor amd o OvVOAVLTIKO HOVTEAD Kot ovTh oL LroAoyiletor pe T Pondeta Tov
Matlab eivon g g tééng peyébovc. To yeyovdc avtd VIOSEIKVOEL OTL 1| OVOAVTIKY
mpocéyylon eivor  apKeTd  KOAN, O€OOUEVOL OTL TO  OMOTEAECUOTO 7OV  TOPAYEL
emaAnfevovtal amd 1o Kodwkd oe Matlab, o omoiog etvar axpipng.
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Yrnoloyiwopog Ewidoong

Ymv ‘Edpa tov Tniemkowvovidov tov Teyvikod IMavemomnuiov g Apécdng
(Technical University of Dresden) &xet on avomtuydel éva avaAvtikd HOVIELO Yo TO
eninedo MAC evog ocvotmiuatog Narrowband Power Line Communications (NB-PLC
system), mov mpoopiletat va ypnotponombet yia epappoyéc mov agopovv 1o 'E&umvo Alktvo
(Smart Grid Applications).

Yougpwva pe 1o [37],  enidoon amd onpeio oe oNuUEL0 TOV SIKTVOV ETIKOWVOVIDY GTO
eninedo MAC pmopet va teprypagel wg e&ng:

S =

Wi <

()

where:
U=T, P theaverage transmission time within one frame  (8)

B =1+1+4Y +T, the average frame duration ~ (9)

Tp: xpOVOG HETAOOONG EVOG TAKETOV GTO GUGTN O
Ps: mBavotta emttuyode petddoong

1. KaBvotépnon o1ddoong

I: constant frame overhead

Y: the average winner backoff time

Amo ™ peAétn ¢ €midOONG TOV GLOTHUATOS OMMG TEPLYPAPeTaL 6to [37] TpokvTTTEL N
Yyéon 4.4 mov vroloyilel v emidoon Tov cvotiuatog vod greedy traffic conditions:

Ty ( 1= ZE_VZ“'( C‘A%N-Zﬂiz((’}' )-(CW—j)”‘f)+CVf,N) )

S =
Vi1 Vi
w1+ 3 ye| -2V -(1-2L)N ]+,

(10)

Ye éva T€1010 cVOTNUA, KOOE TN €XEL CLVEYELD TANPOPOPIEG TPOS UETAOOON Kol
noté d¢ Pploketar o€ adpaveld. Agv VIAPYEL TOTE GLUPOPNOT GTI TAELPA TOV ATOGTOAEN
TOV TANPOQOPIOV, APOV £vo, VEO TOKETO TOPAYETOL UOVO UETA TNV OAOKANPM®OT TG
LETAO0OMG TOV TPOMYoLEVOL TTakéTov. H emidoon evog cvuothpatog vd tétoleg cuvOnKeg
givar 1 péytot dvvarn yo to cvotnua [38].

Ouwg amonteitor mo evoeleyng HeAETn NG €midOONS TOV GLGTNUOTOS VO
peaMoTIKéG ouvOnKes. AnAadn, 6TV TEpImTOoT vt dev glvar olyovpo 0Tt kdbe Tyn €xel
OLVEXELNL EVOL TTOKETO TTPOG PETAdOON. OmoTe, VIO PEAMOTIKEG GLVOTKEG Kivnomg, LITAPYEL
éva. ypovikd oo petald tov aeifemv oto oVLoTNUE dVO SOOOYIKAOV TAKETMV
TANPOPOPiaG. AVTO TO YPOVIKOV SAGTNHO HETAEDL TOV V0 SdoyIK®OV 0pitemv o610
oLGTNWO TPETEL VO, GLUTEPIANPOEL GTOV VTTOAOYIGUO TNG EMIOOGNG TOV GLGTILTOG,.

H enidoon tov cvotiuotog meprypdpetat Kot oAl amd v Xxéomn 7. H dtapopd g
eMidooNG TOLV GLGTNUATOG VIO PEOAOTIKES GUVONKES, G GYEOT LE TNV QVTIOTOLYT| EMIOO0N
oe ovotnua pe ovvOnkeg greedy traffic, Ppioketar otov mapavopacty g Zyxéong 9. H
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petofint | oty Zyéon 9 exppaler 10 péyebog g emkepoiidoag makétov - constant
frame overhead - mov meplopPaver To. KOUUATIOL TOV EKTEUTOUEVOD TAKETOV OV Eival
otofepd ko dev aAldlovv ywo d00év ocvotnua, Omog ta guard intervals kot to
acknowledgement. H petapint I ot Xxéon 4.4 avrikabiotdror and ™ petafinm I, mov
TEPIAAUPAVEL KL TNV OVOUEVOUEVT] TIUN TOV YPOVIKOV OCTHUOTOS HETOED TOV apifemv
dV0 SLOSOYIKDV TOKETWOV.

Anhodn givau 1'=1+ E[T] (11)

Onwg eaiveton oty Ewova 2.5, to ypovikd ddotnuo PETOED TV apiéewmv dvo
SOOYIKOV TOKET®V TEPIAAUPAVEL KOl TO ¥pOVO PETAd0oNS ToL TpdTov. 'ETo1, 0 0pog Tp
npémeL vo. apapedel amd Tov TapavopraoTy, apobd tepiiappdvetot otov 6po E[T].

Enopévmg, n enidoon 1ov cueTHHOTOC TOPO UTOPEL Vo Ypopel oG EENG:

Tp( 1-( TEW™ < C;VN-zj-Lz(( )-cw—j)N- 1) CWN))

S = Vi—
T+I+E[T] +Zl 1Y [(1 L )N (1 W)N]

(12)

H Zyéon 12 avapépetal 6t GLVOAIKT ET{O0GTN TOV GUGTHOTOS GTNV TEPITTMON TOV
Tave omd pia epappoyég cuAiertovpyovv. O 6pog E[T] givar n péomn avopevopuevn tiur tov
YPOVIKOD SLOGTHLATOG LETAED TOV aPiEemV dV0 JAO0YIKOV TOKETOV Kot e£apTdTol amd 10
xpovikd Otdotnuo petald tov aeifewv 600 Jdo KGOV TOKETOV KAOE eQAPUOYNS
Eexoprotd. Ev yévet, 10 ypovikd dtdotnua HeTaEd Tov aeifemv dV0 S1000 KOV TUKETMV
OV ELGEPYOVTAL GE £V, GUOTNLA gV eivarl oTafepd Kat 1610 Yia OAo T TOKETO.

Amoterécpato

A. Emidoon tov ovotiuotos vmo pealiotikés avvOnkeg

Meletdror 1 enidoon TOV GLGTHUATOG VIO PEAMOTIKEG GUVONKEG GE OPOVE GLVOAIKNG
amodoons , UETOPAAALOVTOC TIC OAPOPES TOPAUETPOVS TNG KIVIIONG TOVL HOVTEAOL TOV

GLOTNLOTOG,.
* 1=6.6067 *x 1009 sec, | = 1.827 » 10”2 sec, B = 56 kbps (6nwg oo Mudriievskyi
et al).

*  Kdabe epappoyn €xet dSoapopetikd péyeoc makétmv and Tig VTOAOUTES.
* Tp eivor 0 ypdvog petdooong kot eEoptdrot amd to peyehog Tov TaKETOL

Meletohvtar mEvTe SLAPOPETIKG GEVAPLAL OO EPUPLOYES TOV CLVVLTAPYOLY KABE POpPA
ot0 ocvotnuo. o kabe ceviplo vmoroyiletar 1 HEOT AVOUEVOUEVT TIUN TOV YPOVIKOV
SOTAUOTOS HETAED TV apiEemv VO SLOdOYIKMY TOKETOV Kol TopoLslaletal yio kdbe
nepintmon €va ddypappo e amddoong TOV GLOTHUATOC MG TPOG To contention window
(CW) yia drapopeticd aptBpd koppav (egaptatot amd to oevaplo) kot Ppicketon 1 BEATIOT
Tiun Yo o contention window (CW) og ke mepintwon.

INo mwopdaderypo, 6to cevdplo GOUE®VA PE TO OTOI0 GLAAEITOLPYOVYV GTO GUGTNLO Ol
epapuoyéc SCADA kot Smart metering kot 1 péon OVOUEVOUEVT] TIUN TOV YPOVIKOD
SOTAHOTOS HETAED TV apiEemy S0 d1adoyIKOV TaKET®MV vToAoyiletal pe T Ponbeia Tov
Matlab: E[T] = 0.1676 sec.

Yy Ewova 5.1 €yel oyediaotei 1 enidoon Tov cueThipoTog Versus contention window:
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Ewéva 5.1: Enidoon vs contention window/slots yia to oevapio 1 yio drapopetind apiQuo
Koupfwv

H Béltiom tyun ywa to contention window (CW) yuo dtapopetikd aptfpd kOppov eaivetat
otov mivaka 5.1:

Hivaxag 5.1: H péluiory rury Contention Window yia diapopetind apiBué kéufwv yio, to oevipio 1

Number of nodes (N) | Throughput Optimal Contention Window
8 0.9146 19
16 0.5195 25
32 0.1432 41

B. Emidoon tov ovotiparog vmo peaiiotikés cvovOnKes Yo S10POPETIKO KOVAAL

*  To gbpog Ldvng Tov Kavoriov dev givar Théov 56 Kbps alid Bempeitan 400 kbps étot
wote OAeg 01 mpoavaPepBEVTEG EPOPUOYES VAL UTOPOVV VO GUAAEITOLPYOVV GTO
oLOTN A,

e T=6.667 109 sec, | =1.827 * 10”2 sec.

Topa Bewpodvtar tpia SPOPETIKA GEVAPLO GLAAEITOVPYOHVIOV EPOUPUOYDV KoL Yo
k60 ocevdplo vmoroyiletar n HECT AVAUEVOUEVT] T TOL YPOVIKOD OLGTAUATOS UETAED
TV opifemv V0 JdOYIKAOV TOKETOV Kol Tapovcslaletal ywoo kdbe mepimtwon éva
Stbypappo TG 0mOd06NG TOV GLOTAUNTOS ®G TPog To contention window (CW) yia
drpopeTikd apBpd kopPov (egaptdtor and o cevdplo) Kot piokeTon n PEATIOTN TN Yol
1o contention window (CW) o¢ kG0e mepintmon.

Mo mopddetypa, 610 Gevaplo cOUE®VO pe TOo omoio ot gpappoyés Load Management,
Alarm Management kou Distribution Automation cvAlertovpyodhv, N EKTILOUEVT] pEOT
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Tiun tov Interarrival time £yel vroloyiotel péow mpoocopoinong ue Matlab va sivaw: E[T] =
0.1760sec.

Yty Ewova 5.1 éxel oyxedwootel | enidoon tov cuothuotog Versus contention window
Y10, S10popETIKS apOpd KOUPV Kt Yo kKavaAl pe evpog Lodvng 400kbps:

0.03 T . T . . . T . T

— N=8
N=16
N=32

0.025

0.02 -I

0015k ! N

Throughput

001} ]

0005F [/ T 1

0 20 100 150 200 250 00 350 400 450 500
Cortention window / slots

Ewéva 5.7: Enidoon vs contention window/slots yia to aevipio 2yio drapopetiné aprOud
KouPpawv

H enidoon tov cvotuatog pmopel va Pertiwbel av o Kavail Tov ypnotomoteiton dev Exel
1660 TOAD TTEPLocOTEPO €0pOg LdVNG 0md 000 amarteiton amd T epappoyés. [IpocBétovtag
ta g0pn Lovng mov amoutel N kéOBe epappoyn Eexwplotd, TPoKHTTEL OTL Eva KavaAl €Opovg
Cmdvng 80Kbps Ba ftav KatdAANA0 Y10 vo GUALEITOVPYOVV O TPOAVUPEPDEVTES EQAPUOYES.
Yy ewdvo 5.8, | enidoon tov cvuoTHUATOS VS Tov contention window oyedidotnke Yo
SLPopETIKO aplBud KOUP®V:
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Ewéva 5.8: Enidoon vs contention window/slots yia to oevapio 1 yio drapopetind apiQuo

KouPfwv

yio. kavadt 80 Kbps

Ymv mepintoon tov kavoiiod tov 80 Kbps n enidoon tov cvothpatog Peltidvetarl Katd

ToAD KaBdg dev pével aypnoipomrointo vpog LovNG.

H Bértiotn tun yio to contention window (CW) yio dtapopetikd aptOud koppov eoivetan

oToV Tivaka 5.7:

Mivaxag 5.7: H fédniory ;. Contention Window yia diagopetiné opiBud kéufwv yia to oevipio 2

Number of nodes (N) | Throughput Optimal Contention Window
8 0.0447 21
16 0.0256 28
32 0.0101 45

[Mapatnpaovtog TIg Tapomdve €IKOVEG KOl TOVS TOPATAVE TIVOKEG TPOKVTTEL OTL OGO O
aplOpnog Tov kOpPov 610 cHoTNUE AVEAVEL, I €TIOOCT TOL GUOTNHUOTOS LELOVETOL EVA M
Bértiotn Tun Tov contention window av&avetl. Emiong omd t B mepintwon eaivetar kot n
eMiOpaom Tov €0POVS (MVNG TOL KOVOAOD GTNV EMIOOGN TOL GLGTNUATOC. AV TO €0POG
Cdvne Tov KavaAloD givol KoTd ToAD HEYOADTEPO OO TO ATOLTOVUEVO OO TIC EQAPLOYES, M
eMIOO0T TOV GLGTNLOTOG LEUDVETAL.
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1. Introduction

1.1. Objective of this Thesis

As it will been explained in Section Development of the Smart Grid, Smart Grid
will possibly play a dominant role in the future. But there are still numerous challenges to be
solved (as it will be discussed in Challenges and Requirements for future Smart
transmission Grids). More research is needed regarding all the aspects of the Smart Grid.

In this direction, an analytical model for the Medium Access Control (MAC) layer
of a Smart Grid system has already been developed at the Chair of Telecommunications of
TECHNISCHE UNIVERSITAT DRESDEN. Using this model, the system performance
under greedy traffic conditions can be found and analyzed [37].

The objective of this Final Project is the expansion of that model under realistic
traffic. Some possible Smart Grid applications are proposed and the performance of a Smart
Grid system which includes these applications is analyzed in terms of aggregate throughput.

This task is mainly analytical, but the results will be also treated with MATLAB.

1.2. Document structure

This Final Project aims to a detailed analysis of a Smart Grid system under
realistic traffic and in order to fulfill this, the following document structure will be used:

e Introduction:
In the current Chapter a brief introduction in the Smart Grid is exposed and its
development from the current grid is discussed. Furthermore, the HomePlug
Command and Control (C&C) specification is presented.

e Smart Grid Applications:
In this Chapter, at first, a description of possible Smart Grid applications, mainly
based on literature research, is included. Additionally, an expression of Interarrival
Time of packets in terms of Packet Size and Bandwidth is found and being
implemented for the discussed applications. At the end, a formal mathematical
model for each application is derived that describes the traffic that produces in the
network.

e Final Traffic Model:

The derivation of the final model which is a superposition of all found application
models in both analytical and simulation way is the subject of this Chapter. This
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final model describes the traffic produced in the system when all or some of the
discussed applications are working.

e Throughput Calculation:
A brief reference to the analytical model for the calculation of the system throughput
under greedy conditions that is already developed at the Chair for
Telecommunications of TECHNISCHE UNIVERSITAT DRESDEN is given.
Afterwards, a formula that calculates the throughput of the system under realistic
traffic is being derived.

e Results:
This Chapter presents the results of the Matlab simulations through diagrams that
will be analyzed. The performance of a system, with all or some of the presented
applications working, is studied in terms of aggregate throughput.

e Conclusions:
Conclusions from previous chapters will be presented.

1.3.Smart Grid

1.3.1. The history of the Electrical Grid

The development of the modern Electrical Grid started about a century ago in most
industrialized countries and it has progressively evolved from the initial plan of Local DC
Low Voltage (LV) networks, to the three-phase AC High Voltage (HV) grids and finally to
the modern bulky interconnected networks with different voltage levels and a plethora of
complicated electrical components [1].

A typical Electrical Grid transfers electricity from various energy suppliers to
commercial and industrial consumers [2]. The main services of an Electric Grid are: bulk
generation and energy transmission, distribution and consumption. In other words,
electricity is generated by power plants, using other forms of energy, either renewable
(wind, sun, hydro, geothermic, etc.) or non-renewable (coal, oil, natural/bio gas, nuclear)
and is carried over long distances through an interconnected transmission HV network.
Then the electricity is provided to the customers via distribution transformers. The
electricity consumption takes place in a variety of environments, for example in houses,
commercial buildings, industries etc. [4]

Figure 1.1 shows a general layout of a typical electricity network.
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Figure 1.1: General layout of electricity networks [2]
1.3.2. Development of the Smart Grid

Nowadays, the huge demand of electricity supply in combination with the
complicated structure of the traditional Electric Grid have created serious problems such as
blackouts, voltage drops, overloading and waste of environmental sources. Consumers,
markets and the emergent need of environmental protection (as the world's total CO,
emissions grow in an accelerating pace) create new challenges and needs, with which the
existing grid cannot cope. In order to overcome these problems, the traditional Electric Grid
is currently evolving into a next generation grid, called Smart Grid. Generally, this new type
of intelligent grid is described with the terms IntelliGrid, GridWise, FutureGrid, etc. [1].
The use of information technologies, communication systems and power electronics
transform the electricity transmission and distribution industry.

1.3.3. Definition and Expected Benefits of the Smart Grid

The term Smart Grid has no exact definition. In the relevant literature there in a
number of different descriptions, for example the following:
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e The European Technology Platform defines Smart Grid as follows: 'A Smart Grid is
an electricity network that can intelligently integrate the actions of all users
connected to it- generators, consumers and those that do both- in order to efficiently
deliver sustainable, economic and secure electricity supplies'[5].

e According to U.S. Department of Energy (DoE), a Smart Grid uses the digital
technology to improve the reliability, security and efficiency (the economic as well
as the energy) of the electric energy system- from the bulk generation, through the
transmission systems, to the consumers- and reduce carbon emissions [1].

In brief, the term Smart Grid refers to a completely modernized system of
electrical energy, which observes, protects and optimizes the function of its interconnected
components, from end to end. It is a complex network of networks that aims to enhance the
efficiency and reliability through automatic control, high power converters, modern
structure communications, sensor technologies and modern management techniques based
on the optimization of energy demand, the availability of energy etc. The system includes a
number of electrical generators, which distribute electricity to industrial users, to home
automation systems, energy storage facilities and final consumers, through the high- and
low voltage distribution systems. The Smart Grid is characterized by two-way management
of electricity and information, in order to create an automated, widely distributed energy
delivery network. It integrates the advantages of decentralized computing and
communications to transfer real-time information, aiming to balance the supply and demand
of electricity.

The transition to the Smart Grid is imminent not only because today's grid is
aging, inadequate and outdated and thus in need of modernization, but also due to the
substantial expected benefits of Smart Grid [6], [7]:

e Reliability: It improves the reliability and the quality of energy, by diminishing the
number of interruptions and power quality disturbances and reducing the frequency
and duration of power outages.

e Economics: It mitigates the price of electricity through the interaction of the
demand side of the market (consumers) with the supply side (suppliers).

e Efficiency: The efficiency of the system is enhanced by reducing the cost to
produce, deliver, and consume electricity. Smart Grid also increases the capacity and

efficiency of existing Electrical Networks.

e Environmental protection: By allowing customers to purchase cleaner, lower-
carbon-emitting energy, it promotes a more evenly distributed deployment of
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renewable energy sources, and provides access to more environmental-friendly
power generation.

Security: It reduces the probability and the consequences of manmade attacks and
natural disasters to the electrical supply.

Safety: Smart Grid lowers the number of injuries and loss of life from grid-related
events

Customer benefits: By enhancing customer choice to reduce consumption-cost in
response to prices.

Figure 1.2 gives a general layout of Smart Grid:

AWHAT IS A SMART GRID?

<

Figure 1.2: General layout of Smart Grid [3]

1.3.4. Challenges and Requirements for future Smart transmission Grids

In order these benefits to be achieved, Smart Grid is expected to have the

following characteristics [1], [10]:

Self-healing: It should allow preventive maintenance and self-repair in cases of
disturbances of the system, namely without the intervention of technicians. It
automates the maintenance and the functionality of the electric grid in order to
enhance its security and minimize consumer impact.

Digitalization: Two-way fast digital communications will be required throughout
the smart grid, between and among the utility's and consumers' devices, in order to
achieve fast and reliable measurements, sensing, monitoring, communication,
control, and protection. Wired and wireless telephone, fiber optics, power line
carrier, satellite communications and Internet are options for the communications
that can be used in smart grid.
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e Flexibility: It should be able to expand and develop following any new, innovative
and progressive technology. It also should be adaptive to the currently weather
conditions and geographical locations. Furthermore, it should provide multiple
control strategies for the coordination of decentralized control schemes among
substations and control centers

e Interoperability: The efficiency and the effectiveness of the whole system mainly
depend on the interoperability of the infrastructure. The successive function of the
Smart Grid presupposes the existence of common and interoperable standards for the
interconnection of both energy and communications.

e Intelligence: Intelligent technologies and human expertise will be incorporated into
the Smart Grid in order to interconnect distributed generation (DG), provide
automation and optimization to the distribution system and realize customers' needs.
That means, that intelligence and control for all the system, from generation to the
meter on the customer's side are required.

e Resiliency: The grid should be able to provide electricity to the customers with
security and reliability despite any internal or external danger. It should be able to
cope with attacks and natural disasters with rapid restoration capabilities.

e Sustainability: For the Smart Grid, sustainability means sufficiency, efficiency and
environment-friendliness. The electricity demand should be satisfied through both
the implementation of renewable sources such as solar/wind/geothermic energy and
the increase of energy storage. Additionally, the technologies used should provoke
less pollution and reduce carbon emissions.

e Customization: The design of Smart Grid should be customer-oriented with no loss
of its functions and interoperability. It aims to provide more consuming options to
the customers with the best possible quality in the lowest possible price. The
customers are no more uninformed and nonparticipating but on the contrary they are
active through board penetration of demand response.

1.4.Comparison of Smart Grid with current Electric Grid

Table 1.1 contains the basic differences between the Smart Grid and its ancestor
Electrical Grid that indicates the evolution of the grid and the new services that it provides.
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Table 1.1: Table of the features of the existing grid in comparison with the Smart Grid [2]

Existing Grid Smart Grid

Electromechanical Digital

One way communication Duplex communication

Central production Distributed generation

Few Sensors Sensors everywhere

Damages and blackouts Adaptability

Restricted Control In deep control

Few customer choices A lot of customer choices

Manual Healing Self-healing

Manual observation Automatic Observation
1.5.HomePlug

Power Line Communications (PLC) technology is an attractive alternative for data
communications and can offer commercially viable communication solutions. In order its
wider installation and use to be achieved; it is important standards acceptable to all
participants to be developed. Groups of companies forming industrial alliances, as well as
individual companies, have developed PLC specifications that aim to promote the
widespread adoption of PLC technologies sponsored by these companies. In this direction, a
group of companies from all over the world and from various sectors formed HomePlug
Powerline Alliance. As it is reported in its official site [8], 'The Alliance's mission is to
enable and promote rapid availability, adoption and implementation of cost effective,
interoperable and standards-based home powerline networks and products'.

HomePlug Command and Control Specification (HomePlug C&C) has been
defined by HomePlug Powerline Alliance in order to ‘address the need of reliability for a
robust and immune from many types of line interference system'[9]. The HomePlug C&C
specification creates a standard for low bandwidth, low cost and highly reliable Powerline
Communications (PLC) applications for residential and industrial environments. Such
devices from different manufacturers, designed for different applications and using different
protocol layer implementation will be functioning all together and be connected to each
other as well as they can be easily developed and installed.

This technology is complementary to the HomePlug Powerline Alliance's existing
HomePlug 1.0 as well as the new HomePlug AV and BPL standards.

HomePlug C&$C has been designed according to the OSI-7 layers reference
model. A PHY and MAC specification has been already released in 2007, while
specifications for the Network and Host layers are being drafted currently. This model is
depicted in Figure 1.3 [9].
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Figure 1.3: HomePlug based on OSI-7 layers reference model

e PHY layer
The first layer is the PHY layer that provides the physical link between
communicating network systems by defining the electrical, mechanical, procedural,
and functional specifications for its activating, maintaining and deactivating. It is
based on differential code shift keying spread spectrum modulation.

e Media Access Control (MAC) Layer
The Media Access Control (MAC) Layer provides data services and channel access
control mechanism that make it possible for many nodes and devices to share the
power line media and to communicate avoiding any mutual collision using
CSAMA/CA with adaptive back off.

e Network Layer
The Network Layer will provide Internet-working and Intranet-working data
services as well as Management services.

e Host Layer
Host layer will ensure full interoperability between different devices from different
manufacturers. Transport and Session layers profiles will be included that provide a
common description language to define devices in terms of services supported,
service properties and actions, and sub-devices as well as implements device profiles
and interfaces lower layers’ services.

HomePlug C&C features:

e HomePlug C&C is the ideal solution for command and control for home appliances,
security and home automation.

e HomePlug C&C is a low cost solution that can be incorporated in any home device

e HomePlug C&C devices support plug and play so that connecting these devices to
each other, is as easy as plugging in to the electrical socket.
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Some applications that follow HomePlug C$\&$C specification:

e Smart Meters

e Demand Response and Demand Management

e Street light control

e Remote command and control-Home Appliances Automation

e Industrial Automation

e Sensors and Life Safety Devices

e Monitoring Security and Safety including remote access and control via the internet
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2. Smart Grid Applications

2.1.Description of possible Smart Grid Applications

In this section ten Smart Grid Applications are proposed as possible applications
that may coexist in a Smart Grid System. These applications are: SCADA, Software
download/upgrade firmware, Street lighting and traffic control, Distribution Automation and
traffic protection, Load Management, Alarm Management, Video Surveillance, Operational
Telephony, Smart Meters and On demand Meter Reading. A brief description of each one of
them, based mainly on literature study, follows:

2.1.1. SCADA

SCADA stands for Supervisory Control and Data Acquisition and it refers to
systems/applications that are used to monitor the electrical network and control the
automated devices [4]. These systems are responsible for the transfer of data between a
SCADA central host computer, a number of Remote Terminal Units (RTUs) and/or
Programmable Logic Controllers (PLCs) and the central host and the operator terminals
[10]. It commences with measurement of the data (such as where a leak on a pipeline has
occurred) by specific devices in the field of application and collection of them via intelligent
electronic devices (IEDs), then transferring these data to a master station (alerts the master
station that a leak has occurred) to implement the necessary processing and control
algorithms (determining if the leak is critical). The results of processing are displayed on a
number of operator monitoring screens in a logical and organized fashion, while the control
actions are conveyed back to the field of application in real time [11].

Namely SCADA is referred to the combination of telemetry and data acquisition.
By telemetry is defining the technique used for measuring the data (voltage, current, speed,
etc.) from different locations in the real-time process and transferring it to the IEDs such as
remote terminal units (RTUs) or PLCs in another location through a combination circuit.
Data acquisition refers to the method used for accessing and collecting the data from the
devices being controlled and monitored, and to be forwarded to a telemetry system ready for
transfer to the various sites. The data may be analog or digital gathered by sensors such as
ammeters, voltmeters, speedometer, and flow meter. It can also be data to control equipment
such as actuators, relays, valves, and motors [11].

A SCADA system consists of [10], [11]:
1. one or more field data interface devices (RTUs, PLCs, etc.), where data are being

gathered from different devices and stored waiting for a request from the master
station to transmit the data,
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2. a communications system that transfers data between field data interface devices
and control units and SCADA central host through a variety of communication
channels, including radio links, leased lines, and fiber optics,

3. a central host computer server or servers (sometimes called a SCADA Center,
master station, or Master Terminal Unit(MTU)), the main functions of which are:
making the communication, gathering data, storing information, sending information
to other systems, processing the data gathered by remote stations to generate the
necessary actions,

4. standard and/or custom software systems that are provided to the SCADA master
station support the communications system, and monitor and control remotely
located field data interface devices.

In the Figure 2.1 the structure of a typical SCADA system is shown:
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Figure 2.1: A typical SCADA system
Characteristics of the SCADA Systems [10]:
1. self-diagnostics and easily maintained
2. capability of arithmetic functions implementation
3. easy to program and reprogram
4. facility of communication with other controllers or a master host computer
5. the ability of PLCs to move past simple control to more complex schemes as
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Proportional/integral/derivative (PID) control
6. capability of graphical user interface (GUI) and visual display of system Status

This application is a grid critical application, namely it may require a higher QoS
not based upon its operating requirements, but based upon its importance in the overall
system. According to [4], in order about 20 devices to be controlled per data concentrator at
200 bytes per message at 200 messages (request and response) an hour data rate about 1800
bits/sec is demanded.

2.1.2. Software download/upgrade firmware

The information technology domain employs different decision and control
software applications, such as firmware embedded in the intelligent electronic devices(IED),
applications that are integrated in automation systems and control centers and also
enterprise back office software. These software applications aim to provide intelligence in
the Smart Grid and so they play a dominant role in its development. Few of them have
already been developed, while the majority of software applications are still in evolution.
Smart Grid software applications are in a never-ending state of flux as the expectations and
the needs of its different users are always changing. Thus, new software always is being
evolving and upgrading [12].

Download and upgrade of software for all the devices in the Smart Grid is
essential. For example, as authors in [18] analyze, Modern Smart Meters are Embedded
Systems, running software on a microcontroller platform and update of Smart Meters'
Software is needed in order new features to be added or errors to be corrected. Additionally,
a Secure Software Download mechanism is strongly needed as Security plays a major role
in such applications. Thus, in [13] the SYM specification, that offers Remote Software
Download mechanisms and has developed by the German tLZ working group, is
investigated.

As it is reported in [4], Software download is not a time critical application.
Namely, it can be done in the background and even be interrupted and continued later on.
Different devices are not needed to be upgraded concurrently. In most cases, each device
stores two software loads: one active and one inactive and when an update take place, the
inactive one will be replaced by the new version. It is possible that the inactive program
becomes the active one, and vice versa, by triggering a switch.

In [4] some interesting features of this kind of application are given. Upstream
data per node are 10kilobytes-100kilobytes, while download data per node are 100kilobyte-
10megabyte. Permissible latency is at most 24hours. Furthermore, assuming 100kilobyte-
10megabyte per software load over 24 hours results in 9-900 bits per second throughput per
device.

48



2.1.3. Street lighting and traffic control

A Street lighting and traffic control system is a telemanagement system that
enables the lighting system to automatically react to external parameters like weather
circumstances, remaining daylight level, accidents or traffic density. 'Smart city' devices
help the city to provide the right level lighting needed by time of day, season or weather
conditions [4].

It is responsible not only to control the street lights, but also to monitor the age and
condition of every street lamp. Thanks to the bidirectional communication that characterizes
this application, it is used for monitoring, control, metering and diagnostic applications in
order to save energy, reduce maintenance costs and improve the reliability of the system [4].
Each networked street light or traffic signal can deliver useful information to operators,
including when they're on or off, and of course, whether they're working or not so as to be
replaced before traffic problems due to loss of street lights occur. In addition, 'intelligent
street lights and traffic signals' reduce the potential for electrical shocks to residents and
employees because equipment faults are automatically detected and relayed.

As it is referred in [14], Silver Spring Networks (SSNI), the smart grid networking
company, will try 'smart lights' and other 'smart city' devices in Paris in order to reduce the
city's lighting energy consumption by nearly one-third by decade's end. 'Paris wants to
reduce its overall lighting energy consumption by 30% from 2004 levels by 2020, through a
combination of more efficient lighting like LEDs and smarter control systems.' They intend
to provide the unified wireless networking platform to link both street lights and traffic
signals for increased operational efficiency that will lead to reduced street lighting costs.

As Echelon states: 'the city of Oslo reduced energy consumption by 62% with
Echelon's Smart Street Lighting Solution. In China, 500.000 smart streetlights using
Echelon power line technology will come online by $20143$, with an expected energy
reduction of 55%.Smart street lighting is often just the first step to a smarter city, for
example, Quebec added a bus lane control system to Echelon's Street Lighting Solution and
eliminated the cost of a second infrastructure' [4].

This application is not time critical. A data rate 25 bits per second is necessary to control a
group of 32 street lights. Latency for control commands can be up to 300 seconds.

2.1.4. Distribution automation and traffic protection

Distribution automation systems (DAS) are responsible for the automation of
remote switching, operation and control of the distribution network.

These systems perform:
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Fault Detection, Isolation and Restoration (FDIR)

FDIR is a DA process that performs remote switching actions in order to rapidly and
automatically restores a service to as many customers as possible following an
outage caused by a permanent feeder fault in order to reduce consumer minutes lost
(CML). It supports remote tele-measurements within the local grid in order to
protect the grid from perturbations by isolating only the faulted part from the rest of
the network and in this way as much of the network as possible is still in operation
and the power system remains stable. Protection devices operate autonomously,
without the need to control them. Namely, the major functions that FDIR performs
are [16] [17]:

detection of the fault,

location of the damaged portion of the feeder between two remote controlled line
switches

disconnection-isolation of the damaged part of the feeder or area by opening remote
controlled line switches

re-energization of the undamaged potions of the feeder via the primary feeder source
and one or more backup sources using remote controlled tie switches so as to reduce
overall CML by reducing restoration times to seconds or minutes, instead of hours.
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Figure 2.2: Basic feeder configuration with a faulted feeder section between SR1 and SR2

[16]

Thus FDIR directly accomplishes the 'self-healing' characteristic off the smart grid

and improve overall network reliability.

Dynamic Network Reconfiguration

With Optimal Network Reconfiguration (ONR) grid reconfiguration through
(automated) switching actions is possible in order to achieve power flow
optimization, minimization of losses and prevention of component overloading. In
brief, ONR identifies ways in which the electric utility can reconfigure an
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interconnected set of distribution feeders to accomplish one or more of the above
mentioned objectives. In this way, distribution network efficiency, capacity and
component lifetime will increase [16] [17].

e Planned Islanding

In the distribution system there are some temporarily isolated (‘'islanded’) portions
that are being powered by distributed energy resources owned by independent power
producers. This intentional islanding of selected portions of the distribution system
is referred as 'microgrid' operation. DAS are responsible for monitoring and control
of these portions. As a result, grid reliability is enhanced and high power quality is
provided to customers with sensitive loads. Additionally, in cases where backup
sources are heavily loaded planned islanding is responsible for power restoration
[17].

e Integrated Volt-VAR Control (IVVC)
'I'VVC is an advanced DA function that determines the best set of control actions for
all voltage regulating devices and VAR control devices to achieve a one or more
specified operating objectives without violating any of the fundamental operating
constraints (high/low voltage limits, load limits, etc.)' [17].

In brief some other functions of DA Application are: data gathering along with
data consistency checking and correcting, integrity checking of the distribution power
system model, periodic and event-driven system modeling and analysis, current and
predictive alarming, contingency analysis, pre-arming of RAS(remedial automation
schemes) and coordination of emergency actions in distribution, pre-arming of restoration
schemes and coordination of restorative actions in distribution and logging and reporting.

As it is referred in [22] a typical control message size for DA applications is 150-
500 bytes and the data rate would be greater than 18kbps if it is assumed that there are 15
such field devices to control (typical number of devices per 1000meters) with the most
stringent latency requirement of less than 1 second per message (i.e., 150bytes * 8bits/bytes
* 15/ 1sec~\sim18kbps).

2.1.5. Load Management, DSM

The generation and the consumption of electricity must be balanced. Until now,
generation was easily be controlled, while loads have traditionally been a passive part of a
grid. Nowadays, Load Management and Demand Response (DR), as demand-side
technologies, play an increasingly important and determining role in the energy efficiency
of power grids.

Load Management is a smart grid application responsible for balancing the supply
of electricity on the network with the electrical load in order to optimize, according to the
behavior of each different type of customers, energy production costs, enhance energy
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utilization or system reliability, or to match utilization to environmental factors [18]. In
other words, 'it refers to the adjustment of demand to match supply and can be understood
as a client’s response to demand-side management' [20].

With Demand Response (DR) application consumers have access to real time
electricity pricing information and can respond to price signals by changing their energy
consumption through a two-way communication system. Otherwise, as it is defined in [20]
DR is “a tariff or program established to motivate changes in electric use by end-use
customers in response to changes in the price of electricity over time, or to give incentive
payments designed to induce lower electricity use at times of high market prices or when
grid reliability is jeopardized".

Furthermore, customers can adjust their demands through setting the operating
time of some of the home appliances with energy storage feature such as heaters based on
the real time prices to shift their consumptions and save cost.

For load management applications, e.g., direct load control, data rate requirements
will depend on the number of customers participating in load control programs. If we
assume that 500customers participate in a load control program, and each message is of 64
bytes in size with at most 5-second latency requirement, the required data rate would be
more than 50 Kbps (i.e., 64bytes *8bits/bytes * 500 / 5sec~\sim 51.2 kbps) [22], [19].

According to reference [4] the demanded bandwidth for this application is
2000Kbits/sec and its maximum latency 1 sec.

2.1.6. Alarm Management

Alarm management in smart grid is an application that detects an event that
requires attention of the entire control system and transmits that information-alarm to the
system in order to prevent any undesirable events. An alarm situation may have various
causes, i.e. failure of a component within the local grid or the remote control system or any
anomaly within the grid [4].

In [21] the ISA-18.2 Alarm System Management Lifecycle is provided. The
Figure 2.3 depicts the ISA-18.2 Standard for Alarm Management:
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Figure 2.3: ISA-18.2 Alarm System Management Lifecycle [21]

Brief explanation of the steps of the Alarm Management's Lifecycle according to
ISA-18.2 Standard:

e Philosophy
The usual first stem of Alarm Management is the development of an alarm
philosophy, namely, a comprehensive design and guideline document for the next
lifecycle stages that defines what exactly is an alarm.

e ldentification
Various processes like P\ID reviews, process hazard reviews, layer of protection
analysis and environmental are used in order potential alarms to be identified. It is
helpful for the next stages to document the cause, potential consequence, and the
time to respond for each identified alarm.

e Rationalization
Each potential alarm is testified in order to be proven if it is in fact an alarm or not
according to the alarm philosophy. Furthermore, alarm's attributes, such as limit,
priority, classification, and type, are defined and saved in a Master Alarm Database.

e Detailed Design
According to the philosophy document and the rationalization the alarm is designed
using the information saved in the Master Alarm Database for the configuration of
the system.

e Implementation
In this stage the alarms are put into operation through training, testing and
commissioning.
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e Operation
Now, the alarm notifies the operator with the abnormal behavior.

e Maintenance
This process places the alarm out-of-service, namely, in the maintenance stage the
alarm does not indicate the problematic component.

e Monitoring and Assessment
Monitoring and Assessment include comparison of the alarm system performance
with "the stated performance goals in the philosophy”, as well as identifying of
“nuisance” alarms (alarms that cannot stop after the fault is corrected or annunciate
with no reason, etc.).

e Management of Change
Addition of alarms, changes to alarms, update of Master Alarm Database and
deletion of alarms are some functions that can be performed in the stage of
Management of Change.

e Audit
Audit is focused on the review of the performance of the alarm system and the
achievement of its improvement. The alarm philosophy document may need to be
modified to reflect any changes resulting from the audit process.

This application according to [4] needs data rate at around 9.6kbit/sec and its
maximum latency is 30 sec. The traffic type that produces is random and it has priority in
the grid.

2.1.7. Video Surveillance

The Electrical Grid has a lot of times suffered from robberies. Copper cables or
any other equipment that can be sold sometimes have been stolen causing at least temporary
problems to the electricity transmission or to communications. In Smart Grid, live video
surveillance represent a viable deterrent for such attacks in substations and gives higher
security to all range of public or private facilities, either by locally or remotely monitoring
the video sequences captured in the areas covered by it. Using video cameras, sensors,
image processing units and network devices, which allow the capture, processing and
transport of the surveillance data it is possible to have real-time video feeds from each
substation as well as video recording and archiving [23].
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However, video monitoring requires significantly more bandwidth than the low-
bandwidth communications used to enable SCADA. Generally, video transmission is
bandwidth intensive with the bandwidth required varying widely base on resolution and
frame rate requirements. For example, as it is referred in [24], 'for a SXVGA (high
definition) transmitting 30 frames per second with minimal compression, the bandwidth
requirement is \sim 47Mbps per camera. In the case of this project, the capturing/transmitted
frame rate and video resolution will be limited, the video capturing will be event triggered
(alarm indication, door opening...) due to the limited network bandwidth. Thus, the video
surveillance is restricted to surveillance of MV/LV sites and equipment, Furthermore, it is
required latency-sensitive and always-on connectivity in order to enable real-time
monitoring [4], [24].

The data rate acquired for this application, according to [4], is at around 15-
128Kbit/sec and its maximum latency is 1 sec. The traffic type that produces is random and
it has not priority in the grid.

2.1.8. Operational Telephony

Operational telephony provides a direct bidirectional audio connection to the
network operation center. In this case, it will be a VoIP connection over a DLC network [4].

In reference [4] it is reported that this application might have bandwidth 8kbit/s,
its maximum latency is 0.5sec and the traffic type produced by this is random.

2.1.9. Smart meters

A smart meter is an advanced energy meter (usually an electrical meter but it can
also mean a device measuring natural gas or water consumption) that identifies energy
consumption of a consumer in more detail than a conventional meter and securely
communicates this information (including values of voltage, phase angle and the frequency)
to the utility company by two way communication systems for monitoring and billing
purposes (telemetering) [4], [25].

Smart meters are able not only to communicate and execute control commands
remotely as well as locally, but also to control and monitor all home appliances and devices
at the customer's premises. Additionally they collect diagnostic information about the
distribution grid, home appliances and communicate with other meters in their reach. They
can measure electricity consumption from the grid, support decentralized generation sources
and energy storage devices, and bill the customer accordingly. Smart metering can also
provide other customer services such as optimal energy consumption based to real time
price signals and the willingness of customer to reduce loads, time-of-use rates, prepay
opportunities and the control of smart applications for demand reduction. In addition, the
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utility companies can detect unauthorized consumption and electricity theft in view of
improving the distribution efficiency and power quality [25].

A smart meter system employs several control devices, a lot of sensors to identify
parameters and devices to transfer data and command signals. Depending on not only the
environment and the location where smart meters are found and function but also to their
efficiency power quality, security features, bandwidth etc., the communication technologies
used are varying: cell and pager networks, Bluetooth, satellite, licensed radio, combination
[25].[27].

Figure 2.4 depicts a general smart meter layout:
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Figure 2.4: Smart meter diagram [26]

Similar meters, usually referred to as interval or time-of-use meters, have existed
for years, but Smart Meters usually involve a different technology mix, such as real-time or
near real-time sensors, power outage notification, and power quality monitoring. These
additional features are more than simple automated meter reading (AMR). They are similar
in many respects to advanced metering infrastructure (AMI) meters [4], [25].

AMR stands for Automatic Meter Reading, namely is a remote reading system
based on an advanced technology that permits utilities to read electronic meters, collect
consumption, diagnostic and status data from them and transfer that data to a central
database for billing, troubleshooting, and analyzing. Thus, there is no more need of periodic
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trips of the utility providers to each physical location to read a meter and billing can be
based on near real-time consumption rather than on estimates based on past or predicted
consumption. Telephony platforms (wired and wireless), radio frequency (RF), or powerline
transmission are the technologies that support AMR systems.

AMI An extension of the simpler AMR-system that just collected meter readings
electronically and matched them with accounts is AMI that stands for Automated/Advanced
Multi-Metering Infrastructure. AMI systems represent the networking technology of fixed
network meter systems that add remote utility management in the feature of AMR. It is
architecture for automated, two-way communication between a smart utility meter with an
IP address and a utility company. Namely, as it is analyzed in [4], 'A future AMI scenario
will allow energy service companies to provide demand management capabilities while also
establishing new services that create value for energy consumers, network operators,
metering operators and retailers. These services will at least include automatic meter
reading, flexible and remotely programmable power control, remote (re)connection and
disconnection and flexible tariff management.

Automated Meter Management (AMM) or Smart Metering is ‘another
expansion of remote system that includes possibility of performing technical measurements
and functions and carrying out customer-oriented services via the system' [4]. The main
difference between AMM and AMR solution is that with the first the utility company is able
to manage its production according to the consumers' needs.

In [4] is stated that an AMR application requires bandwidth at around 5.3kbit/s.
The maximum permissible latency is up to 8 hours for the collection of daily interval reads
of individual meters. Upstream data per node are 2000-10000 bytes, while download data
per node are 50 -400 byte. As it has already referred in the description of the '‘On demand
meter reading’, which is a case of smart metering too, the maximum permissible latency is
1-5 seconds, upstream data per node are 100-500 bytes and download data per node are 50-
100byte. The traffic produced by it is periodic, namely the meters in the network have to be
read out periodically. The average number of smart meters (AMR/AMIAMM) in a
subsystem is 150-200 with maximum 300 concentrators. Assuming that the frequency of
reading out of the meters is 15 minutes (time interval=15 minutes), 96 data packages per
day and per meter have to be collected. If 2kbytes are read out every 15 minutes, this results
in a data rate 18bit/sec per meter. For 300 meters per station, we have 600 Kbyte every 15
minutes and thus 5,333kbit/s per station. That depends on the topology of the network.

Furthermore, in [2], it is assumed that the utility inquiries 625 smart meters per

concentrator in a neighborhood and then the required data rate is 100bytes * 8bits/bytes *
625 / 5sec\sim 100kbps (latency requirement of less than 5$ seconds).
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2.1.10. On demand meter reading

A request of immediate parameters such as consumption, real-time pricing or the
presence of power or other parameters can be served by on demand meter reading Smart
Grid application.

In [4] some interesting features of this kind of application are given. Upstream
data per node are 100-500 bytes, while Download data per node are 50 -100 byte.
Permissible latency is around 1-5 seconds. In \cite{Referencepage2}, assuming that a
typical meter message size is 100 bytes with latency requirement of less than 5 seconds and
that there are 625 smart meters per concentrator in a neighborhood, the required data rate
would be: 100bytes * 8bits/bytes * 625 / 5sec = 100 kbps.

2.2.Interarrival Time of each Smart Grid Application

2.2.1. Expression of Interarrival Time in terms of Packet Size and
Bandwidth

In this paragraph a way of calculation of the Interarrival Time of packets in a
network is proposed.

Figure 2.5 depicts packets entering a network during a time interval, for example
during 24h.

ok t

momom

T

Figure 2.5: Arrivals of packets during 24h

Assuming that:
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L(bits): packet size

T p(sec): transmission time

T(sec): interarrival time

N: number of packets arriving during 24h
D(bits): data arriving during 24h
B(bits/sec): data rate

data rate could be expressed as the fractal of the data arriving during the specified time
interval( 24h here) divided by it:

D
B=— (21)

but the total amount of data arriving during 24h are the number of arriving packets during

this time interval multiplied by the packet size of each packet (assuming that all the packets
have the same packet size) :

D=N-L (2.2)
According to 2.1 and 2.2:
B-24h

N-L
B=—=N-=
24h

(2.3)

The interarrival time (time interval passing between two arrivals of packets is:
T="2 S T= (2.4)

Equation 2.4 gives an expression of the interarrival time in terms of packet size and
bandwidth.

2.2.2. Computation of Interarrival Time of each Smart Grid Application

In this paragraph, mean interarrival time of each application is computed, using the
equation 2.4 and data collected from [4], [22], [2] and referred in paragraph 2.1.

Table 2.1 contains the selected data from the above referred sources. Specifically, it
contains possible values for the data rate and the packet size of each application.
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Table 2.1: Table of Smart Grid Applications' Datarate (kbps) and Total Packet Size

# | Smart Grid Applications Datarate(kbps) Total Packet Size

1 | SCADA [1.8,9.6] 512 bits

2 | Software download/upgrade firmware
upstream 32 [10kbytes,100kbytes]
downstream 32 [100kbytes,10Gbytes]

3 | Street lighting and traffic control 0.025 512 bits

4 | Distribution automation and traffic 18 150-500 bytes
protection

5 | Load Management 50 512 bits

6 | Alarm Management 9.6 512 bits

7 | Video Surveillance [15,128] 512 bits

8 | Operational telephony 8 512 bits

9 | Smart Meters
upstream 5.3 [2000, 10000] bytes
downstream 5.3 [50, 400] bytes

10 | On demand-reading
upstream 100 [100, 500]
downstream 100 [50,100]

Observing the Table 2.1, it is obvious that for some applications the values of
either data rate or packet size vary in an interval, while for other applications the values of
both data rate and packet size, found in bibliography, are specific. This depends on the
amount of data that were found in the relevant literature.

Equation 2.4 is implemented in both cases in order the interarrival time or the

interval of the interarrival time to be calculated and the results are summarized in the Table
2.2:
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Table 2.2: Table of Smart Grid Applications' Interarrival Time

# | Smart Grid Applications Interarrival time
(sec)
1 | SCADA [0.00533,0.2844]
2 | Software download/upgrade firmware
upstream [2.5,25]
downstream [25,2500]
3 | Street lighting and traffic control 20.5
4 | Distribution automation and traffic [0.0666,0.2222]
protection
5 | Load Management 0.00102
6 | Alarm Management 0.05333
7 | Video Surveillance [0.004,0.03413]
8 | Operational telephony 0.064
9 | Smart Meters
upstream [0.37735,1.8867]
downstream [0.00943,0.07547]
10 | On demand-reading
upstream [0.008,0.04]
downstream [0.004,0.008]

— 1N
H=N2i=1 Xi

2
széziil (x;-1)
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However, in the first case, the 2.4 is implemented for both the under and upper
bound of the intervals of values of either data rate or packet size. Afterwards, the mean
value of these interarrival times is found, as well as the standard deviation.

According to [29], when a random variable X takes random values from a finite

data set xj, Xz... XN, With each value having the same probability, its mean value and
standard deviation are:

(2.5)

(2.6)

Table 2.3 contains the mean value and the standard deviation of the interarrival
time of the applications for which the collected data were more:




Table 2.3: Mean value and standard deviation of interarrival time for applications with
varying either data rate either packet size'

# | Smart Grid Applications mean value(sec) Standard
deviation(sec)
1 | SCADA 0.1689 0.1156
2 | Software download/upgrade firmware
upstream 13.75 11.25
downstream 1262.5 12375
4 | Distribution automation and traffic 0.1444 0.0778
protection
7 | Video Surveillance 0.019 0.015
9 | Smart Meters
upstream 1.132 0.0001
downstream 0.0424 0.0001
10 | On demand-reading
upstream 0.024 0.016
downstream 0.006 0.002

For the remaining applications with the specific values for their data rate and
packet size the Equation 2.4 is implemented and the expectations of their interarrival times
are selected in Table 2.4:

Table 2.4: Interarrival time for application with specific values for both Datarate and Total Packet

Size.
# | Smart Grid Applications Interarrival time
(sec)
3 | Street lighting and traffic control 20.5
5 | Load Management 0.00102
6 | Alarm Management 0.05333
8 | Operational telephony 0.064

2.3.Derivation of formal mathematical model for the traffic produced
by each application

The traffic produced by each application will be described as a distribution
function with random variable the interarrival time of each application.
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Concerning the applications in the Table 2.3, it could be assumed that a normal
distribution with random variable the interarrival time of one of these applications could
describe its traffic. This assumption is mainly based on the descriptions of these applications
and the data found in the literature research. The interarrival time of an application can be
any real number in the corresponding for each application interval shown in Table 2.2. So,
the normal distribution, that is a function that tells the probability of a number in some
context falling between any two real numbers, could be a good approximation for the
distribution function of the interarrival time that describes the
traffic of each of these applications. The mean value and the standard deviation for each
application have been already computed in the table Table 2.3} and are the parameters of
the normal distribution.

According to [31], a random variable X is a normal random variable (or X is
normally distributed) with parameters p and /o if it has density function:

2
f(x) = ——"exp ((’;T”)) for -00 < x < 00 2.7)

This density is a bell shaped curve that is symmetric around p that is depicted in 2.6:

Woven) - -

fix) Mig o8y

,r.:—.2cr 1 p v ,u+.2cl -

Figure 2.6: Normal density function

Thus, distribution functions 2.8- 2.16 describe the traffic produced by each
application of Table 2.3. Below each expression of distribution function there is a normal
probability plot as well as a plot of each probability distribution. The normal probability plot
is produced by the command 'normplot' of Matlab and its is to graphically assess whether
the data in X could come from a normal distribution. If the data are normal the plot will be
linear [32]. The data are randomly produced by Matlab following however the according
distribution (Equations 2.8-2.16). That's why there are some negative values in the x-axis,
fact that it is not logical in our case because the data are interarrival times that could not be
negative.
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Figure 2.14: Upstream on demand metering
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Figure 2.15: Downstream on demand metering
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Concerning the applications in the Table 2.4, for which an expectation of the
interarrival time is given, it could be assumed that an exponential distribution with rate A
could describe their traffic, since there are not enough data in the literature in order to be
able to determine the exact distribution that their interarrival times follow and compute the
parameters of other possible distributions (i.e. normal). Furthermore, in general, assuming
exponential distribution is one of the most often simplifying assumptions in making a
mathematical model for a real-world phenomenon. The reason for this is that the
exponential distribution is not only relatively easy to work with but also is often a good
approximation to the actual distribution [30].

A continuous random variable X is said to have an exponential distribution with
parameter A, A > 0, it has density function:

f(x) =21-exp(1:x), for x>0 (2.17)
and is depicted as:
i
144 X

Figure 2.16: Exponential density function

In Table 2.4 the expected value of the interarrival time of each of these
applications is depicted. The parameter A of the exponential distribution is [30]:

1
2= (2.18)

where E(T) is the expected value of the interarrival time.
The following Table 2.5contains the parameter A of these applications:

Table 2.5: The parameter A of the Exponential Distribution

# | Smart Grid Applications rate A
3 | Street lighting and traffic control 0.0488
5 | Load Management 97.7
6 | Alarm Management 18.75
8 | Operational telephony 15.6

Thus, distribution functions 2.19-2.22 describe the traffic produced by each
application of Table 2.5. Below each expression of distribution function there is a histogram

73



of 10000 observations that were randomly sampled from each distribution. The ‘'values' in
the follow plots are referred to interarrival times.

f(x) = 0.0488 - exp(0.0488 - x) (2.19)
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Figure 2.17: Street lighting and Traffic Control

f(x) =97.7 - exp(97.7 -x) (2.20)
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Figure 2.18: Load Management
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f(x) =18.75 - exp(18.75 - x) (2.21)
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Figure 2.19: Alarm Management

f(x) =15.625 - exp(15.625 - x) (2.22)
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Figure 2.20: Operational Telephony
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3. Final Traffic Model

3.1.Derivation of the Final Traffic Model as a superposition of all
found Application Models

In this chapter, using the formal mathematical models for the traffic produced by
each application that have been derived in the previous section, the final traffic model for
the traffic produced by all of the applications working simultaneously during a long period
of time (for example if t is the time interval that all the applications produce traffic,it is: -
wo<t< oo is derived. Namely, the final model is a superposition of all found application
models.

At first, an analytical expression of the aggregate traffic will be found, while
afterwards the final model is described through Matlab.

3.1.1. Analytical expression of the aggregate traffic produced of all the
Applications

In the previous chapter, in section Derivation of formal mathematical model for
the traffic produced by each application, the formal mathematical models for the traffic of
each application have been derived and they are the equations 2.8-2.16 and 2.19-2.22.

A first thought of finding the final model was the use of mixture distribution, but
as it is shown in Appendix A this is not an appropriate solution for this case.

In order to find an analytical expression for the final model, all the found
application distributions will be approximated by Poisson ones.

At first, the distributions 2.8-2.16 which are normal are approximated by
exponential ones. The p of each normal distribution is its mean value. Thus, according to

equation 2.18 and to [33], [34], [35]:4 = i

According to [35] there is a relation between the Poisson and the exponential
distribution:

Poissony—q =3+ = A exp(4-t) (3.2)
where

et px

Poisson = (3.2)
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In the following Table 3.1 the parameter A of the Poisson distribution of each
found applications is included:

Table 3.1: The parameter A of the Poisson distribution

# | Smart Grid Applications ) of the Poisson
distribution

1 | SCADA 5.92105

2 | Software download/upgrade firmware
upstream 0.07272
downstream 0.00079
Street lighting and traffic control 0.0488
Distribution automation and traffic 6.923]
protection

5 | Load Management 97.1

6 | Alarm Management 18.75

7 | Video Surveillance 52.447

8 | Operational telephony 15.6

9 | Smart Meters
upstream 0.88333
downstream 23.555

10 | On demand-reading
upstream 41.7
downstream 166.67

In general [36]:

Let N; (t),...,Nk (t) Poisson processes with parameters A4,...,Ak. Then, the merging
superposition of these Poisson processes is a new Poisson Process with rate:

1=¥, (33)

If, for example, there are two Poisson processes with parameters A; and A, then
their superposition is a Poisson process with rate A; + A, as it is showed in figure 3.1:
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Figure 3.1: Superposition of two Poisson Processes

In our case, the final model that is a superposition of the Poisson Processes
describing the traffic of each application is a Poisson process with parameter A :

A=Y 2, =430 (3.4)
where 2; is a poisson parameter from the Table 3.1.
Thus, the analytical final model for the aggregate traffic is:

e ~430.2430%

Poisson = — (3.5)

A poisson distribution, in general, is a discrete probability distribution that
expresses the probability of a given number of events occurring in a fixed interval of time
and/or space if these events occur with a known average rate and independently of the time
since the last event [36]. Thus, Equation 3.5 gives the probability of a given number of
packets arrivals occurring in a time interval-wo<t< o). According to \ref{3.5} and [36] the
expected value of the interarrival time ‘when all of the applications are working' is

E[T=— =0.002325sec

430

3.1.2. Model of the aggregate traffic using Matlab

Now, the final traffic model is described by the code in Matlab and from this the
expected value of the interarrival time 'when all of the applications are working' is derived.
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Using the formal mathematical models for the traffic produced by each application
that are described in the equations 2.8-2.16 and 2.19-2.22, random numbers that express
random interarrival times for each application are produced. The random interarrival time
produced by an application distribution is summarized with its previous. In this way, for
each application, we have the times when packets arrive. Afterwards, these times are
superposed in a common time axis and sorted in ascending order. Here, it is noticeable that
the applications with smaller interarrival times are repeated as many times as necessary in
order to 'keep up with' the applications with bigger interarrival times. Thus, having in a
common axis the times when a packet arrival occurs by any application the interarrival
times can be calculated as well as the expectation value of the interarrival time.

The expectation value of the interarrival time in the final model with Matlab is
computed: E[T]=0.0031sec.

It is noticeable that the expected value of the interarrival time derived from the
analytical model and the expectation value of the interarrival time were in the same order of
magnitude. This fact means that the analytical approximation is good enough, since its result
is more less the same with the result of Matlab which is accurate.
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4. Throughput Calculation

4.1. System performance under Greedy Traffic Conditions

At the Chair of Telecommunications of Technical University of Dresden has
already been developed an analytical model for the Medium Access Control (MAC) layer of
'the Narrowband Power Line Communications (NB-PLC) system intended to be used for
Smart Grid applications system' [37].

In this section, the calculation of the throughput of the system, as it is described in
[37], is briefly presented.

According to [37], the point to point throughput at the MAC layer of the
communication network can be described as:

95
Il
Wi <Y

(4.1)

where:

U=T,-P, theaverage transmission time within one frame  (4.2)

B=1+I1+Y+ T, the average frame duration  (4.3)

T, the packet transmission time
Ps: the probability of successful transmission
1. the propagation delay
I: the constant frame overhead
Y: the average winner backoff time
After deriving the probability of successful transmission as well as the average
winner backoff time and considering as constant the packet transmission time, the

propagation delay and the constant frame overhead, the authors in [37] derive the final
formula for the throughput, which is the following:

Tp( 1—( Zf_”{_i< CVT,N-Z?LZ((7)-(cw—j)”‘f)+m#,\,) )
S = _ .
T+ Wy 12N - (12N |4,
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So it became possible to analyze the system performance under greedy traffic conditions.

4.2.System performance under Realistic Traffic Conditions

From the system performance analysis in [37] derives equation 4.4 that calculates
the point to point throughput of the system under greedy traffic conditions.

In a system under greedy traffic conditions, each "greedy" source has always data
to transmit and is never in idle state. The sender side queue is never congested, since a new
packet is generated only when the transmission of the previous packet is completed. The
throughput of a system calculated under greedy traffic conditions is the maximum of the
network [38].

However more detailed analysis under realistic traffic is required. Namely, in this
case it is not sure that each source in the network has always a packet to transmit.

So, under realistic traffic, there is a time interval between the arrivals of two
sequential data-packets. This interarrival time has to be included in the calculation of the
throughput of the system.

The throughout is again described by the equation 4.1. The difference here is in the
denominator 4.3. | in 4.3 was the constant frame overhead that summarized the portions of
the transmission frame like guard intervals and acknowledgement field that are constant and
do not change for the specific system configuration. Now I is replaced by 1" that includes the
expected value of the interarrival time. Namely,

I'=1+E[T] (4.5)

As it is obvious in the Figure 2.5, the interarrival time includes the transmission
time. So, the term Tp has to be removed from the denominator, since it is included in the
term E[T].

Thus, throughput can now be described as:

__ Tp'hs
5= T+I+E[T]+Y (46)

and Equation 4.4 becomes:

_ Tpr(a( ch-v'{_i< : 'ij=2<(l}l)'(CW—j)N_j>+;> )

cwN cwN
S =

. _ 4.7)
r+1+E[T]+ZiC=V'{yz'[(l—ycl—wl)N‘(l‘g_ﬁ/)N]
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Equation 4.7 refers to the aggregate throughput of the system if in the system more
than one application coexists. The E[T] is the mean interarrival time between the packets
and is depends of the interarrival times of each application.

In general, the interarrival time of packets entering the network varies and is not
the same for all the packets.
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5. Results

5.1.System performance under Realistic Traffic Conditions

In this section the performance of the system under realistic traffic in terms of
aggregate throughput is studied, by varying the different parameters of the traffic and the
system model. Equation 4.7 is used for the calculation of the throughput for different
scenarios, taking into account different subsets of the working applications.

Some comments regarding the acquisition of the results:

e the parameters t and | that exist in Equation 4.7, as_well as the transmission speed,
are characteristics of the specific_channel used and therefore are considered to be
constant. Specifically in this case: T = 6.667*10sec, | =1.827*10"%sec, B = 56kbps
(these values are the same with the_respective values in the model for throughput
calculation under greedy conditions in [37]).

e As itis explained in System performance under Realistic Traffic Conditions E[T] is
the expected value of the interarrival time of packets. It can be derived either from
the analytical model, as described in Analytical expression of the aggregate traffic
produced of all the Applications, or by using Matlab. In section Final Traffic Model,
the expected value of the interarrival time has been calculated in both ways
analytical and via Matlab simulations- in the case that all the applications are
working. The results were in the same order of magnitude. In this Section, the result
of the Matlab simulation will be used for the calculation of E[T] for each scenario.

e the capacity of the channel is specific, B = 56kbps, as it has already referred. So the
sum of the needed bandwidths of the applications that coexist in the system should
be <56kbps. The scenarios considered for throughput calculation are based on
combinations of working applications that qualify this restriction.

e the applications will not have the same packetsize with each other but each one will
have different packetsize from the others according to the data provided by literature
and are presented in Table 2.1.

e in Equation 4.7 the term T, is the transmission time and depends on the packet size.
However, packets from different applications have different lengths, as it has already
referred and therefore different transmission time from each other. For simplicity
reasons a mean value of the transmission times of different applications sending
packets in each case will be considered as T, in Equation 4.7 (namely it will be Tp).

Next, an enumeration of the scenarios used will be presented. Afterwards, a plot of
throughput versus contention window (CW) for different number of nodes (depending on
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the scenario) is presented and the optimal contention window for each case is found.
Specifically, plots for 8, 16 and 32 nodes will be presented, because these numbers of nodes
are realistic enough for the concerned scenarios. The performance of each different case is

studied.

I. SCADA and Smart metering are of the most important and the most common
applications in Smart Grid, especially for the directly interaction with the end-user.
This is why a scenario with only the two of them working is now considered.

The restriction for the bandwidth is fulfilled, since the needed bandwidth for the
SCADA application is 9.6kbps (maximum one) and for Upstream Smart metering
and Downstream Smart metering 5.3kbps each, as it is shown in Table 2.1.
Observing the Table 2.1, a typical packet of SCADA application is 512 bits, while a
mean packet size for Upstream Smart metering is 48000 bits and for Downstream
Smart metering is 1800 bits. The interarrival times of these applications with the
specific bandwidth and packet size values are shown in Table 2.1.

The expected value of the interarrival time is found using Matlab simulation to be

E[T]=0.1676 sec.

In Figure 5.1, the throughput versus contention window is plotted for different

number of nodes:

Throughput

L A A Il 1 Il 1 )
0 50 100 160 200 250 300 350 400 480 500
Contantion window / slots

Figure 5.1: Throughput vs contention window/slots for scenario 2 and for different number

of nodes

The optimal contention window for different number of nodes can be extracted
and is shown in Table 5.1 :

Table 5.1: The optimal Contention Window for different number of nodes for Scenario 1
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Number of nodes (N) | Throughput Optimal Contention Window
8 0.9146 19
16 0.5195 25
32 0.1432 41

In scenario 2 SCADA, Alarm Management, Distribution Automation,
Operational Telephony} and Smart metering are included. In case that a lot of
perturbations occur and the grid has to be protected from them, fault detection and
protection and Alarm management are of major importance. Smart metring and
SCADA continue to be important too.
The restriction for the bandwidth is fulfilled, since the needed bandwidth for the
SCADA application is 9.6kbps (maximum one), for Alarm Management is also
9.6kbps, for Distribution Automation is 18kbps, for Operational Telephony is 8kbps
and for Upstream Smart metering and Downstream Smart metering 5.3kbps each, as
it is shown in Table 2.1. Observing the Table 2.1, a typical packet of SCADA,
Alarm Management and Operational Telephony application is 512 bits, while a
mean packet size for DA is 2600bits, for Upstream Smart metering is 48000 bits and
for Downstream Smart metering is 1800 bits. The interarrival times of these
applications with the specific bandwidth and packet size values are shown in Table
2.2.

The expected value of the interarrival time is found using Matlab simulation to be
E[T] =0.0556 sec.

In Figure 5.2, the throughput versus contention window is plotted for different
number of nodes:
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Figure 5.2: Throughput vs contention window/slots for scenario 2 and for different number

of nodes

The optimal contention window for different number of nodes can be extracted

and is shown in Table 5.2:

Table 5.2: The optimal Contention Window for different number of nodes for Scenario 2

Number of nodes (N) | Throughput Optimal Contention Window
8 0.8737 14
16 0.3854 22
32 0.1229 38

SCADA, Video Surveillance and Smart metering are working in scenario 3. The
security is very important in this case, having had real-time video feeds from each
substation as well as video recording and archiving.
The restriction for the bandwidth is fulfilled, since the needed bandwidth for the
SCADA application is 9.6kbps (maximum one) and for Upstream Smart metering
and Downstream Smart metering 5.3kbps each, as it is shown in Table 2.1.35.8kbps
Bandwidth is allocated for Video Surveillance in order the channel capacity
restriction not to be violated. Observing the Table 2.1, a typical packet of SCADA
and Video Surveillance application is 512 bits, while a mean packet size for
Upstream Smart metering is 48000 bits and for Downstream Smart metering is 1800
bits. The interarrival times of these applications with the specific bandwidth and
packet size values are shown in Table 2.2.

The expected value of the interarrival time is found using Matlab simulation to be
E[T]=0.0369 sec.

In Figure 5.3, the throughput versus contention window is plotted for different
number of nodes:
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Figure 5.3: Throughput vs contention window/slots for scenario 3 and for different number

of nodes

The optimal contention window for different number of nodes can be extracted

and is shown in Table 5.3:

Table 5.3: The optimal Contention Window for different number of nodes for Scenario 3

Number of nodes (N) | Throughput Optimal Contention Window
8 0.8676 17
16 0.5746 21
32 0.1762 37

SCADA, Street lighting, Video Surveillance Distribution Automation and Smart
metering are working in scenario 4.
The restriction for the bandwidth is fulfilled, since the needed bandwidth for the
SCADA application is 9.6kbps (maximum one),for Street lighting is 0.025kbps,for
DA is 18kbps and for Upstream Smart metering and Downstream Smart metering
5.3kbps each, as it is shown in Table 2.1.17.775kbps Bandwidth is allocated for
Video Surveillance in order the channel capacity restriction not to be violated.
Observing the Table 2.1, a typical packet of SCADA and Video Surveillance
application is 512 bits, while a mean packet size for DA is 2600bits, for Upstream
Smart metering is 48000 bits and for Downstream Smart metering is 1800 bits. The
interarrival times of these applications with the specific bandwidth and packet size
values are shown in Table 2.2.

The expected value of the interarrival time is found using Matlab simulation to be

E[T] =0.0369 sec.

In Figure 5.4, the throughput versus contention window is plotted for different

number of nodes:
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Figure 5.4: Throughput vs. contention window/slots for scenario 4 and for different number
of nodes

The optimal contention window for different number of nodes can be extracted
and is shown in Table 5.4:

Table 5.4: The optimal Contention Window for different number of nodes for Scenario 3

Number of nodes (N) | Throughput Optimal Contention Window
8 0.7646 15
16 0.4701 20
32 0.1307 38

V. SCADA and Load Management are working in scenario 5.
The restriction for the bandwidth is fulfilled, since the needed bandwidth for the
SCADA application is 6kbps (maximum one) and for Load Management is 50kbps,
as it is shown in Table 2.1 .17.775kbps Bandwidth is allocated for Video
Surveillance in order the channel capacity restriction not to be violated. Observing
the Table 2.1, a typical packet of both SCADA and Load Management application is
512 bits. The interarrival times of these applications with the specific bandwidth and
packet size values are shown in Table 2.2.
The expected value of the interarrival time is found using Matlab simulation to be
E[T]=0.1526 sec.
In Figure 5.5, the throughput versus contention window is plotted for different
number of nodes:
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Figure 5.5: Throughput vs. contention window/slots for scenario 5 and for different number
of nodes

The optimal contention window for different number of nodes can be extracted
and is shown in Table 5.5:

Table 5.5: The optimal Contention Window for different number of nodes for Scenario 3

Number of nodes (N) | Throughput Optimal Contention Window
8 0.2369 18
16 0.1315 25
32 0.0503 41

Observing the Figures 5.1 — 5.5 and the Tables 5.1 — 5.5, it could be extracted that
as the number of nodes in the system increases, the throughput decreases while the optimal
value of contention window increases. It would be interesting also to analyze the
dependency of the throughput from optimal contention window size for different packet
sizes / interarrival times, but it not possible in this study. As it has already referred, each
application has different packet length from each other and a corresponding needed
bandwidth. Even if applications with same packet length are considered (namely the Street
lighting, the load management, the Alarm Management, the Video Surveillance and the
Operational Telephony application with packet size 512 bits Table 2.1), it is not possible to
calculate the throughput for another value of packet length, because the corresponding
needed bandwidth for each application will be different for different packet length and
therefore unknown.
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5.2. System performance under Realistic Traffic Conditions for a
different channel

If another channel with bigger bandwidth is considered, many other scenarios of
working applications could be assumed. In this section the bandwidth of the channel is not
56kbps but it assumed to be 400kbps in order all the referred applications to coexist in the
system. Other scenarios are possible too.

Some comments regarding the acquisition of the results:

e The propagation delay does not depend on channel bandwidth as it is also proved by
its definition [40]:

IVer

(o}

T= (5.1)

where:

I: the length of channel

&r: the dielectric constant of the insulation material

c: the speed of light in vacuum

Thus, since the length of the channel and the material do not change: t = 6.667*10sec.

e the constant frame overhead | is characteristic of the protocol used, so it remains the
same t0o.

e the calculation of the mean interarrival time is done by Matlab simulation, as it has
been done in Section System performance under Realistic Traffic Conditions.

Next, an enumeration of the scenarios used will be presented. Afterwards, such as
in Section System performance under Realistic Traffic Conditions a plot of throughput
versus contention window (CW) for different number of nodes (depending on the scenario)
is presented and the optimal contention window for each case is found. Specifically, plots
for 8, 16 and 32 nodes will be presented.

I.  atfirst, it is considered that all the applications are working in the system.
The expected value of the interarrival time is found using Matlab simulation to be
E[T]=0.0037 sec.
In Figure 5.6, the throughput versus contention window is plotted for different
number of nodes:
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Figure 5.6: Throughput vs contention window/slots for scenario 1 and for different number

of nodes

The optimal contention window for different number of nodes can be extracted

and is shown in Table 5.6:

Table 5.6: The optimal Contention Window for different number of nodes for Scenario 1

Number of nodes (N) | Throughput Optimal Contention Window
8 0.8506 13
16 0.5195 19
32 0.1432 38

Il.  According to this scenario, the working applications are: Load Management,
Alarm Management and Distribution Automation. It describes processes to
monitor, identify and manage congestion within the local grid supported by

DLC+VIT4IP [4].

The expected value of the interarrival time is found using Matlab simulation to be

E[T] =0.1760 sec.

In Figure 5.7, the throughput versus contention window is plotted for different
number of nodes and when the channel bandwidth is 400kbps:
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Figure 5.7: Throughput vs. contention window/slots for scenario 2 for channel bandwidth
400kbps and for different number of nodes

The throughput will be improved if the used channel wouldn't have much more
bandwidth than the working applications need. After the summation of the needed
bandwidths of the applications, it is concluded that a channel bandwidth 80kbps would be
appropriate in order Load Management, Alarm Management and Distribution Automation

coexist in the system.

In Figure 5.8, the throughput versus contention window is plotted for different
number of nodes:
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Figure 5.8: Throughput vs. contention window/slots for scenario 2 for channel bandwidth
80kbps and for different number of nodes
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In the case of the channel of 80kbps bandwidth, the throughput is much improved
because there is not a lot of bandwidth that remains unused.

The optimal contention window for different number of nodes can be extracted
and is shown in Table 5.7:

Table 5.7: The optimal Contention Window for different number of nodes for Scenario 2

Number of nodes (N) | Throughput Optimal Contention Window
8 0.0447 21
16 0.0256 28
32 0.0101 45
I11.  Load management, Video surveillance, Smart metering are working in scenario

2. The security is very important in this case, having have real-time video feeds from
each substation as well as video recording and archiving.
The expected value of the interarrival time is found using Matlab simulation to be
E[T] =0.0337 sec.
In Figure 5.9, the throughput versus contention window is plotted for different
number of nodes and when the channel bandwidth is 400kbps:
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Figure 5.9: Throughput vs. contention window/slots for scenario 3 for channel bandwidth
400kbps and for different number of nodes

The throughput will be improved if the used channel wouldn't have much more
bandwidth than the working applications need. After the summation of the needed
bandwidths of the applications, it is concluded that a channel bandwidth 140kbps would be
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appropriate in order Load Management, Video surveillance and Smart metering coexist in
the system. With this bandwidth Video can be of high quality.

In Figure 5.10 the throughput versus contention window is plotted for different
number of nodes:
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Figure 5.10: Throughput vs. contention window/slots for scenario 3 for channel bandwidth
140kbps and for different number of nodes

In the case of the channel of 140kbps bandwidth, the throughput is much improved
because there is not a lot of bandwidth that remains unused.

The optimal contention window for different number of nodes can be extracted
and is shown in Table 5.8:

Table 5.8: The optimal Contention Window for different number of nodes for Scenario 3

Number of nodes (N) | Throughput Optimal Contention Window
8 0.7791 13
16 0.3125 21
32 0.0943 38

Such as in Section System performance under Realistic Traffic Conditions,
observing the Figures 5.6 — 5.10 and the Tables 5.6 — 5.10, it is concluded that as the
number of nodes in the system increases, the throughput decreases while the optimal value
of contention window increases. In this section, it is also shown the dependency of the
throughput of the bandwidth of the channel. If the channel bandwidth is much bigger than
the needed by the applications bandwidth, the throughput decreases.
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6. Conclusions

In this work the performance of a system consisting of Smart Grid applications
that could possibly coexist in a future Smart Grid was studied. Ten Smart Grid Applications
were proposed to work in this system: SCADA, Software download/upgrade firmware,
Street lighting and traffic control, Distribution Automation and traffic protection, Load
Management, Alarm Management, Video Surveillance, Operational Telephony, Smart
Meters and On demand Meter Reading. Based on the description of each application and
data provided by the relevant literature, a mathematical model for the traffic that each
application may produce was derived. Specifically, for some applications (SCADA,
Software download/upgrade firmware, Distribution Automation, \ Video Surveillance Smart
Meters, On demand Meter Reading) normal distributions were chosen to describe their
traffic, while the traffic of the remaining applications (Street lighting and traffic control,
Load Management Alarm Management, Operational Telephony) was described by
exponential ones. Afterwards, the final model that describes the traffic created in the
network by all the applications working simultaneously was derived in two ways. At first,
the analytical expression 3.5 was proposed to describe the aggregate traffic. The second way
was a simulation with Matlab. Namely, the expected value of the interarrival time 'when all
of the applications coexist' was derived from a Matlab code. It is remarkable that the
expectations of the interarrival time derived from both ways were of the same order of
magnitude. Then, the system model available at the chair was modified in order to calculate
the throughput in real traffic conditions and the expression derived is the Equation 4.7.
Finally, the performance in terms of aggregate throughput was studied, changing the
different parameters of the traffic and the system model and taking into consideration
different subsets of working applications. In the results, plots of throughput versus
contention window (CW) for different number of nodes (depending on the scenario) were
presented and the optimal contention window for each case was found. At first it was
considered the same channel as in [37] with bandwidth 56kbps. In this case, the scenarios
considered for throughput calculation are based on combinations of working applications
that qualify the restriction of this channels ‘bandwidth. Afterwards, a channel with 400kbps
was considered in order all the referred applications could coexist. In this section, other
scenarios were also implemented. In both cases, it was observed that as the number of nodes
in the system increases, the throughput decreases while the optimal value of contention
window increases. In the second Section of the results the dependency of the throughput of
the bandwidth to the channel was also shown.

It would be also interesting to analyze the dependency of the throughput from
optimal contention window size for different packet sizes / interarrival times, but in the
framework of this study, this was not be possible for reasons that have already be explained
in Section System performance under Realistic Traffic Conditions.
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Appendix A
A.1l. Mixture Distribution

Given:
o a finite set of probability density functions p1(x)...pn(X)
e or corresponding cumulative distribution functions P1(x)...Pn(X)
e and weights wj...w, such that w; >0 and ), w; =1,

the density function of the mixture distribution is:

f(x) = Xz wipi(x) (A1)

and its distribution function is:

f(x) = XL wiPi(x) (A2)

In our case, it could be assumed that the final model of the aggregate traffic,
provoked by all the applications, is a mixture distribution with mixture components the
distribution functions of each application and weights w;...w, such that w; >0 and ) w; =
1. Namely, the mixture components are the distribution functions 2.8-2.16 and 2.19-2.22
derived in Derivation of formal mathematical model for the traffic produced by each
application, which are normal and exponential distributions.

Although mixture distribution seems to be a logical approximation for the
derivation of the final traffic model, a random example will show that is inappropriate for
our case.

Assuming three random normal distributions with random variable the interarrival
times, the desired superposition of the interarrival times of all the distributions is found and
compared with their mixture distribution. The desired superposition is found as described in
the MATLAB code in codeAl and the mixture distribution is calculated with the MATLAB
command gmdistribution.

In figure A.1 the normal probability plots of both the superposition (S) and the
mixture distribution (R) are depicted. The purpose of a normal probability plot is to
graphically assess whether the data in X could come from a normal distribution. If the data
are normal the plot will be linear [32].The two normplots are different from each other.
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Figure A.1: normal probability plots of both the superposition (S) and the mixture
distribution (R)

Additionally, in figure A.2, the cumulative function plots of the above
distributions are depicted and they are also different from each other.
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Figure A.2: Cumulative function plots of both the superposition (S) and the mixture
distribution (R)

Thus, the mixture distribution is not the appropriate model to implement in order
to have an analytical expression for the superposition of normal distributions with random
variables their interarrival times.
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A.2. Code of the example

I

clear al
clec;
N=1000; $number of random numbers created by mixture distribution
wl=0.3;w2=0.1;w3=0.2;w4=0.4;%weight p=[0 1]
%$%%Generate a normal sample of normal distribution X1
nl=normrnd(13,0.02, [1,N*wl]);
for i=1:N*wl-1
nl (i+1)=nl(i)+nl (i+1);
end
%%%Generate a normal sample of normal distribution X2
n2=normrnd (32,0.05, [1,N*w2]) ;
for i=1:N*w2-1
n2 (i+1)=n2 (i) +n2 (i+1);
end
%%%Generate a normal sample of normal distribution X3
n3=normrnd (5,0.08, [1,N*w3]);
for i=1:N*w3-1
n3(i+1)=n3 (1) +n3 (i+1);
end
%%%Generate a normal sample of normal distribution X3
n4d=normrnd (23,0.04, [1,N*w4d]) ;
for i=1:N*w3-1
nd (i+1)=n4 (i) +nd (i+1);
end
%put all the generated random numbers from each distribution together
n=[nl n2 n3 n4d];
%$sort in ascending order
nln2n3nd=sort(n);
%$%$%%S->INTERARRIVAL TIMES OF MIXTURE DISTRIBUTION
S=[1
for i=1:N-1
S(i+1)=abs (nln2n3n4 (i+1) -nln2n3n4 (i)) ;
end

’

%$Gaussian mixture distribution with 2 components in 1 dimension
mu = [13;32;5;23];

igma = cat(3,[.02],[.05],[.08],[0.047);

$p = ones(2,1)/2;

0

p=[wl;w2;w3;wd];
obj = gmdistribution (mu, sigma,p);
%generate N random numbers (->INTERARRIVAL TIMES) of obj distribution and
put them in
%an array
R=[1;
for i=1:N/4
r=random (ob7j) ;
R=[R r]
end
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SNORMPLOT S-R%

figure (1) ;subplot(2,2,1);

normplot (S) ;

xlabel ('data');ylabel ('probabiliy');title ('S normplot');
subplot(2,2,2);

normplot (R) ;

xlabel ('data');ylabel ('probabiliy') ;title ('R normplot');
subplot (2,2, [3 41);

99 0o 99 0o

$%cdfplot S-R

figure (2); subplot(2,2,1);cdfplot(S);

xlabel ('data');ylabel ('probabiliy');title('Empirical CDF of S');
subplot(2,2,2);cdfplot (R);

xlabel ('data') ;ylabel ('probabiliy');title ('Empirical CDF of R');

subplot (2,2, [3 41);
cdfplot (S) ;hold on;cdfplot (R);
xlabel ('data');ylabel ('probabiliy');title('Empirical CDF of S/R'");
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