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Απαγνξεχεηαη ε αληηγξαθή, απνζήθεπζε θαη δηαλνκή ηεο παξνχζαο εξγαζίαο, εμ νινθιήξνπ ή 

ηκήκαηνο απηήο, γηα εκπνξηθφ ζθνπφ.  Επηηξέπεηαη ε αλαηχπσζε, απνζήθεπζε θαη δηαλνκή γηα 

ζθνπφ κε θεξδνζθνπηθφ, εθπαηδεπηηθήο ή εξεπλεηηθήο θχζεο, ππφ ηελ πξνυπφζεζε λα αλαθέξεηαη 

ε πεγή πξνέιεπζεο θαη λα δηαηεξείηαη ην παξφλ κήλπκα.  Εξσηήκαηα πνπ αθνξνχλ ηε ρξήζε ηεο 

εξγαζίαο γηα θεξδνζθνπηθφ ζθνπφ πξέπεη λα απεπζχλνληαη πξνο ηνλ ζπγγξαθέα. 

Οη απφςεηο θαη ηα ζπκπεξάζκαηα πνπ πεξηέρνληαη ζε απηφ ην έγγξαθν εθθξάδνπλ ηνλ ζπγγξαθέα 

θαη δελ πξέπεη λα εξκελεπζεί φηη αληηπξνζσπεχνπλ ηηο επίζεκεο ζέζεηο ηνπ Εζληθνχ Μεηζφβηνπ 

Πνιπηερλείνπ. 
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Performance Study of HomePlug Command and Control 

PLC System 

under Realistic Smart Grid Traffic Conditions 

 

 

 

Abstract 
 

 Nowadays, the human society has a lot of needs and demands that constantly 

increase and technology is called to fulfill them. In the area of electricity supply, increasing 

load, security and convenience demands by consumers and markets have led to the 

evolution of the electricity grid to the contemporary Smart Grid. Intelligence, efficiency, 

security and reliability are some of the prominent characteristics that enable Smart Grid to 

play a determinant role in our era. 

 

 This study aims to present a possible Smart Grid system and study its 

performance. First of all, ten Smart Grid applications that could possibly coexist in a future 

Smart Grid are described and  then some mathematical models for the traffic that each 

application may produce are derived, based on data provided by the relevant literature. 

Afterwards, these models are combined to form a realistic complex model for the traffic 

produced in the system when all the applications are taken into account. Finally, the 

performance of the system is studied and analyzed in terms of aggregate throughput for six 

different scenarios of working applications. The results presented in this work are derived 

by the use of a combination of analytical mathematical models and Matlab simulations. 
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Μελέηη Δπίδοζηρ ΢ςζηήμαηορ PLC HomePlug 

Command and Control ςπό Ρεαλιζηικέρ ΢ςνθήκερ 

Κίνηζηρ ζε Δςθςέρ Γίκηςο 

 

 

 

 

Πεπίλητη 
 

 

 ΢ηε ζχγρξνλε επνρή, ε αλζξψπηλε θνηλσλία έρεη πιεηάδα αλαγθψλ πνπ ζπλερψο 

απμάλνπλ θαη ε ηερλνινγία θαιείηαη λα ηηο εθπιεξψζεη. ΢ηνλ ηνκέα ηεο παξνρήο 

ειεθηξηθήο ελέξγεηαο, ε απμαλφκελε δήηεζε ζε ειεθηξηθφ θνξηίν θαη νη απαηηήζεηο γηα 

αζθάιεηα θαη δηεπθφιπλζε ζηηο δηάθνξεο ππεξεζίεο απφ ηνπο θαηαλαισηέο θαη ηηο αγνξέο 

νδήγεζαλ ζηελ εμέιημε ηνπ παξαδνζηαθνχ Ηιεθηξηθνχ Δηθηχνπ ζην ζχγρξνλφ ηνπ Έμππλν 

Δίθηπν (Smart Grid). Επθπΐα, απνδνηηθφηεηα, αζθάιεηα θαη αμηνπηζηία είλαη κεξηθά απφ ηα 

εμέρνληα ραξαθηεξηζηηθά ηνπ Έμππλνπ Δηθηχνπ πνπ ην θάλνπλ λα παίδεη θαζνξηζηηθφ ξφιν 

ζηελ επνρή καο. 

Απηή ε κειέηε ζηνρεχεη ζην λα παξνπζηάζεη έλα πηζαλφ Έμππλν Δίθηπν θαη λα κειεηήζεη 

ηελ επίδνζή ηνπ. Αξρηθά, δέθα εθαξκνγέο πνπ ζα κπνξνχζαλ λα ζπλππάξμνπλ ζε έλα 

κειινληηθφ Έμππλν Δίθηπν πεξηγξάθνληαη θαη ζηε ζπλέρεηα πξνηείλνληαη καζεκαηηθά 

κνληέια πνπ πεξηγξάθνπλ ηελ θίλεζε πνπ θάζε κία απφ ηηο εθαξκνγέο απηέο πξνθαιεί ζην 

ζχζηεκα φηαλ ιεηηνπξγεί, κε βάζε δεδνκέλα πνπ πξνέξρνληαη απφ ζρεηηθή βηβιηνγξαθία. 

Απηά ηα κνληέια ζπλδπάδνληαη έπεηηα γηα ηε δεκηνπξγία ελφο ζχλζεηνπ καζεκαηηθνχ 

κνληέινπ πνπ ζα πεξηγξάθεη ηελ θίλεζε ηνπ δηθηχνπ φηαλ θαη νη δέθα εθαξκνγέο ζα 

ζπιιεηηνπξγνχλ ζην δίθηπν. Σέινο, κειεηάηαη θαη αλαιχεηαη ε επίδνζε ηνπ ζπζηήκαηνο ζε 

φξνπο ζπλνιηθήο απφδνζεο γηα έμη δηαθνξεηηθά ζελάξηα βάζεη ησλ εθαξκνγψλ πνπ 

ιεηηνπξγνχλ ζην ζχζηεκα. Σα απνηειέζκαηα πνπ παξνπζηάδνληαη ζε απηή ηελ εξγαζία 

πξνέξρνληαη απφ ζπλδπαζκφ ρξήζεο αλαιπηηθψλ καζεκαηηθψλ κνληέισλ θαη ηνπ 

πξνγξακκαηηζηηθνχ εξγαιείνπ, Matlab.  
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Δκηενήρ Πεπίλητη Γιπλυμαηικήρ επγαζίαρ με ηίηλο:  

 

Μελέηη Δπίδοζηρ ΢ςζηήμαηορ PLC HomePlug 

Command and Control ςπό Ρεαλιζηικέρ ΢ςνθήκερ 

Κίνηζηρ ζε Δςθςέρ Γίκηςο. 

 
Ππόλογορ 

 
Η αλάπηπμε ηνπ Ηιεθηξηθνχ Δηθηχνπ μεθίλεζε πξηλ απφ έλαλ αηψλα πεξίπνπ ζηηο 

πην βηνκεραληθά αλεπηπγκέλεο  ρψξεο.  ΢ηε ζεκεξηλή επνρή, ε αλζξψπηλε θνηλσλία έρεη 

πνιιέο θαη νινέλα απμαλφκελεο αλάγθεο θαη απαηηήζεηο ηηο νπνίεο ε ηερλνινγία θαιείηαη λα 

ηηο εθπιεξψζεη. ΢ηνλ ηνκέα ηεο ειεθηξηθήο ελέξγεηαο, νη απαηηήζεηο γηα νινέλα 

απμαλφκελν ειεθηξηθφ θνξηίν, αζθάιεηα θαη αλέζεηο απφ ηνπο θαηαλαισηέο αιιά θαη απφ 

ηηο αγνξέο έρνπλ νδεγήζεη ζηελ εμέιημε ηνπ Ηιεθηξηθνχ Δηθηχνπ ζην ζχγρξνλν ηνπ Επθπέο 

Δίθηπν. Επθπΐα, απνδνηηθφηεηα, αζθάιεηα θαη αμηνπηζηία είλαη κεξηθά απφ ηα εμέρνληα 

ραξαθηεξηζηηθά ηνπ Επθπνχο  Δηθηχνπ , πνπ ηνπ επηηξέπνπλ λα παίδεη έλα θαζνξηζηηθφ 

ξφιν ζηε ζχγρξνλε επνρή. Η ρξήζε ηεο πιεξνθνξηθήο, ησλ ζπζηεκάησλ επηθνηλσλίαο θαη 

ησλ ειεθηξνληθψλ ηζρχνο έρνπλ κεηακνξθψζεη ηε κεηάδνζε θαη δηαλνκή ηεο ειεθηξηθήο 

ελέξγεηαο. 

Η ηερλνινγία  Power Line Communications (PLC) απνηειεί κηα ειθπζηηθή 

ελαιιαθηηθή γηα ηε κεηάδνζε πιεξνθνξηψλ θαη πξνζθέξεη νηθνλνκηθά βηψζηκεο ιχζεηο γηα 

επηθνηλσλίεο. Γηα λα επηηεπρζεί ε επξχηεξε ρξήζε απηήο ηεο ηερλνινγίαο είλαη απαξαίηεηε 

ε αλάπηπμε πξσηνθφιισλ θνηλά απνδεθηψλ. Γη‟ απηφ, ην πξσηφθνιιν HomePlug 

Command and Control Specification (HomePlug C&C) νξίζηεθε απφ ηελ HomePlug 

Powerline Alliance „με ζκοπό ηην ικανοποίηζη απαιηήζεων για ένα εύπωζηο και ανθεκηικό 

από διάθοποςρ ηύποςρ παπεμβολών ζύζηημα‟. 

 

Δθαπμογέρ  Δςθςούρ  Γικηύος 
Δέθα πηζαλέο εθαξκνγέο πνπ κπνξεί λα ζπιιεηηνπξγνχλ ζε έλα Επθπέο  Ηιεθηξηθφ 

Δίθηπν είλαη νη εμήο: 

I. SCADA, πνπ αληηζηνηρεί ζε Επίβιεςε Ειέγρνπ θαη Απφθηεζεο Δεδνκέλσλ 

(Supervisory Control and Data Acquisition) θαη αλαθέξεηαη ζε ζπζηήκαηα/ 

εθαξκνγέο πνπ ρξεζηκνπνηνχληαη γηα παξαθνινχζεζε ηνπ ειεθηξηθνχ δηθηχνπ θαη 

έιεγρν ησλ απηφκαησλ ζπζθεπψλ. 

II. Λήτη και αναβάθμιζη νέος λογιζμικού (Software download/upgrade firmware)  

III. Έλεγσορ ηος θυηεινών ΢ημαηοδοηών και Κςκλοθοπιακήρ Κίνηζηρ (Street 

Lighting and Traffic Control). Απηνχ ηνπ είδνπο ηα ζπζηήκαηα είλαη ζπζηήκαηα 

ηειεδηαρείξηζεο πνπ επηηξέπνπλ ηελ απηφκαηε αληίδξαζε ηνπ ζπζηήκαηνο θσηεηλψλ 

ζεκαηνδνηψλ ζε εμσηεξηθέο παξακέηξνπο, φπσο θαηξηθέο ζπλζήθεο, παξακέλνλ 

επίπεδν θπζηθνχ θσηηζκνχ εκέξαο, αηπρήκαηα ή ππθλφηεηα ηεο θπθινθνξίαο. 

IV. Αςηομαηιζμόρ Γιανομήρ Δνέπγειαρ (Distribution automation (DAS)). Πξφθεηηαη 

γηα ζπζηήκαηα ππεχζπλα γηα ηνλ απηνκαηηζκφ ηεο κεηαγσγήο, ηεο ιεηηνπξγίαο θαη 

ηνπ έιεγρν ηνπ δηθηχνπ δηαλνκήο απφ καθξηά. 

V.  Γιασείπιζη Φοπηίος (Load Management) είλαη κηα έμππλε εθαξκνγή ηνπ 

Επθπνχο  Δηθηχνπ ππεχζπλε γηα ηελ εμηζνξξφπεζε ηεο πξνζθνξάο ειεθηξηθήο 

ελέξγεηαο ζην δίθηπν κε ην ειεθηξηθφ θνξηίν, πξνθεηκέλνπ λα βειηηζηνπνηεζεί ην 
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θφζηνο παξαγσγήο ηεο ελέξγεηαο, αλάινγα κε ηε ζπκπεξηθνξά ησλ δηαθνξεηηθψλ 

ηχπσλ πειαηψλ, λα εληζρχεη ηελ αμηνπνίεζε ηεο ελέξγεηαο ή ηελ αμηνπηζηία ηνπ 

ζπζηήκαηνο. 

VI. Δθαπμογή  ΢ςναγεπμού (Alarm Management) είλαη κηα εθαξκνγή πνπ αληρλεχεη 

έλα γεγνλφο πνπ απαηηεί ηελ πξνζνρή νιφθιεξνπ ηνπ ζπζηήκαηνο ειέγρνπ θαη 

κεηαδίδεη απηή ηελ πιεξνθνξία ζπλαγεξκνχ ζε φιν ην ζχζηεκα, πξνθεηκέλνπ λα 

απνθεπρζνχλ ηπρφλ αλεπηζχκεηεο θαηαζηάζεηο. 

VII. Δπίβλετη Γικηύος με σπήζη Video (Video Surveillance) γηα ιφγνπο αζθάιεηαο. 

VIII. Σηλεθυνία (Operational Telephony) πνπ  παξέρεη άκεζε ακθίδξνκε ζχλδεζε 

ήρνπ κε ην Κέληξν Λεηηνπξγίαο Δηθηχνπ. 

IX. Δςθςείρ Μεηπηηέρ (Smart meters). Πξφθεηηαη γηα πξνεγκέλνπο κεηξεηέο 

ελέξγεηαο πνπ πξνζδηνξίδνπλ ηελ θαηαλάισζε ελέξγεηαο ηνπ θαηαλαισηή κε 

πεξηζζφηεξεο ιεπηνκέξεηεο απφ φ,ηη έλαο ζπκβαηηθφο κεηξεηήο θαη κε αζθάιεηα 

κεηαδίδεη ηηο πιεξνθνξίεο απηέο ζηελ εηαηξεία θνηλήο σθειείαο απφ δχν ζπζηήκαηα 

επηθνηλσληψλ.  

X. On demand meter reading γηα παξαθνινχζεζε ζε πξαγκαηηθφ ρξφλν ηηκψλ 

δηαθφξσλ κεγεζψλ ή ηελ παξνπζία ηνπ ξεχκαηνο ή άιιεο παξακέηξνπο. 

 

Έκθπαζη ηος σπόνος μεηαξύ 2 διαδοσικών αθίξευν πακέηυν ζηο 

ζύζηημα (Interarrival Time(T)) ζςναπηήζει ηος μεγέθοςρ ηος πακέηος (L) 

και ηος Δύποςρ Εώνηρ (B) 
 

Γηα ηε κειέηε ηεο επίδνζεο ελφο θαλαιηνχ Smart Grid φηαλ νη πξναλαθεξζέληεο 

εθαξκνγέο ιεηηνπξγνχλ, ν ππνινγηζκφο ησλ  interarrival times ησλ παθέησλ ηνπο ζε φξνπο 

κεγέζνπο παθέηνπ θαη εχξνπο δψλεο είλαη απαξαίηεηνο.Τπνζέηνληαο φηη ηα παθέηα 

εηζέξρνληαη ζην ζχζηεκα γηα έλα ζπγθεθξηκέλν ρξνληθφ δηάζηεκα, γηα παξάδεηγκα γηα 24 

ψξεο, φπσο θαίλεηαη ζηελ παξαθάησ εηθφλα: 

 

 
Εηθφλα 2.5: Αθίξειρ πακέηων ζηο ζύζηημα ζε διάζηημα 24 ωπών 

 

Απνδείρζεθε φηη ν ρξφλνο κεηαμχ 2 δηαδνρηθψλ αθίμεσλ παθέησλ ζην ζχζηεκα - 

Interarrival Time(T) - ηζνχηαη κε ηνλ εμήο ιφγν:   
 

 
 (1). 
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Τπολογιζμόρ ηος ‘Interarrival Time’ κάθε εθαπμογήρ εςθςούρ δικηύος 

 
΢ηνλ παξαθάησ πίλαθα πεξηέρνληαη νη ηηκέο ηνπ „datarate‟ θαη ηνπ κεγέζνπο ησλ παθέησλ 

γηα θάζε εθαξκνγή (ηα δεδνκέλα απηά ζπιιέρζεθαλ κεηά απφ βηβιηνγξαθηθή έξεπλα): 

 

Πίλαθαο 2.1: Πίνακαρ ‘datarate’ και μεγέθοςρ πακέηος ηων εθαπμογών εςθςούρ δικηύος 

# Δθαπμογέρ Δςθςούρ Γικηύος Datarate(kbps) Μέγεθορ Πακέηος 

1 SCADA [1.8,9.6] 512 bits 

2 Software download/upgrade firmware   

 upstream 32 [10kbytes,100kbytes] 

 downstream 32 [100kbytes,10Gbytes] 

3 Street lighting and traffic control 0.025 512 bits 

4 Distribution automation and traffic 

protection 

18 150-500 bytes 

5 Load Management 50 512 bits 

6 Alarm Management 9.6 512 bits 

7 Video Surveillance [15,128] 512 bits 

8 Operational telephony 8 512 bits 

9 Smart Meters   

 upstream 5.3 [2000, 10000] bytes 

 downstream 5.3 [50, 400] bytes 

10 On demand-reading   

 upstream 100 [100, 500] 

 downstream 100 [50,100] 

 

Παξαηεξψληαο ηνλ Πίλαθα 2.1, είλαη πξνθαλέο φηη γηα νξηζκέλεο εθαξκνγέο νη ηηκέο 

είηε ηνπ ξπζκνχ δεδνκέλσλ (data rate) είηε  ηνπ κεγέζνπο παθέηνπ πνηθίινπλ ζε έλα 

δηάζηεκα, ελψ γηα άιιεο εθαξκνγέο, απηέο νη ηηκέο ηνπ, πνπ βξέζεθαλ ζηε βηβιηνγξαθία, 

είλαη ζπγθεθξηκέλεο. Απηφ εμαξηάηαη απφ ηελ πνζφηεηα ησλ δεδνκέλσλ πνπ βξέζεθαλ ζηε 

ζρεηηθή βηβιηνγξαθία. 

 

Τπολογιζμόρ μαθημαηικών μονηέλυν για ηην πεπιγπαθή ηηρ κίνηζηρ πος 

παπάγεηαι από καθεμία από ηιρ πποαναθεπθένηερ εθαπμογέρ εςθςούρ 

δικηύος 
 

Η θίλεζε πνπ παξάγεηαη απφ θάζε εθαξκνγή ζα πεξηγξαθεί σο κηα ζπλάξηεζε 

θαηαλνκήο κε ηπραία κεηαβιεηή ην Interarrival Time ηεο θάζε εθαξκνγήο . 

Όζνλ αθνξά ηηο εθαξκνγέο ζηνλ Πίλαθα 2 , ζα κπνξνχζε λα ππνηεζεί φηη κηα 

θαλνληθή θαηαλνκή (normal distribution) κε ηπραία κεηαβιεηή ην Interarrival Time θάζε 

κίαο απφ απηέο ηηο εθαξκνγέο ζα κπνξνχζε πεξηγξάθεη ηελ θίλεζε πνπ απηή παξάγεη. Η 

ππφζεζε απηή βαζίδεηαη θπξίσο ζηηο πεξηγξαθέο απηψλ ησλ εθαξκνγψλ θαη ηα δεδνκέλα 

πνπ βξέζεθαλ ζε ζρεηηθή βηβιηνγξαθία. 
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Πίλαθαο 2.3: Μέζη ηιμή και ηςπική απόκλιζη ηος ‘interarrival time’ για ηιρ 

εθαπμογέρ πος ακολοςθούν ‘normal’ καηανομή 

# Δθαπμογέρ Δςθςούρ Γικηύος Μέζη ηιμή(sec) Σςπική 

απόκλιζη(sec) 

1 SCADA 0.1689 0.1156 

2 Software download/upgrade firmware   

 upstream 13.75 11.25 

 downstream 1262.5 1237.5 

4 Distribution automation and traffic 

protection 

0.1444 0.0778 

7 Video Surveillance 0.019 0.015 

9 Smart Meters   

 upstream 1.132 0.0001 

 downstream 0.0424 0.0001 

10 On demand-reading   

 upstream 0.024 0.016 

 downstream 0.006 0.002 

 

΢χκθσλα κε ην [39], κηα ηπραία κεηαβιεηή Υ είλαη κηα θαλνληθή ηπραία κεηαβιεηή 

(ή ην Υ είλαη θαλνληθά δηαλεκεζεί) κε παξακέηξνπο μ θαη √  αλ έρεη ζπλάξηεζε 

ππθλφηεηαο 

: ( )  
 

  √  
    (-

( - )
 

   
)       -      (2) 

Απηή ε ππθλφηεηα είλαη κηα θακπχιε ζε ζρήκα θακπάλαο πνπ είλαη ζπκκεηξηθφο γχξσ απφ 

μ: 

 

 

 
Εηθφλα 2.6: Normal density function 

Όζνλ αθνξά ηηο ππφινηπεο εθαξκνγέο ζηνλ Πίλαθα 1, γηα ηηο νπνίεο δίλεηαη κία 

εθηηκνχκελε ηηκή ησλ αληίζηνηρσλ Interarrival Times, ζα κπνξνχζε λα ππνηεζεί φηη κηα 

εθζεηηθή θαηαλνκή κε ξπζκφ ι κπνξεί λα πεξηγξάςεη ηελ θίλεζε πνπ θάζε κία απφ απηέο 

παξάγνπλ, δεδνκέλνπ φηη δελ ππάξρνπλ αξθεηά ζηνηρεία ζηε βηβιηνγξαθία , ψζηε λα είλαη 

δπλαηφλ λα πξνζδηνξηζηεί κηα αθξηβήο θαηαλνκή ηνπ Interarrival Time θαη λα ππνινγηζηνχλ 

παξάκεηξνη ησλ άιισλ πηζαλψλ θαηαλνκψλ (π.ρ. θαλνληθή θαηαλνκή). 
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Πίλαθαο 2.4: ‘Interarrival time’ για ηιρ εθαπμογέρ πος ακολοςθούν ‘exponential’ 

καηανομή 

# Δθαπμογέρ Δςθςούρ Γικηύος Interarrival time 

(sec) 

3 Street lighting and traffic control 20.5 

5 Load Management 0.00102 

6 Alarm Management 0.05333 

8 Operational telephony 0.064 

Μηα ζπλερήο ηπραία κεηαβιεηή Υ ζεσξείηαη φηη αθνινπζεί εθζεηηθή θαηαλνκή κε 

παξάκεηξν ι, ι> 0, αλ έρεη ζπλάξηεζε ππθλφηεηαο: 

 

 ( )       (   )   for x≥0  (3) 
 

θαη απεηθνλίδεηαη: 

 
Εηθφλα 2.16: Exponential density function 

 

Σελικό Μονηέλο Κίνηζηρ 

 

Αναλςηική Έκθπαζη 
 

Γηα λα βξεζεί κηα αλαιπηηθή έθθξαζε γηα ην ηειηθφ κνληέιν πνπ ζα πεξηγξάθεη ηελ 

παξαγφκελε απφ φιεο ηηο εθαξκνγέο θίλεζε, φιεο νη θαηαλνκέο ησλ εθαξκνγψλ 

πξνζεγγίδνληαη κε Poisson θαηαλνκέο. 

Γεληθά [ 36 ] :  

 

Έζησ N1 ( t ) , ... , Nk ( t ) θαηαλνκέο Poisson κε παξακέηξνπο ι1 , ... , ιk . Σφηε, ε 

ππέξζεζε απηψλ ησλ δηαδηθαζηψλ Poisson είλαη κηα λέα δηαδηθαζία Poisson κε ξπζκφ :  

  ∑   
 
    (4) 

 

΢ηελ πεξίπησζή πνπ εμεηάδεηαη, ην ηειηθφ κνληέιν θίλεζεο, ην νπνίν πξνθχπηεη σο 

ππέξζεζε ησλ δηαδηθαζηψλ Poisson πνπ πεξηγξάθνπλ ηελ θίλεζε ηεο θάζε εθαξκνγήο είλαη 

κηα δηαδηθαζία Poisson κε παξάκεηξν ι :   ∑   
  
        (5), φπνπ ιi είλαη κηα 

παξάκεηξνο Poisson απφ ηνλ πίλαθα 4 . 
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Πίλαθαο 3.1: Παπάμεηπορ λ ηηρ Poisson καηανομήρ  

# Δθαπμογέρ Δςθςούρ Γικηύος λ ηηρ καηανομήρ  

Poisson 

1 SCADA 5.92105 

2 Software download/upgrade firmware  

 upstream 0.07272 

 downstream 0.00079 

3 Street lighting and traffic control 0.0488   

4 Distribution automation and traffic 

protection 

6.923] 

5 Load Management 97.1 

6 Alarm Management 18.75 

7 Video Surveillance 52.447 

8 Operational telephony 15.6 

9 Smart Meters  

 upstream 0.88333 

 downstream 23.555 

10 On demand-reading  

 upstream 41.7 

 downstream 166.67 

 

 

 

Έηζη , ην αλαιπηηθφ ηειηθφ κνληέιν πνπ πεξηγξάθεη ηε ζπλνιηθή θπθινθνξία 

είλαη:         
           

  
  (6). 

Γεληθά, κηα θαηαλνκή Poisson είλαη κία δηαθξηηή θαηαλνκή πηζαλφηεηαο πνπ 

εθθξάδεη ηελ πηζαλφηεηα ελφο δεδνκέλνπ αξηζκνχ γεγνλφησλ πνπ ζπκβαίλνπλ ζε έλα 

ζηαζεξφ ρξνληθφ δηάζηεκα ή/θαη ρψξν, αλ απηά ηα γεγνλφηα ζπκβαίλνπλ κε έλα γλσζηφ 

κέζν ξπζκφ θαη αλεμάξηεηα απφ ηε ρξνληθή ζηηγκή ηνπ πνπ ζπλέβε ην πξνεγνχκελν 

ζπκβάλ [3 ] . Έηζη, ε ΢ρέζε 6 παξέρεη ηελ πηζαλφηεηα ελφο δεδνκέλνπ αξηζκνχ αθίμεσλ 

παθέησλ πνπ ζπκβαίλνπλ ζε έλα ρξνληθφ δηάζηεκα ( - ∞ < t < ∞) . ΢χκθσλα κε ηελ ΢ρέζε 6 

θαη [ 36 ] ε αλακελφκελε ηηκή ηνπ Interarrival Time ζην ηειηθφ κνληέιν φηαλ φιεο νη 

εθαξκνγέο ζηέιλνπλ παθέηα είλαη : E[T] = 1/430 = 0.002325sec. 

 

Μονηέλο ηηρ ζςνολικήρ κίνηζηρ με σπήζη Matlab 
Ωο επαιήζεπζε ησλ απνηειεζκάησλ πνπ βξέζεθαλ κε ρξήζε ηνπ  καζεκαηηθφ 

κνληέινπ θίλεζεο πνπ αλαπηχρζεθε ζηελ πξνεγνχκελε ελφηεηα,  ε εθηηκψκελε ηηκή ησλ 

interarrival times φηαλ φιεο νη εθαξκνγέο ζπιιεηηνπξγνχλ ππνινγίζηεθε θαη κε εμνκνίσζε 

ηνπ ζπζηήκαηνο ζε Matlab. 

Η αλακελφκελε ηηκή ηνπ Interarrival Time ζην ηειηθφ κνληέιν κε Matlab ππνινγίδεηαη: 

E [T] = 0.0031sec. 

Είλαη αμηνζεκείσην φηη ε αλακελφκελε ηηκή ηνπ Interarrival Time φπσο 

ππνινγίδεηαη  απφ ην αλαιπηηθφ κνληέιν θαη απηή πνπ ππνινγίδεηαη κε ηε βνήζεηα ηνπ 

Matlab είλαη ηεο ίδηαο ηάμεο κεγέζνπο. Σν γεγνλφο απηφ ππνδεηθλχεη φηη ε αλαιπηηθή 

πξνζέγγηζε είλαη αξθεηά θαιή, δεδνκέλνπ φηη ηα απνηειέζκαηα πνπ παξάγεη 

επαιεζεχνληαη απφ ην θψδηθά ζε Matlab, ν νπνίνο είλαη αθξηβήο. 
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Τπολογιζμόρ Δπίδοζηρ 

 
΢ηελ Έδξα ησλ Σειεπηθνηλσληψλ ηνπ Σερληθνχ Παλεπηζηεκίνπ ηεο Δξέζδεο 

(Technical University of Dresden) έρεη ήδε αλαπηπρζεί έλα αλαιπηηθφ κνληέιν γηα ην 

επίπεδν MAC  ελφο ζπζηήκαηνο Narrowband Power Line Communications (NB-PLC 

system), πνπ πξννξίδεηαη λα ρξεζηκνπνηεζεί γηα εθαξκνγέο πνπ αθνξνχλ ην Έμππλν Δίθηπν 

(Smart Grid Applications). 

΢χκθσλα κε ην [37], ε επίδνζε απφ ζεκείν ζε ζεκείν ηνπ δηθηχνπ επηθνηλσληψλ ζην 

επίπεδν MAC κπνξεί λα πεξηγξαθεί σο εμήο: 

  
 ̅

 ̅
                                       (7) 

where: 

 

 ̅           the average transmission time within one frame      (8) 

 

 ̅       ̅      the average frame duration       (9) 

 

 

Tp:  ρξφλνο κεηάδνζεο ελφο παθέηνπ ζην ζχζηεκα 

 

Ps: πηζαλφηεηα επηηπρνχο κεηάδνζεο 

 

η: θαζπζηέξεζε δηάδνζεο 

 

I: constant frame overhead 

 

 ̅: the average winner backoff time 

 

Απφ ηε κειέηε ηεο επίδνζεο ηνπ ζπζηήκαηνο φπσο πεξηγξάθεηαη ζην [37] πξνθχπηεη ε 

΢ρέζε 4.4 πνπ ππνινγίδεη ηελ επίδνζε ηνπ ζπζηήκαηνο ππφ greedy traffic conditions: 

 

  
   (    (  ∑ ( 

 

   
 ∑ ((

 
 ) (    )

   ) 
 

   
 
    )  )    

   

    ∑    *(  
    

  
)  (  

  
  
) +  

      
        (10) 

 

΢ε έλα ηέηνην ζχζηεκα, θάζε πεγή έρεη ζπλέρεηα πιεξνθνξίεο πξνο κεηάδνζε θαη 

πνηέ δε βξίζθεηαη ζε αδξάλεηα. Δελ ππάξρεη πνηέ ζπκθφξεζε ζηε πιεπξά ηνπ απνζηνιέα 

ησλ πιεξνθνξηψλ, αθνχ έλα λέν παθέην παξάγεηαη κφλν κεηά ηελ νινθιήξσζε ηεο 

κεηάδνζεο ηνπ πξνεγνχκελνπ παθέηνπ. Η επίδνζε ελφο ζπζηήκαηνο ππφ ηέηνηεο ζπλζήθεο 

είλαη ε κέγηζηε δπλαηή γηα ην ζχζηεκα [38]. 

Όκσο απαηηείηαη πην ελδειερήο κειέηε ηεο επίδνζεο ηνπ ζπζηήκαηνο ππφ 

ξεαιηζηηθέο ζπλζήθεο. Δειαδή, ζηελ πεξίπησζε απηή δελ είλαη ζίγνπξν φηη θάζε πεγή έρεη 

ζπλέρεηα έλα παθέην πξνο κεηάδνζε. Οπφηε, ππφ ξεαιηζηηθέο ζπλζήθεο θίλεζεο, ππάξρεη 

έλα ρξνληθφ δηάζηεκα κεηαμχ ησλ αθίμεσλ ζην ζχζηεκα δχν δηαδνρηθψλ παθέησλ 

πιεξνθνξίαο. Απηφ ην ρξνληθψλ δηάζηεκα κεηαμχ ησλ δχν δηαδνρηθψλ αθίμεσλ ζην 

ζχζηεκα πξέπεη λα ζπκπεξηιεθζεί ζηνλ ππνινγηζκφ ηεο επίδνζεο ηνπ ζπζηήκαηνο. 

Η επίδνζε ηνπ ζπζηήκαηνο πεξηγξάθεηαη θαη πάιη απφ ηελ ΢ρέζε 7. Η δηαθνξά ηεο 

επίδνζεο ηνπ ζπζηήκαηνο ππφ ξεαιηζηηθέο ζπλζήθεο, ζε ζρέζε κε ηελ αληίζηνηρε επίδνζε 

ζε ζχζηεκα κε ζπλζήθεο greedy traffic,  βξίζθεηαη ζηνλ παξαλνκαζηή ηεο ΢ρέζεο 9. Η 
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κεηαβιεηή I ζηελ ΢ρέζε 9 εθθξάδεη ην κέγεζνο ηεο επηθεθαιίδαο παθέηνπ - constant 

frame overhead - πνπ πεξηιακβάλεη ηα θνκκάηηα ηνπ εθπεκπφκελνπ παθέηνπ πνπ είλαη 

ζηαζεξά θαη δελ αιιάδνπλ γηα δνζέλ ζχζηεκα, φπσο ηα guard intervals θαη ην 

acknowledgement. Η κεηαβιεηή Ι ζηε ΢ρέζε 4.4 αληηθαζηζηάηαη απφ ηε κεηαβιεηή Ι΄, πνπ 

πεξηιακβάλεη θαη ηελ αλακελφκελε ηηκή ηνπ ρξνληθνχ δηαζηήκαηνο κεηαμχ ησλ αθίμεσλ 

δχν δηαδνρηθψλ παθέησλ. 

 

Δειαδή είλαη: I΄= I + E[T] (11) 

 

Όπσο θαίλεηαη ζηελ Εηθφλα 2.5, ην ρξνληθφ δηάζηεκα κεηαμχ ησλ αθίμεσλ δχν 

δηαδνρηθψλ παθέησλ πεξηιακβάλεη θαη ην ρξφλν κεηάδνζεο ηνπ πξψηνπ. Έηζη, ν φξνο Tp 

πξέπεη λα αθαηξεζεί απφ ηνλ παξαλνκαζηή, αθνχ πεξηιακβάλεηαη ζηνλ φξν E[T]. 

Επνκέλσο, ε επίδνζε ηνπ ζπζηήκαηνο ηψξα κπνξεί λα γξαθεί σο εμήο: 

 

  
   (    (  ∑ ( 

 

   
 ∑ ((

 
 ) (    )

   ) 
 

   
 
    )  )    

   

     [ ] ∑    *(  
    

  
)  (  

  
  
) +  

   

      (12) 

 

Η ΢ρέζε 12 αλαθέξεηαη ζηε ζπλνιηθή επίδνζε ηνπ ζπζηήκαηνο ζηελ πεξίπησζε πνπ 

πάλσ απφ κία εθαξκνγέο ζπιιεηηνπξγνχλ. Ο φξνο E[T] είλαη ε κέζε αλακελφκελε ηηκή ηνπ 

ρξνληθνχ δηαζηήκαηνο κεηαμχ ησλ αθίμεσλ δχν δηαδνρηθψλ παθέησλ θαη εμαξηάηαη απφ ην 

ρξνληθφ δηάζηεκα κεηαμχ ησλ αθίμεσλ δχν δηαδνρηθψλ παθέησλ θάζε εθαξκνγήο 

μερσξηζηά. Ελ γέλεη, ην ρξνληθφ δηάζηεκα κεηαμχ ησλ αθίμεσλ δχν δηαδνρηθψλ παθέησλ 

πνπ εηζέξρνληαη ζε έλα ζχζηεκα δελ είλαη ζηαζεξφ θαη ίδην γηα φια ηα παθέηα. 

 

Αποηελέζμαηα 

 
A. Επίδοζη ηος ζςζηήμαηορ ςπό πεαλιζηικέρ ζςνθήκερ 

Μειεηάηαη ε επίδνζε ηνπ ζπζηήκαηνο ππφ ξεαιηζηηθέο ζπλζήθεο ζε φξνπο ζπλνιηθήο 

απφδνζεο , κεηαβάιινληαο ηηο δηάθνξεο παξακέηξνπο ηεο θίλεζεο ηνπ κνληέινπ ηνπ 

ζπζηήκαηνο. 

• η = 6.667 ∗ 10^−9 sec, I = 1.827 ∗ 10^−2 sec, B = 56 kbps (φπσο ζην Mudriievskyi 

et al). 

• Κάζε εθαξκνγή έρεη δηαθνξεηηθφ κέγεζνο παθέησλ απφ ηηο ππφινηπεο. 

• Tp είλαη ν ρξφλνο κεηάδνζεο θαη εμαξηάηαη απφ ην κέγεζνο ηνπ παθέηνπ 

Μειεηνχληαη πέληε δηαθνξεηηθά ζελάξηα απφ εθαξκνγέο πνπ ζπλππάξρνπλ θάζε θνξά 

ζην ζχζηεκα. Γηα θάζε ζελάξην ππνινγίδεηαη ε κέζε αλακελφκελε ηηκή ηνπ ρξνληθνχ 

δηαζηήκαηνο κεηαμχ ησλ αθίμεσλ δχν δηαδνρηθψλ παθέησλ θαη παξνπζηάδεηαη γηα θάζε 

πεξίπησζε έλα δηάγξακκα ηεο απφδνζεο ηνπ ζπζηήκαηνο σο πξνο ην contention window 

(CW) γηα δηαθνξεηηθφ αξηζκφ θφκβσλ (εμαξηάηαη απφ ην ζελάξην) θαη βξίζθεηαη ε βέιηηζηε 

ηηκή γηα ην contention window (CW) ζε θάζε πεξίπησζε. 

Γηα παξάδεηγκα, ζην ζελάξην ζχκθσλα κε ην νπνίν ζπιιεηηνπξγνχλ  ζην ζχζηεκα νη 

εθαξκνγέο SCADA θαη  Smart metering θαη ε κέζε αλακελφκελε ηηκή ηνπ ρξνληθνχ 

δηαζηήκαηνο κεηαμχ ησλ αθίμεσλ δχν δηαδνρηθψλ παθέησλ ππνινγίδεηαη κε ηε βνήζεηα ηνπ 

Μatlab: E[T] = 0.1676 sec. 

΢ηελ Εηθφλα 5.1 έρεη ζρεδηαζηεί ε επίδνζε ηνπ ζπζηήκαηνο versus contention window:  
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Εηθφλα 5.1: Επίδνζε vs contention window/slots για ηο ζενάπιο 1 για διαθοπεηικό απιθμό 

κόμβων 

 
Η βέιηηζηε ηηκή γηα ην contention window (CW) γηα δηαθνξεηηθφ αξηζκφ θφκβσλ  θαίλεηαη 

ζηνλ πίλαθα 5.1: 

 

Πίλαθαο 5.1: Η βέληιζηη ηιμή  Contention Window για διαθοπεηικό απιθμό κόμβων για ηο ζενάπιο 1  

Number of nodes (N) Throughput Optimal Contention Window 

8 0.9146 19 

16 0.5195 25 

32 0.1432 41 

 

 

B. Επίδοζη ηος ζςζηήμαηορ ςπό πεαλιζηικέρ ζςνθήκερ γηα δηαθνξεηηθφ θαλάιη 

• Σν εχξνο δψλεο ηνπ θαλαιηνχ δελ είλαη πιένλ 56 kbps αιιά ζεσξείηαη 400 kbps έηζη 

ψζηε φιεο νη πξναλαθεξζέληεο εθαξκνγέο λα κπνξνχλ λα ζπιιεηηνπξγνχλ ζην 

ζχζηεκα, 

• η = 6.667 ∗ 10^−9 sec, I = 1.827 ∗ 10^−2 sec. 

Σψξα ζεσξνχληαη ηξία δηαθνξεηηθά ζελάξηα ζπιιεηηνπξγνχλησλ εθαξκνγψλ θαη γηα 

θάζε ζελάξην ππνινγίδεηαη ε κέζε αλακελφκελε ηηκή ηνπ ρξνληθνχ δηαζηήκαηνο κεηαμχ 

ησλ αθίμεσλ δχν δηαδνρηθψλ παθέησλ θαη παξνπζηάδεηαη γηα θάζε πεξίπησζε έλα 

δηάγξακκα ηεο απφδνζεο ηνπ ζπζηήκαηνο σο πξνο ην contention window (CW) γηα 

δηαθνξεηηθφ αξηζκφ θφκβσλ (εμαξηάηαη απφ ην ζελάξην) θαη βξίζθεηαη ε βέιηηζηε ηηκή γηα 

ην contention window (CW) ζε θάζε πεξίπησζε. 

Γηα παξάδεηγκα, ζην ζελάξην ζχκθσλα κε ην νπνίν νη εθαξκνγέο Load Management, 

Alarm Management θαη Distribution Automation ζπιιεηηνπξγνχλ, ε εθηηκψκελε κέζε 
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ηηκή ηνπ Interarrival time έρεη ππνινγηζηεί κέζσ πξνζνκνίσζεο κε Matlab λα είλαη: E[T] = 

0.1760sec. 

΢ηελ Εηθφλα 5.1 έρεη ζρεδηαζηεί ε επίδνζε ηνπ ζπζηήκαηνο versus contention window 

γηα δηαθνξεηηθφ αξηζκφ θφκβσλ θαη γηα θαλάιη κε εχξνο δψλεο 400kbps: 

 
Εηθφλα 5.7: Επίδνζε vs contention window/slots για ηο ζενάπιο 2για διαθοπεηικό απιθμό 

κόμβων 

 

Η επίδνζε ηνπ ζπζηήκαηνο κπνξεί λα βειηησζεί αλ ην θαλάιη πνπ ρξεζηκνπνηείηαη δελ έρεη 

ηφζν πνιχ πεξηζζφηεξν εχξνο δψλεο απφ φζν απαηηείηαη απφ ηηο εθαξκνγέο. Πξνζζέηνληαο 

ηα εχξε δψλεο πνπ απαηηεί ε θάζε εθαξκνγή μερσξηζηά, πξνθχπηεη φηη έλα θαλάιη εχξνπο 

δψλεο 80kbps ζα ήηαλ θαηάιιειν γηα λα ζπιιεηηνπξγνχλ νη πξναλαθεξζέληεο εθαξκνγέο. 

΢ηελ εηθφλα 5.8, ε επίδνζε ηνπ ζπζηήκαηνο vs ηνπ contention window ζρεδηάζηεθε γηα 

δηαθνξεηηθφ αξηζκφ θφκβσλ: 
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Εηθφλα 5.8: Επίδνζε vs contention window/slots για ηο ζενάπιο 1 για διαθοπεηικό απιθμό 

κόμβων 

για κανάλι 80 kbps 

 

΢ηελ πεξίπησζε ηνπ θαλαιηνχ ησλ 80 kbps ε επίδνζε ηνπ ζπζηήκαηνο βειηηψλεηαη θαηά 

πνιχ θαζψο δελ κέλεη αρξεζηκνπνίεην εχξνο δψλεο. 

 

Η βέιηηζηε ηηκή γηα ην contention window (CW) γηα δηαθνξεηηθφ αξηζκφ θφκβσλ  θαίλεηαη 

ζηνλ πίλαθα 5.7: 

 

Πίλαθαο 5.7: Η βέληιζηη ηιμή  Contention Window για διαθοπεηικό απιθμό κόμβων για ηο ζενάπιο 2 

Number of nodes (N) Throughput Optimal Contention Window 

8 0.0447 21 

16 0.0256 28 

32 0.0101 45 

 

Παξαηεξψληαο ηηο παξαπάλσ εηθφλεο θαη ηνπο παξαπάλσ πίλαθεο πξνθχπηεη φηη φζν ν 

αξηζκφο ησλ θφκβσλ ζην ζχζηεκα απμάλεη, ε επίδνζε ηνπ ζπζηήκαηνο κεηψλεηαη ελψ ε 

βέιηηζηε ηηκή ηνπ contention window απμάλεη. Επίζεο απφ ηε Β πεξίπησζε θαίλεηαη θαη ε 

επίδξαζε ηνπ εχξνπο δψλεο ηνπ θαλαιηνχ ζηελ επίδνζε ηνπ ζπζηήκαηνο. Αλ ην εχξνο 

δψλεο ηνπ θαλαιηνχ είλαη θαηά πνιχ κεγαιχηεξν απφ ην απαηηνχκελν απφ ηηο εθαξκνγέο, ε 

επίδνζε ηνπ ζπζηήκαηνο κεηψλεηαη.   
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1.  Introduction 

 

1.1. Objective of this Thesis 

 

 As it will been explained in Section Development of the Smart Grid, Smart Grid 

will possibly play a dominant role in the future. But there are still numerous challenges to be 

solved (as it will be discussed in Challenges and Requirements for future Smart 

transmission Grids). More research is needed regarding all the aspects of the Smart Grid. 

 

 In this direction, an analytical model for the Medium Access Control (MAC) layer 

of a Smart Grid system has already been developed at the Chair of Telecommunications of 

TECHNISCHE UNIVERSITAT DRESDEN. Using this model, the system performance 

under greedy traffic conditions can be found and analyzed [37]. 

 

 The objective of this Final Project is the expansion of that model under realistic 

traffic. Some possible Smart Grid applications are proposed and the performance of a Smart 

Grid system which includes these applications is analyzed in terms of aggregate throughput. 

 

 This task is mainly analytical, but the results will be also treated with MATLAB. 

 

1.2.  Document structure 

 

 This Final Project aims to a detailed analysis of a Smart Grid system under 

realistic traffic and in order to fulfill this, the following document structure will be used: 

 

 Introduction: 

In the current Chapter a brief introduction in the Smart Grid is exposed and its 

development from the current grid is discussed. Furthermore, the HomePlug 

Command and Control (C&C) specification is presented. 

 

 Smart Grid Applications: 

In this Chapter, at first, a description of possible Smart Grid applications, mainly 

based on literature research, is included. Additionally, an expression of Interarrival 

Time of packets in terms of Packet Size and Bandwidth is found and being 

implemented for the discussed applications. At the end, a formal mathematical 

model for each application is derived that describes the traffic that produces in the 

network. 

 

 Final Traffic Model: 

The derivation of the final model which is a superposition of all found application 

models in both analytical and simulation way is the subject of this Chapter. This 
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final model describes the traffic produced in the system when all or some of the 

discussed applications are working. 

 

 Throughput Calculation: 

A brief reference to the analytical model for the calculation of the system throughput 

under greedy conditions that is already developed at the Chair for 

Telecommunications of TECHNISCHE UNIVERSITAT DRESDEN is given. 

Afterwards, a formula that calculates the throughput of the system under realistic 

traffic is being derived. 

 

 Results: 

This Chapter presents the results of the Matlab simulations through diagrams that 

will be analyzed. The performance of a system, with all or some of the presented 

applications working, is studied in terms of aggregate throughput. 

 

 Conclusions: 

Conclusions from previous chapters will be presented. 

 

1.3. Smart Grid 

 

1.3.1. The history of the Electrical Grid 

 

 The development of the modern Electrical Grid started about a century ago in most 

industrialized countries and it has progressively evolved from the initial plan of Local DC 

Low Voltage (LV) networks, to the three-phase AC High Voltage (HV) grids and finally to 

the modern bulky interconnected networks with different voltage levels and a plethora of 

complicated electrical components [1]. 

 

 A typical Electrical Grid transfers electricity from various energy suppliers to 

commercial and industrial consumers [2]. The main services of an Electric Grid are: bulk 

generation and energy transmission, distribution and consumption. In other words, 

electricity is generated by power plants, using other forms of energy, either renewable 

(wind, sun, hydro, geothermic, etc.) or non-renewable (coal, oil, natural/bio gas, nuclear) 

and is carried over long distances through an interconnected transmission HV network. 

Then the electricity is provided to the customers via distribution transformers. The 

electricity consumption takes place in a variety of environments, for example in houses, 

commercial buildings, industries etc. [4] 

 

 Figure 1.1 shows a general layout of a typical electricity network. 
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Figure 1.1: General layout of electricity networks [2] 

 

1.3.2. Development of the Smart Grid 

 

 Nowadays, the huge demand of electricity supply in combination with the 

complicated structure of the traditional Electric Grid have created serious problems such as 

blackouts, voltage drops, overloading and waste of environmental sources. Consumers, 

markets and the emergent need of environmental protection (as the world's total CO2 

emissions grow in an accelerating pace) create new challenges and needs, with which the 

existing grid cannot cope. In order to overcome these problems, the traditional Electric Grid 

is currently evolving into a next generation grid, called Smart Grid. Generally, this new type 

of intelligent grid is described with the terms IntelliGrid, GridWise, FutureGrid, etc. [1]. 

The use of information technologies, communication systems and power electronics 

transform the electricity transmission and distribution industry. 

 

1.3.3. Definition and Expected Benefits of the Smart Grid 

 

 The term Smart Grid has no exact definition. In the relevant literature there in a 

number of different descriptions, for example the following: 
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 The European Technology Platform defines Smart Grid as follows: 'A Smart Grid is 

an electricity network that can intelligently integrate the actions of all users 

connected to it- generators, consumers and those that do both- in order to efficiently 

deliver sustainable, economic and secure electricity supplies'[5]. 

 

 According to U.S. Department of Energy (DoE), a Smart Grid uses the digital 

technology to improve the reliability, security and efficiency (the economic as well 

as the energy) of the electric energy system- from the bulk generation, through the 

transmission systems, to the consumers- and reduce carbon emissions [1]. 

 

 In brief, the term Smart Grid refers to a completely modernized system of 

electrical energy, which observes, protects and optimizes the function of its interconnected 

components, from end to end. It is a complex network of networks that aims to enhance the 

efficiency and reliability through automatic control, high power converters, modern 

structure communications, sensor technologies and modern management techniques based 

on the optimization of energy demand, the availability of energy etc. The system includes a 

number of electrical generators, which distribute electricity to industrial users, to home 

automation systems, energy storage facilities and final consumers, through the high- and 

low voltage distribution systems. The Smart Grid is characterized by two-way management 

of electricity and information, in order to create an automated, widely distributed energy 

delivery network. It integrates the advantages of decentralized computing and 

communications to transfer real-time information, aiming to balance the supply and demand 

of electricity. 

 

 The transition to the Smart Grid is imminent not only because today's grid is 

aging, inadequate and outdated and thus in need of modernization, but also due to the 

substantial expected benefits of Smart Grid [6], [7]: 

 

 Reliability: It improves the reliability and the quality of energy, by diminishing the 

number of interruptions and power quality disturbances and reducing the frequency 

and duration of power outages. 

 

 Economics: It mitigates the price of electricity through the interaction of the 

demand side of the market (consumers) with the supply side (suppliers). 

 

 Efficiency: The efficiency of the system is enhanced by reducing the cost to 

produce, deliver, and consume electricity. Smart Grid also increases the capacity and 

efficiency of existing Electrical Networks. 

 

 Environmental protection: By allowing customers to purchase cleaner, lower-

carbon-emitting energy, it promotes a more evenly distributed deployment of 



 

41 

 

renewable energy sources, and provides access to more environmental-friendly 

power generation. 

 

 Security: It reduces the probability and the consequences of manmade attacks and 

natural disasters to the electrical supply. 

 

 Safety: Smart Grid lowers the number of injuries and loss of life from grid-related 

events 

 

 Customer benefits: By enhancing customer choice to reduce consumption-cost in 

response to prices. 

 

 Figure 1.2 gives a general layout of Smart Grid: 

 

 
Figure 1.2: General layout of Smart Grid [3] 

 

1.3.4. Challenges and Requirements for future Smart transmission Grids 

 

 In order these benefits to be achieved, Smart Grid is expected to have the 

following characteristics [1], [10]: 

 

 Self-healing: It should allow preventive maintenance and self-repair in cases of 

disturbances of the system, namely without the intervention of technicians. It 

automates the maintenance and the functionality of the electric grid in order to 

enhance its security and minimize consumer impact. 

 

 Digitalization: Two-way fast digital communications will be required throughout 

the smart grid, between and among the utility's and consumers' devices, in order to 

achieve fast and reliable measurements, sensing, monitoring, communication, 

control, and protection. Wired and wireless telephone, fiber optics, power line 

carrier, satellite communications and Internet are options for the communications 

that can be used in smart grid. 
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 Flexibility: It should be able to expand and develop following any new, innovative 

and progressive technology. It also should be adaptive to the currently weather 

conditions and geographical locations. Furthermore, it should provide multiple 

control strategies for the coordination of decentralized control schemes among 

substations and control centers 

 

 Interoperability: The efficiency and the effectiveness of the whole system mainly 

depend on the interoperability of the infrastructure. The successive function of the 

Smart Grid presupposes the existence of common and interoperable standards for the 

interconnection of both energy and communications. 

 

 Intelligence: Intelligent technologies and human expertise will be incorporated into 

the Smart Grid in order to interconnect distributed generation (DG), provide 

automation and optimization to the distribution system and realize customers' needs. 

That means, that intelligence and control for all the system, from generation to the 

meter on the customer's side are required. 

 

 Resiliency: The grid should be able to provide electricity to the customers with 

security and reliability despite any internal or external danger. It should be able to 

cope with attacks and natural disasters with rapid restoration capabilities. 

 

 Sustainability: For the Smart Grid, sustainability means sufficiency, efficiency and 

environment-friendliness. The electricity demand should be satisfied through both 

the implementation of renewable sources such as solar/wind/geothermic energy and 

the increase of energy storage. Additionally, the technologies used should provoke 

less pollution and reduce carbon emissions. 

 

 Customization: The design of Smart Grid should be customer-oriented with no loss 

of its functions and interoperability. It aims to provide more consuming options to 

the customers with the best possible quality in the lowest possible price. The 

customers are no more uninformed and nonparticipating but on the contrary they are 

active through board penetration of demand response. 

 

 

1.4. Comparison of Smart Grid with current Electric Grid 

 

 Table 1.1 contains the basic differences between the Smart Grid and its ancestor 

Electrical Grid that indicates the evolution of the grid and the new services that it provides. 
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Table 1.1: Table of the features of the existing grid in comparison with the Smart Grid [2] 

 

Existing Grid Smart Grid 

Electromechanical      Digital 

One way communication Duplex communication 

Central production     Distributed generation   

Few Sensors            Sensors everywhere   

 Damages and blackouts Adaptability 

Restricted Control     In deep control   

Few customer choices A lot of customer choices   

Manual Healing Self-healing   

Manual observation Automatic Observation   

  

       

1.5. HomePlug 

 

 Power Line Communications (PLC) technology is an attractive alternative for data 

communications and can offer commercially viable communication solutions. In order its 

wider installation and use to be achieved; it is important standards acceptable to all 

participants to be developed. Groups of companies forming industrial alliances, as well as 

individual companies, have developed PLC specifications that aim to promote the 

widespread adoption of PLC technologies sponsored by these companies. In this direction, a 

group of companies from all over the world and from various sectors formed HomePlug 

Powerline Alliance. As it is reported in its official site [8], 'The Alliance's mission is to 

enable and promote rapid availability, adoption and implementation of cost effective, 

interoperable and standards-based home powerline networks and products'. 

 

 HomePlug Command and Control Specification (HomePlug C&C) has been 

defined by HomePlug Powerline Alliance in order to 'address the need of reliability for a 

robust and immune from many types of line interference system'[9]. The HomePlug C&C 

specification creates a standard for low bandwidth, low cost and highly reliable Powerline 

Communications (PLC) applications for residential and industrial environments. Such 

devices from different manufacturers, designed for different applications and using different 

protocol layer implementation will be functioning all together and be connected to each 

other as well as they can be easily developed and installed. 

 

 This technology is complementary to the HomePlug Powerline Alliance's existing 

HomePlug 1.0 as well as the new HomePlug AV and BPL standards. 

 

 HomePlug C&$C has been designed according to the OSI-7 layers reference 

model. A PHY and MAC specification has been already released in 2007, while 

specifications for the Network and Host layers are being drafted currently. This model is 

depicted in Figure 1.3 [9]. 
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Figure 1.3: HomePlug based on OSI-7 layers reference model 

 

 PHY layer 

 The first layer is the PHY layer that provides the physical link between 

communicating network systems by defining the electrical, mechanical, procedural, 

and functional specifications for its activating, maintaining and deactivating. It is 

based on differential code shift keying spread spectrum modulation. 

 

 Media Access Control (MAC) Layer  

The Media Access Control (MAC) Layer provides data services and channel access 

control mechanism that make it possible for many nodes and devices to share the 

power line media and to communicate avoiding any mutual collision using 

CSAMA/CA with adaptive back off. 

 

 

 Network Layer 

The Network Layer will provide Internet-working and Intranet-working data 

services as well as Management services. 

 

 Host Layer 

Host layer will ensure full interoperability between different devices from different 

manufacturers. Transport and Session layers profiles will be included that provide a 

common description language to define devices in terms of services supported, 

service properties and actions, and sub-devices as well as implements device profiles 

and interfaces lower layers‟ services. 

 

HomePlug C&C features: 

 

 HomePlug C&C is the ideal solution for command and control for home appliances, 

security and home automation. 

 HomePlug C&C is a low cost solution that can be incorporated in any home device 

 HomePlug C&C devices support plug and play so that connecting these devices to 

each other, is as easy as plugging in to the electrical socket. 

 



 

45 

 

Some applications that follow HomePlug C$\&$C specification: 

 

 Smart Meters 

 Demand Response and Demand Management 

 Street light control 

 Remote command and control-Home Appliances Automation 

 Industrial Automation 

 Sensors and Life Safety Devices 

 Monitoring Security and Safety including remote access and control via the internet 
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2. Smart Grid Applications 
 

2.1. Description of possible Smart Grid Applications 

 

 In this section ten Smart Grid Applications are proposed as possible applications 

that may coexist in a Smart Grid System. These applications are: SCADA, Software 

download/upgrade firmware, Street lighting and traffic control, Distribution Automation and 

traffic protection, Load Management, Alarm Management, Video Surveillance, Operational 

Telephony, Smart Meters and On demand Meter Reading. A brief description of each one of 

them, based mainly on literature study, follows: 

 

2.1.1. SCADA 

 

 SCADA stands for Supervisory Control and Data Acquisition and it refers to 

systems/applications that are used to monitor the electrical network and control the 

automated devices [4]. These systems are responsible for the transfer of data between a 

SCADA central host computer, a number of Remote Terminal Units (RTUs) and/or 

Programmable Logic Controllers (PLCs) and the central host and the operator terminals 

[10]. It commences with measurement of the data (such as where a leak on a pipeline has 

occurred) by specific devices in the field of application and collection of them via intelligent 

electronic devices (IEDs), then transferring these data to a master station (alerts the master 

station that a leak has occurred) to implement the necessary processing and control 

algorithms (determining if the leak is critical). The results of processing are displayed on a 

number of operator monitoring screens in a logical and organized fashion, while the control 

actions are conveyed back to the field of application in real time [11]. 

 

 Namely SCADA is referred to the combination of telemetry and data acquisition. 

By telemetry is defining the technique used for measuring the data (voltage, current, speed, 

etc.) from different locations in the real-time process and transferring it to the IEDs such as 

remote terminal units (RTUs) or PLCs in another location through a combination circuit. 

Data acquisition refers to the method used for accessing and collecting the data from the 

devices being controlled and monitored, and to be forwarded to a telemetry system ready for 

transfer to the various sites. The data may be analog or digital gathered by sensors such as 

ammeters, voltmeters, speedometer, and flow meter. It can also be data to control equipment 

such as actuators, relays, valves, and motors [11]. 

 

 

 A SCADA system consists of [10], [11]: 

 

1. one or more field data interface devices (RTUs, PLCs, etc.), where data are being 

gathered from different devices and stored waiting for a request from the master 

station to transmit the data, 
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2. a communications system  that transfers data between field data interface devices 

and control units and SCADA central host through a variety of communication 

channels, including radio links, leased lines, and fiber optics, 

 

3. a central host computer server or servers (sometimes called a SCADA Center, 

master station, or Master Terminal Unit(MTU)), the main functions of which are: 

making the communication, gathering data, storing information, sending information 

to other systems, processing the data gathered by remote stations to generate the 

necessary actions, 

 

4. standard and/or custom software systems that are provided to the SCADA master 

station support the communications system, and monitor and control remotely 

located field data interface devices. 

 

 

 In the Figure 2.1 the structure of a typical SCADA system is shown: 

 

 
Figure 2.1: A typical SCADA system 

 

Characteristics of the SCADA Systems [10]: 

 

1. self-diagnostics and easily maintained 

 

2. capability of arithmetic functions implementation 

 

3. easy to program and reprogram 

 

4. facility of communication with other controllers or a master host computer 

 

5. the ability of PLCs to move past simple control to more complex schemes as 
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  Proportional/integral/derivative (PID) control 

 

6. capability of graphical user interface (GUI) and visual display of system Status 

 

 This application is a grid critical application, namely it may require a higher QoS 

not based upon its operating requirements, but based upon its importance in the overall 

system. According to [4], in order about 20 devices to be controlled per data concentrator at 

200 bytes per message at 200 messages (request and response) an hour data rate about 1800 

bits/sec is demanded. 

 

 

2.1.2. Software download/upgrade firmware 

 

 The information technology domain employs different decision and control 

software applications, such as firmware embedded in the intelligent electronic devices(IED), 

applications that are integrated in automation systems and control centers and also 

enterprise back office software. These software applications aim to provide intelligence in 

the Smart Grid and so they play a dominant role in its development. Few of them have 

already been developed, while the majority of software applications are still in evolution. 

Smart Grid software applications are in a never-ending state of flux as the expectations and 

the needs of its different users are always changing. Thus, new software always is being 

evolving and upgrading [12]. 

 

  Download and upgrade of software for all the devices in the Smart Grid is 

essential. For example, as authors in [18] analyze, Modern Smart Meters are Embedded 

Systems, running software on a microcontroller platform and update of Smart Meters' 

Software is needed in order new features to be added or errors to be corrected. Additionally, 

a Secure Software Download mechanism is strongly needed as Security plays a major role 

in such applications. Thus, in [13] the SYM specification, that offers Remote Software 

Download mechanisms and has developed by the German tLZ working group, is 

investigated. 

 

 As it is reported in [4], Software download is not a time critical application. 

Namely, it can be done in the background and even be interrupted and continued later on. 

Different devices are not needed to be upgraded concurrently. In most cases, each device 

stores two software loads: one active and one inactive and when an update take place, the 

inactive one will be replaced by the new version. It is possible that the inactive program 

becomes the active one, and vice versa, by triggering a switch. 

 

 In [4] some interesting features of this kind of application are given. Upstream 

data per node are 10kilobytes-100kilobytes, while download data per node are 100kilobyte-

10megabyte. Permissible latency is at most 24hours. Furthermore, assuming 100kilobyte-

10megabyte per software load over 24 hours results in 9-900 bits per second throughput per 

device. 
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2.1.3. Street lighting and traffic control 

 

 A Street lighting and traffic control system is a telemanagement system that 

enables  the lighting system to automatically react to external parameters like weather 

circumstances, remaining daylight level, accidents or traffic density. 'Smart city' devices 

help the city to provide the right level lighting needed by time of day, season or weather 

conditions [4]. 

 

 It is responsible not only to control the street lights, but also to monitor the age and 

condition of every street lamp. Thanks to the bidirectional communication that characterizes 

this application, it is used for monitoring, control, metering and diagnostic applications in 

order to save energy, reduce maintenance costs and improve the reliability of the system [4]. 

Each networked street light or traffic signal can deliver useful information to operators, 

including when they're on or off, and of course, whether they're working or not so as to be 

replaced before traffic problems due to loss of street lights occur. In addition, 'intelligent 

street lights and traffic signals' reduce the potential for electrical shocks to residents and 

employees because equipment faults are automatically detected and relayed. 

 

 As it is referred in [14], Silver Spring Networks (SSNI), the smart grid networking 

company, will try 'smart lights' and other 'smart city' devices in Paris in order to reduce the 

city's lighting energy consumption by nearly one-third by decade's end. 'Paris wants to 

reduce its overall lighting energy consumption by 30% from 2004 levels by 2020, through a 

combination of more efficient lighting like LEDs and smarter control systems.' They intend 

to provide the unified wireless networking platform to link both street lights and traffic 

signals for increased operational efficiency that will lead to reduced street lighting costs. 

 

 As Echelon states: 'the city of Oslo reduced energy consumption by 62% with 

Echelon's Smart Street Lighting Solution. In China, 500.000 smart streetlights using 

Echelon power line technology will come online by $2014$, with an expected energy 

reduction of 55%.Smart street lighting is often just the first step to a smarter city, for 

example, Quebec added a bus lane control system to Echelon's Street Lighting Solution and 

eliminated the cost of a second infrastructure' [4]. 

 

This application is not time critical. A data rate 25 bits per second is necessary to control a 

group of 32 street lights. Latency for control commands can be up to 300 seconds. 

 

2.1.4. Distribution automation and traffic protection 

 

 Distribution automation systems (DAS) are responsible for the automation of 

remote switching, operation and control of the distribution network. 

 

 These systems perform: 
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 Fault Detection, Isolation and Restoration (FDIR) 

FDIR is a DA process that performs remote switching actions in order to rapidly and 

automatically restores a service to as many customers as possible following an 

outage caused by a permanent feeder fault in order to reduce consumer minutes lost 

(CML). It supports remote tele-measurements within the local grid in order to 

protect the grid from perturbations by isolating only the faulted part from the rest of 

the network and in this way as much of the network as possible is still in operation 

and the power system remains stable. Protection devices operate autonomously, 

without the need to control them. Namely, the major functions that FDIR performs 

are [16] [17]: 

 

1. detection of the fault, 

2. location of the damaged portion of the feeder between two remote controlled line 

switches 

3. disconnection-isolation of the damaged part of the feeder or area  by opening remote 

controlled line switches 

4. re-energization of the undamaged potions of the feeder via the primary feeder source 

and one or more backup sources using remote controlled tie switches so as to reduce 

overall CML by reducing restoration times to seconds or minutes, instead of hours. 

 

 
Figure 2.2: Basic feeder configuration with a faulted feeder section between SR1 and SR2 

[16] 

 

 Thus FDIR directly accomplishes the 'self-healing' characteristic off the smart grid 

and improve overall network reliability. 

 

 Dynamic Network Reconfiguration  

With Optimal Network Reconfiguration (ONR) grid reconfiguration through 

(automated) switching actions is possible in order to achieve power flow 

optimization, minimization of losses and prevention of component overloading. In 

brief, ONR identifies ways in which the electric utility can reconfigure an 
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interconnected set of distribution feeders to accomplish one or more of the above 

mentioned objectives. In this way, distribution network efficiency, capacity and 

component lifetime will increase [16] [17]. 

 

 Planned Islanding 

In the distribution system there are some temporarily isolated ('islanded') portions 

that are being powered by distributed energy resources owned by independent power 

producers. This intentional islanding of selected portions of the distribution system 

is referred as 'microgrid' operation. DAS are responsible for monitoring and control 

of these portions. As a result, grid reliability is enhanced and high power quality is 

provided to customers with sensitive loads. Additionally, in cases where backup 

sources are heavily loaded planned islanding is responsible for power restoration 

[17]. 

 

 Integrated Volt-VAR Control (IVVC) 

'IVVC is an advanced DA function that determines the best set of control actions for 

all voltage regulating devices and VAR control devices to achieve a one or more 

specified operating objectives without violating any of the fundamental operating 

constraints (high/low voltage limits, load limits, etc.)' [17]. 

 

 In brief some other functions of DA Application are: data gathering along with 

data consistency checking and correcting, integrity checking of the distribution power 

system model, periodic and event-driven system modeling and analysis, current and 

predictive alarming, contingency analysis, pre-arming of RAS(remedial automation 

schemes) and coordination of emergency actions in distribution, pre-arming of restoration 

schemes and coordination of restorative actions in distribution and logging and reporting. 

 

 As it is referred in [22] a typical control message size for DA applications is 150-

500 bytes and the data rate would be greater than 18kbps if it is assumed that there are 15 

such field devices to control (typical number of devices per 1000meters) with the most 

stringent latency requirement of less than 1 second per message (i.e., 150bytes * 8bits/bytes 

* 15 / 1sec~\sim18kbps). 

 

2.1.5. Load Management, DSM 

 

 The generation and the consumption of electricity must be balanced. Until now, 

generation was easily be controlled, while loads have traditionally been a passive part of a 

grid. Nowadays, Load Management and Demand Response (DR), as demand-side 

technologies, play an increasingly important and determining role in the energy efficiency 

of power grids. 

 

 Load Management is a smart grid application responsible for balancing the supply 

of electricity on the network with the electrical load in order to optimize, according to the 

behavior of each different type of customers, energy production costs, enhance energy 
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utilization or system reliability, or to match utilization to environmental factors [18]. In 

other words, 'it refers to the adjustment of demand to match supply and can be understood 

as a client‟s response to demand-side management' [20]. 

 

 With Demand Response (DR) application consumers have access to real time 

electricity pricing information and can respond to price signals by changing their energy 

consumption through a two-way communication system. Otherwise, as it is defined in [20] 

DR is “a tariff or program established to motivate changes in electric use by end-use 

customers in response to changes in the price of electricity over time, or to give incentive 

payments designed to induce lower electricity use at times of high market prices or when 

grid reliability is jeopardized". 

 

 Furthermore, customers can adjust their demands through setting the operating 

time of some of the home appliances with energy storage feature such as heaters based on 

the real time prices to shift their consumptions and save cost. 

 

 For load management applications, e.g., direct load control, data rate requirements 

will depend on the number of customers participating in load control programs. If we 

assume that 500customers participate in a load control program, and each message is of 64 

bytes in size with at most 5-second latency requirement, the required data rate would be 

more than 50 Kbps (i.e., 64bytes *8bits/bytes * 500 / 5sec~\sim 51.2 kbps) [22], [19]. 

 

 According to reference [4] the demanded bandwidth for this application is 

2000Kbits/sec and its maximum latency 1 sec. 

 

2.1.6. Alarm Management 

 

 Alarm management in smart grid is an application that detects an event that 

requires attention of the entire control system and transmits that information-alarm to the 

system in order to prevent any undesirable events. An alarm situation may have various 

causes, i.e. failure of a component within the local grid or the remote control system or any 

anomaly within the grid [4]. 

 

 In [21] the ISA-18.2 Alarm System Management Lifecycle is provided. The 

Figure 2.3 depicts the ISA-18.2 Standard for Alarm Management: 
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Figure 2.3: ISA-18.2 Alarm System Management Lifecycle [21] 

  

 Brief explanation of the steps of the Alarm Management's Lifecycle according to 

ISA-18.2 Standard: 

 

 Philosophy 

The usual first stem of Alarm Management is the development of an alarm 

philosophy, namely, a comprehensive design and guideline document for the next 

lifecycle stages that defines what exactly is an alarm. 

 

 Identification 

Various processes like P\ID reviews, process hazard reviews, layer of protection 

analysis and environmental are used in order potential alarms to be identified. It is 

helpful for the next stages to document the cause, potential consequence, and the 

time to respond for each identified alarm. 

 

 Rationalization 

Each potential alarm is testified in order to be proven if it is in fact an alarm or not 

according to the alarm philosophy. Furthermore, alarm's attributes, such as limit, 

priority, classification, and type, are defined and saved in a Master Alarm Database. 

 

 Detailed Design 

According to the philosophy document and the rationalization the alarm is designed 

using the information saved in the Master Alarm Database for the configuration of 

the system. 

 

 Implementation  

In this stage the alarms are put into operation through training, testing and 

commissioning. 
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 Operation 

Now, the alarm notifies the operator with the abnormal behavior. 

 

 Maintenance 

This process places the alarm out-of-service, namely, in the maintenance stage the 

alarm does not indicate the problematic component. 

 

 Monitoring and Assessment 

Monitoring and Assessment include comparison of the alarm system performance 

with "the stated performance goals in the philosophy”, as well as identifying of 

“nuisance” alarms (alarms that cannot stop after the fault is corrected or annunciate 

with no reason, etc.). 

 

 Management of Change 

Addition of alarms, changes to alarms, update of Master Alarm Database and 

deletion of alarms are some functions that can be performed in the stage of 

Management of Change. 

 

 Audit 

Audit is focused on the review of the performance of the alarm system and the 

achievement of its improvement. The alarm philosophy document may need to be 

modified to reflect any changes resulting from the audit process. 

 

 

 This application according to [4] needs data rate at around 9.6kbit/sec and its 

maximum latency is 30 sec. The traffic type that produces is random and it has priority in 

the grid. 

 

 

2.1.7. Video Surveillance 

 

 The Electrical Grid has a lot of times suffered from robberies. Copper cables or 

any other equipment that can be sold sometimes have been stolen causing at least temporary 

problems to the electricity transmission or to communications. In Smart Grid, live video 

surveillance represent a viable deterrent for such attacks in substations and gives higher 

security to all range of public or private facilities, either by locally or remotely monitoring 

the video sequences captured in the areas covered by it. Using video cameras, sensors, 

image processing units and network devices, which allow the capture, processing and 

transport of the surveillance data it is possible to have real-time video feeds from each 

substation as well as video recording and archiving [23]. 
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 However, video monitoring requires significantly more bandwidth than the low-

bandwidth communications used to enable SCADA. Generally, video transmission is 

bandwidth intensive with the bandwidth required varying widely base on resolution and 

frame rate requirements. For example, as it is referred in [24], 'for a SXVGA (high 

definition) transmitting 30 frames per second with minimal compression, the bandwidth 

requirement is \sim 47Mbps per camera. In the case of this project, the capturing/transmitted 

frame rate and video resolution will be limited, the video capturing will be event triggered 

(alarm indication, door opening…) due to the limited network bandwidth. Thus, the video 

surveillance is restricted to surveillance of MV/LV sites and equipment, Furthermore, it is 

required latency-sensitive and always-on connectivity in order to enable real-time 

monitoring [4], [24]. 

 

 The data rate acquired for this application, according to [4], is at around 15-

128Kbit/sec and its maximum latency is 1 sec. The traffic type that produces is random and 

it has not priority in the grid. 

 

 

2.1.8. Operational Telephony 

 

 Operational telephony provides a direct bidirectional audio connection to the 

network operation center. In this case, it will be a VoIP connection over a DLC network [4]. 

 

 In reference [4] it is reported that this application might have bandwidth 8kbit/s, 

its maximum latency is 0.5sec and the traffic type produced by this is random. 

 

2.1.9. Smart meters 

 

 A smart meter is an advanced energy meter (usually an electrical meter but it can 

also mean a device measuring natural gas or water consumption) that identifies energy 

consumption of a consumer in more detail than a conventional meter and securely 

communicates this information (including values of voltage, phase angle and the frequency) 

to the utility company by two way communication systems for monitoring and billing 

purposes (telemetering) [4], [25]. 

 

 Smart meters are able not only to communicate and execute control commands 

remotely as well as locally, but also to control and monitor all home appliances and devices 

at the customer's premises. Additionally they collect diagnostic information about the 

distribution grid, home appliances and communicate with other meters in their reach. They 

can measure electricity consumption from the grid, support decentralized generation sources 

and energy storage devices, and bill the customer accordingly. Smart metering can also 

provide other customer services such as optimal energy consumption based to real time 

price signals and the willingness of customer to reduce loads, time-of-use rates, prepay 

opportunities and the control of smart applications for demand reduction. In addition, the 
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utility companies can detect unauthorized consumption and electricity theft in view of 

improving the distribution efficiency and power quality [25]. 

 

 A smart meter system employs several control devices, a lot of sensors to identify 

parameters and devices to transfer data and command signals. Depending on not only the 

environment and the location where smart meters are found and function but also to their 

efficiency power quality, security features, bandwidth etc., the communication technologies 

used are varying: cell and pager networks, Bluetooth, satellite, licensed radio, combination  

[25],[27]. 

 

 Figure 2.4 depicts a general smart meter layout: 

 

 

 
Figure 2.4: Smart meter diagram [26] 

 

 

 Similar meters, usually referred to as interval or time-of-use meters, have existed 

for years, but Smart Meters usually involve a different technology mix, such as real-time or 

near real-time sensors, power outage notification, and power quality monitoring. These 

additional features are more than simple automated meter reading (AMR). They are similar 

in many respects to advanced metering infrastructure (AMI) meters [4], [25]. 

 

 AMR stands for Automatic Meter Reading, namely is a remote reading system 

based on an advanced technology that permits utilities to read electronic meters, collect 

consumption, diagnostic and status data from them and transfer that data to a central 

database for billing, troubleshooting, and analyzing. Thus, there is no more need of periodic 



 

57 

 

trips of the utility providers to each physical location to read a meter and billing can be 

based on near real-time consumption rather than on estimates based on past or predicted 

consumption. Telephony platforms (wired and wireless), radio frequency (RF), or powerline 

transmission are the technologies that support AMR systems. 

 

 AMI An extension of the simpler AMR-system that just collected meter readings 

electronically and matched them with accounts is AMI that stands for Automated/Advanced 

Multi-Metering Infrastructure. AMI systems represent the networking technology of fixed 

network meter systems that add remote utility management in the feature of AMR. It is 

architecture for automated, two-way communication between a smart utility meter with an 

IP address and a utility company. Namely, as it is analyzed in [4], 'A future AMI scenario 

will allow energy service companies to provide demand management capabilities while also 

establishing new services that create value for energy consumers, network operators, 

metering operators and retailers. These services will at least include automatic meter 

reading, flexible and remotely programmable power control, remote (re)connection and 

disconnection and flexible tariff management. 

 

 Automated Meter Management (AMM) or Smart Metering is 'another 

expansion of remote system that includes possibility of performing technical measurements 

and functions and carrying out customer-oriented services via the system' [4]. The main 

difference between AMM and AMR solution is that with the first the utility company is able 

to manage its production according to the consumers' needs.  

 

 In [4] is stated that an AMR application requires bandwidth at around 5.3kbit/s. 

The maximum permissible latency is up to 8 hours for the collection of daily interval reads 

of individual meters. Upstream data per node are 2000-10000 bytes, while download data 

per node are 50 -400 byte. As it has already referred in the description of the 'On demand 

meter reading', which is a case of smart metering too, the maximum permissible latency is 

1-5 seconds, upstream data per node are 100-500 bytes and download data per node are 50-

100byte.  The traffic produced by it is periodic, namely the meters in the network have to be 

read out periodically. The average number of smart meters (AMR/AMIAMM) in a 

subsystem is 150-200 with maximum 300 concentrators. Assuming that the frequency of 

reading out of the meters is 15 minutes (time interval=15 minutes), 96 data packages per 

day and per meter have to be collected. If 2kbytes are read out every 15 minutes, this results 

in a data rate 18bit/sec per meter. For 300 meters per station, we have 600 Kbyte every 15 

minutes and thus 5,333kbit/s per station. That depends on the topology of the network. 

 

 Furthermore, in [2], it is assumed that the utility inquiries 625 smart meters per 

concentrator in a neighborhood and then the required data rate is 100bytes * 8bits/bytes * 

625 / 5sec\sim 100kbps (latency requirement of less than 5$ seconds). 
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2.1.10. On demand meter reading 

 

 A request of immediate parameters such as consumption, real-time pricing or the 

presence of power or other parameters can be served by on demand meter reading Smart 

Grid application. 

 

 In [4] some interesting features of this kind of application are given. Upstream 

data per node are 100-500 bytes, while Download data per node are 50 -100 byte. 

Permissible latency is around 1-5 seconds. In \cite{Referencepage2}, assuming that a 

typical meter message size is 100 bytes with latency requirement of less than 5 seconds and 

that there are 625 smart meters per concentrator in a neighborhood, the required data rate 

would be: 100bytes * 8bits/bytes * 625 / 5sec = 100 kbps. 

 

 

2.2. Interarrival Time of each Smart Grid Application 

 

 

2.2.1. Expression of Interarrival Time in terms of Packet Size and 

Bandwidth 

 

 

 In this paragraph a way of calculation of the Interarrival Time of packets in a 

network is proposed. 

 

 Figure 2.5 depicts packets entering a network during a time interval, for example 

during 24h. 

 

 
Figure 2.5: Arrivals of packets during 24h 

 

Assuming that: 
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L(bits): packet size 

 

T_p(sec): transmission time 

 

T(sec): interarrival time 

 

N: number of packets arriving during 24h 

 

D(bits): data arriving during 24h 

 

B(bits/sec): data rate 

 

data rate could be expressed as the fractal of the data arriving during the specified time 

interval( 24h here) divided by it: 

 

  
 

   
    (2.1) 

 

but the total amount of data arriving during 24h are the number of arriving packets during 

this time interval multiplied by the packet size of each packet (assuming that all the packets 

have the same packet size) : 

 

             (2.2) 

According to 2.1 and 2.2: 

  
   

   
⇒  

     

 
   (2.3) 

 

 

The interarrival time (time interval passing between two arrivals of packets is: 

 

  
   

 
 
   
→   

 

 
                                                                  (2.4) 

 

Equation 2.4 gives an expression of the interarrival time in terms of packet size and 

bandwidth. 

 

2.2.2. Computation of Interarrival Time of each Smart Grid Application 

 

 In this paragraph, mean interarrival time of each application is computed, using the 

equation 2.4 and data collected from [4], [22], [2] and referred in paragraph 2.1. 

 

Table 2.1 contains the selected data from the above referred sources. Specifically, it 

contains possible values for the data rate and the packet size of each application. 
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Table 2.1: Table of Smart Grid Applications' Datarate (kbps) and Total Packet Size 

# Smart Grid Applications Datarate(kbps) Total Packet Size 

1 SCADA [1.8,9.6] 512 bits 

2 Software download/upgrade firmware   

 upstream 32 [10kbytes,100kbytes] 

 downstream 32 [100kbytes,10Gbytes] 

3 Street lighting and traffic control 0.025 512 bits 

4 Distribution automation and traffic 

protection 

18 150-500 bytes 

5 Load Management 50 512 bits 

6 Alarm Management 9.6 512 bits 

7 Video Surveillance [15,128] 512 bits 

8 Operational telephony 8 512 bits 

9 Smart Meters   

 upstream 5.3 [2000, 10000] bytes 

 downstream 5.3 [50, 400] bytes 

10 On demand-reading   

 upstream 100 [100, 500] 

 downstream 100 [50,100] 

 

 

 Observing the Table 2.1, it is obvious that for some applications the values of 

either data rate or packet size vary in an interval, while for other applications the values of 

both data rate and packet size, found in bibliography, are specific. This depends on the 

amount of data that were found in the relevant literature. 

 

 Equation 2.4 is implemented in both cases in order the interarrival time or the 

interval of the interarrival time to be calculated and the results are summarized in the Table 

2.2: 
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Table 2.2: Table of Smart Grid Applications' Interarrival Time 

# Smart Grid Applications Interarrival time 

(sec) 

1 SCADA [0.00533,0.2844] 

2 Software download/upgrade firmware  

 upstream [2.5,25] 

 downstream [25,2500] 

3 Street lighting and traffic control 20.5 

4 Distribution automation and traffic 

protection 

[0.0666,0.2222] 

5 Load Management 0.00102 

6 Alarm Management 0.05333 

7 Video Surveillance [0.004,0.03413] 

8 Operational telephony 0.064 

9 Smart Meters  

 upstream [0.37735,1.8867] 

 downstream [0.00943,0.07547] 

10 On demand-reading  

 upstream [0.008,0.04] 

 downstream [0.004,0.008] 

 

 However, in the first case, the 2.4 is implemented for both the under and upper 

bound of the intervals of values of either data rate or packet size. Afterwards, the mean 

value of these interarrival times is found, as well as the standard deviation. 

 

 According to [29], when a random variable X takes random values from a finite 

data set x1, x2... xN, with each value having the same probability, its mean value and 

standard deviation are: 

 

   
 
∑   
 
                    (2.5) 

  √ 
 
∑ (  - )

 
 
                    (2.6) 

 

 Table 2.3 contains the mean value and the standard deviation of the interarrival 

time of the applications for which the collected data were more: 
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Table 2.3: Mean value and standard deviation of interarrival time for applications with 

varying either data rate either packet size' 

# Smart Grid Applications mean value(sec) Standard 

deviation(sec) 

1 SCADA 0.1689 0.1156 

2 Software download/upgrade firmware   

 upstream 13.75 11.25 

 downstream 1262.5 1237.5 

4 Distribution automation and traffic 

protection 

0.1444 0.0778 

7 Video Surveillance 0.019 0.015 

9 Smart Meters   

 upstream 1.132 0.0001 

 downstream 0.0424 0.0001 

10 On demand-reading   

 upstream 0.024 0.016 

 downstream 0.006 0.002 

 

 For the remaining applications with the specific values for their data rate and 

packet size the Equation 2.4 is implemented and the expectations of their interarrival times 

are selected in Table 2.4: 

 

Table 2.4: Interarrival time for application with specific values for both Datarate and Total Packet 

Size. 

# Smart Grid Applications Interarrival time 

(sec) 

3 Street lighting and traffic control 20.5 

5 Load Management 0.00102 

6 Alarm Management 0.05333 

8 Operational telephony 0.064 

 

 

 

      

 

2.3. Derivation of formal mathematical model for the traffic produced 

by each application 

 

 The traffic produced by each application will be described as a distribution 

function with random variable the interarrival time of each application. 
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 Concerning the applications in the Table 2.3, it could be assumed that a normal 

distribution with random variable the interarrival time of one of these applications could 

describe its traffic. This assumption is mainly based on the descriptions of these applications 

and the data found in the literature research. The interarrival time of an application can be 

any real number in the corresponding for each application interval shown in Table 2.2. So, 

the normal distribution, that is a function that tells the probability of a number in some 

context falling between any two real numbers, could be a good approximation for the 

distribution function of the interarrival time that describes the 

traffic of each of these applications. The mean value and the standard deviation for each 

application have been already computed in the table Table 2.3} and are the parameters of 

the normal distribution. 

 

 According to [31], a random variable X is a normal random variable (or X is 

normally distributed) with parameters κ and √  if it has density function: 

 

 ( )  
 

  √  
    (-

( - )
 

   
)       -                 (2.7) 

 

This density is a bell shaped curve that is symmetric around κ that is depicted in 2.6: 

 

 
 

Figure 2.6: Normal density function 

 

 Thus, distribution functions 2.8- 2.16 describe the traffic produced by each 

application of Table 2.3. Below each expression of distribution function there is a normal 

probability plot as well as a plot of each probability distribution. The normal probability plot 

is produced by the command 'normplot' of Matlab and its is to graphically assess whether 

the data in X could come from a normal distribution. If the data are normal the plot will be 

linear [32]. The data are randomly produced by Matlab following however the according 

distribution (Equations 2.8-2.16). That's why there are some negative values in the x-axis, 

fact that it is not logical in our case because the data are interarrival times that could not be 

negative. 
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(a) Normal Probability plot 

 

 
 

(b) PLOT 

Figure 2.7: SCADA 
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(a) Normal Probability plot 

 

 
(b) PLOT 

Figure 2.8: Upstream Software download/upgrade firmware 
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(a)Normal Probability plot 

 
(b) PLOT 

 

Figure 2.9: Downstream Software download/upgrade firmware 
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(a)Normal Probability plot 

 

 

 
(b) PLOT 

Figure 2.10: Distribution Automation 

 



 

68 

 

                    
 

            √  
    ( 

(             ) 

              
)     (2.12) 

 

 
(a)Normal Probability plot 

 

 
(c) PLOT 

 

Figure 2.11: Video Surveillance 
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(a) Normal Probability plot 

 

 
(b) PLOT 

Figure 2.12: Upstream smart metering 
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(a) Normal Probability plot 

 
(b) PLOT 

 

Figure 2.13: Downstream smart metering 
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(a) Normal Probability plot 

 

 
(b) PLOT 

 

Figure 2.14: Upstream on demand metering 
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(a) Normal Probability plot 

 

 
(b) PLOT 

 

Figure 2.15: Downstream on demand metering 
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 Concerning the applications in the Table 2.4, for which an expectation of the 

interarrival time is given, it could be assumed that an exponential distribution with rate ι 

could describe their traffic, since there are not enough data in the literature in order to be 

able to determine the exact distribution that their interarrival times follow and compute the 

parameters of other possible distributions (i.e. normal). Furthermore, in general, assuming 

exponential distribution is one of the most often simplifying assumptions in making a 

mathematical model for a real-world phenomenon. The reason for this is that the 

exponential distribution is not only relatively easy to work with but also is often a good 

approximation to the actual distribution [30]. 

 

 A continuous random variable X is said to have an exponential distribution with 

parameter ι, ι > 0, it has density function: 

 

                      ( )       (   )   for x≥0                                  (2.17) 

and is depicted as: 

 

 
Figure 2.16: Exponential density function 

 

 In Table 2.4 the expected value of the interarrival time of each of these 

applications is depicted. The parameter ι of the exponential distribution is [30]: 

 

                                       
 

 ( )
                                 (2.18)     

where E(T) is the expected value of the interarrival time. 

 

The following Table 2.5contains the parameter ι of these applications: 

 

Table 2.5: The parameter λ of the Exponential Distribution 

# Smart Grid Applications rate λ 

3 Street lighting and traffic control 0.0488   

5 Load Management 97.7 

6 Alarm Management 18.75 

8 Operational telephony 15.6 

 

 

 Thus, distribution functions 2.19-2.22 describe the traffic produced by each 

application of Table 2.5. Below each expression of distribution function there is a histogram 
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of 10000 observations that were randomly sampled from each distribution. The 'values' in 

the follow plots are referred to interarrival times. 

 

 

 ( )             (         )                                  (2.19) 

 

 
Figure 2.17: Street lighting and Traffic Control 

 

 

 ( )           (        )                 (2.20) 

 

 
Figure 2.18: Load Management 
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 ( )           (         )                                  (2.21) 

 

 
Figure 2.19: Alarm Management 

 

 

 

 ( )             (           )                                  (2.22) 

 

 
Figure 2.20: Operational Telephony 
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3. Final Traffic Model 

 

3.1. Derivation of the Final Traffic Model as a superposition of all 

found Application Models 

 

 

 In this chapter, using the formal mathematical models for the traffic produced by 

each application that have been derived in the previous section, the final traffic model for 

the traffic produced by all of the applications working simultaneously during a long period 

of time (for example if t is the time interval that all the applications produce traffic,it is: -

∞<t< ∞ is derived. Namely, the final model is a superposition of all found application 

models. 

 

 At first, an analytical expression of the aggregate traffic will be found, while 

afterwards the final model is described through Matlab. 

 

3.1.1. Analytical expression of the aggregate traffic produced of all the     

Applications 

 

 In the previous chapter, in section Derivation of formal mathematical model for 

the traffic produced by each application, the formal mathematical models for the traffic of 

each application have been derived and they are the equations 2.8-2.16 and 2.19-2.22. 

 

 A first thought of finding the final model was the use of mixture distribution, but 

as it is shown in Appendix A this is not an appropriate solution for this case. 

 

 In order to find an analytical expression for the final model, all the found 

application distributions will be approximated by Poisson ones. 

 

 At first, the distributions 2.8-2.16 which are normal are approximated by 

exponential ones. The κ of each normal distribution is its mean value. Thus, according to 

equation 2.18 and to [33], [34], [35]:  
 

 
. 

 

 According to [35] there is a relation between the Poisson and the exponential 

distribution: 

 

                       (   )            (3.1) 

 where 

 

        
      

  
                                   (3.2) 
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 In the following Table 3.1 the parameter ι of the Poisson distribution of each 

found applications is included: 

 

Table 3.1: The parameter λ of the Poisson distribution 

# Smart Grid Applications λ of the Poisson 

distribution 

1 SCADA 5.92105 

2 Software download/upgrade firmware  

 upstream 0.07272 

 downstream 0.00079 

3 Street lighting and traffic control 0.0488   

4 Distribution automation and traffic 

protection 

6.923] 

5 Load Management 97.1 

6 Alarm Management 18.75 

7 Video Surveillance 52.447 

8 Operational telephony 15.6 

9 Smart Meters  

 upstream 0.88333 

 downstream 23.555 

10 On demand-reading  

 upstream 41.7 

 downstream 166.67 

 

 

 In general [36]: 

 

 Let    (t),...,Nk (t) Poisson processes with parameters ι1,...,ιk. Then, the merging 

superposition of these Poisson processes is a new Poisson Process with rate: 

 

  ∑   
 
                     (3.3) 

 

 If, for example, there are two Poisson processes with parameters ι1 and ι2, then 

their superposition is a Poisson process with rate ι1 + ι2 as it is showed in figure 3.1: 
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Figure 3.1: Superposition of two Poisson Processes 

 

 In our case, the final model that is a superposition of the Poisson Processes 

describing the traffic of each application is a Poisson process with parameter ι : 

 

  ∑   
  
                         (3.4) 

 

where ιi is a poisson parameter from the Table 3.1. 

 

 Thus, the analytical final model for the aggregate traffic is: 

 

        
           

  
         (3.5) 

 

 A poisson distribution, in general, is a discrete probability distribution that 

expresses the probability of a given number of events occurring in a fixed interval of time 

and/or space if these events occur with a known average rate and independently of the time 

since the last event [36]. Thus, Equation 3.5 gives the probability of a given number of 

packets arrivals occurring in a time interval-∞<t< ∞). According to \ref{3.5} and [36] the 

expected value of the interarrival time 'when all of the applications are working' is 

E[T 
 

   
 0.002325sec 

 

 

3.1.2. Model of the aggregate traffic using Matlab 

 

 

 Now, the final traffic model is described by the code in Matlab and from this the 

expected value of the interarrival time 'when all of the applications are working' is derived. 
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 Using the formal mathematical models for the traffic produced by each application 

that are described in the equations 2.8-2.16 and 2.19-2.22, random numbers that express 

random interarrival times for each application are produced. The random interarrival time 

produced by an application distribution is summarized with its previous. In this way, for 

each application, we have the times when packets arrive. Afterwards, these times are 

superposed in a common time axis and sorted in ascending order. Here, it is noticeable that 

the applications with smaller interarrival times are repeated as many times as necessary in 

order to 'keep up with' the applications with bigger interarrival times. Thus, having in a 

common axis the times when a packet arrival occurs by any application the interarrival 

times can be calculated as well as the expectation value of the interarrival time. 

 

 The expectation value of the interarrival time in the final model with Matlab is 

computed: E[T]=0.0031sec. 

 

 It is noticeable that the expected value of the interarrival time derived from the 

analytical model and the expectation value of the interarrival time were in the same order of 

magnitude. This fact means that the analytical approximation is good enough, since its result 

is more less the same with the result of Matlab which is accurate. 
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4. Throughput Calculation 

 

4.1. System performance under Greedy Traffic Conditions 

 

 At the Chair of Telecommunications of Technical University of Dresden has 

already been developed an analytical model for the Medium Access Control (MAC) layer of 

'the Narrowband Power Line Communications (NB-PLC) system intended to be used for 

Smart Grid applications system' [37]. 

 

 In this section, the calculation of the throughput of the system, as it is described in 

[37], is briefly presented. 

 

 According to [37], the point to point throughput at the MAC layer of the 

communication network can be described as: 

 

  
 ̅

 ̅
                                       (4.1) 

where: 

 

 ̅           the average transmission time within one frame      (4.2) 

 

 ̅       ̅      the average frame duration       (4.3) 

 

 

Tp:  the packet transmission time 

 

Ps: the probability of successful transmission 

 

η: the propagation delay 

 

I: the constant frame overhead 

 

 ̅: the average winner backoff time 

 

 After deriving the probability of successful transmission as well as the average 

winner backoff time and considering as constant the packet transmission time, the 

propagation delay and the constant frame overhead, the authors in [37] derive the final 

formula for the throughput, which is the following: 
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So it became possible to analyze the system performance under greedy traffic conditions. 

 

 

4.2. System performance under Realistic Traffic Conditions 

 

 From the system performance analysis in [37] derives equation 4.4 that calculates 

the point to point throughput of the system under greedy traffic conditions. 

 

 In a system under greedy traffic conditions, each "greedy" source has always data 

to transmit and is never in idle state. The sender side queue is never congested, since a new 

packet is generated only when the transmission of the previous packet is completed. The 

throughput of a system calculated under greedy traffic conditions is the maximum of the 

network [38]. 

 

 However more detailed analysis under realistic traffic is required. Namely, in this 

case it is not sure that each source in the network has always a packet to transmit. 

 

 So, under realistic traffic, there is a time interval between the arrivals of two 

sequential data-packets. This interarrival time has to be included in the calculation of the 

throughput of the system. 

 

 The throughout is again described by the equation 4.1. The difference here is in the 

denominator 4.3. I in 4.3 was the constant frame overhead that summarized the portions of 

the transmission frame like guard intervals and acknowledgement field that are constant and 

do not change for the specific system configuration. Now I is replaced by I΄ that includes the 

expected value of the interarrival time. Namely, 

 

      [ ]                               (4.5) 

 

 As it is obvious in the Figure 2.5, the interarrival time includes the transmission 

time. So, the term TP has to be removed from the denominator, since it is included in the 

term E[T]. 

 

Thus, throughput can now be described as: 
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                                                  (4.6) 

 

and Equation  4.4 becomes: 
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 Equation 4.7 refers to the aggregate throughput of the system if in the system more 

than one application coexists. The E[T] is the mean interarrival time between the packets 

and is depends of the interarrival times of each application. 

 

 In general, the interarrival time of packets entering the network varies and is not 

the same for all the packets. 
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5. Results 
 

5.1. System performance under Realistic Traffic Conditions 

 

 In this section the performance of the system under realistic traffic in terms of 

aggregate throughput is studied, by varying the different parameters of the traffic and the 

system model. Equation 4.7 is used for the calculation of the throughput for different 

scenarios, taking into account different subsets of the working applications. 

 

 Some comments regarding the acquisition of the results: 

 

 the parameters η and I that exist in Equation 4.7, as well as the transmission speed, 

are characteristics of the specific channel used and therefore are considered to be 

constant. Specifically in this case: η = 6.667*10
-9

sec, I =1.827*10
-2

sec, B = 56kbps 

(these values are the same with the respective values in the model for throughput 

calculation under greedy conditions in [37]). 

 

 As it is explained in System performance under Realistic Traffic Conditions E[T] is 

the expected value of the interarrival time of packets. It can be derived either from 

the analytical model, as described in Analytical expression of the aggregate traffic 

produced of all the Applications, or by using Matlab. In section Final Traffic Model, 

the expected value of the interarrival time has been calculated in both ways 

analytical and via Matlab simulations- in the case that all the applications are 

working. The results were in the same order of magnitude. In this Section, the result 

of the Matlab simulation will be used for the calculation of E[T] for each scenario. 

 

 the capacity of the channel is specific, B = 56kbps, as it has already referred. So the 

sum of the needed bandwidths of the applications that coexist in the system should 

be  56kbps. The scenarios considered for throughput calculation are based on 

combinations of working applications that qualify this restriction. 

 

 the applications will not have the same packetsize with each other but each one will 

have different packetsize from the others according to the data provided by literature 

and are presented in Table 2.1. 

 

 in Equation 4.7 the term Tp is the transmission time and depends on the packet size. 

However, packets from different applications have different lengths, as it has already 

referred and therefore different transmission time from each other. For simplicity 

reasons a mean value of the transmission times of different applications sending 

packets in each case will be considered as Tp in Equation 4.7 (namely it will be   ̅̅̅̅ ). 

 

 Next, an enumeration of the scenarios used will be presented. Afterwards, a plot of 

throughput versus contention window (CW) for different number of nodes (depending on 
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the scenario) is presented and the optimal contention window for each case is found. 

Specifically, plots for 8, 16 and 32 nodes will be presented, because these numbers of nodes 

are realistic enough for the concerned scenarios. The performance of each different case is 

studied. 

 

I. SCADA and Smart metering are of the most important and the most common 

applications in Smart Grid, especially for the directly interaction with the end-user. 

This is why a scenario with only the two of them working is now considered. 

 

The restriction for the bandwidth is fulfilled, since the needed bandwidth for the 

SCADA application is 9.6kbps (maximum one) and for Upstream Smart metering 

and Downstream Smart metering 5.3kbps each, as it is shown in Table 2.1. 

Observing the Table 2.1, a typical packet of SCADA application is 512 bits, while a 

mean packet size for Upstream Smart metering is 48000 bits and for Downstream 

Smart metering is 1800 bits. The interarrival times of these applications with the 

specific bandwidth and packet size values are shown in Table 2.1. 

 

 The expected value of the interarrival time is found using Matlab simulation to be 

E[T]=0.1676 sec. 

 In Figure 5.1, the throughput versus contention window is plotted for different        

number of nodes: 

 

 
Figure 5.1: Throughput vs contention window/slots for scenario 2 and for different number 

of nodes 

 

 The optimal contention window for different number of nodes can be extracted 

and is shown in Table 5.1 : 

 

 

 

Table 5.1: The optimal Contention Window for different number of nodes for Scenario 1 
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Number of nodes (N) Throughput Optimal Contention Window 

8 0.9146 19 

16 0.5195 25 

32 0.1432 41 

 

 

II. In scenario 2 SCADA, Alarm Management, Distribution Automation, 

Operational Telephony} and Smart metering are included. In case that a lot of 

perturbations occur and the grid has to be protected from them, fault detection and 

protection and Alarm management are of major importance. Smart metring and 

SCADA continue to be important too. 

The restriction for the bandwidth is fulfilled, since the needed bandwidth for the 

SCADA application is 9.6kbps (maximum one), for Alarm Management is also 

9.6kbps, for Distribution Automation is 18kbps, for Operational Telephony is 8kbps 

and for Upstream Smart metering and Downstream Smart metering 5.3kbps each, as 

it is shown in Table 2.1. Observing the Table 2.1, a typical packet of SCADA, 

Alarm Management and Operational Telephony application is 512 bits, while a 

mean packet size for DA is 2600bits, for Upstream Smart metering is 48000 bits and 

for Downstream Smart metering is 1800 bits. The interarrival times of these 

applications with the specific bandwidth and packet size values are shown in Table 

2.2. 

 The expected value of the interarrival time is found using Matlab simulation to be 

E[T] =0.0556 sec. 

 

 In Figure 5.2, the throughput versus contention window is plotted for different 

number of nodes: 
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Figure 5.2: Throughput vs contention window/slots for scenario 2 and for different number 

of nodes 

 

 The optimal contention window for different number of nodes can be extracted 

and is shown in Table 5.2: 

 

Table 5.2: The optimal Contention Window for different number of nodes for Scenario 2 

Number of nodes (N) Throughput Optimal Contention Window 

8 0.8737 14 

16 0.3854 22 

32 0.1229   38 

 

 

III. SCADA, Video Surveillance and Smart metering are working in scenario 3. The 

security is very important in this case, having had real-time video feeds from each 

substation as well as video recording and archiving. 

The restriction for the bandwidth is fulfilled, since the needed bandwidth for the 

SCADA application is 9.6kbps (maximum one) and for Upstream Smart metering 

and Downstream Smart metering 5.3kbps each, as it is shown in Table 2.1.35.8kbps 

Bandwidth is allocated for Video Surveillance in order the channel capacity 

restriction not to be violated. Observing the Table 2.1, a typical packet of SCADA 

and Video Surveillance application is 512 bits, while a mean packet size for 

Upstream Smart metering is 48000 bits and for Downstream Smart metering is 1800 

bits. The interarrival times of these applications with the specific bandwidth and 

packet size values are shown in Table 2.2. 

 The expected value of the interarrival time is found using Matlab simulation to be 

E[T]=0.0369 sec. 

 In Figure 5.3, the throughput versus contention window is plotted for different 

number of nodes: 
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Figure 5.3: Throughput vs contention window/slots for scenario 3 and for different number 

of nodes 

 

 The optimal contention window for different number of nodes can be extracted 

and is shown in Table 5.3: 

 

Table 5.3: The optimal Contention Window for different number of nodes for Scenario 3 

Number of nodes (N) Throughput Optimal Contention Window 

8 0.8676 17 

16 0.5746 21 

32 0.1762 37 

 

IV. SCADA, Street lighting, Video Surveillance Distribution Automation and Smart 

metering are working in scenario 4. 

The restriction for the bandwidth is fulfilled, since the needed bandwidth for the 

SCADA application is 9.6kbps (maximum one),for Street lighting is 0.025kbps,for 

DA is 18kbps and for Upstream Smart metering and Downstream Smart metering 

5.3kbps each, as it is shown in Table 2.1.17.775kbps Bandwidth is allocated for 

Video Surveillance in order the channel capacity restriction not to be violated. 

Observing the Table 2.1, a typical packet of SCADA and Video Surveillance 

application is 512 bits, while a mean packet size for DA is 2600bits, for Upstream 

Smart metering is 48000 bits and for Downstream Smart metering is 1800 bits. The 

interarrival times of these applications with the specific bandwidth and packet size 

values are shown in Table 2.2. 

 The expected value of the interarrival time is found using Matlab simulation to be 

E[T] =0.0369 sec. 

 In Figure 5.4, the throughput versus contention window is plotted for different 

number of nodes: 
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Figure 5.4: Throughput vs. contention window/slots for scenario 4 and for different number 

of nodes 

 

 The optimal contention window for different number of nodes can be extracted 

and is shown in Table 5.4:  

 

Table 5.4: The optimal Contention Window for different number of nodes for Scenario 3 

Number of nodes (N) Throughput Optimal Contention Window 

8 0.7646 15 

16 0.4701 20 

32 0.1307 38 

 

 

V. SCADA and Load Management are working in scenario 5. 

The restriction for the bandwidth is fulfilled, since the needed bandwidth for the 

SCADA application is 6kbps (maximum one) and for Load Management is 50kbps, 

as it is shown in Table 2.1 .17.775kbps Bandwidth is allocated for Video 

Surveillance in order the channel capacity restriction not to be violated. Observing 

the Table 2.1, a typical packet of both SCADA and Load Management application is 

512 bits. The interarrival times of these applications with the specific bandwidth and 

packet size values are shown in Table 2.2. 

 The expected value of the interarrival time is found using Matlab simulation to be 

E[T]=0.1526 sec. 

 In Figure 5.5, the throughput versus contention window is plotted for different 

number of nodes: 
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Figure 5.5: Throughput vs. contention window/slots for scenario 5 and for different number 

of nodes 

 

 The optimal contention window for different number of nodes can be extracted 

and is shown in Table 5.5: 

 

Table 5.5: The optimal Contention Window for different number of nodes for Scenario 3 

Number of nodes (N) Throughput Optimal Contention Window 

8 0.2369 18 

16 0.1315 25 

32 0.0503 41 

 

 

 Observing the Figures 5.1 – 5.5 and the Tables 5.1 – 5.5, it could be extracted that 

as the number of nodes in the system increases, the throughput decreases while the optimal 

value of contention window increases. It would be interesting also to analyze the 

dependency of the throughput from optimal contention window size for different packet 

sizes / interarrival times, but it not possible in this study. As it has already referred, each 

application has different packet length from each other and a corresponding needed 

bandwidth. Even if applications with same packet length are considered (namely the Street 

lighting, the load management, the Alarm Management, the Video Surveillance and the 

Operational Telephony application with packet size 512 bits Table 2.1), it is not possible to 

calculate the throughput for another value of packet length, because the corresponding 

needed bandwidth for each application will be different for different packet length and 

therefore unknown. 
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5.2. System performance under Realistic Traffic Conditions for a 

different channel 

 

 If another channel with bigger bandwidth is considered, many other scenarios of 

working applications could be assumed. In this section the bandwidth of the channel is not 

56kbps but it assumed to be 400kbps in order all the referred applications to coexist in the 

system. Other scenarios are possible too. 

 

Some comments regarding the acquisition of the results: 

 

 The propagation delay does not depend on channel bandwidth as it is also proved by 

its definition [40]: 

 

  
  √  

 
                           (5.1) 

where: 

 

l: the length of channel 

 

εr: the dielectric constant of the insulation material 

 

c: the speed of light in vacuum 

 

Thus, since the length of the channel and the material do not change: η = 6.667*10
-9

sec. 

 

 the constant frame overhead I is characteristic of the protocol used, so it remains the 

same too. 

 

 the calculation of the mean interarrival time is done by Matlab simulation, as it has 

been done in Section System performance under Realistic Traffic Conditions. 

 

 

 Next, an enumeration of the scenarios used will be presented. Afterwards, such as 

in Section System performance under Realistic Traffic Conditions a plot of throughput 

versus contention window (CW) for different number of nodes (depending on the scenario) 

is presented and the optimal contention window for each case is found. Specifically, plots 

for 8, 16 and 32 nodes will be presented. 

 

I. at first, it is considered that all the applications are working in the system. 

The expected value of the interarrival time is found using Matlab simulation to be 

E[T]=0.0037 sec. 

 In Figure 5.6, the throughput versus contention window is plotted for different 

number of nodes: 
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Figure 5.6: Throughput vs contention window/slots for scenario 1 and for different number 

of nodes 

 

 The optimal contention window for different number of nodes can be extracted 

and is shown in Table 5.6: 

 

Table 5.6: The optimal Contention Window for different number of nodes for Scenario 1 

Number of nodes (N) Throughput Optimal Contention Window 

8 0.8506 13 

16 0.5195 19 

32 0.1432 38 

 

 

II. According to this scenario, the working applications are: Load Management, 

Alarm Management and Distribution Automation. It describes processes to 

monitor, identify and manage congestion within the local grid supported by 

DLC+VIT4IP [4]. 

 The expected value of the interarrival time is found using Matlab simulation to be 

E[T] =0.1760 sec. 

 In Figure 5.7, the throughput versus contention window is plotted for different 

number of nodes and when the channel bandwidth is 400kbps: 
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Figure 5.7: Throughput vs. contention window/slots for scenario 2 for channel bandwidth 

400kbps and for different number of nodes 

 

 

 The throughput will be improved if the used channel wouldn't have much more 

bandwidth than the working applications need. After the summation of the needed 

bandwidths of the applications, it is concluded that a channel bandwidth 80kbps would be 

appropriate in order Load Management, Alarm Management and Distribution Automation 

coexist in the system. 

 

 In Figure 5.8, the throughput versus contention window is plotted for different 

number of nodes: 

 

 
Figure 5.8: Throughput vs. contention window/slots for scenario 2 for channel bandwidth 

80kbps and for different number of nodes 
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 In the case of the channel of 80kbps bandwidth, the throughput is much improved 

because there is not a lot of bandwidth that remains unused. 

 

 The optimal contention window for different number of nodes can be extracted 

and is shown in Table 5.7: 

 

Table 5.7: The optimal Contention Window for different number of nodes for Scenario 2 

Number of nodes (N) Throughput Optimal Contention Window 

8 0.0447 21 

16 0.0256 28 

32 0.0101 45 

 

 

 

III. Load management, Video surveillance, Smart metering are working in scenario 

2. The security is very important in this case, having have real-time video feeds from 

each substation as well as video recording and archiving.  

 The expected value of the interarrival time is found using Matlab simulation to be 

E[T] =0.0337 sec. 

 In Figure 5.9, the throughput versus contention window is plotted for different 

number of nodes and when the channel bandwidth is 400kbps: 

 

 
Figure 5.9: Throughput vs. contention window/slots for scenario 3 for channel bandwidth 

400kbps and for different number of nodes 

 

 

 The throughput will be improved if the used channel wouldn't have much more 

bandwidth than the working applications need. After the summation of the needed 

bandwidths of the applications, it is concluded that a channel bandwidth 140kbps would be 
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appropriate in order Load Management, Video surveillance and Smart metering coexist in 

the system. With this bandwidth Video can be of high quality. 

 

 In Figure 5.10 the throughput versus contention window is plotted for different 

number of nodes: 

 

 
Figure 5.10: Throughput vs. contention window/slots for scenario 3 for channel bandwidth 

140kbps and for different number of nodes 

 

 In the case of the channel of 140kbps bandwidth, the throughput is much improved 

because there is not a lot of bandwidth that remains unused. 

 

 The optimal contention window for different number of nodes can be extracted 

and is shown in Table 5.8: 

 

Table 5.8: The optimal Contention Window for different number of nodes for Scenario 3 

Number of nodes (N) Throughput Optimal Contention Window 

8 0.7791 13 

16 0.3125 21 

32 0.0943 38 

 

 

 Such as in Section System performance under Realistic Traffic Conditions, 

observing the Figures 5.6 – 5.10 and the Tables 5.6 – 5.10, it is concluded that as the 

number of nodes in the system increases, the throughput decreases while the optimal value 

of contention window increases. In this section, it is also shown the dependency of the 

throughput of the bandwidth of the channel. If the channel bandwidth is much bigger than 

the needed by the applications bandwidth, the throughput decreases. 
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6. Conclusions 

 
 In this work the performance of a system consisting of Smart Grid applications 

that could possibly coexist in a future Smart Grid was studied. Ten Smart Grid Applications 

were proposed to work in this system: SCADA, Software download/upgrade firmware, 

Street lighting and traffic control, Distribution Automation and traffic protection, Load 

Management, Alarm Management, Video Surveillance, Operational Telephony, Smart 

Meters and On demand Meter Reading. Based on the description of each application and 

data provided by the relevant literature, a mathematical model for the traffic that each 

application may produce was derived. Specifically, for some applications (SCADA, 

Software download/upgrade firmware, Distribution Automation, \ Video Surveillance Smart 

Meters, On demand Meter Reading)  normal distributions were chosen to describe their 

traffic, while the traffic of the remaining applications (Street lighting and traffic control, 

Load Management Alarm Management, Operational Telephony) was described by 

exponential ones. Afterwards, the final model that describes the traffic created in the 

network by all the applications working simultaneously was derived in two ways. At first, 

the analytical expression 3.5 was proposed to describe the aggregate traffic. The second way 

was a simulation with Matlab. Namely, the expected value of the interarrival time 'when all 

of the applications coexist' was derived from a Matlab code. It is remarkable that the 

expectations of the interarrival time derived from both ways were of the same order of 

magnitude. Then, the system model available at the chair was modified in order to calculate 

the throughput in real traffic conditions and the expression derived is the Equation 4.7. 

Finally, the performance in terms of aggregate throughput was studied, changing the 

different parameters of the traffic and the system model and taking into consideration 

different subsets of working applications. In the results, plots of throughput versus 

contention window (CW) for different number of nodes (depending on the scenario) were 

presented and the optimal contention window for each case was found. At first it was 

considered the same channel as in [37] with bandwidth 56kbps. In this case, the scenarios 

considered for throughput calculation are based on combinations of working applications 

that qualify the restriction of this channels „bandwidth. Afterwards, a channel with 400kbps 

was considered in order all the referred applications could coexist. In this section, other 

scenarios were also implemented. In both cases, it was observed that as the number of nodes 

in the system increases, the throughput decreases while the optimal value of contention 

window increases. In the second Section of the results the dependency of the throughput of 

the bandwidth to the channel was also shown. 

 

 It would be also interesting to analyze the dependency of the throughput from 

optimal contention window size for different packet sizes / interarrival times, but in the 

framework of this study, this was not be possible for reasons that have already be explained 

in Section System performance under Realistic Traffic Conditions. 
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Appendix A 
 

Α.1. Mixture Distribution 

 

Given: 

 

 a finite set of probability density functions p1(x)...pn(x) 

 

 or corresponding cumulative distribution functions P1(x)...Pn(x) 

 

 and weights w1...wn such that wi  ≥0  and ∑    , 

 

the density function of the mixture distribution is: 

 

 ( )  ∑     ( )
 
                                           (A.1) 

and its distribution function is: 

 

 ( )  ∑     ( )
 
                                           (A.2) 

 

 In our case, it could be assumed that the final model of the aggregate traffic, 

provoked by all the applications, is a mixture distribution with mixture components the 

distribution functions of each application and weights w1...wn such that wi  ≥0   and ∑   

 . Namely, the mixture components are the distribution functions 2.8-2.16 and 2.19-2.22 

derived in Derivation of formal mathematical model for the traffic produced by each 

application, which are normal and exponential distributions. 

 

 Although mixture distribution seems to be a logical approximation for the 

derivation of the final traffic model, a random example will show that is inappropriate for 

our case. 

 

 Assuming three random normal distributions with random variable the interarrival 

times, the desired superposition of the interarrival times of all the distributions is found and 

compared with their mixture distribution. The desired superposition is found as described in 

the MATLAB code in codeA1 and the mixture distribution is calculated with the MATLAB 

command gmdistribution. 

 

 In figure A.1 the normal probability plots of both the superposition (S) and the 

mixture distribution (R) are depicted. The purpose of a normal probability plot is to 

graphically assess whether the data in X could come from a normal distribution. If the data 

are normal the plot will be linear [32].The two normplots are different from each other. 
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Figure A.1: normal probability plots of both the superposition (S) and the mixture 

distribution (R) 

 

 Additionally, in figure A.2, the cumulative function plots of the above 

distributions are depicted and they are also different from each other. 

 

 
Figure A.2: Cumulative function plots of both the superposition (S) and the mixture 

distribution (R) 

 

 

 Thus, the mixture distribution is not the appropriate model to implement in order 

to have an analytical expression for the superposition of normal distributions with random 

variables their interarrival times. 
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A.2. Code of the example 

 
%X1~N(13,0.02)  X2~N(32,0.05)  X3~N(5,0.08) X4~N(23,0.04) 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

close all; 

clear all; 

clc; 

N=1000;%number of random numbers created by mixture distribution 

w1=0.3;w2=0.1;w3=0.2;w4=0.4;%weight p=[0 1] 

%%%Generate a normal sample of normal distribution X1 

n1=normrnd(13,0.02,[1,N*w1]); 

for i=1:N*w1-1 

    n1(i+1)=n1(i)+n1(i+1); 

end 

%%%Generate a normal sample of normal distribution X2 

n2=normrnd(32,0.05,[1,N*w2]); 

for i=1:N*w2-1 

    n2(i+1)=n2(i)+n2(i+1); 

end 

%%%Generate a normal sample of normal distribution X3 

n3=normrnd(5,0.08,[1,N*w3]); 

for i=1:N*w3-1 

    n3(i+1)=n3(i)+n3(i+1); 

end 

%%%Generate a normal sample of normal distribution X3 

n4=normrnd(23,0.04,[1,N*w4]); 

for i=1:N*w3-1 

    n4(i+1)=n4(i)+n4(i+1); 

end 

%put all the generated random numbers from each distribution together 

n=[n1 n2 n3 n4]; 

%sort in ascending order  

n1n2n3n4=sort(n); 

%%%%S->INTERARRIVAL TIMES OF MIXTURE DISTRIBUTION 

S=[]; 

for i=1:N-1 

   S(i+1)=abs(n1n2n3n4(i+1)-n1n2n3n4(i)); 

end 

%Gaussian mixture distribution with 2 components in 1 dimension 

mu = [13;32;5;23]; 

sigma = cat(3,[.02],[.05],[.08],[0.04]); 

%p = ones(2,1)/2; 

p=[w1;w2;w3;w4]; 

obj = gmdistribution(mu,sigma,p); 

%generate N random numbers(->INTERARRIVAL TIMES) of obj distribution and 

put them in  

%an array 

R=[]; 

for i=1:N/4 

   r=random(obj); 

   R=[R r] 

end 
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%NORMPLOT S-R% 

figure(1);subplot(2,2,1); 

normplot(S); 

xlabel('data');ylabel('probabiliy');title('S normplot'); 

subplot(2,2,2); 

normplot(R); 

xlabel('data');ylabel('probabiliy');title('R normplot'); 

subplot(2,2,[3 4]); 

normplot(S);hold on;normplot(R); 

xlabel('data');ylabel('probabiliy');title('S/R normplot'); 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%%cdfplot S-R 

figure(2); subplot(2,2,1);cdfplot(S); 

xlabel('data');ylabel('probabiliy');title('Empirical CDF of S'); 

subplot(2,2,2);cdfplot(R); 

xlabel('data');ylabel('probabiliy');title('Empirical CDF of R'); 

subplot(2,2,[3 4]); 

cdfplot(S);hold on;cdfplot(R); 

xlabel('data');ylabel('probabiliy');title('Empirical CDF of S/R'); 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
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