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Abstract  
 
Hyperspectral sensors provide high spectral resolution which contributes to material identification. 

However, due to low spatial resolution, pixels may contain a mixture of more than one distinct material 

spectrum. In order to exploit the mixed hyperspectral data, spectral unmixing is applied, which involves 

the decomposition of the mixed spectra into constituent spectra, also called endmembers, weighted by 

their corresponding fractional abundances. This thesis addresses the spectral unmixing problem so that 

the full potential of hyperspectral data exploitation to be employed. The main contributions include the 

exploitation of novel concepts and the development of five new methods dedicated to the steps involved 

in spectral unmixing; the signal subspace estimation, the dimensionality reduction, the endmember 

extraction, and the abundance estimation. 

The first method, called outlier detection method (ODM), is a new automatic non-parametric method 

for estimating the signal subspace dimension. The number of the signal vectors is much lower compared 

to the number of the noise vectors. Thus, estimating the population distribution and/or its statistical 

characteristics could comprise errors. The novelty of ODM lies in the fact that it considers only the 

existence of noise and treats signals as outliers of noise. It searches for the signals whose radius is by far 

larger than the one of the noise introducing for the first time in virtual dimension theory, a robust outlier 

detection method. The ODM achieves the performance of its competitors and outperforms them in case 

of small image scenes. 

The second method is a new band selection (BS) approach for optimizing the performance of the 

endmember extraction and classification. The few existing BS methods which address spectral 

unmixing issues set fixed criteria to the spectral information on the whole set of wavelengths. They are 

based on generalised approaches which disregard the spectral characteristics of a particular material of 

interest, the image diversity and the endmember variability. The proposed method enables endmember 

extraction and classification algorithms to act locally in the hyperspectral space. It tries to define 

subspaces in which spectra of materials vary the most. In case of endmember extraction, the new 

method accounts for spectrally closed endmembers (SCEs) – a term introduced in the frame of this 

study- which are likely overshadowed by the prevalent endmembers, by exploiting the original bands. 

In order to extract the SCEs, the concept of multiple convex hulls is used for the first time in BS. The 

proposed approach is effective at detecting low contrast materials, which imply different biophysical or 

chemical properties of a material class. In case of classification, the proposed BS method accounts for 

subspaces where classes are separable. It achieved the same overall accuracy as if the whole band set is 

used, by selecting less than 50% of the total bands.   
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The third method, called simple endmember extraction (SEE) is a new convex-based endmember 

extraction method which searches for the most distinct spectra at the vertices of a simplex defined in the 

signal subspace. The novelty of the SEE method is that it searches for the extreme values that lie on the 

end points of the existing transformed axes without further projections that imply iterative procedures. 

Thus, it bears the advantage of simultaneously extracting endmembers with low computational cost. 

The fourth method is an enhanced version of SEE, called enhanced-SEE (E-SEE) and it is an empirical 

method which compensates the tendency that the majority of the convex-based endmember extraction 

methods encounter to select high contrast endmembers over less contrast endmembers. On this account, 

it changes the distribution of the initial data sample by increasing the distance between candidate 

endmembers and the data mean, a technique which has never been explored before. Both methods 

provided the same and even better performance compared to the state-of-the-arts methods. The 

computation complexity of the new methods is much lower than those of vertex component analysis 

(VCA) and N-FINDR, approximately one and three orders of magnitude lower, respectively. 

Last but not least, the fifth method is a new multiple endmember spectral signature analysis (MESMA) 

based on spectral angle distance, called MESMA-SAD. MESMA accounts for within class spectral 

variability, however, it needs to calculate all the potential endmember combinations of each pixel to 

find the best-fit one, demanding a time-consuming unmixing technology. The new non-parametric 

method significantly minimizes the time-processing compared to the existing MESMA algorithms by 

combining the spectral angle distance values and the mean absolute errors.  

Extensive simulated and real image-based experiments indicate the effectiveness of the proposed 

methods to improve the data exploitation, rendering their implementation very promising in 

hyperspectral image processing.  
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Περίληψη 
 
Η πολύ  υψηλή φασµατική ανάλυση των Υπερφασµατικών αισθητήρων συντελεί στο να είναι δυνατή η 

αναγνώριση υλικών/αντικειµένων τα οποία βρίσκονται στο έδαφος. Ωστόσο, λόγω της χαµηλής 

χωρικής ανάλυσης τα εικονοστοιχεία της απεικόνισης είναι πιθανόν να περιέχουν φασµατική υπογραφή 

η οποία προέρχεται από µίξη περισσότερων του ενός υλικού. Για να είναι δυνατή η ανάλυση της µικτής 

υπερφασµατικής πληροφορίας, εφαρµόζεται ο φασµατικός διαχωρισµός ο οποίος περιλαµβάνει την 

ανάλυση του µικτού φάσµατος σε κύριες φασµατικές συνιστώσες ή αλλιώς καθαρές φασµατικές 

υπογραφές, όπου κάθε µία αντιστοιχεί σε ένα µοναδικό υλικό, και στα αντίστοιχα ποσοστά συµµετοχής 

τους. Η συγκεκριµένη διατριβή πραγµατεύεται το φασµατικό διαχωρισµό µε σκοπό να αξιοποιηθούν 

πλήρως οι πληροφορίες που εµπεριέχονται στα υπερφασµατικά δεδοµένα. Τα κύρια σηµεία συµβολής 

της διατριβής περιλαµβάνουν την εισαγωγή καινοτόµων ιδεών στο πεδίο της επεξεργασίας της 

υπερφασµατικής απεικόνισης και την ανάπτυξη πέντε νέων µεθόδων, οι οποίες σχετίζονται µε τα 

στάδια τα οποία απαρτίζουν το φασµατικό διαχωρισµό και είναι τα εξής: εκτίµηση της διάστασης του 

υπόχωρου του σήµατος, µείωση της υπερφασµατικής διάστασης, εξαγωγή καθαρών φασµατικών 

υπογραφών και εκτίµηση των ποσοστών συµµετοχής τους. 

Η πρώτη µέθοδος καλείται outlier detection method (ODM). Πρόκειται για µία µη επιβλεπόµενη, µη 

παραµετρική µέθοδο για την εκτίµηση της διάστασης του υπόχωρου του σήµατος. Ο αριθµός των 

διανυσµάτων που αντιστοιχούν σε σήµα είναι αρκετά µικρότερος από τον αντίστοιχο του θορύβου. 

Εξαιτίας αυτού, η στατιστική ανάλυση των διανυσµάτων του σήµατος µπορεί να επιφέρει σφάλµατα. Η 

καινοτοµία του ODM έγκειται στο ότι θεωρεί µόνο την ύπαρξη του θορύβου και  µεταχειρίζεται  τα 

σήµατα ως ακραίες τιµές του θορύβου. Η µέθοδος εντοπίζει τα σήµατα µέσω της µεθόδου ανίχνευσης 

των ακραίων τιµών, µία προσέγγιση που δεν έχει εφαρµοστεί πρωτύτερα στο συγκεκριµένο θέµα. Η 

µέθοδος ODM επιτυγχάνει ακρίβεια όµοια µε αυτήν των υπαρχουσών µεθόδων, ενώ παρουσιάζει 

καλύτερα αποτελέσµατα στην εφαρµογή της, σε απεικονίσεις µικρού µεγέθους. 

Η δεύτερη µέθοδος είναι µία νέα προσέγγιση επιλογής καναλιών για τη βελτιστοποίηση της εξαγωγής 

καθαρών φασµατικών υπογραφών και της διαδικασίας ταξινόµησης. Οι λιγοστές υπάρχουσες µέθοδοι 

επιλογής καναλιών οι οποίες απευθύνονται αποκλειστικά στο φασµατικό διαχωρισµό εφαρµόζονται 

στο σύνολο της διαθέσιµης φασµατικής πληροφορίας χωρίς να λαµβάνουν υπόψη τα φασµατικά 

χαρακτηριστικά κάθε υλικού/αντικειµένου ξεχωριστά και τη φασµατική διαφοροποίηση σε κάθε 

απεικόνιση. Η νέα µέθοδος καθιστά δυνατή την εφαρµογή αλγόριθµων ανίχνευσης καθαρών 

φασµατικών υπογραφών και ταξινόµησης σε τοπικό επίπεδο στον υπερφασµατικό χώρο. Προσπαθεί να 

βρει εκείνους τους φασµατικούς υπόχωρους όπου τα υλικά διαφοροποιούνται στο µέγιστο. Όσον αφορά 

στους αλγορίθµους ανίχνευσης καθαρών υπογραφών, η νέα µέθοδος επικεντρώνεται στον εντοπισµό 
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των φασµατικά κοντινών καθαρών φασµατικών υπογραφών, οι οποίες επισκιάζονται από τις 

φασµατικές υπογραφές υψηλής φασµατικής αντίθεσης, αξιοποιώντας για πρώτη φορά στην επιλογή 

καναλιών την έννοια των πολλαπλών κυρτών περιοχών. Η µέθοδος ανιχνεύει αποτελεσµατικά τις 

φασµατικές υπογραφές του υπό µελέτη υλικού οι οποίες εµπεριέχουν χρήσιµες πληροφορίες για τη 

βιοφυσική/χηµική ιδιότητα του. Όσον αφορά στην ταξινόµηση, η νέα µέθοδος επικεντρώνεται στην 

εύρεση εκείνων των φασµατικών υπόχωρων όπου οι κατηγορίες είναι διαχωρίσιµες στο µέγιστο. Η 

προτεινόµενη µέθοδος, µειώνοντας κατά 50% το πλήθος των καναλιών, πέτυχε την ίδια ακρίβεια 

ταξινόµησης όπως στην περίπτωση που χρησιµοποιήθηκαν όλα τα κανάλια. 

Η τρίτη µέθοδος καλείται simple endmember extraction (SEE) και πρόκειται για µία νέα µέθοδο 

εξαγωγής καθαρών φασµατικών υπογραφών. Βασίζεται στη γεωµετρική ανάλυση των κυρτών 

περιοχών. Η καινοτοµία της έγκειται στο ότι αναζητά τις κορυφές της χωρικής διάταξης (simplex), οι 

οποίες βρίσκονται στις άκρες των µετασχηµατισµένων αξόνων, χωρίς περαιτέρω προβολές και 

επαναληπτικές διαδικασίες. Συνεπώς, η µέθοδος έχει το πλεονέκτηµα της ταυτόχρονης εξαγωγής 

καθαρών φασµατικών υπογραφών, ενώ είναι απαλλαγµένη από το αυξηµένο υπολογιστικό κόστος. Η 

βελτιωµένη εκδοχή της SEE καλείται enhanced-SEE (E-SEE) και είναι µία εµπειρική µέθοδος, η οποία 

αντισταθµίζει την τάση των υπαρχουσών µεθόδων εξαγωγής καθαρών φασµατικών υπογραφών να 

ανιχνεύουν τις φασµατικές υπογραφές υψηλής αντίθεσης εις βάρος εκείνων µε χαµηλή αντίθεση. Αυτό 

επιτυγχάνεται αυξάνοντας την απόσταση µεταξύ υποψήφιων καθαρών φασµατικών υπογραφών και της 

µέσης τιµής της εικόνας, γεγονός που επιφέρει αλλαγή στην κατανοµή των δεδοµένων. Οι δύο µέθοδοι 

παρουσίασαν αποτελέσµατα ίδιας και καλύτερης ακρίβειας σε σύγκριση µε τις αντίστοιχες µεθόδους, 

ενώ το υπολογιστικό τους κόστος είναι χαµηλότερο από το αντίστοιχο των µεθόδων VCA και N- 

FINDR κατά µία και τρεις τάξεις µεγέθους, αντίστοιχα.  

Η πέµπτη προτεινόµενη µέθοδος είναι µία νέα εκδοχή της µεθόδου multiple endmember spectral 

signature analysis (MESMA), η οποία βασίζεται στη φασµατική γωνία και καλείται MESMA-SAD. Η 

πρωτότυπη µέθοδος MESMA αν και επιτρέπει ο αριθµός των καθαρών φασµατικών υπογραφών να 

είναι διαφορετικός για κάθε εικονοστοιχείο, χαρακτηρίζεται υπολογιστικά ακριβή, καθώς εξετάζονται 

όλοι οι πιθανοί συνδυασµοί καθαρών φασµατικών υπογραφών για την εύρεση του βέλτιστου συνόλου. 

Η νέα µη παραµετρική µέθοδος µειώνει σηµαντικά το χρόνο επεξεργασίας αξιοποιώντας τη φασµατική 

γωνία και την τιµή του µέσου απόλυτου σφάλµατος.   

Η αξιολόγηση των προτεινόµενων µεθόδων ως προς την αποδοτικότερη αξιοποίηση των 

υπερφασµατικών δεδοµένων υλοποιήθηκε µέσω εκτεταµένων πειραµάτων σε συνθετικές και 

πραγµατικές απεικονίσεις. Τα αποτελέσµατα της αξιολόγησης ήταν πολύ ικανοποιητικά γεγονός που 

καθιστά τις µεθόδους πολλά υποσχόµενες στο πεδίο της επεξεργασίας των υπερφασµατικών 

απεικονίσεων. 
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Chapter 1 

 

Introduction  
 

 

1.1 Hyperspectral remote sensing 
 
 
Generally, remote sensing can be defined as the collection of information about an object without 

making physical contact with it. The sense of sight enables the humans to perceive the surroundings 

without the need of close contact with the objects. Being visual species, we have evolved the ability to 

understand the world around us through visual images [1]. Broadly speaking we are performing remote 

sensing in everyday life. In more restricted sense, remote sensing refers to the technology of collecting 

information about the Earth’s surface and atmosphere using sensors which record electromagnetic 

radiation.  The advantages of this technical phenomenon derive from the fact that remote measurements 

are related to the familiar realm of what we see on the ground, rendering its use urgent for 

understanding our changing environment. Large areas of the Earth’s surface, among of which locations 

which are difficult to be approached, or large volume of atmosphere can be recorded in a short pace of 

time [1], [2].  The applications of remote sensing are enormous; ranging from monitoring environmental 

changes and evaluating natural resources to military operations.  In the 1980’s, the convergence of two 

related but distinct technological fields; spectroscopy and remote imaging led to the development of 

hyperspectral remote sensing, also called imaging spectroscopy [3], [4]. Since then, the evolution of 

passive remote sensing has witnessed the collection of measurements with significantly greater spectral 
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breadth and resolution comparable with the one of laboratory spectrometers.  Hyperspectral imaging is 

produced by complex sensors, called imaging spectrometers, which use hundreds of detectors recording 

over a wide wavelength range, from visible region through the near-infrared and short-infrared 

spectrum (typically at least 0.4 to 2.5 µm). In other words, within the sensor the received energy is 

transformed into an electric impulse which in turn is translated into a data volume. This data volume is a 

3-dimensional structure, also called data cube, with two spatial dimensions and one spectral dimension. 

Each plane of the data cube comprises reflected radiance at one spectral band for all pixels, while each 

pixel column of the data cube is a spectral vector comprising the values of the reflected radiance at the 

whole wavelength (Fig. 1.1). If we extract a pixel column and plot its spectral values as a function of 

wavelength, the result is the average spectrum of all the materials in the corresponding ground 

resolution cell at every wavelength.  

 Different materials reflect and emit varying amounts of radiance across the electromagnetic spectrum. 

The reflected light from the surface interacts in a unique way for each material and even slight 

variations of it are quantified and characterized through hyperspectral imagery [5]. In other words, each 

material generally has a unique spectral signature which can be treated as its fingerprint. Therefore, 

hyperspectral sensors can be used to identify and distinguish between different materials in a scene [6]. 

Acquiring the same scene using hundreds of narrow and contiguous spectral bands (on the order of 

5nm), hyperspectral images offer an invaluable diversity of information, enabling the accurate physical 

description and discrimination of the sensed materials. Over the past decades, hyperspectral remote 

sensing became more and more popular, with a blooming number of available sensors, for airborne or 

spaceborne platforms. Table 1.1 presents a subset of well known present and future hyperspectral 

sensors. 

The wealth of spectral information available from advanced hyperspectral imaging has opened new 

perspectives in many application domains, from food safety, precision agriculture and biomedical 

analysis, to the monitoring of the environment, urban areas and natural hazards, mineral exploration, 

forestry or defence related issues [5], [7], [8], [9], [10].  
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.  

Figure 1.1: Hyperspectral image structure. 
 

Table 1.1: Overview of present and future hyperspectral sensors 
Sensor 
 

Platform  Spectral range 
(µm) 

No. of bands Ground pixel 
size (m) 

Ground 
swath 
(km) 

AISA1 Airborne 0.4-2.5  500 1  0.4  
AVIRIS2 Airborne 0.4-2.5  224 20 11  
CASI3 Airborne 0.4-1.1  288 1  1.4 
EnMap 4 Spaceborne 0.42-2.4  232 30 30  
HYDICE5 Airborne 0.4-2.5  210 3  1  
HyMAP6 Airborne 0.45-2.5  126 5  2.3 
Hyperion7 Spaceborne 0.4-2.5  200 30 7.5 
HySpex8 Airborne 0.4-2.5  316 0.4-7 0.5 

                                                 
1 http://www.spectralcameras.com/aisa 
2 http://aviris.jpl.nasa.gov 
3 http://www.itres.com/products/imagers/casi1500/ 
4 http://www.enmap.org/sensor 
5 http://rsd-www.nrl.navy.mil/hydice 
6 http://www.hyvista.com/ 
7 http://eo1.usgs.gov/sensors/hyperion 
8 http://www.hyspex.no/ 
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There are many ways to extract information from a spectral image. It would not be wise to anticipate the 

existence of any single technique that can outperform all others in every practical situation. It depends 

on the nature of the problem and the available a priori knowledge related to it. Images that fuse spatial, 

spectral and/or temporal information are needed to be exploited using flexible strategies [1]. As it was 

mentioned above, hyperspectral images are hyper-dimensional, each pixel has a spectral signature and it 

is represented as a vector with several hundreds of components. Exploiting these data is very 

challenging and specific image and signal processing methods have been developed [11]. The existing 

approaches are related to one of the following processing tasks [6], [5], [12], [13]:  

 

Atmospheric correction:  

Atmosphere is responsible for solar radiation’s scattering and absorption and affects the radiance 

recorded by the detectors. Since the radiant energy may not interact with the Earth’s surface, it provides 

no physical meaning in terms of the spectral measurement and the latter should be corrected.  

Atmospheric correction is a daunting process because the atmosphere’s properties vary through space 

and time. One of the most widely applied approaches is the conversion of radiance to reflectance data. It 

should be noted that the atmospheric correction process is optional and might not be required depending 

on the fidelity of the data required. 

 

Dimensionality reduction: 

High dimensionality is inherent to hyperspectral data. The trade-off of high spectral resolution which 

allows for the extraction of material spectra is the volume of data which poses many challenging 

problems in terms of data storage, computational efficiency, algorithms performance.  Therefore, 

dimensionality reduction techniques aim at defining a new spectral space of much lower dimensionality 

than the number of the bands of the input hyperspectral data.  
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Target/anomaly detection:  

Target detection aims at identifying a relatively small number of objects with fixed shape or spectrum in 

a scene. It is possible to detect the targets of interest in an unknown image scene from which the desired 

target knowledge can be generated directly from it in an unsupervised way using either matched 

filtering or quadratic forms. In case there is no a priori information to specify the statistics of the target, 

anomaly detection is applied. Anomaly detector searches for targets which are generally unknown and 

spectrally distinct from their surroundings, but relatively small with low probabilities of occurrence in 

an image scene using the statistics derived from the whole image.  

 

Change detection: 

Acquiring two or more hyperspectral images of the same geographic location at different times enables 

the detection of changes of objects of interest which may not be distinguishable at the visible spectrum. 

Most change detection methods require precise spatial registration between the available images and 

atmospheric correction in order that pixel to pixel comparison to be effective [13]. 

 

Classification: 

Classification is a pixel-wise technique which identifies the material class that a pixel spectrum mostly 

resembles. Classes may or may not be predefined leading to supervised and unsupervised methods, 

respectively. The output of this process is a classification map where each pixel is assigned to one class 

label. The classification techniques can be based on various mathematical concepts such as statistical 

analysis, neural networks, morphology-based approaches, hierarchical segmentation [12], [14]. 

 

Spectral unmixing: 

Spectral unmixing contributes to the extraction of information at sub-pixel level. It consists of detecting 

the distinct spectra in the hyperspectral scene which may represent materials and estimating their 
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apparent quantification in a pixel in terms of fraction. The spectral unmixing is an inversion problem 

based on the spectral mixture analysis which is addressed in the next session.  

1.2 Spectral mixture analysis 
 
 
Hyperspectral sensors provide high spectral resolution which contributes to material identification. 

However, due to their low spatial resolution and multiple scattering of light, sensors record mixtures of 

spectra of materials in the scene [12]. Spatial resolution of the hyperspectral sensors may range from 

few centimetres to tens of meters depending on the flight altitude. Consequently, pixels may contain a 

mixture of more than one distinct material spectrum and therefore, they are called mixed pixels. 

Regardless the spatial resolution, mixed pixels may arise due to intimate mixtures existing on the 

ground [15]. For instance, homogeneous areas of minerals quite often appear in mixtures such as 

sulphur which may present key absorption features in the spectral signature of another mineral.   

In order to be able to exploit the mixed data derived from hyperspectral imaging we need to apply 

physically based models which connect spectroscopy of materials with remote measurements. Spectral 

mixture analysis (SMA) [16] is a technique for applying such models to spectral images. According to 

it, pixel spectrum can be expressed as a mixture of constituent spectra, also called endmembers. A large 

proportion of the relevant literature [17], [18] refers to endmember as a pure pixel, comprising a unique 

material. Nevertheless, it should be pointed out that definition of endmembers is more complicated 

since in real applications pure pixels are unlikely to be found, not only due to spatial resolution 

constrains but also due to the spectral signature contamination of noise, unknown interferes etc. 

According to authors in [1], endmembers are spectra which may represent materials. Depending on the 

spatial resolution and the particular application, endmembers for the same scene may be spectra of pure 

materials or spectra of mixtures of materials at a more fundamental scale [1], [12]. In this thesis, 

endmember is referred to the dominant distinct spectrum which is constituent part of a spectral mixture.  

The process of decomposing the pixel spectrum into endmembers and estimating their proportions, also 

called abundances, is known as spectral unmixing. As it was mentioned above, spectral unmixing is an 



 
 

 
 

 7 

inversion problem based on spectral mixture analysis. In fact, spectral unmixing is a very active 

research topic. Its enormous potential has aroused the interest of the relevant scientific community since 

the beginning of hyperspectral sensor development [16], [19]. This thesis focuses on spectral unmixing 

and in particular, on developing novel approaches for its optimization. 

1.2.1 Linear and nonlinear spectral unmixing 
 
There are two models of spectral mixture analysis; linear and nonlinear [16], [19]. Their difference lies 

on how the electromagnetic spectrum of a mixed pixel is considered to be recorded. The linear mixture 

model assumes that incident light interacts only with one material in the field of view and thus, the 

recorded spectra at the spectrometer can be expressed in the form of a linear combination of 

endmembers weighted by their corresponding abundances. The nonlinear mixture model assumes that 

radiance is modified by one material before interacting with another one leading to a random 

distribution of endmembers [6], [12], [15].  

Theoretically, both linear and non-linear models can be effective for interpreting the mixed spectra, 

depending on the nature of the materials on the ground and the spatial resolution. In practice, spectral 

unmixing based on nonlinear model is an extremely complex ill-posed problem since it requires 

complex physical models which infer the dominant spectra and their proportions based on radiative 

transfer theory [12], [20]. Although there has been an attempt to exploit simpler physically based 

models for nonlinear unmixing, development of a fully unsupervised method seems a daunting essay. 

Ideally, the applied physical model should account for all the processes and factors, such as illumination 

geometry and atmospheric effects, which are associated with the observed spectrum. Since this is not 

attainable, a good estimate is satisfactory. 

In this thesis, focus was given on spectral unmixing based on linear mixture model which is the most 

widely used model, adequate for unsupervised approaches. The interest of decomposing the observed 

spectra based on linear mixture model remains unceasing for the last 25 years. Among the advantages of 

linear unmixing is its effectiveness in a wide range of applications due to its acceptable approximation 
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of light scattering mechanics in many real scenarios [12].  Indeed, in macroscopic scale which is usually 

the scale of hyperspectral remote sensing, linear mixing dominates for most scenes because the amount 

of intimate mixing at patch boundaries is negligible [1], [12]. Another advantage of linear spectral 

mixture is its clear conceptual meaning which contributes to a computationally simple implementation 

and an easy interpretation.  

Consider that if L is the total number of bands, each observed spectral vectory , Ly ℜ∈ , can be 

expressed under the linear spectral mixture model, as linear combination of constituent deterministic 

spectral signaturesks and their corresponding abundances ka : 

          nSnsay
p

k
kk +=+= ∑

=

α
1

                                                    (1.1) 

where the pL × matrix ],...,[ 1 PssS = comprises the endmember spectra, the 1×p vector 

],...,[ 1 Paa=α their corresponding abundances and Ln ℜ∈ represents the additive noise.  

Two abundance constraints are generally imposed on the model described in eq. (1.1) in order to assure 

physically meaningful results:  

                                 ∑
=

=
p

k
ka

1

1            abundance non-negativity constraint (ANC) 

                              0≥ka               abundance sum-to-one constraint (ASC) 

The geometrical interpretation of the linear mixture model is associated with the mathematical theory of 

convex sets [6], [21], [22]. More precisely, assuming that both constraints are satisfied and noise 

variance is finite, spectra can be restricted in a simplex lying on a signal subspace of dimension one less 

than the number of the endmembers.  

The only parameter which is given in eq. (1.1) is the observed spectral vector y or, in terms of an 

image, a set [ ]myyY ,...1= of m observed L-dimensional spectral vectors. The objective of spectral 

unmixing is to estimate the matrix Sof endmembers and the matrix α of abundances for each pixel. 
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Since the number of bands is usually larger that the number of the endmembers, a common approach for 

abundance estimation is the least squares minimization: 

2

2
min ySa

a
−  subject to ANC and ASC                                          (1.2) 

 

1.2.2 Spectral unmixing process 
 
The spectral unmixing process includes several steps, which are crucial for the accuracy of the resulted 

estimations. Fig. 1.2 shows schematically the outline of spectral unmixing. The first step contains 

atmospheric correction which leads to the conversion of radiance values to reflectance values. As it has 

already been noted, this step is optional and linear unmixing may be conducted on radiance values as 

well. The second step contains the estimation of the number of distinct signals (endmembers) p, which 

exist in the hyperspectral dataset. An accurate determination of the number of the endmembers infers 

the signal subspace and significantly contributes to the accuracy of the spectral unmixing. The third step 

is related to the dimensionality reduction. The number of endmembers is much lower than the number 

of bands L. Based on the linear spectral mixture analysis the spectral vectors lie on a linear subspace 

whose dimension is one less than the number of endmembers, i.e. p-1. Thus, dimensionality reduction 

techniques contribute to challenging problems such as data storage and computational efficiency. The 

forth step contains the endmember extraction leading to the spectral signatures of the endmembers and 

finally, last step contains the abundance estimation using a least square method which leads to 

abundance maps each one assigned to an endmember showing its quantification at each pixel. The two 

final steps can be implemented sequentially or simultaneously. In the latter case, where no information 

is provided regarding the endmembers, is more proper to refer to endmember determination rather than 

endmember extraction [13]. As a matter of fact, in such case all the available data sample vectors are 

considered to be candidate endmembers, and via least square minimization the optimum set of spectral 

signatures is determined as endmembers.  
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Figure 1.2: Schematic outline of spectral unmixing. 

1.3 Motivation  
 
 
Over the past few years, hyperspectral remote sensing has intrigued scientists from vast disciplinary 

areas as the potential applications on which it can be implemented are multifarious, ranging from 

climate change research, natural hazard risk assessment, geological, forestry and urban environment 

mapping to military services, and there are plenty more to be explored. Hyperspectral sensors provide 

high spectral resolution which contributes to material identification. However, due to low spatial 

resolution, multiple scattering of light, and intimate mixtures, sensors record mixtures of spectra of 

materials in the scene and consequently, pixels may contain a mixture of more than one distinct material 

spectrum. In order to exploit the mixed hyperspectral data, spectral unmixing should be applied, which 

provides information contained at sub-pixel level and leads to an efficient overall representation of the 
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materials. On this account, hundreds of new algorithms have been developed from the fast-growing 

relevant scientific community to optimize spectral unmixing process. Nevertheless, spectral unmixing is 

still the most fundamental problem in hyperspectral data exploitation since there are several issues 

which need to be addressed so that its full potential to be employed.  

The first issue concerns the estimation of the signal subspace dimension. It has been a long-standing 

daunting task whose unresolvedness prevents the development of unsupervised methods in terms of 

dimensionality reduction, endmember extraction, target detection and classification. Estimation of the 

correct number of endmembers has significant impact on the performance of the endmember extraction 

algorithms (EEAs) and consequently on the accuracy of the spectral unmixing process. Furthermore, 

based on linear spectral unmixing, the number of endmembers is associated with the optimal number of 

dimensions to be retained after dimensionality reduction in order to represent the dataset. Hence, an 

accurate determination of the number of the endmembers significantly contributes to the accuracy of the 

spectral unmixing process and enables low-dimensional representation of spectral vectors. The existing 

methods for estimation of the number of endmembers / signal subspace dimension consider the 

existence of two different distributions, the one related to noise and the other related to signal, or in 

geometrical approach they consider two different subspaces one of noise and one of signal. However, in 

hyperspectral space, signal vectors are very few in order to estimate their population distribution 

properly or to statistically analyze them and thus, this thesis focuses on designing new approaches to 

overcome this shortcoming. 

Another issue arises in how to reduce the high dimensionality of the hyperspectral data defining the 

observed spectra into a lower dimension in order to be analyzed more effectively, yielding gains in 

computational time and complexity, data storage and signal-to-noise ratio. Dimensionality reduction 

(DR) is widely used as a pre-processing step of great interest as it affects directly the performance of the 

following processing tasks. Band selection (BS) is an efficient DR approach which searches for a subset 

of the original spectral channels retaining the physical meaning of the data set, based on a criterion for 

optimality. There are a few BS methods which have been addressed to spectral unmixing. These 
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methods set criteria to the spectral information derived by the whole set of wavelengths; a generalised 

approach which disregards the spectral characteristics of a particular material of interest, the image 

diversity and the endmember variability. BS approaches existing in the literature do not account for the 

aforementioned matters. In this thesis a new BS has been designed which is material-based. 

The third issue concerns the endmember extraction and the argument over the optimum way to be 

accomplished. Depending on the spatial resolution and the particular application, endmembers of the 

same scene may be spectra of pure materials or mixture of spectra at a more fundamental scale [1], [12]. 

Therefore, it should be wiser to consider the endmember as the dominant distinct spectrum which is 

constituent part of a spectral mixture. On this account, extracting endmembers from the image can be 

promising; image endmembers have the advantage of no calibration need, refraining from adding 

calibration errors in the mixture model, as well as they have the same scale of measurement as the data. 

Furthermore, according to author in [13], an optimal EEA must select all the endmembers at the same 

time rather than sequentially. Another concern related to endmember extraction is the tendency of the 

majority of the convex-geometrical based EEAs to select high contrast endmembers over less contrast 

endmembers. In this thesis, new simultaneous algorithms for the extraction of the optimum set of 

reliable endmembers are designed which could contribute to spectral unmixing optimization.  

Abundance estimation yields the last output of spectral unmixing which represents the proportion of 

each endmember in the pixel. Multiple endmember spectral mixture analysis (MESMA) [23] is an 

effective method which accounts for within class spectral variability, however, it needs to calculate all 

the potential endmember combinations of each pixel to find the best-fit one, demanding a time-

consuming unmixing technology. The growing demand of hyperspectral image processing on real-time 

applications sets the development of new spectral unmixing methods, comprising EEAs and abundance 

estimation techniques of low computational complexity, more urgent than ever. Hence, the new 

methods should be of low computational burden. 
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1.4 Main Contributions of the Thesis 
 
 
In wide sense, the particular thesis contribution lies on the optimization of the spectral unmixing 

process for the hyperspectral imagery. In more restricted sense, the main contributions include the 

exploitation of novel concepts and the development of five new methods dedicated to the signal 

subspace estimation, the dimensionality reduction, the endmember extraction and the abundance 

estimation. 

The first method is a new automatic non-parametric method for estimating the signal subspace 

dimension and, by extension, the number of the endmembers. Its novelty lies in the fact that it considers 

only the existence of noise and treats signals as outliers of noise. No estimation of statistical 

distributions is required.  The new method, called outlier detection method (ODM), explores the 

geometrical properties of the noise hypersphere. It searches for the signals whose radius is by far larger 

than that of the noise, introducing for the first time in virtual dimension theory a robust outlier detection 

method. Parts of the particular research have been published in [24], [25]. 

The second method is a new band selection (BS) approach for optimizing the performance of the 

endmember extraction and classification. BS methods often disregard the small differences in spectral 

signatures which may imply crucial information. In this thesis, it is given an attempt to address the 

detection of spectrally closed endmembers (SCEs) – a term introduced in the frame of this study- by 

exploiting the original bands. This approach has been explored before. In order to extract the SCEs, the 

concept of multiple convex hulls [26] is used for the first time in BS. Contrary to the existing BS 

methods, the proposed approach accounts for the different distribution of each material’s convex hull to 

the data cloud. For this reason, in terms of endmember extraction, the proposed BS approach allows the 

final number of endmembers assigned to a material class to vary, resulting in more physically 

meaningful spectra. In terms of classification, the proposed BS approach results in selected bands of 

much lower number than the number of the original channels yielding gains in the required training data 

set quantity.  Furthermore, the proposed BS accounts for image diversity and is tied to the available 
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information derived from the image’s spectral characteristics. Thus, different sets of bands are exploited 

for detecting different materials depicted in the same image scene. Being image-dependent compensates 

the endmember variability contrary to the existing approaches which use a priori information related to 

the absorption features at fixed wavelengths. Parts of the particular research have been published in 

[27],  [28]. 

Two new non sequential, i.e. simultaneous, simplex-based unsupervised endmember extraction 

methods, the simple endmember extraction (SEE) and the Enhanced-SEE (E-SEE) empirical method, 

respectively, have been also developed. The proposed methods have light computational burden 

compared to the-state-of-the-art EEAs and are characterised by their clear conceptual meaning. The 

novelty of the SEE method is that it searches for the extreme values that lie on the end points of the 

existing transformed axes without further projections that imply iterative procedures. The E-SEE 

empirical method compensates the tendency that the majority of the convex-geometrical based 

endmember extraction methods encounter to select high contrast endmembers over less contrast 

endmembers. Its novelty lies in the fact that it changes the distribution of the initial data sample 

increasing the distance between candidate endmembers and the data mean. Parts of the particular 

research have been published in [9], [29], [30], [31]. 

Last but not least, the fifth method is a new multiple endmember spectral mixture analysis (MESMA) 

[23], based on spectral angle distance, called MESMA-SAD, and it is used for the estimation of the 

fractional abundances for the endmembers in each pixel. The new method significantly minimizes the 

time-processing compared to the existing MESMA algorithms by combining the spectral angle distance 

(SAD) values and the mean absolute errors (MAE). The algorithm does not require any threshold. The 

new method attempts to exploit the advantage of SAD to be insensitive to differences in the albedo of 

the modeled spectrum. Parts of the particular research have been published in [32]. 

To conclude this section, simulated and real image-based experiments indicate the effectiveness of the 

proposed methods to improve the data exploitation, rendering their implementation very promising in 
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hyperspectral image processing. In addition to this, significant remarks derived from the long-standing 

study define new research paths to be explored. 

 

1.5 Thesis organisation 
 
 
This introductory chapter provided a basic background of hyperspectral remote sensing and it covered 

the main aspects which this thesis is focused on. The remainder of the thesis is organised as follows:  

In Chapter 2, the estimation of the signal subspace dimension is described. In particular, the relevant 

state-of-the-art methods are presented and reviewed. An elaborate description of the proposed method 

for signal subspace estimation, called outlier detection method (ODM) is given along with its evaluation 

using real and simulated data sets. Remarkable conclusions are presented at the end of the chapter. 

In Chapter 3, the dimensionality reduction of hyperspectral data is discussed. A thorough overview of 

the latest developments related to dimensionality reduction is provided. Then, the new proposed band 

selection method to optimize the extraction of spectrally close endmembers (SCEs) is described. Its 

effectiveness is shown in the experiments with real data sets and the results are discussed in the 

conclusions. In addition to this, the proposed BS method for optimizing classification procedure is 

precented in second part of this chapter. Results and conclusions of the method are finally given. 

In Chapter 4, focus is given on the endmember extraction and several relevant issues of great 

importance are addressed. A review of the state-of-the-art EEAs is given. Then, two new proposed 

methods for endmember extraction, called simple endmember extraction (SEE) and its empirical 

enhanced version (E-SEE) are described. Analysis is also provided concerning their computational 

complexity. For performance evaluation, extensive studies of simulated and real image-based 

experiments are included. Concluding remarks are discussed at the end of the chapter. 

In Chapter 5, abundance estimation is described. An overview of the latest relevant developments is 

provided. A new proposed method, called multiple endmember spectral mixture analysis based on 
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spectral angle distance (MESMA-SAD) is described. Evaluation is accomplished using real 

hyperspectral data sets and results are discussed on the conclusions. 

Finally, Chapter 6 draws the main conclusions and future research lines derived from the present study. 
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Chapter 2 

 

Estimation of the signal subspace 
dimension 

 
2.1 Introduction 
 
 
Estimation of the number of signals is a fundamental problem in signal processing. In the scientific field 

of hyperspectral imagery, signals are related to the unique constituent deterministic spectral signatures, 

called endmembers [6]. A predetermined number of endmembers is required by the majority of the 

existing endmember extraction methods in order to detect the optimal set of endmembers. Estimation of 

the correct number of endmembers has significant impact on the performance of the endmember 

extraction algorithms and consequently on the accuracy of the spectral unmixing process. According to 

authors in [33], the accuracy of spectral unmixing will be the highest when the exact number of 

endmembers that are required to account for the spectral variability is utilized in the model. Using fewer 

endmembers than the actual number would lead to the increase of the root mean square error between 

the original and the reconstructed image, whilst too many endmembers would make the model sensitive 

to instrumental noise, atmospheric influences and natural variability in spectra, resulting in abundance 

estimation error. Furthermore, the number of endmembers is associated with the intrinsic or in a more 
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wide sense with the virtual dimensionality of a hyperspectral dataset [34], [35], as it determines the 

optimal number of dimensions to be retained after dimensionality reduction in order to represent the 

dataset. Hence, an accurate determination of the number of the endmembers significantly contributes to 

the accuracy of the spectral unmixing processing and enables low-dimensional representation of 

spectral vectors, yielding gains in computational time and complexity, data storage and signal-to-noise 

ratio (SNR) [12].  

 

2.2 Review of methods for the estimation of the signal subspace dimension 
 
 
In recent years, many algorithms have been developed which contribute to the estimation of the number 

of endmembers. The available methods can be classified into separate categories (Fig.2.1). The first 

category comprises eigen-based energy methods [12], [36]. Typical examples of this category are the 

principal component analysis (PCA) and the maximum noise fraction (MNF). These methods involve a 

dimensionality reduction method and estimate the minimum number of the transformed components for 

which the total variance of the data is equal to a specified percentage of energy. However, the cut-off 

threshold should be manually chosen, which is very difficult to determine since the eigenvalues 

corresponding to signals and noise are sometimes very similar [37]. In the second category, information 

criteria based on likelihood functions [38], [39] are employed. Two well-known information criteria for 

model order selection are Akaike information criterion (AIC) [38] and minimum description length 

(MDL) [39]. Since the criteria require the prior knowledge of the mixture model or likelihood function, 

the estimation may suffer from model mismatch errors resulting from incorrect prior information. 

Moreover, it has been shown in [35] that the results of AIC and MDL when applied to hyperspectral 

data are seriously overestimated due to the invalid Gaussian distribution assumption made on the 

abundances [37]. The third category consists of eigenvalue-based methods [35], [37]. Harsanyi-Farrand-

Chang (HFC) and noise-whitened HFC (NWHFC) [35] methods estimate the virtual dimensionality 

(VD) based on the fact that the eigenvalues of the correlation matrix and of the covariance matrix 
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should be equal if noise exists. Thus, eigenvalues of both data correlation and covariance matrices are 

calculated and if their difference is positive - according to a determined probability false alarm 

parameter- then a signal source is present. VD methods might overestimate the number of the 

endmembers because they estimate the spectrally distinct signal sources which could comprise known 

and unknown image endmembers, background signatures, interferences and anomalies [35]. HFC and 

NWHFC methods impose limitations to automation since they result in different estimates for different 

false alarm parameters. Recently, a new empirical method for estimating the number of endmembers 

presented in [37] modifies the VD concept. The method is called eigenvalue likelihood maximization 

(ELM) and it is based on the fact that the eigenvalues of the covariance and the correlation matrices 

which correspond to the noise are identical, whilst eigenvalues of the correlation matrix corresponding 

to the signal are larger than the ones of the covariance matrix. The eigenvalue-based methods are based 

only on the eigenvectors of the observed data correlation or covariance matrix. Since signal subspace 

dimension is unknown in most real applications, it must be inferred from data leading to a model-order 

problem which may lead to poor results [40]. Authors in [40] presented hyperspectral signal subspace 

identification by minimum error (HySime) method which selects the subset of eigenvectors that best 

represents the signal subspace in the minimum mean square error sense.  

 

Figure 2.1: Categorization of  methods for estimating the  signal subspace dimension. 
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Among the methods for estimating the signal subspace dimension, HFC, NWHFC and HySime are in 

the front rank of high performance. Therefore, a more detailed description of these methods is given in 

the next subsections. 

 

Estimation of virtual dimensionality (HFC-NWHFC) 

The HFC method [35] uses the eigenvalues to measure signal energies in the detection model. More 

specifically, let { }Lλλλ ˆ...ˆˆ
21 ≥≥≥  the eigenvalues generated by the sample covariance matrix and 

{ }Lλλλ ≥≥≥ ...21  the eigenvalues generated by the sample correlation matrix, where L is the data 

dimensionality. Since the data dimensionality is equal to the total number of eigenvalues, each 

eigenvalue specifies a component dimension and provides an indication of the significance of that 

particular component in terms of energy or variance. Assuming white noise, if there is no signal source 

contained in a particular component, the corresponding correlation eigenvalue and covariance 

eigenvalue in this component should reflect only the noise energy and therefore, both eigenvalues 

should be equal, 

2ˆ
nlll σλλ ≥≥    for VDl ,...,1=  

       2ˆ
nlll σλλ ==    for LVDl ,...,1+=                                         (2.1) 

where 2
nlσ  is the noise variance in the lth spectral band and VD is the virtual dimensionality above 

which noise dominates. 

This fact provides us with a base from which we can formulate the difference between the correlation 

eigenvalue and its corresponding covariance eigenvalue as a binary composite hypothesis testing 

problem, 

                                               
0ˆ:

0ˆ:0

fllll

lll

zH

zH

λλ

λλ

−=

=−=
          for Ll ,...,2,1= .          (2.2) 
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The null hypothesis represents the case of the zero difference, while the alternative hypothesis indicates 

the case that the difference is greater than zero. A threshold is needed to be set in order to indicate if the 

difference between the eigenvalues should be considered important. Thus, the Neyman–Pearson test is 

applied to each pair of correlation eigenvalue and its corresponding covariance eigenvalue. The 

detection power DP  is maximized and the probability of the false alarm FP  is set equal to a constant 

value a . In mathematical terms we have 

( ) adzNP
l

lzF == ∫
∞

τ

σ 2,0  

( )dzNP
l

lzlD ∫
∞

=
τ

σµ 2,                                                          (2.3) 

where  lµ  is an unknown constant and 2
lzσ  is the variance of the difference between the eigenvalues 

ll λλ −ˆ and can be approximated as 
NN

ll
zl

22
2 2ˆ2 λλ

σ += [35]. The threshold lτ is determined by the fixed 

value a  and it is l-dependent. The number of times the test fails indicates how many signal sources are 

present in the image. In other words, a failure of the Neyman–Pearson test in a component indicates a 

truth of the alternative hypothesis, which implies that there is a signal source in this particular 

component. Using this approach, we can estimate the VD with the receiver operating characteristic 

(ROC) analysis for evaluating the effectiveness of the decision.  This method is sensitive to noise since 

it does not have a noise-whitening process that de-correlates noise with signal sources to enhance signal 

detection performance.  

An alternative approach includes a noise-whitening process in the HFC method to remove noise effects 

on eigenvalues [35]. The modified method is referred to as noise-whitened HFC (NWHFC) method. In 

this case, noise estimation is required for the NWHFC method. Since both the HFC and NWHFC 

methods model the correlation eigenvalue and the corresponding covariance eigenvalue as random 

parameters in [40], the sample size must be sufficiently large to ensure that the covariance between 

these two types of eigenvalues is asymptotically zero. 
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Hyperspectral signal subspace identification by minimum error (HySime) 

HySime [40] estimates the signal subspace dimensionality by searching the subset of eigenvectors of 

the signal correlation matrix that best represents the signal subspace in the sense of least squares error. 

Consider that if L is the total number of bands, each observed spectral vectory , Ly ℜ∈ , consists of a 

signal vector x , Lx ℜ∈  and an error term n , Ln ℜ∈ for additive noise which includes sensor noise, 

endmember variability, and other model inadequacies [6], [19], [37], [40]: 

 

.nxy +=                                                                    (2.4) 

Assuming that signal and noise matrices are uncorrelated, the correlation matrix of observed spectra y 

can be expressed by: 

nxy RRR +=                                                                (2.5) 

 The estimate nR̂  of the noise correlation matrix results via multiple regression [41], while the estimate 

xR̂  of the signal correlation matrix is given by the equation:  

nyx RRR ˆˆ −= .                                                              (2.6) 

Let { }Lλλλ ≥≥≥ ...21  the eigenvalues of signal correlation matrix xR̂  and ie  the corresponding 

eigenvector of iλ , for Li ≤≤1 . Assume that [ ]
piiip eeeE ,...,,

21
=  is the subspace inferred by p 

eigenvectors -not necessary the first p but any possible permutation of p eigenvectors- and the 

projection of the observed spectra y onto this subspace is expressed by: 

yUx pp ≡ˆ ,                                                                (2.7) 

where T
ppp EEU =  the projection matrix onto pE . 

The mean square error (MSE) between the signal x  from eq. (2.4), (where nyx −= ) and the estimated 

px̂  is computed by ( ) ( ) ( )[ ]xxxxxExpMSE p
T

p ˆˆ −−=  and ( ) ( )[ ]xpMSEEpMSE = , where ( )⋅E  

stands for expectation operator. Noting that pp UIU −=⊥ , the optimization problem is expressed as: 
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[ ] [ ]( ){ }npypLp RUtraceRUtracep ˆ2minargˆ 1 += ⊥
≤≤                               (2.8) 

  
and by further simplification of eq. (2.8) is rewritten: 
 

( )[ ]{ }∑ =≤≤ +−=
p

j jjLp vp
1

2
1 2minargˆ σ                                       (2.9) 

 

where jy
T
jj eRev = , jn

T
jj eRe ˆ2 =σ for Lj ≤≤1 , and { }Leee ,..., 21  are the eigenvectors of xR̂ . The first 

term, jv−  is related to the projection error and it is a decreasing function of p, while the second term, 

22 jσ  is related to the noise power and it is an increasing function of p. The minimization of eq. (2.9) is 

accomplished when negative values of the function to be minimized are encountered. The 

corresponding number of eigenvectors is the signal subspace dimension. 

  

2.3 Outlier detection method 
 
 
All the existing methods for estimation of the signal subspace dimension, arguably, consider the 

existence of two different distributions, the one related to noise and the other related to signal, or in 

geometrical approach they consider two different subspaces one of noise and one of signal. However, in 

hyperspectral space, signal vectors are very few in order to estimate their population distribution 

properly or to statistically analyze them.   

A new automatic non-parametric method for estimating the number of endmembers is introduced. Its 

novelty lies in the fact that it considers only the existence of noise and treats signals as outliers of noise. 

No estimation of statistical distributions is required.  The new method, called outlier detection method 

(ODM), explores the geometrical properties of the noise hypersphere. It searches for the signals whose 

radius is by far larger than that of the noise introducing for the first time in virtual dimension theory a 

robust outlier detection method. In particular, the ODM performs noise estimation and whitening 

process. Afterwards, observed data are transformed into a new principal component space, where noise 

is expected to lie in a hypersphere of constant radius. Estimation of the number of noise hypersphere 
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outliers using a robust inter quartile range based outlier detection method [42] results in the estimation 

of the number of endmembers. In [24] an empirical method for estimating the number of endmembers is 

presented which implies the approach adopted by ODM.  

 

2.3.1 Data model and problem formulation 
 

Recall the fact that each observed spectral vectory , Ly ℜ∈ , where L is the total number of bands, 

consists of a signal vector x , Lx ℜ∈  and an error term n , Ln ℜ∈ that models the additive noise which 

includes sensor noise, endmember variability, and other model inadequacies [6], [19], [37], [40], i.e., 

 

.nxy +=                                                                  (2.10) 

 

Furthermore, a signal vector lies in an unknown p-dimensional subspace ( >=< ],...,[ 1 pssS ) of the band 

space, where Lp <  and it is described by: 

.
1

αSsax
p

k
kk == ∑

=

                                                         (2.11) 

Under the subspace model scenario, the 1×L  signal vectors ks are linearly independent (or otherwise 

S is a full rank pL × matrix), serving as a basis for the spectral subspace [6] and α  is considered a 

1×p vector containing coefficientska . Under the linear spectral mixing concept (see section 1.2.1) [19], 

matrix ],...,[ 1 pssS = comprises the endmember spectra and ],...,[ 1 paa=α  their corresponding 

abundances. The latter should obey to the sum-to-one and the positivity constraints in order to be 

physically meaningful. In this work, the subspace model is being studied which specifies the linear 

vector subspace region of the spectral space in which spectral vectors are allowed to reside regardless 

the adopted spectral mixing model, linear or non-linear [6], [40].  
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According to [43], in the case of independent and identically distributed (i.i.d.) zero mean noise with 

variance Ι2
nσ , signal subspace can be estimated, even if signal vectors are unknown, by the orthogonal 

decomposition of the covariance matrix of the observed vectors y , yR . The estimate of the signal 

subspace is the span of the eigenvectors of yR , [ ]peeeM ,..,, 21=  whose respective eigenvalues 

pλλλ >>> ...21  are larger than 2
nσ of noise. Of course, in most real applications the dimensionp of the 

signal subspace is unknown and noise is not i.i.d.. Therefore, in many cases noise estimation is a 

prerequisite for the denoising or whitening process. A plethora of signal subspace estimation methods 

[35], [36], [37], [38], [39], [44] are based on the eigenvalues of the covariance or correlation matrix of 

the observed spectral vectorsy . The drawbacks of using only the eigenvalues are presented in [40]. In 

this work, the estimation of the signal subspace dimension is based on the transformation of the 

observed vectors y  using the eigenvectors of yR . The new transformed space is then statistically 

analysed based on information theory concepts which are presented in the following section.    

 

2.3.2 Definition of Noise Hypersphere 
 
Multivariate normal distribution 

Let T
LXXXX ],...,,[ 21= be a 1×L random vector. Its mean value is given by ( )Xm Ε= , ( )⋅E  stands for 

expectation operator, and its covariance matrix by ( )( )T
X mXmXR −−Ε= . Assuming that randomX is 

multivariate normal and XR  is a non-singular matrix, the following quadratic form  

( ) ( )mxRmxr X
T −−= −12                                                (2.12) 

is a weighted norm which is called the Mahalanobis distance from x  to m . The locus of points x  for 

which 2r is constant is also a locus of points for which the density )(xf is constant. Geometrically, this 

represents a hyper-ellipse. In case that the locus is a hypersphere, its radius is equal to r  [43]. 

Noise hypersphere 
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Based on information theory [45], [46] the zero mean white Gaussian noise vector n~ ),0( 2IN nσ  has 

constant noise spectral density 0N . It is spherically symmetric in all directions in the spectral space and 

lies on the surface of a hypersphere with radius equal to nσ . More specifically, in an L-dimensional 

hypersphere, the distance of point T
Lnnnn ],...,[ 21= from the origin (zero) point is according to eq. (2.12) 

L

L
n

nnn
r

σ

22
2

2
1 ...+++

= and the distance of the normalized noise vector is 
L

rn ,  which is the nσ . 

The advantages of considering the normalized version of noise vector as well as further details related 

to the above can be found in [45], [46], [47].  

Thereupon, nLnn σσσ === ...21  are the standard deviations of the normalized noise vector in each 

dimension of the hypersphere and are equal to its radius as it shown in Fig. 2.2. The signal vector x  has 

evidently nx σσ >  and since xσ varies in all directions, x  lies in a hyperellipsoid. In order to utilize the 

aforementioned properties of the noise hypersphere, it is requisite that the noise is zero mean i.i.d. or 

that noise is known and therefore it can be transformed to zero mean i.i.d.. Both requisites do not stand 

in real applications. However, many approaches have been developed for noise estimation. Two of them 

are presented in the following section. 

 

 

Figure 2.2: Illustration of noise hypersphere in three dimensions.  
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2.3.3 Noise Estimation 
 
Noise estimation is of great importance not only for hyperspectral imagery but generally for signal 

processing. In this section, nearest neighbor difference (NND) [48] and multiple regression theory [41] 

based methods are analyzed since these are widely used by signal subspace estimation algorithms [39], 

[40]. Both these noise estimation methods are evaluated using simulated data in section 2.4. 

 

Nearest neighbor difference 

The nearest neighbour difference (NND) method [48], also called shift difference method, is considered 

to be the easiest method for noise estimation. The procedure exploits the fact that signal exhibits strong 

spatial correlation among nearby pixels in an image, whilst the spatial correlation for noise is very 

weak. Therefore, it is assumed that noise samples are independent and have the same statistics [40]. The 

shift difference method should be applied on a homogeneous area. More precisely, it is performed on 

the data by differencing the two adjacent pixels to the right and above each pixel and averaging the two 

computed differences to obtain the noise value to assign to the pixel being processed. The idea can be 

illustrated using two adjacent observed vectors, y1 and y2, with essentially the same target. Subtracting 

them yields:   

 

21221121 )()( nnnxnxyy −≈+−+=−                                        (2.13)                             

 

where 21, xx  are the signal vectors and 21,nn are noise vectors. Depending on the image, the noise 

estimation may be performed in a homogeneous subset of pixels, assuming that noise is the same 

throughout the whole image. Therefore the covariance matrix of noise nR can be estimated, instead of 

noise value per observed spectral vector. The drawback of the NND method is that due to its 

assumption that adjacent pixels have the same signal information, the method is not proper for all the 
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datasets, because the amount of pixels belonging to homogeneous areas may not be adequate for an 

accurate calculation of noise statistics. 

 

Multiple regression theory based method 

The multiple regression theory based approach [40], [41] is amenable to hyperspectral data since it can 

accommodate many explanatory variables which may be correlated, such as data in adjacent spectral 

bands. In particular, let Y be a NL×  data matrix, where N  are the 1×L  observed spectral vectors, and 

L  the spectral bands. Defining TYZ = , a 1×N  vector ii Zz :,][= containing the ith band values of all the 

pixels and ],...,,,...,[ 111 Liii zzzzZ +−∂ =  is a )1( −× LN matrix containing the pixel values of all the bands 

except for band i. Assuming that vector iz can be expressed as a linear combination of the remaining 

data of  L-1 bands,  the following equation can be written: 

 

iiii nbZz += ∂                                                           (2.14) 

where iZ∂ is the )1( −× LN explanatory data matrix, ib is the 1)1( ×−L  regression vector and in is the 

residual error of size 1×N . The linear regression coefficients are determined by: 

 

.)(ˆ 1
i

T
ii

T
ii zZZZb ∂

−
∂∂=                                                    (2.15) 

 

Noise estimation of band i is accomplished by the following equation: 

 

.ˆˆ iiii bZzn ∂−=                                                        (2.16) 

2.3.4 Analysis of the proposed method 
 
In this section the proposed method for estimating the number of endmembers, called outlier detection 

method (ODM), is introduced and described analytically. The method is fully automatic and non-
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parametric. It comprises three steps: 1) noise estimation, 2) MNF transformation and 3) outlier 

detection. The main key points of the proposed method are summarised as follows: 

a) There is a big effort in hyperspectral community to define a threshold between signal and noise 

[37]. The ODM introduces a new concept which considers only the existence of noise and treats 

signal as outlier. Consequently, no threshold is needed. 

b) Contrary to the existing relevant algorithms which focus on signal subspace, the ODM exploits the 

properties of noise subspace. It relies on the mathematical description of the noise hypersphere radius 

which is given by information theory.  

c) A new modified version of MNF is introduced which initially performs multiple regression theory 

based method for noise estimation, instead of NND. Results showed that this modification improves 

the MNF method. 

d) For the first time in virtual dimensionality theory, a robust outlier detection method is used, called 

inter quartile range (IQR) based method. Its benefit lies in the fact that it can be used when data 

distribution is unknown and thus, no statistical parameter estimation is needed. The risk of estimating 

erroneously the signal distribution due to its small population is omitted. 

e) The proposed method exhibits high degree of simplicity.  

The first step of the proposed method is noise estimation. Experiments with simulated and real data 

(section 2.4) show that the performance of the proposed method is better when multiple regression 

based method is applied instead of the NND method.  

The second step includes noise whitening and transformation into a new principal component space. 

More analytically, the noise covariance matrixnR  is estimated. The orthogonal decomposition of nR  

results in the matrix ],...,,[ 21 nLnnn dddD = of size LL× which consists of noise eigenvectors nd , each 

one of size 1×L . Suppose that the observed NL×  data matrix Y , where N are the 1×L  observed 

spectral vectors and L the spectral bands, is transformed  using the noise eigenvectors. The transformed 

data F is given by 
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.YDF T
n=                                                           (2.17) 

The matrix F of size NL× consists ofN transformed spectral vectorsf of size 1×L . Defining TFW = , 

a 1×N  vector ii Ww :,][= contains the values of all the transformed pixels in band i . Dividing each data 

of band i  with the standard deviation of noise niσ̂ (symbol ^ stands for the estimated value) of the 

corresponding band i 

 

]
ˆ

,...,
ˆ

,
ˆ

[
2

2

1

1

nL

L

nn

www
W

σσσ
=′                                                  (2.18) 

results in the LN × matrix W′ which is the transformed data with equal noise variance 2ˆnσ  in each band, 

which means that noise is whitened in the transformed space.  

The next step is the orthogonal decomposition of the covariance matrix of TW′  which results in the 

LL×  matrix TW
D

′
containing the Tw

d
′

eigenvectors of size 1×L . The transformation of TW′  using the 

eigenvectors of TW
D

′
 

TT

W
WDY T ′=′

′
                                                    (2.19) 

 

defines a new principal component space in which transformed data of NL× matrix Y′ consist of 

uncorrelated noise which increases with the component rank. Thus, the well-known MNF [48] is 

modified by applying different noise estimation method.   

Assuming that noise is white, rotation of a signal structure, i.e. in eq. (2.19), does not change the noise 

distribution [47]. Consequently, noise remains spherically distributed about the mean value and lies in a 

hypersphere of radiusnσ̂ . It is reasonable that noise estimation comprises an error, which is justified in 

terms of fluctuations. Therefore, it cannot be expected that standard deviations of noise components are 

exactly equal to nσ  but it should be expected to be close to zero mean value as the minimum standard 

deviation of a component corresponds to the maximum noise fraction [48]. Conversely, standard 
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deviation xiσ̂ of signal ix , where pi ,...,1= , is larger than nσ̂ and decreases as component’s rank 

increases. Fig. 2.3 shows the histogram of the first three transformed components of a zero mean image 

with three endmembers and signal-to-noise ratio (SNR) 20:1. As it is observed, the first two 

transformed components present high variance, while the third transformed component has very low 

variance which is close to the mean value. 

 

 

Figure 2.3: Histogram of the three first transformed components of an image with three endmembers. 
 

The third step of ODM includes outlier detection using quartile range. Outlier detection is widely used 

to detect and/or remove anomalous observations from the data. It is a primary step in many data-mining 

applications [42]. There are many definitions given for outliers. The one that fits on the particular 

approach is given by Hawkins [49] who defines an outlier as an observation that deviates so much from 

other observations as to arouse suspicion that it was generated by a different mechanism. 

The sample mean and the sample variance give good estimation for data location and data shape, but 

they are affected by outliers. Inter quartile range (IQR) based method [42], [50] is one of the most 

common methods for outlier detection as IQR is a robust statistic compared to total range and standard 

deviation. The method can be used when data distribution is unknown. Assume that observed values are 
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placed in ascending order. The lower quartile Q1 is the observation at the 25th percentile, the second 

quartile Q2 is defined the observation at the 50th percentile and the third quartile Q3 is the observation at 

the 75th percentile. The quantity Q3-Q1 is called the inter quartile range (IQR) and it provides a means to 

indicate the boundary beyond which the data will be labelled as outliers. More precisely, if an 

observation is below Q1 – 1.5×IQR or above Q3 + 1.5×IQR, it is viewed as being too far from the 

central values to be reasonable.  

In most real applications signal subspace, and consequently signal vectors are unknown and even if they 

are known they are very few in order to be statistically analysed. Noise subspace consists always of 

some hundreds of components which are much more than the signal components in the transformed 

hyperspectral space. Assuming that standard deviations of all the principal components correspond to 

noise, it is expected that the whole data lie in a hypersphere of radiusnσ . Thus, signal components can 

be considered as outliers of noise hypersphere. 

As it is referred in previous section, the radius of noise hypersphere is much smaller than the radius of 

the signal hyperellipsoid and since search is focused on detecting noise hypersphere outliers, only the 

upper bound is of interest in this particular procedure. Let us assume that ]ˆ,...,ˆ,ˆ[ 21 Lσσσ=Σ is a 

1×L vector which consists of the standard deviations iσ̂ of each thi transformed component. The 

transformed components are ranked according to the SNR, which implies that iσ̂  are in descending 

order and thus, the first p  values of Σ correspond to signal vectors. Taking the ]ˆ,...,ˆ,ˆ[ 11 σσσ −=Σ LL
R as 

the 1×L vector which consists of the standard deviations iσ̂ in reverse order, meaning in ascending 

order, the first pL −  values of RΣ correspond to noise vectors. As p is unknown we suppose that all the 

values of RΣ correspond to noise. Euclidean distance (ED) of adjacent values of RΣ , 

)]ˆ,ˆ(),...,ˆ,ˆ(),ˆ,ˆ([ 12211 σσσσσσ EDEDEDED LLLL −−−=  reflects possible divergences which are considered 

reasonable when iσ̂ corresponds to noise, but outliers when iσ̂ corresponds to signal. 
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The pseudo-code for ODM is shown in Algorithm 2.1. 

Algorithm 2.1: ODM 

Data: The LxN matrix Y , where N are the 1×L  observed spectral vectors and L the spectral bands 
Result: Estimation of the number of endmembers p 
 
Step 1: Noise estimation 
 Z=YT 

 for i=1  to L, ii Zz :,][=   all the pixels of band i 

                          ],...,,,...,[ 111 Liii zzzzZ +−∂ =  the pixels of all the bands except i 

  i
T
ii

T
ii zZZZb ∂

−
∂∂= 1)(ˆ   calculation of coefficient b     

  iiii bZzn ˆˆ ∂−=     noise estimation for band i                                                             

end for 
OUTPUT n̂  
 
Step 2: White noise data transformation 

Estimation of the noise covariance matrixnR  

Computational of the matrix associated with the orthogonal decomposition of nR :   ],...,,[ 21 nLnnn dddD =   

          YDF T
n=                                                            

          TFW = ,   

          ii Ww :,][=  are the transformed pixels in band i 

for i=1  to L, estimation of                         niσ̂  (standard deviation of noise) 

                            
ni

i
i

w
w

σ̂
' =                                            

end for 

Estimation of the covariance matrix of      TW′  

Computational of the matrix associated with the orthogonal decomposition of TW′ :  TW
D

′
  

Transformation of whitened data               TT

W
WDY T ′=′

′
     

OUTPUT: Transformed whitened data Y’               
 

Step 3: Outlier detection 

Estimation of standard deviation of Y΄     ]ˆ,...,ˆ,ˆ[ 21 Lσσσ=Σ  

Normalization of Σ   

Sorting iσ̂ in descending order                         ]ˆ,...,ˆ,ˆ[ 11 σσσ −=Σ LL
R   

Calculation of Euclidean distance for iσ̂  of adjacent bands 

                   )]ˆ,ˆ(),...,ˆ,ˆ(),ˆ,ˆ([ 121,2212,111, σσσσσσ EDEDEDED LLLLLLLL −−−−−−=   

Retrieval of quartiles from EDs:     
for i = 1 to 4  
                                                                   k= i *(25%) * (L-1)  
                                                                   Qi   = ED k, k-1     
end for  
                                                                   IQR = Q3-Q1 
Definition of the number p of endmembers:    
                                                                    p=0 
for i = 2 to L                                                        
                                                                    if EDi,i-1 is greater than Q3+1.5*IQR then 
                                                                    increase p by 1 
end for 
OUTPUT: Number of endmembers p 
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Geometrical point of view: An example 

For illustration purposes, the following experiment on simulated hyperspectral data is implemented. The 

simulated data generated according to the linear mixing scattering mechanism using seven random 

spectral signatures from the U.S. Geological Survey (USGS) digital spectral library and consist of 104 

pixels and 423 spectral bands. The abundance fractions follow a Dirichlet distribution according to [40] 

enforcing positivity and full additivity constraints. Gaussian colored noise was added to the data 

resulting in a signal-to-noise ratio (SNR) of 20dB. The procedure described previously containing noise 

estimation using multiple regression theory, noise whitening and transformation into a new principal 

component space and outlier detection is implemented. 

Fig. 2.4 shows the distribution of the transformed data through overlapping scattergrams of pairs of 

adjacent components.  Only two axes are used (i, j). Each component is kept on the same axis for the 

two pairs in which is encountered. The extent of each scattergram in i and j directions implies the 

magnitude of the standard deviation of Ci and Cj  component, respectively. As it is observed, standard 

deviations of the first six principal components are relatively high and as band rank increases, standard 

deviations also increase. More precisely, suppose iσ̂ denotes the standard deviation of band i. As it is 

shown in the overlapping scattergram the following relation exists 

Lσσσσσσσ ˆˆ...ˆˆˆ...ˆˆ 40287621 ≈≈≈≈>>>>> . Furthermore, it is remarkable that noise circle (in this 

case it is not hypersphere since scattergrams are shown in two dimensions) can be detected from the C7-

C8 pair (orange circle) and after. This means that in the hyperspectral space, the radius of the noise 

hypersphere is associated to the standard deviation of the 7th component which is right after the 1−p  

component. It should be noted that since simulated data are generated according to a linear mixing 

model, the dimension of the signal subspace is .1−p The scattergram of the 401st and 402nd components 

was randomly selected to testify the equality of the noise standard deviationnσ in all the directions (Fig. 

2.4). The difference between the radius of the orange circle (Components 7-8) compared to the radius of 
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the yellow circle (Components 401-402) can be considered without loss of generality as a result of 

fluctuations. 

 

 

Figure 2.4: Overlapping scattergrams of pairs of adjacent principal components. Only two axes are used 
(i, j). Each component (B) is kept on the same axis for the pairs in which is encountered. 

 

Another approach for studying the standard deviations of the principal components is by plotting them 

on a diagram. Fig. 2.5 shows the standard deviations of each principal component resulted from the 

above experiment. By observing the diagram, it is easy to perceive that standard deviations of the noise 

(in black color) are almost similar while standard deviations of signal (in blue color) differ a lot from 

each other. The optimum threshold by which signals are discerned from noise is estimated by using the 

inter quartile range based method.  
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Figure 2.5: Diagram of the standard deviations of each principal component (p=7). A logarithmic scale 
is used on y-axis. 

 

A graphical display on which outliers can be indicated is a Box plot [42]. Figure 2.6 shows the Box plot 

created by using the EDs between the standard deviation values. The majority of the EDs are close to 

one and reside on the left side of the green line, which indicates the upper bound. Black points represent 

the outliers. As it is observed, the differences in EDs between the three quartiles are negligible 

compared to the values of the six outliers.  
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Figure 2.6: Box plot indicating the existence of outliers (on the right side of green line). A logarithmic 
scale is used on y-axis. 

 

2.4 Experiments  

Simulated data experiments 
 

The ODM algorithm was applied on simulated data and compared with the state-of-the-art signal 

subspace methods, the HySime method and the NWHFC eigen-based Neyman-Pearson detector. The 

simulated data were generated by a random set of fifteen spectral signatures with 423 spectral bands 

from the U.S. Geological Survey (USGS) digital spectral library. The abundance fractions follow a 

Dirichlet distribution according to [40] enforcing positivity and full additivity constraints. Experiments 

were conducted with respect to 1) the size of the imageN , 2) the number of endmembers p , 3) the 

SNR values, 4) the type of noise (white noise and Gaussian shaped noise)9 and 5) the existence of 

outliers. 

                                                 
9 The algorithm which was used for the generation of the simulated data is available at 
http://www.lx.it.pt/~bioucas/code.htm. 
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The reason that different image sizes are introduced is twofold. Firstly, due to sampling error, 

estimation of the noise covariance matrix nR  and estimation of standard deviation σ̂ are both affected 

by the sample size and they should be examined and evaluated using smaller image size, as well. 

Secondly, recent developed endmember extraction methods tend to integrate spatial information into the 

endmember extraction process [50]. Towards this direction, these methods search for local endmembers 

in subsets of image data. Therefore, effectiveness of ODM is examined for such a scenario. Thus, two 

sets of simulated hyperspectral images were created which differ in size, containing 2500 pixels and 104 

pixels respectively. Furthermore, evaluation of the proposed method regarding various numbers of 

endmembers should also be tested. According to [19], the number of endmembers that may be 

practically identified typically ranges from three to seven, depending on the number of bands and the 

spectral variability of the scene components. In case of high spectral resolution the hyperspectral 

datasets may comprise even more, i.e. AVIRIS Cuprite image consists of at least 18 distinct spectral 

signatures according to USGS. Therefore, the number of endmembers p was determined to be 3, 7, and 

15.  Two different types of noise were added in the simulated images; white noise and Gaussian shaped 

noise with variance 2
nσ  equal to 0.02, leading to SNR values of 50dB, 30 dB, 20 dB and 10 dB.  Noise 

estimation step is required in order to transform noise to zero mean i.i.d.. In the case of simulated 

images with white noise, the last is spherically symmetric in all directions and lies on the surface of a 

hypersphere with a constant radius Therefore, noise estimation can be omitted. 

Figures 2.7 and 2.8 show the standard deviation values for each transformed component of images with 

N=104, with p equal to 3, 7 and 15 and white and colored noise respectively. It is observed that standard 

deviation values minimize and stabilize when the number of the transformed components is equal to the 

number of the endmembers.  For clarity purposes, it was chosen to present a subset of the transformed 

components of all the simulated images in a stacked plot, and therefore the scale of the values in Figures 

2.7 and 2.8 has changed. Table 2.1 shows the results of the applied methods for images with white 

noise. As it is concluded from the results, regarding the images of 2500 pixels, the ODM yielded quite 
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satisfactory results outperforming the HySime and NWHFC algorithms when SNR values were very 

low (30dB-10dB). For the images of 104 pixels, all the applied methods yielded the same high 

performance for the images which contain 3 endmembers, regardless the amount of noise. When the 

space dimension increased to p=7, the proposed method outperformed the NWHFC method and it had 

the same high performance with HySime, except for the image with SNR of 10 dB for which the 

proposed method performed better. For the images with 15 endmembers, the proposed method yielded 

systematically better results than both HySime and NWHFC.  

 

 

Figure 2.7: Stacked plots of standard deviation values for each PC band for the images with N=104 and 
white noise. 

 

 

Figure 2.8: Stacked plots of standard deviation values for each PC band for the images with N=104 and 
Gaussian shaped noise. 
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Table 2.1: Estimated number of endmembers from image with white noise as function of SNR, p and N. 

 

 

 

 

Table 2.2 shows the results of the applied methods for images with Gaussian shaped noise. Two 

different methods for noise estimation were implemented. As it was expected, NND noise estimation 

led to the worst results. This is reasonable because NND needs to calculate the shift difference in 

homogeneous area while pixels in simulated data were created randomly without homogeneous areas.  

The most satisfactory results were given by ODM for both image sizes when multiple regression theory 

based method was used for noise estimation. Especially in case of low SNR, results are much more 

satisfactory compared to the results from HySime, while both methods provided similar results for high 

SNR. The NWHFC method10 gave the worst results.  

 

 

 

 

 

 

                                                 
10 Implemented using Open Source MATLAB Hyperspectral Toolbox. 2012. Version 0.06. 
http://matlabhyperspec.sourceforge.net/ 
Endmember Induction Algorithms (EIAs) toolbox. Grupo de Inteligencia Computacional,(UPV/EHU), Spain. 
http://www.ehu.es/computationalintelligence/index.php/Endmember_Induction_Algorithms 
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Table 2.2: Estimated number of endmembers from image with Gaussian shaped noise as function of 
SNR, p and N. [1] stands for multiple regression, [2] stands for NND. 
 

 

 

In order to test the method’s resistance to outliers in the image pixels, simulated images containing 7 

endmembers and Gaussian shaped noise with SNR values of 30dB and 50dB were used. Outliers were 

added to the images by randomly sampling three outlying points from a uniform distribution, according 

to [26]. Table 2.3 reports the results. Estimations of the proposed method are satisfactory and verify its 

resistance to outliers. 

 

 

Table 2.3: Estimated number of endmembers from image with three outliers. 
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Real data experiments 
 

The proposed algorithm was applied on two real hyperspectral remote sensing images in order to be 

evaluated in case of unequally distributed noise. The first image was acquired in June, 1992 by the 

Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor over an agricultural area of north-

western Indiana (Indian Pines) (Fig. 2.9). It consists of 145 x 145 pixels with 220 spectral bands 

covering a spectral range from 400 to 2500 nm. The number of bands was reduced to 186 after 

removing 34 bands due to water absorption and low SNR. According to the associate ground based 

observations11, 16 land cover classes exist in the image; alfalfa, corn-notill, corn-mintill, corn, grass-

pasture, grass-trees, grass-pasture-mowed, hay-windrowed, oats, soybean-notill, soybean-mintill, 

soybean-clean, wheat, woods, buildings-grass-trees-drives and stone-steel-towers. It should be noted 

that the aforementioned classes do not represent the entire scene and some of them are not associated 

with pure materials. Consequently, the number of the endmembers is expected to be higher than 16. Fig. 

2.10 shows the standard deviation values for each transformed component of the AVIRIS image and 

Table 2.4 shows the estimated number of endmembers from the applied methods. 

As it is listed in Table 2.4, the ODM using NDD and multiple regression theory based method for noise 

estimation and the NWHFC resulted in a reasonable number of the distinct classes while the HySime 

underestimated it. The fact that NWHFC estimates were much higher than its competitors is reasonable 

since the method searches for signal sources which may include not only endmembers but also 

unknown interferences, such as clutters, background signatures and anomalies [12]. 

 

                                                 
11 https://engineering.purdue.edu/~biehl/MultiSpec/hyperspectral.html 
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Figure 2.9: AVIRIS Indian pines hyperspectral dataset. 
 
 

 

 

Figure 2.10: Standard deviation values of the transformed bands for AVIRIS Indian pine image. 
 

 

 

 

Table 2.4: Estimated number of endmembers for the AVIRIS Indian Pines image 
[1] stands for multiple regression, [2] stands for NND. 

 

 

.  

 

The second real hyperspectral dataset which has been used for evaluation was collected in 1997 by the 

AVIRIS sensor over a well-known mining region of Cuprite in Nevada. The image scene is well 
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understood mineralogically and the ground truth spectral signatures are available in the USGS digital 

library. According to the associated ground based observations and the mineral map produced in 1995 

by USGS12, 18 minerals can be identified in the image. Besides minerals, there should be other distinct 

classes depicted in the image, whose amount is unknown. Thus, the number of the endmembers is 

expected to be higher than 18. The original image has 220 spectral bands covering a spectral range from 

0.4 to 2.5 µm. The number of bands was reduced to 188 after removing bad bands due to water 

absorption and low SNR. Fig. 2.11 shows the subimage scene of 351 x 350 pixels with reflectance 

values which was selected for the experiments. Fig. 2.12 shows the standard deviation values for each 

transformed component of the AVIRIS image. Table 2.5 shows the estimated number of endmembers 

from the applied methods. 

As it is shown in Table 2.5, the ODM using NDD and multiple regression theory based method for 

noise estimation and the NWHFC resulted in number of the distinct classes higher than 18 while the 

HySime underestimated it. Particularly, ODM using NDD significantly overestimates the number of 

endmembers since the Cuprite image does not include adequate number of pixels belonging to 

homogeneous areas.  

      

 

Figure 2.11:   AVIRIS Cuprite hyperspectral data. 
 
 
 
 
 
 
 

                                                 
12 http://speclab.cr.usgs.gov/cuprite95.tgif.2.2um_map.gif 



 
 

 
 

 45 

 

 

Figure 2.12: Standard deviation values of the transformed bands for AVIRIS Cuprite image. 
 

 

Table 2.5: Estimated Number of Endmembers for The AVIRIS Cuprite Image 
[1] stands for multiple regression, [2] stands for NND. 

 

 

2.5 Conclusions 
 
 
In this work, a new automatic and non-parametric method for the estimation of the number of the 

endmembers in hyperspectral imagery was introduced. The proposed method, called outlier detection 

method (ODM) develops a novel approach considering signal as outlier of the noise hypersphere. In 

particular, after noise estimation and whitening process, the transformed data reside in a principal 

component space where noise presents spherically symmetry towards all the directions, having a 

constant radius. Conversely, signal radius varies in all the directions and it is much larger than the noise 

radius in the components which include it. Estimation of the number of noise hypersphere outliers using 

a robust inter quartile range based outlier detection method results in the estimation of the number of 
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endmembers. The proposed method is characterized by its simplicity and its significant benefit to 

refrain from estimation of statistical distributions. 

Experiments using simulated data proved the efficiency of the ODM which outperformed compared to 

its competitors. The performance of the proposed method is quite satisfactory in real data, as well. 

Through this particular work it is concluded that a successful estimation of the number of endmembers 

strongly depends on how well signal and noise are discerned. Outlier detection theory could be 

efficiently used for this goal. Future research should also focus on combining the proposed method with 

endmember extraction methods which integrate spatial information, taking advantage of its successful 

estimation of the number of endmembers in small sized images. 
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Chapter 3 

 

Dimensionality reduction 
 
 

3.1 Introduction 

High dimensionality is inherent to hyperspectral data. Hyperspectral sensors record over hundreds of 

narrow contiguous spectral bands. The trade-off of high spectral resolution is the huge volume of data 

which poses many challenging problems in terms of data storage, computational efficiency and 

algorithms performance [12]. In addition to these issues, high dimensionality arises the curse of 

dimensionality [51]. According to this, the sparsity increases exponentially with the dimensionality 

given a fixed amount of data sample and in order to achieve the same accuracy of regression, 

classification etc. in a higher dimensional space, the data sample needs also to increase which is very 

difficult, if not impossible, in practice. Dimensionality reduction (DR) aims at mitigating the 

aforementioned issues. It has been widely used as a preprocessing technique to define the data into a 

lower dimension in order to be analyzed more effectively. Thus, DR affects directly the performance of 

the following processing tasks. In this study, focus is given to DR in terms of spectral unmixing and 

classification purposes. 
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3.2 Review of the relevant literature 

A significantly large proportion of the relevant research is devoted to the development of new 

approaches of DR since the traditional ones designed for multispectral data are not applicable with high 

success on hyperspectral data. The large amount of DR methods renders impossible their inclusion in 

this section, which is also out of the intention of this work. The particular review includes the main and 

most commonly used approaches for DR of hyperspectral data sets. These DR approaches can be 

classified into two main groups (Fig. 3.1). The first one includes feature extraction (FE) methods and 

the second one includes band selection (BS) methods. An FE method uses transformations to represent 

the data sample in a lower dimensional space exploiting the information given from the entire data set. 

On the other hand, BS methods search for a subset of the original spectral channels, which comprises 

the most distinctive and informative ones, based on certain criteria.  

Depending on whether there is information in advance related to the materials existing in the scene or 

not, the FE methods can be further categorised into statistic-based methods and feature-based methods. 

The former use statistics to de-correlate the data sample and it is an unsupervised approach which 

requires no a priori knowledge. Such statistic-based FE methods are the second-order statistics 

transforms, principal component analysis (PCA) which uses the variance [52], maximum noise fraction 

(MNF) or noise-adjusted principal component (NAPC) transform which use the signal-to-noise ratio 

(SNR), and the singular value decomposition (SVD) transform [53]. According to [54], [55], second-

order statistics transforms cannot retain information related to subtle materials whose proportion 

compared to the entire data sample is relatively small and thus, their contribution to second-order 

statistics is very little. To overcome this issue, higher-order statistic-based methods have been 

developed; third-order and fourth-order statistic-based transforms which use skewness and kurtosis, 

respectively [13]; and infinite-order statistic-based independent component analysis (ICA) method [56], 

[55] which is an unsupervised source separation process assuming that sample vectors are linearly 

mixed by a set of separate independent signal sources and can be used to unmix these signal sources 
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according to their statistical independency measured by mutual information [57]. The aforementioned 

high-order statistic-based methods are special cases of projection pursuit (PP) [54], [58], [59], [60]. PP 

uses a projection index (PI) as a criterion to find directions of interestingness of data to be processed 

and then represents the data in the data space specified by these new interesting directions [13]. 

Variance, mutual information, skewness etc. can be considered as PIs.  

The feature-based FE methods produce a set of feature vectors by which data sample can be 

represented. These methods exploit associated a priori information of the data set such as the spectra of 

the classes or of the endmembers included in the scene and therefore, they are used for representation 

tasks or classification purposes rather than as preprocessing step for endmember extraction. Α 

representative feature-based FE approach is the spectral mixture analysis (SMA) which besides a 

technique for applying physical-based model to the observed spectral vectors in order to analyse them, 

it can also be viewed as DR technique [1]. The SMA results in a reduction in the dimensionality of the 

data from the initial spectral bands to a few, newly defined axes in the data space. These axes, also 

called feature vectors, correspond to the p or p-1 endmembers which are quite fewer than the initial L 

spectral bands and the entire data can then be represented by the p-dimensional endmember space. In 

section 4.2, there is a description of several developed methods based on SMA. Another well known 

feature-based FE method is the Fisher’s ratio-based linear discriminant analysis (FLDA) [61] which is 

implemented for supervised classification. The FLDA uses the ratio of among-class variances to within-

class variances so as to achieve the best possible class separability. The derived feature vectors define 

the decision boundaries among the p classes and the data can be represented by them. 

Contrary to FE, band selection (BS) is a DR approach which retains the physical meaning of the data set 

[62]. Based on this approach, a set of spectral channels from the original hyperspectral data set is 

selected comprising the information needed for subsequent hyperspectral image spectroscopy. 

Moreover, band selection results in a more general approach than FE as the used features are associated 

with the original spectral channels of the hyperspectral image and/or with measures that extract 

information from the original channels and from the spatial context of each single pixel [63]. The 
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majority of the BS techniques have been developed for the optimization of classification tasks. 

Assuming that there is information related to the classes of interest, BS methods comprise a search 

algorithm and a criterion function. The search algorithm generates and compares the solutions resulted 

from different subsets of bands by applying the criterion function as a measure of the effectiveness of 

each considered band subset. The criterion functions include class separability based criteria such as 

Bhatacharyya, Jeffries-Matusita and Mahalanobis distances [64], [65], [66] which according to [67] 

require enough class samples to examine class statistics; and similarity based criteria such as spectral 

angle mapper (SAM) [68], euclidean minimum distance (EMD) measures and orthogonal projection 

divergence (OPD)  [11], [69]. The aforementioned criteria measure all the possible pair-wise class 

distances which has a heavy computational cost. To avoid testing all the possible combinations, subset 

searching strategies, e.g., sequential forward selection (SFS) and sequential forward floating selection 

(SFFS), can be used [70]. The minimum estimated abundance covariance (MEAC) method, is a 

supervised BS method proposed in [67], which selects bands based on class spectral signatures only. BS 

methods used for classification may also perform genetic algorithm and particle swarm optimization 

[71], [72] which do not require class knowledge in advance.  

A relatively small proportion of the existing band selection DR methods can also be applied for 

optimizing the spectral unmixing process. Among the state-of-the-art techniques, some may include 

band ranking using criteria such as correlation [73] and/or information entropy and mutual information 

[62], [74]. The band selecting sparsity promoting iterated constrained endmember (B-SPICE) algorithm 

[75] has been developed for simultaneous BS and endmember extraction using the band weighting 

proposed in [72] and sparsity promoting priors applied to band weights.  
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Figure 3.1: Categorization of dimensionality reduction methods. 

 

3.3 Study of new band selection approach  

The high spectral resolution of the hyperspectral data offers an invaluable diversity of information, 

enabling the accurate physical description and discrimination of the sensed materials. Specific spectral 

characteristics between similar materials are present at certain wavelengths and this crucial and critical 

information may be compromised and distorted if no original data are used. BS preserves the original 

data information by selecting a subset of spectral bands based on a criterion for optimality. The majority 

of the existing BS methods set the fixed criteria to the spectral information on the whole set of 

wavelengths in order to define the optimum spectral subspace. As a result, the redundant or overlapped 

data information of adjacent bands is removed. Although, this is an effective way to reduce the vast 

amount of data information, it is a generalised approach which disregards the spectral characteristics of 

the particular materials of interest. For instance, in case of an image which depicts water and various 

types of vegetation, the existing BS techniques would retain the same set of bands whether it is needed 
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to extract a representative spectrum of water and vegetation or it is needed to extract the different types 

of vegetation. In the latter case, the different types of vegetation present their biophysical variations at 

specific sequential wavelengths.  For instance, vegetation stress can be detected using red edge shift at 

wavelengths ranging from 650 to 700nm [76]. In such scenario, BS methods would select uncorrelated 

bands from different wavelengths jeopardizing the loss of important but subtle absorption features 

which imply such significant biophysical variations.  

In this work, a new band selection approach is explored which defines the optimum spectral subspace 

associated with a specific material. More precisely, each spectral signature of a pure material has 

spectral characteristics which contribute to distinguish it from other spectral signatures at specific 

consecutive wavelengths. Band selection should be tied to the desired analysis task and therefore, 

different sets of bands should be selected for detecting different materials depicted in the same scene, 

i.e. lentil plants from tare (vicia hirsula), or materials under various biophysical status, i.e. healthy olive 

trees from those affected by disease. Instead of merging bands or transforming the data, the new 

approach maintains only those sequential bands that are useful for a specific hyperspectral application. 

The advantage of maintaining physically meaningful bands has great impact both on the endmember 

extraction and classification of hyperspectral sensed data. Hence, a new BS method is proposed which 

can be adopted by the endmember extraction and classification techniques. More precisely, the 

proposed method enables endmember extraction and classification algorithms to act locally in the 

hyperspectral space, and instead of a list of selected bands, the outcome results in optimized 

performance of the endmember extraction and of the classification algorithms.  
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3.3.1 Exploration of the new band selection method for optimizing spectrally close 
endmember extraction 

 
Although the majority of the endmember extraction algorithms (EEAs) are preceded by a DR method, 

as it is concluded from section 3.2., most of the BS methods have been developed for classification 

purposes and require labeled training data in order to determine the optimum set of bands for 

discriminating the desired classes. Based on the linear spectral mixture analysis, DR is associated to the 

number of the endmembers existing in the scene since the dimension of the signal subspace is one less 

than the number of the endmembers. This is of crucial importance for the implementation of convex-

geometry based EEAs (see section 4.3.1). The existing convex-geometry based EEAs usually find the 

most prevalent endmembers on the scene whilst they fail to extract less ubiquitous materials [77]. 

Therefore, they implicitly assume that the prevalent endmembers could provide global characterization 

of the image. Furthermore, by searching for endmembers at the vertices of the simplex, elementary 

material signatures are imposed to be far from each other. Nevertheless, each elementary material due to 

biophysical/chemical/environmental factors may present spectral signatures with absorption features 

that differ at a few wavelengths only. In order to prevent confusion with the prevalent endmembers, the 

latter are termed in the frame of this work as spectrally close endmembers (SCEs). The SCEs 

correspond to spectral signatures of a specific material class under different physical and/or chemical 

status bearing significant detailed information about it.  

 Fig. 3.2 presents such scenario using a CASI image collected over a littoral Greek region. Fig.3.2(b) 

shows the clustering using the prevalent endmembers, i.e. seawater, vegetation, soil, sand, roads and 

buildings whose corresponding spectral classes are plotted in Fig. 3.2(c) using two bands. Each spectral 

class bears its own participation into the data cloud, defining a particular region. Inside this region, there 

are spectra which correspond to the same material but with subtle differences due to a) signature 

variability [78], and b) SCEs whose spectral differences imply different biophysical or chemical 

properties. The latter are of great importance and two examples of those are shown in Fig. 3.2(c); two 

correspond to vegetation (grass, tree) and one to seawater (seawater with algae).  



 
 

 
 

 54 

Due to inter-band correlation of adjacent bands, the BS methods lack to retain the certain range of 

wavelengths where these spectral differences exist. As a result, EEAs fail to extract the aforementioned 

SCEs which present strong spectral similarities along the whole spectrum. Moreover, due to the spectral 

signature variability [78] and the image diversity, new BS approaches should be devised which will be 

tied to the spectral characteristics of the materials comprised in the scene. The proposed BS approach 

aims at overcoming the shortcomings of the existing BS methods by considering the existence of 

multiple convex hulls [79]. 
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            (a)                         (b)                                                       (c)  
 
Figure 3.2: (a) CASI RGB (640,8nm, 550,6nm, 461,1nm) image, (b) spectral classes obtained by 
clustering based on prevalent endmembers, (c) spectral classes illustrated in the scatter plot with two 
spectral bands. Symbols x and o represent the spectrally close endmembers (SCE). 
 

 

Analysis of the proposed method 

The new band selection approach is based on the theory of convex sets. According to it, all the observed 

spectral vectors lie in the convex hull defined by the endmember signatures [22], [57], [80]. The new 

approach considers the existence of more than one convex hulls, each of them defined by the spectral 



 
 

 
 

 55 

vectors of a particular material class presented in the scene. Thus, the SCEs are expected to lie at the 

vertices of the convex hulls which are spanned by spectral vectors of the same material. The concept of 

considering multiple convex hulls, which may be overlapped, has been introduced recently in [79] for 

the endmember extraction. The necessity of developing new methods for identifying multiple simplex 

regions was also pointed out in [12]. In this work, the multiple convex sets are expanded to BS 

purposes.  

More precisely, the new approach explores the information given from the entire range of wavelengths 

by dividing it into smaller subsets. By this division, it is assured that bands which present the subtle 

spectral characteristics implying different biophysical or chemical properties of the same material will 

be retained. For each subset of bands, p candidate SCEs are extracted based on a convex-geometrical 

based EEA. In particular, the N-FINDR [81] algorithm is employed but instead of using the MNF 

bands, subsets of original bands are used. N-FINDR is considered one of the state-of-the-art EEAs, 

characterized by its coherent concept of volume maximization [13]. Then, candidate SCEs are spectrally 

compared to the material of interest contained in the prevalent endmembers (PE). The PEs can be 

selected manually from the image or by using an EEA. In our case, the PEs are extracted by the N-

FINDR algorithm. Matching between the candidate SCEs and the material of interest is accomplished 

by using the spectral angle distance (SAD) measure13. Based on this measure, the final set of n 

candidate endmembers related to the material of interest is defined, where pn ≤≤0 . The procedure is 

repeated until all subsets of bands are selected and consequently until all the sets of candidates 

endmembers from each subset of bands are defined. The optimum set of endmembers related to the 

material of interest is user defined. In case there is no matching, SCEs are considered as new materials 

and they can be labeled by the user or by using a spectral library. Fig.3.3 presents the flowchart of the 

proposed method. 
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For each subset, the number of bands is set equal to the signal subspace dimension p-1 , where p is 

estimated by the ODM [25] because p-1 is much smaller than the initial number of bands which 

contributes to a desirable division scale of the hyperspectral space, whilst at the same time it is not too 

small to produce overlapping results. It should be noted that this number serves as an indicator for the 

maximum possible number of SCEs assigned to each material in one iteration, and it may vary for each 

material depending on the SAD values. This is of crucial importance as for the first time in BS, multiple 

convex hulls with various shapes assigned to each material are introduced.  Convex hulls of spectrally 

similar materials may be overlapped and often are not detected. Detecting SCEs compensates this 

shortcoming and may detect materials which are not extracted by conventional methods. Furthermore, 

because there is spectral variability among different data sets, detected SCEs are image-based. For these 

reasons, the proposed BS approach is tied to the available data and the material of interest, and different 

sets of bands are selected for different images.  
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Figure 3.3: Flowchart of the new BS method for endmember extraction. 
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3.3.1.1 Experiments 
 
A real hyperspectral image collected by CASI-550 over a Greek littoral region in 2007 was used for the 

experiments (Fig.3.2(a)). It consists of 100 x 300 pixels with 97 spectral bands covering a spectral range 

from 421nm to 963nm. After bad band removal (1, 61, 95-97) due to low SNR values, 92 spectral bands 

were retained. The spatial resolution of the image is 4m. The radiance values were converted to top-of-

atmosphere reflectance. 

In this experiment, the results of the proposed algorithm have been visually interpreted by the user 

based on the spectral signatures and their location in the area of interest. Extensive reference data 

certainly could complete the evaluation process but in such case specific laboratory analysis by other 

scientific groups would be required, which has not been foreseen in the framework of this study. 

At first, the conventional N-FINDR was applied for the extraction of the prevalent endmembers. The 

number of endmembers to be extracted was resulted in 14 using the ODM [25], (see section 2), for the 

estimation of the signal subspace dimension. Fig. 3.4 contains the spectral signatures of the extracted 

prevalent endmembers. The majority of the extracted endmembers correspond to roof materials (RM) 

which can be explained by the fact that N-FINDR implements DR using FE method which has the 

tendency to select high contrast signals (i.e. urban materials) over low contrast signals [54], [55].  Since 

urban materials, i.e. tiles, concrete, marbles, metallic roofs etc., are satisfactorily detected and they 

correspond to different elementary substances, there is no point in searching for SCEs of each RM class. 

Among the extracted prevalent endmembers, three correspond to vegetation and one to seawater. 
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Figure 3.4: Prevalent endmembers extracted by N-FINDR. RM stands for roof materials. 
 
 
Following the methodology described in Fig. 3.3, several SCEs were extracted. In particular, six SCEs 

were assigned to vegetation class among which three (endmember#1/#2/#6) belong to the prevalent 

endmembers, and their spectral signatures are plotted in Fig. 3.5. The spectral signatures present 

differences regarding the chlorophyll absorption of leaf pigments which is implied by the peak shown at 

550nm. Moreover, based on the location of the extracted SCEs in the image and after visual 

interpretation of the scene, various types of vegetation have been detected, such as grass, trees, and 

bushes. Parts of the classified images are presented in Fig. 3.5(c) and (d). In Fig.3.5(c), classification 

uses the prevalent endmembers, while in Fig.3.5(d), classification uses the final set of endmembers 

related to vegetation. It is worth to mention that the reason for including classification results is only for 

facilitating the visual interpretation of the SCEs. It is not intended to evaluate the proposed method via 

the classified images since the extracted endmembers may be present only in few pixels and 

classification errors may be embedded in the results.  
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                                (b)            
                                                                                

    

                                     (a)                                                                   (c)                                    (d)                   

Figure 3.5: (a) Extracted SCEs assigned to vegetation, (b) a part of the original data set, (c) classified 
image using the prevalent vegetation endmembers, (d) classified image using the final set of 
endmembers. 
 

A set of seven SCEs were also extracted which correspond to seawater class among which one 

(seawater#1) belongs to the prevalent endmembers. The effectiveness of using the proposed approach 

over a conventional EEA is evident in Fig. 3.6.(c) and (d) where in the latter the observed vectors are 

classified into categories which could be labeled in case that extended reference data were available 

regarding the  bottom depth and cover (algae, sand, etc), as well as the suspended materials. 
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                                 (b)                                                      

   

                                        (a)                                                            (c)                               (d)  

Figure 3.6: (a) Extracted SCEs assigned to seawater, (b) a part of the original data set, (c) classified 
image using the prevalent seawater endmember, (d) classified image using the final set of endmembers. 
 

Besides the SCEs which match to a class defined from the prevalent endmembers, there are also sets of 

SCEs which correspond to newly defined classes. More precisely, in our case, extracted SCEs indicate 

reasonably the existence of three new classes: roads, sand, and shadow.  

The SCEs of roads are shown in Fig. 3.7. Based on the location of the extracted SCEs in the image, 

asphalt road#1 corresponds to the main road network with asphalt, while asphalt road#2 to open-air 

parking places. Fig. 3.8 shows the SCEs of sand, which mainly differ regarding their concentration in 

water. Finally, in Fig. 3.9, the two last SCEs that correspond to shadow are shown.  
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                              (a)                                                                         (b)                               (c) 

Figure 3.7: (a) Extracted SCEs assigned to roads, (b) a part of the original data set, (c) classified image 
using the SCEs of roads. 
  

 

 

 

                                                                            

                          

                                (a)                                                                       (b)                                 (c) 

Figure 3.8: (a) Extracted SCEs assigned to sand, (b) a part of the original data set, (c) classified image 
using the SCEs of sand. 
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                                (a)                                                                       (b)                                 (c) 

Figure 3.9: (a) Extracted SCEs assigned to shadows, (b) a part of the original data set, (c) a subset of the 
original data set overlaid with the classified image using the SCEs of shadows. 
                                                                          

 

3.3.1.2 Conclusions 
 
In this work, a new band selection approach has been introduced for optimizing the performance of the 

endmember extraction. The proposed method accounts for the existence of elementary material which 

due to biophysical/chemical/environmental factors may present spectral signatures with absorption 

features that differ at a few wavelengths only. These spectra are termed in the frame of this work as 

spectrally close endmembers (SCEs). The SCEs correspond to spectra of the same material class which 

present subtle spectral differences, crucial for their distinction. In order to extract the SCEs, the concept 

of multiple convex hulls [79] is exploited for the first time in BS. Each convex hull is defined by the 

spectral vectors of a particular material class presented in the scene and the SCEs which lie at its 

vertices. Contrary to the existing BS methods, the proposed approach accounts for the different 

distribution of each material’s convex hull to the data cloud. For this reason, the proposed BS approach 

allows the number of SCEs for each material class to vary resulting in more physically meaningful 

spectra. Furthermore, the proposed BS accounts for image diversity and is tied to the available 

information derived from the image’s spectral characteristics. Thus, different sets of bands are exploited 

for detecting different materials depicted in the same image. Being the method image-dependent 
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compensates the endmember variability, contrary to the existing approaches which use a priori 

information related to the absorption features at fixed wavelengths.  

Experiments were implemented using a CASI real hyperspectral image leading to the following 

concluding remarks. Firstly, the proposed approach contributed to the detection of low contrast 

materials, disregarded by the N-FINDR algorithm which –as the majority of the convex-based EEAs- 

has the tendency to detect the prevalent endmembers (i.e. urban materials) over less ubiquitous 

endmembers. Secondly, the extracted SCEs provided wealth and elaborate information for material 

classes defined by the prevalent endmembers. In addition, the effectiveness of the proposed approach is 

also shown on classification results. The inclusion of the optimum set of spectral signatures, which 

represent a certain material class in the classification process, enables studying it without need of 

masking the background. Last but not least, it should be noted that the aim of the proposed approach is 

to develop a BS method able to extract spectral signatures of SCEs which contain subtle information for 

a material.  

 
 

3.3.2 Exploration of the new band selection method for optimizing classification 
 
High dimensionality demands special attention in the classification process. The main problem caused 

by the increased dimensionality is the reduction on the efficiency of the classifiers. This problem is 

known as the Hughes phenomenon. According to this, as the dimensionality increases and the number 

of the available training samples is kept fixed, the predictive power of the classification methods 

reduces. The number of pixels included in training samples is affected by the number of bands [82]. In 

case of hyperspectral imagery, training data sets are never enough to achieve classification 

requirements. Thus, dimensionality reduction besides yielding gains in computational time and 

complexity, and data storage, it also contributes to optimizing the classification performance when the 

available training data sets are limited.  
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The advantage of maintaining physically meaningful bands is associated to the identification of the 

useful wavelengths for a particular classification task [27]. Furthermore, it is critical to find useful and 

effective features associated to the defined classes of interest for image classification tasks of 

hyperspectral sensed data. The spectrum of each class of interest has unique spectral characteristics in a 

narrow region of the spectrum, which contribute to distinguish it from other classes at specific 

sequential wavelengths. Thus, investigation on the band selection technique can be performed using the 

original data, instead of merging bands or transforming the data. The main goals of the present study 

are: 

1) to examine how robust are the classification results when different bands are selected to be used,  

2) to explore whether there is an optimum set of sequential bands which contribute more for a specific 

hyperspectral application compared to other sets of bands, and 

3) to explore whether the classification of different classes can be improved by using different set of 

bands for each class.  

In order to accomplish this, the spectral space is divided into subsets of equal number of sequential 

bands. Each subset is used as input to a classification algorithm and results are examined separately. 

The dimension of the band subsets is equal to p-1, where p is the number of signals. The outlier 

detection method (ODM) [24], [25] is implemented for the estimation of the number of signals. SVM is 

implemented for all the possible subsets of p-1 sequential bands and classification accuracy is examined 

per class. SVM has been chosen to be implemented as it has proven to be much more effective than 

other parametric classifiers in terms of classification accuracies, computational complexity and 

robustness to parameter setting [83]. Those subsets of bands which contribute to the highest 

classification accuracy of each class are kept as the optima. Fig.3.10 shows the flowchart of the 

proposed method. 

For evaluation purposes, two well-known unsupervised band selection methods based on information 

entropy and correlation were also applied prior to classification. Evaluation of the classification 

accuracy leads to remarkable conclusions. 
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Figure 3.10: Flowchart of the new BS method for classification. 
 
Support vector machine 
  
Support vector machines (SVM) are widely known classifiers based on statistical learning theory. The 

use of kernels leads to data transformation into a new feature space where the data is hoped to be nearly 

linearly separable [84]. The SVM method attempts to separate training samples belonging to different 

classes by tracing maximum margin hyperplanes in the space where the samples are mapped.   

Assume a binary classification problem in a B-dimensional space Bℜ . Let  N be the training samples 

Nix B
i ,...,1, =ℜ∈  and let yi = ±1: {(xi, yi) | i ∈ [1,N]} be their corresponding labels. The SVM method 

aims at finding a hyperplane pH that has the largest distance from the closest training data points in 

both classes. Denoting w Bℜ∈ as the vector normal to the hyperplane H and b ℜ∈ as its bias, Hp is 

given by 

w · x + b = 0, ∀ x ∈ Hp.                                                     (3.1) 

In case that x∉ Hp , the distance of x to Hp is given by  



 
 

 
 

 66 

w

wx b
xf

+⋅
=)(                                                              (3.2) 

Maximizing the distance of samples from the optimal decision hyperplane is equivalent to minimizing 

the norm of w, leading to the following quadratic optimization problem: 
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subject to     yi (w · xi + b) > 1, ∀ I ∈ [1,N] in case of linearly separable data 

or 
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subject to yi (w · xi + b) > 1 − ξi,  ξi ≥  0 ∀ I ∈ [1,N] in case of non-linearly separable data, 

where C (0<C <∞) is a regularization parameter that controls the penalty value and ξ are the so-called 

slack variables which are introduced to deal with misclassified samples. Based on Lagrangian 

formulation of the problem, w is given by 
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w ,                                                                (3.5) 

 where sN  is the number of the support vectors, i.e. the closest vectors to the hyperplane, and ia  are the 

positive Lagrange multipliers. For an unseen sample ux , label uy is derived by the following equation:  

yu = sgn(w·xu+b)= ( ) 
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where (w, b) are the hyperplane parameters found after the completion of the training process. Eq. (3.6) 

uses dot products of ux with w, which can be replaced by kernel functions, in case of nonlinear SVM 

solutions in the data. 
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Two kernel functions are widely used for hyperspectral image classification, the polynomial function 

and the Gaussian radial basis function (RBF). More detailed analysis of the SVM can be found in [84], 

[85]. 

 

3.3.2.1 Experiments 
 
Experiments were implemented using the AVIRIS Indian pines real hyperspectral remotely sensed 

image which was described in section 2.4. Classification of this dataset is very challenging since a) a 

significant amount of pixels has no ground truth information,  b) the crops in the image are in early 

growth stages and thus have only about a 5% crop cover, c) moderate spatial resolution is 20m.  

    
                                        (a)                                                        (b) 
 

Figure 3.11: (a) Sample band of Indian Pine dataset, (b) ground-truth dataset. 
 
 
At first, ODM was applied and resulted in the number of signals equal to 17. Therefore, the original 

data was divided into subsets of 16 sequential bands. The 16 land-cover classes were used to generate a 

set of 3046 training samples (used for learning the classifiers) and a set of 3058 test samples (exploited 

for assessing their accuracies) (see Fig.3.11 and Table 3.1).  
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Table 3.1: Number of training and test samples used in the experiments. 

 
 
In total, the SVM method was run 172 times, (186 original bands – 14 dimensions of the signals). A 

nonlinear SVM based on Gaussian radial basis kernel functions has been considered for the 

experiments. The nonlinear SVM requires the determination of the width parameter of the Gaussian 

radial basis kernels, which tunes the smoothing of the discriminant function. For the considered dataset, 

the best value of the parameter C was 5000. The optimal kernel width parameter was found equal to 

0.005. These values were estimated empirically on the basis of the available training samples. Table 3.2 

reports the highest accuracy per class using different subsets of original bands, which are equal to 86 

non-overlapped bands. 
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Table 3.2: The highest accuracy per class using different subsets of original bands. 

 
 
In order to investigate the effectiveness of the reported 86 bands (Table 3.2) on the overall accuracy, 

SVM was applied using them (Table 3.3). Table 3.4 shows the SVM results using the whole set of 186 

bands. 

 
 
Table 3.3:  Overall and class-by-class accuracies using 
subset of 86 bands.  

Table 3.4:  Overall and class-by-class 
accuracies using whole set of bands.                 
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For comparison reasons, SVM was also applied after band selection using information entropy and 

correlation criteria. Using the entropy criterion, 59 bands were selected. These bands had entropy value 

higher that 1. Using the correlation criterion 19 bands were used, which had correlation value below 

0.2. The results are shown on Tables 3.5 and 3.6. 

 
Table 3.5:  Overall and class-by-class accuracies 
using information entropy criterion.   

Table 3.6:  Overall and class-by-class 
accuracies using correlation criterion. 

  
 
 
Finally, Fig. 3.12 shows the SVM classification maps using the whole set of bands and subsets of bands 

resulted from the aforementioned band selection techniques.  
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                                   (a)                                                          (b) 

                                                     
                                   (c)                                                          (d) 
Figure 3.12: Classification maps using (a) whole set of bands , (b) subset of 86 bands selected from the 
new approach, (c) entropy criterion, (d) correlation criterion.  
 
 

3.3.2.2 Conclusions 
 
Implementation of the SVM using all the possible subsets of 16 sequential bands led to remarkable 

conclusions. The majority of the selected bands belongs to the visible light and few to the mid-infrared. 

Compared to the classification accuracies when no dimensionality reduction method was applied (Table 

3.4), classification accuracy per class using different set of bands was improved for 7 out of 16 classes 

and it was deteriorated for the same amount (7 out of 16). Analysis on the experimental results showed 

that there was no optimum subset of 16 sequential bands which could lead to the improvement of the 

classification accuracy for all the classes simultaneously. Nevertheless, it should be noted that setting 

the number of bands to be equal to the number of signals is rather arbitrary. Although, in the frame of 

the particular study it seemed a good indicator, other criteria for separating the spectral space should 

also be considered. The overall accuracy when the 86 selected bands were used (Table 3.3) was almost 
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1% less than the overall accuracy when no dimensionality reduction method was applied. Taking into 

account that the number of bands was significantly reduced from 186 to 86, the results are very 

satisfactory.  

For comparison reasons, two well-known criteria for band selection were used; entropy and correlation. 

It should be referred that these two criteria are not very practical to be used as there is no defined 

threshold which would lead to a certain amount of bands. Consequently, several trials should be made 

which lead to a time-consuming process. The proposed method outperformed compared to the two 

criterion-based methods. Analysis of the results contributes to remarkable conclusions; SVM presents 

higher accuracy when the number of bands is increased. However, there is a threshold on the number of 

selected bands above which the rate of the improvement of the classification accuracy is very low. The 

selected bands in this case are the optimal ones, because they facilitate the SVM regarding the 

hyperplanes searching. The proposed BS method achieved overall accuracy very close to the 

corresponding one (only 1% less) when all available bands are used, by reducing the number of selected 

bands more than 50%. This is of great importance since besides yielding gains in terms of 

computational time and data storage, it significantly reduces requirements in terms of the number of 

training data sets.    

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 

 
 

 73 

 
 
 
 
 
 
 
 

Chapter 4 

 

Endmember extraction 
 
 

4.1 Introduction 
 
 
As it is previously noted in section 1.2.2, analysis of hyperspectral images requires spectral unmixing, 

which consists of identifying the unique constituent deterministic spectral signatures, called 

endmembers [6] and determining their apparent quantification, also called abundance fraction, at pixel 

level [19]. The accuracy of the quantification depends strongly on the accuracy with which endmembers 

are identified [86]. In the past, due to low spatial and spectral resolution of multispectral sensors, it was 

unlikely to detect endmembers and therefore, endmember extraction has presented low activity. Recent 

advances in hyperspectral imaging sensors have contributed to the exposure of many indistinct material 

substances which are unknown a priori and can be analyzed only by high spectral resolution [13]. These 

substances can be considered as endmembers.  

There are three main ways to find endmembers; from the image (image endmembers), from a spectral 

library (reference endmembers) and by creating virtual endmembers using a trial-and-error approach. 

Working with reference endmembers premises that spectral library comprises the corresponding 

spectral signatures of the substances existing in the scene, which is not always the case. Assuming that 

for a particular study the desired reference spectral signatures exist in a spectral library, we have to take 
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into consideration that these signatures have been acquired in totally different conditions compared to 

those the remotely sensed image has been acquired (atmospheric conditions, illumination effects). 

Consequently, data sample vectors need to be calibrated and corrected for radiometric effects in order to 

be properly compared with the reference endmembers. However, the calibration process is not always 

likely to be accomplished nor to be evaluated. Thus, calibration errors are embedded in the spectral 

unmixing error. Another issue that is encountered when using reference endmembers is the difficulty to 

interpret the scene of remote-sensing scale using spectra measured at centimetre or millimeter scales 

[1], [87]. On the other hand, creating virtual endmembers contributes to minimizing the spectral 

unmixing error but mathematically correct endmembers do not always represent physically meaningful 

spectra able to interpret the imagery.  This issue is overcome by extracting endmembers from the image. 

Image endmembers have the advantage of no calibration need, refraining from adding calibration errors 

in the mixture model. Another advantage of image endmembers is that they have the same scale of 

measurement as the data. In this work, new endmember extraction methods have been developed for 

extracting image endmembers. 

Depending on the captured area, endmembers might be represented by a few sample vectors or even by 

one sample vector which in fact could mislead to treating endmembers as anomalies. Because of the 

aforementioned characteristics, detecting endmembers is very challenging.  

Over the last decades, researchers have been focused on devising several models which result in more 

stable and efficient endmember extraction algorithms (EEAs). However, the majority of these models 

are characterized by their high computational complexity which imposes limits to endmember 

extraction on real-time application demands. 
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4.2 Review of endmember extraction methods  
 
 
In recent years, a high level of activity has been observed regarding the development of new methods 

for endmember extraction.  Categorization of the existing endmember extraction methods is a daunting 

task as a method may fit to more than one category. As it is mentioned in section 1.2, endmember 

extraction and abundance estimation may be implemented simultaneously instead of sequentially. In 

such case it should be more accurate to refer to endmember determination rather than endmember 

extraction since the entire sample vectors serve as potential endmembers and their selection is 

accomplished based on the minimization of the fraction error. Nevertheless, in this section an attempt 

was given to include the main aspects of finding the endmember whether this includes simultaneously 

abundance estimation or not. With this clarification, the majority of the existing methods are based on 

one of the four following approaches (see Fig. 4.1): convex-geometrical approach, statistical approach, 

sparse regression approach and spatial-contextual based approach.   

Convex geometry-based EEAs assume that the measured spectra can be expressed as a linear 

combination of the endmembers presented in the mixed pixel and thus, mixed vectors lie in a p-vertex 

simplex, whose p vertices correspond to the endmembers. Two principal criteria to materialise the 

concept of convex-geometry are the orthogonal projection and the simplex volume [13]. The convex 

geometry-based EEAs could be categorized into two main categories. The first category contains EEAs 

which assume the presence of pure pixels in the image and seek for them at the vertices of the simplex 

defined by the data. Some of the most widely used pure pixel based algorithms are a) maximum 

volume-based algorithms: the N-finder algorithm (N-FINDR) [81], the simplex growing algorithm 

(SGA) [88] and the alternative volume maximization [89](AVMAX), b) orthogonal subspace-based 

algorithms: the automated target generation process (ATGP) [90], the vertex component analysis (VCA) 

[91], the pixel purity index (PPI) [92] and the successive volume maximization (SVMAX) [89], c) other 

algorithms: the sequential maximum angle convex cone (SMACC) [93], the iterative error analysis 

(IEA) [94] and lattice associative memories (LAM) [95] algorithms. The second category of 
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geometrical-based EEAs comprise methods which do not assume the presence of pure spectra in the 

image such as the convex cone analysis (CCA) [96], the iterative constrained endmembers (ICE) [77] 

and the sparsity-promoting ICE (SPICE) [97] which is an extension of the ICE algorithm that estimates 

the number of endmembers incorporating sparsity-promoting priors, or minimum volume based 

algorithms [98] such as the minimum volume constrained nonnegative matrix factorization method 

(MVC-NMF) [99], the minimum volume simplex analysis (MVSA) algorithm [100], the convex 

analysis-based minimum volume enclosing simplex algorithm (MVES) [101], [89] and the simplex 

identification via variable splitting and augmented Langrangian algorithm (SISAL) [102]. Recently, a 

new concept of geometric endmember extraction methods has been examined which assumes the 

existence of more than one convex region in hyperspectral space. These methods are called piecewise 

convex methods [79] and account for endmember variability. For each convex region, an individual set 

of endmember distributions and proportion values are determined using either fuzzy or probabilistic 

clustering. 

EEAs based on a statistical approach assume that the endmember components are randomly distributed 

in the image. The main idea is that the endmembers yield the most uncorrelated data sample among the 

same number of other sample vectors [13]. In [12] authors present a comprehensive review of 

parametric EEAs such as Bayesian self-organizing maps (BSOM), and non parametric algorithms such 

as independent component analysis ICA [103] and dependent component analysis (DECA) [104]. The 

majority of the statistical based methods impose constraints and regularizations in order to give 

physically meaningful solutions [12]. Compared with the geometrical based approaches, the statistical 

methods have higher computational complexity.  

The sparse regression based methods are basically semi-supervised and assume that the observed data 

can be expressed by linear combinations of a set of a priori known pure spectral signatures [105], [106].  

In this case, inversion problem is decomposed with altering direction method of multipliers (ADMM) 

[107] into a sequence of simpler ones. ADMM can be derived as a variable splitting procedure, which is 

followed by the adoption of an augmented Lagrangian method to solve the inversion problem. The 
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sparse unmixing via variable splitting and augmented Lagrangian (SUnSAL) [108] computes 

abundances through the minimization of an objective function which measures the lack of fitness to the 

observed data vectors and the lack of sparsity of a candidate solution. By imposing ACS and ANC 

constraints the constrained version of SUnSAL (C-SUnSAL) is obtained [105]. 

Linear sparse regression is a very active research area but there are some issues to be noted. The pure 

spectral signatures are presumed to be available in a spectral library which is not always the case, and 

even if there are available they are not necessarily acquired under the same conditions as airborne or 

satellite image data and may not be good representations of the image component [109]. Searching for 

the optimum set of signatures which model each pixel is a combinatorial problem which requires 

efficient linear regression techniques since the ever-growing dimensionality and availability of the 

spectral libraries is much higher than the numbers of endmembers participated in a mixed pixel [19]. A 

step forward, termed sparse coding [110], consists of learning the dictionary from the data and, thus, 

avoiding not only the need of libraries but also calibration issues related to different conditions under 

which the libraries and the data were acquired [12]. 

Spatial-spectral contextual based methods use spatial statistics to improve the geometrical selection of 

endmembers, but with additional computational cost. Well known EEAs which use such an approach 

are the automated morphological endmember extraction (AMEE) [111], the spatial-spectral endmember 

extraction algorithm (SSEE) [112], and the spatial preprocessing (SPP) algorithm [113]. The SPP can 

also be used in order to boost the endmember extraction performance of other EEAs. 
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Figure 4.1: Categorization of EEAs. 
 

4.2.1 Convex geometry-based endmember extraction methods 
 
Endmember extraction methods based on convexity geometry use either the criterion of orthogonal 

projection or the criterion of simplex volume [13]. According to the first, endmember candidates are 

considered those data samples whose orthogonal projections on selected vectors lie at their end points. 

Three well known methods using orthogonal projections are PPI, ATGP and VCA. Based on the 

simplex volume criterion, endmembers are those sample vectors which are found at the vertices of the 

simplex yielding the maximum volume among all simplexes formed by the same number of sample 

vectors as vertices. N-FINDR is a representative method of such approach. 

In this sub-section, a more detailed description of the state-of-the-art convex geometry-based 

endmember extraction methods is given.  

  

Pixel purity index 
 
The pixel purity index (PPI) [92] was the first method to exploit the principle of orthogonal projection 

in order to detect endmembers. Due to convexity, orthogonal projections of potential endmembers onto 

randomly generated unit vectors, called skewers, should present minimal or maximal at their end points 
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compared to the projections of the data sample vectors. PPI is a simultaneous endmember extraction 

algorithm, extracting all the desired endmembers at the same time which according to [13] is the 

optimal approach technically speaking. 

In particular, dimensionality reduction is accomplished by applying MNF transform [48] and thus, a 

signal subspace is defined where convexity exists. Then, each data sample vector is orthogonally 

projected onto a skewer and those who appear at extreme points of the skewer are counted. The 

procedure is repeated for several skewers and those data sample vectors, whose frequency of having 

extreme values as they are projected on the random skewers is above a certain cut-off threshold, are 

considered candidate endmembers.  

There are several issues related to the PPI method. Firstly, no criteria are provided for how to determine 

the number of endmembers and therefore the dimensions to be retained after MNF transform. Secondly, 

results are sensitive to tuning parameters, the number of skewers, K and the threshold factor τ which 

effects the extreme values selection. Thirdly, the randomness of the skewers creation results in different 

subsets of candidate endmembers each time the method is applied. Consequently, setting number of 

K+1 skewers leads to implementation of all the steps from the beginning without exploiting the results 

from a previous implementation using K skewers. The last issue of PPI is that it needs user interference 

in order to define the optimum set of endmembers among the candidate ones, using a visualization tool.  

 
Automated target generation process  

The automated target generation process (ATGP) [90] extends the orthogonal subspace projection 

(OSP) [114], which was developed for abundance estimation in order to perform mixed pixel 

classification, to an unsupervised version of OSP [13], [11]. ATGP is a sequential endmember 

extraction method which finds one endmember at a time exploiting the endmembers already extracted 

using a sequence of orthogonal subspaces with reduced dimensionality.  

Let the initial endmember 1s  be the pixel vector with a maximum length. The ATGP begins by 

applying an orthogonal subspace projector: 
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TT
U UUUUIP 1)( −⊥ −=                                                   (4.1) 

to every pixel vectory in the data, specified by [ ]1sU = .  It then finds the second endmember, which is 

denoted by 2s , with the maximum absolute projection in the space orthogonal to the space linearly 

spanned by 
1s . The third endmember 3s  can be found by applying another orthogonal subspace 

projector ⊥
UP  with 





= 21 ssU  to the original image, and taking the sample vector with the maximum 

orthogonal projection in the space that is orthogonal to the one spanned by the first two extracted 

endmembers. The preceding procedure is repeated until a set of a pre-defined number of endmembers is 

extracted.  

Using sequence orthogonal projections the computational complexity of ATGP is high. Furthermore, 

ATGP searches for the spectra which are most distant from the data sample and thus, it has the tendency 

to extract high contrast endmembers (e.g. urban materials) over less contrast endmembers (e.g. different 

types of vegetation or soil). 

 
Vertex component analysis 
 
Vertex component analysis (VCA) [91] works similar to ATGP but instead of selecting the vector with 

the largest magnitude as the next orthogonal projection, it chooses a random one. Additionally, it uses 

the maximum orthogonal projection as a criterion as PPI does to grow its convex hulls but instead of 

using random skewers it exploits the subspace spanned by the endmembers already extracted. For that 

reason, VCA can be considered as a random version of ATGP and a sequential EEA version of PPI 

[13]. 

VCA initially performs dimensionality reduction and a scaling procedure. The dimensionality reduction 

depending on the signal-to-noise (SNR) estimate is carried out via either singular value decomposition 

(SVD) or via PCA. The scaling procedure is to mitigate topographic modulation. It projects the original 

data onto a direction orthogonal to the subspace spanned by the endmembers already extracted and 

selects as new endmember the vector with the maximum projection.  
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Because of random initialization, a final set of endmembers produced by VCA is not repeatable. Each 

implementation leads to a different set of endmembers which should be carefully examined by the user. 

 

N-finder 
 
N-FINDR [81] is the most popular simplex-based algorithm and has been served as a base to develop 

new simplex-based algorithms [88], [115], [116]. It is a simultaneous algorithm which finds the set of p 

data sample vectors that define the p-vertex simplex with the maximum volume among all possible p-

vertex simplexes formed by any set of p data sample vectors. First, a dimensionality reduction of the 

original image is accomplished by using the MNF transform [48]. Next, randomly selected data sample 

vectors qualify as endmembers, and a trial volume is calculated as follows. Let E be defined as 
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where ps
r

 are 1x(p-1) endmember column vectors, and p  is the number of endmembers used to 

calculate the simplex volume. The volume of the simplex formed by the endmembers is proportional to 

the determinant of E  
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=                                                     (4.3) 

In order to refine the initial volume estimate, a trial volume is calculated for every pixel in each 

endmember position by replacing that endmember and recalculating the volume. If the replacement 

results in a volume increase, the pixel replaces the endmember. This procedure, which does not require 

any input parameters, is repeated until there are no replacements of endmembers left. 

In order to find the optimum set of endmembers which forms the simplex with the maximum volume, 

all the possible permutations of p data sample vectors are needed to be checked. This is an exhausting 

search which requires huge computing time. Several new versions of N-FINDR have been developed 

which aim at decreasing the computational burden. Further description of these new methods can be 

found at [13]. 
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Sequential maximum angle convex cone  
  
The sequential maximum angle convex cone (SMACC), [93] method solves linear unmixing using a 

convex factorization technique that simultaneously generates the set of endmembers and their 

abundances. When the abundance coefficients are constrained to sum to one, the convex cone reduces to 

a convex hull and the extreme vectors form a simplex. The endmembers and abundance coefficients are 

determined sequentially. To obtain the endmembers, SMACC first selects a group of pixels that are 

extreme vectors in the data. They become a basis and form a convex cone within their subspace. The 

data that is outside of the cone is called residual. The determination of the next endmember is based on 

the spectral angle that it makes with the existing convex cone. The data sample vector which has the 

maximum spectral angle with the cone is selected as the next endmember. After an endmember has 

been identified, its contribution to the residual is removed by oblique projections. The sequence is 

repeated until the desired number of endmembers is obtained.   

 

 

4.3 Proposed endmember extraction methods 

  
As the research activity is increased more complicated approaches are adopted in order to develop more 

efficient endmember extraction algorithms. The possible approaches and their combinations can be 

endless, but it should be taken into consideration the computational burden and the reliability of each 

method. For instance, if the performance of an endmember extraction algorithm is slightly better than its 

competitors but its computational complexity is few orders of magnitude higher, this should be carefully 

evaluated. Moreover, the reliability of the algorithms which do not extract endmembers directly from 

the image can be questioned if the estimated pure signatures lead to a satisfying unmixing result but 

they have no physical meaning. 

This work introduces new simultaneous simplex-based unsupervised endmember extraction methods, 

the so-called simple endmember extraction (SEE) method and the Enhanced-SEE (E-SEE) empirical 
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method which have light computational burden and are characterised by their clear conceptual meaning. 

The SEE method exploits the dimensionality reduction ability of the eigen-based projection techniques 

for seeking the vertices of the simplex which is defined by the new lower dimensional space. The main 

concept of the SEE algorithm is that a subset of the extreme values of the projected pixels onto the first 

p-1 transformed components, where p is the number of the endmembers to be defined, corresponds to 

the vertices of the simplex. Analysis of the defined simplexes using images of various proportions of 

endmembers in the mixed pixels concluded that there is a weakness in extracting those endmembers 

which are comprised in many mixed pixels and therefore, the data mean is closer to them. This 

weakness was overcome by the development of the empirical E-SEE method. The E-SEE exploits the 

fact that the maximum projected value (extreme) onto the first transformed component is always the 

endmember which is far away from the data mean. Adding pixels in the image, whose spectral 

signatures correspond to the endmember which is the most distant from the data mean leads to a new 

data space where the distance between candidate endmembers and data mean is increased. The proposed 

methods were evaluated using simulated and real hyperspectral data and they were also compared with 

well-known simplex-based endmember extraction methods. The proposed methods have lower 

computational complexity compared with their competitors and despite their simplicity, they can be 

promising in the field of endmember extraction. 

 

4.3.1 Theoretical Background 
 
Simplex approach 

Recall the fact that each observed spectral vectory , Ly ℜ∈ , can be expressed, under the linear spectral 

mixing concept [19], as linear combination of pure pixels ks , each one multiplied by its corresponding 

abundances ka , plus a noise vector n , Ln ℜ∈ : 
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where L is the total number of bands, the pL × matrix ],...,[ 1 PssS = comprises the endmember spectra 

and the 1×p vector ],...,[ 1 Paa=α their corresponding abundances. The solution of the linear spectral 

mixture problem described by eq. (4.4) relies on a successful estimation of the number of endmembers, 

p, presented in the input hyperspectral scene Y , and also on the correct determination of a set of 

endmembers and their corresponding fractional abundance [117]. Two physical constrains are generally 

imposed on the fractional abundances: the abundance non-negativity constraint (ANC) and the 

abundance sum-to-one constraint (ASC). The geometrical interpretation of the linear mixture model is 

associated with the mathematical theory of convex sets [6], [21], [22]. More precisely, assuming that 

both constraints are satisfied and noise is limited, spectra can be restricted in a simplex lying on a signal 

subspace of dimension one less than the number of the endmembers.  

 

The following points are the basis for the proposed methods: 

1. Abundances are unit-sum and mixed spectra are all-positive linear combinations of the pure 

endmember spectra [22]. 

2. Mixed spectra are interior to the convex hull defined by the endmember vertices [22]. 

3. The endmembers can be found at the vertices of the simplex whose existence is guaranteed when 

the dimensionality of the mixed data is one less than the number of linearly independent 

endmembers [22]. 

4. In case of uncorrelated noise with equal variance in all bands, the noise is spherically distributed 

about the data mean [48]. 

5. A data sample vector with maximum Euclidean norm (magnitude) must be located at one of the 

vertices of the simplex [115], [118]. 

 

According to the first three points, inference of matrix S is equivalent to identifying the vertices of the 

defined simplex. Based on points (3) and (4) an eigen-based projection technique such as principal 

component analysis (PCA) [52] or minimum noise fraction (MNF) [48] could determine the lowest 
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dimensional subspace that spans all the information but not the noise, if the number p is known. This p-

1 dimensional subspace is defined by the mean of the data and the eigenvectors of the significant 

dimensions. Point (5) has been implied in [90], where authors claim that the first generated endmember 

from SGA is always a pixel which has either a maximum or a minimum value in the first principal 

component. Nevertheless, there was no further analysis on this observation. 

 

Eigen-based projection techniques 

Principal component analysis (PCA) [52] is a well known mathematical procedure which is used for 

dimensionality reduction, feature extraction, visualization of high-dimensional data, etc. As its concept 

is well known, analysis will be limited to the basics. PCA is the simplest of the true eigenvector-based 

multivariate analyses. It uses an orthogonal transformation to convert a set of observations of possibly 

correlated variables into a set of values of uncorrelated variables called principal components (PCs). 

The number of PCs is equal to the number of original variables. An orthogonal linear transformation U  

transforms the data Y to a new coordinate system X such that the greatest variance among all the 

variances resulting by the projection of the data set at any direction is associated with the first 

coordinate, called the first PC, the second greatest variance on the second coordinate, and so on [52]. 

Basically, the covariance matrix of the data Y  in the new coordinate system is diagonal. The original 

covariance matrix, YΣ , becomes the diagonalized covariance matrix, XΣ . The solution to this problem 

becomes a generalized eigenvalue problem of the form:  

   XY Σ=Σ UU                                                                      (4.5) 

where the eigenvalues are the diagonal elements of XΣ , and the eigenvectors form the columns of U . 

Each eigenvalue is proportional to the portion of the variance, and more accurately to the sum of the 

squared distances of the points from their multidimensional mean that is correlated with each 

eigenvector. The original data Y  is multiplied by the eigenvectors of the original data covarianceYΣ . 

The PCA transformation is then computed by: 

                                    YX TU=                                                                        (4.6) 
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PCA rotates the set of points around their mean in order to align with the PCs. This moves as much of 

the variance as possible into the first few dimensions. Given a set of points in Euclidean space, the first 

PC corresponds to a line that passes through the multidimensional mean and minimizes the sum of 

squares of the distances of the points from the line. The next PC is orthogonal to the first PC and passes 

through the data mean.   

Another eigen-based method, the MNF is effective at creating a set of images that is ordered according 

to image quality.  MNF consists of two separate PCA rotations and a noise whitening process. More 

precisely, decomposition of the noise covariance matrix is performed using PCA and then noise is 

rescaled resulting in transformed data in which noise is uncorrelated and has unit variance. Afterwards, 

PCA is performed on the noise-whitened data.  

   
 
Noise estimation 
As it was mentioned previously, the proposed methods exploit the fact that in case of uncorrelated noise 

with equal variance in all bands, the noise is spherically distributed about the data mean. In case of 

independent and identically distributed (i.i.d.) noise, by applying either PCA or MNF on zero mean 

data, the same set of eigenvectors will be produced. If the noise is not known it cannot be transformed 

to zero mean i.i.d., which stands in real applications. Thus, noise estimation should be performed. Many 

approaches have been developed for noise estimation. Usually, the nearest neighbour difference (NND) 

[48] method is initially performed on real datasets for noise estimation and then noise-whitening is 

applied using MNF. 

 

4.3.2 Simple endmember extraction (SEE) method 
 
The SEE method is a simultaneous convex-geometrical based endmember extraction method which 

seeks for the unique constituent deterministic spectral signatures, image endmembers, contained in 

hyperspectral images. Principles of the SEE method have been initially introduced in [29]. The SEE 

method exploits the lower dimensional space defined by the eigenvectors computed by the minimum 
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noise fraction (MNF) [48]. More precisely, the first p-1 eigenvectors, where p is the number of the 

linearly independent endmembers, define a space of much lower dimension than that of the initial 

hyperspectral space. Given that endmembers are found at the vertices of the simplex that exists when 

the dimensionality of the mixed data is one less than the number of linearly independent endmembers 

[22], the subset of the minimum and maximum values of the projected pixels onto the first p-1 

transformed components correspond to the vertices of the simplex which is created by the data. To find 

the optimum subset, the method computes the spectral angle distances (SAD) between each candidate 

endmember with the others. Consequently, the proposed method only projects data onto the first p-1 

MNF axes and uses the two sample vectors with the maximum and minimum projected value per axis. 

SEE results in a stable solution compared to other EEAs such as PPI and VCA which use projections 

onto random vectors presuming different set of extracted endmembers for each implementation. 

Moreover, unlike other orthogonal-based algorithms, SEE is a simultaneously endmember extraction 

algorithm exploiting the total data sample at the same time and omitting the computational burden of 

iterative projections or projective projections on the space defined by the already determined 

endmembers.  

The pseudo-code of SEE is shown in Algorithm 4.1. 

Algorithm 4.1: SEE 

  INPUT: The LxN matrix Y , where N are the 1×L  observed spectral vectors and L the spectral bands 
 
  Step 1: Estimation of number p using ODM 
  Step 2: MNF transformation  
  Step 3: Projection of data sample vectors onto the first p-1 eigenvectors 
  Step 4: Selection of the maximum and minimum projected value for each eigenvector � 2p-2 candidate endmembers 
  Step 5: Definition the set of unique endmembers using SAD 
 

 

The novelty of the method is that it searches for the extreme values that lie on the end points of the 

existing transformed axes without further projections that imply iterative procedures. It uses only the 

most extreme projected vectors of the p-1 transformed components unlike the existing EEAs which set 

thresholds for defining a set of extremes pixels at each random vector, estimating their frequencies [92]. 

The SEE merely uses the projected sample vectors of the transformed subspace without proceeding to 

OUTPUT: Image endmembers  
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high computational approaches such as orthogonal projections onto the space defined by the already 

estimated endmembers or iterative volume computational of all the possible combinations of 

endmembers [81], [91].  

Assuming that the number of endmembers p is known using a signal subspace identification technique 

[25], SEE implements MNF in order to eliminate noise components and to ensure that the greatest 

variances of signals are estimated by the projected data. Then, SEE seeks for the endmembers at the 

vertices of the simplex which is defined by the mean of the noise-whitened data and the p-1 

eigenvectors. For illustration purposes, simulated data were generated by three spectral signatures from 

U.S. Geological Survey (USGS) digital spectral library which are presented in Fig. 4.2; (A) almandine, 

(B) soil, (C) glauconite. The 50x50-pixel simulated hyperspectral image with 423 spectral bands was 

created in such a way that the abundance fractions follow a Dirichlet distribution enforcing positivity 

and full additivity constraints. White Gaussian noise was also added. 

Since the simulated image has 3 endmembers, data sample vectors must lie in a triangle with the 

endmembers as its three vertices. Fig. 4.3 presents the concept of SEE on the scattergram of the data 

using the first two eigenvectors. As it is observed, projection of the data sample onto the first PC, 

meaning multiplying the data with the first eigenvector (ev1), leads to two candidate endmembers; 

maximum projected value corresponds to the endmember (A) and minimum projected value 

corresponds to the endmember (C). Projected data with the greatest variance lie onto the first PC. The 

maximum projected pixel value on the first PC will always be the endmember whose spectral signature 

is the highest concerning radiance/reflectance values and the minimum projected pixel will be the 

endmember with the lowest spectral signature. This is why the first generated endmember from SGA 

[88] is always a pixel which has either a maximum or a minimum value onto the first component of 

dimensionality reduction. Proceeding to the projection of data onto the second PC, two more candidate 

endmembers are defined; maximum projected value corresponds to the endmember (C) and minimum 

projected value corresponds to the endmember (B). Endmember (B) which has the least distance from the 

data mean, compared to the other endmembers, is found at the last projection. Selecting the maximum and 
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minimum projected values to the p-1 PCs leads to 2p-2 candidate endmembers. In order to select the optimum 

subset of p endmembers, sum Sof the SAD between each candidate endmember (1ce ) with the others ( ice ) is 

calculated for each candidate endmember: 
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Spectral signatures which are extracted more than once have the same sum of SAD and the duplicates 

can be omitted. In this case, the endmember (C) has been extracted twice.  

 

Figure 4.2:  Three USGS spectral signatures used for simulated data. 
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Figure 4.3:  Illustration of SEE. 
 

 

4.3.3 Enhanced SEE method 
 
An important issue that the majority of the convex-geometrical based endmember extraction methods 

encounter is the tendency to select high contrast endmembers over less contrast endmembers. Imagine 

an image depicting mainly sea and a relatively small area of the neighboring coastal zone with urban 

materials and vegetation. In this case, data mean is closer to the spectral signatures of seawater and 

endmembers which represent different types of seawater could be in the interior of the convex region 

and therefore they would fail to be identified as extreme sample vectors. On the other side, high contrast 

endmembers are distant from the mean data and yield as extreme end points during several projections.  

In order to overcome this issue, a new empirical method has been developed, called enhanced SEE (E-

SEE) whose novelty lies in the fact that it changes the distribution of the initial data sample increasing 

the distance between candidate endmembers and the data mean. E-SEE exploits the fact that the 

maximum projected value (extreme) onto the first transformed component is always the endmember 

which is the most distant from the data mean. Thus, adding pixels in the original image whose spectral 
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signatures represent the first extracted endmember lead to the less contrast endmembers shifting away 

from the data mean. 

Simulated data used in the previous section consist of almost equal proportions of pure and mixed 

pixels, which are indicated by the location of the zero mean data quite close to the centroid of the data. 

In real hyperspectral data, proportions of mixed pixels may be uneven. In order to evaluate the proposed 

method in such a scenario, a new simulated hyperspectral image was generated by the same spectral 

signatures showed in Fig. 4.3, but frequency of pixels containing spectral signature of (B) is higher. The 

reason for changing the frequency of (B) spectral signature is because it is closer to the mean of the data 

than the other endmembers as it is showed in Fig. 4.2 and it is the last extracted endmember. Generally, 

it is difficult to extract endmembers which are close to each other as well as to the mean. Extreme 

endmembers are found easier. Fig. 4.4 presents the new scattergram of the data for the first two PCs. It 

is clear that the zero mean is close to the endmember (B).  Repeating the processing of SEE, projection 

of the data onto the first PC, leads to two candidate endmembers; maximum projected value 

corresponds to the endmember (A) and minimum projected value corresponds to the endmember (C). 

Projection of the data onto the second PC leads to the same candidate endmembers; maximum projected 

value corresponds to the endmember (C) and minimum projected value corresponds to the endmember 

(A). Despite being at the vertex of the simplex, the endmember (B) is not found when its distance from 

the mean of the data is decreased. It is clear that if PCs rotate a bit, then the projection of (B) on them 

will be one of the extreme values. The question which is raised is how to effectively rotate PCs without 

changing the variance of the data. A simple way to accomplish it is by adding pixels with the spectral 

signature of the maximum projected pixel onto the first PC. As it is mentioned before, this pixel 

corresponds to the endmember which is far away from the mean of the data and is the brightest. In this 

case is endmember (A). By adding these pixels, the mean of the data moves away from the endmember 

(B) and goes towards the endmember (A). The variance would be almost the same as only the frequency 

of the maximum value is increased. This increase leads to a slight rotation of the first PC towards the 
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endmember (A). Fig.  4.5 shows the scattergram after the addition of 17% more pixels than the initial 

image. The slight rotation of the PCs led to the extraction of the optimum set of extracted endmembers. 

 

 

Figure 4.4:  Illustration of SEE when the frequency of (B) is higher than the others. 
 

     

Figure 4.5:  Illustration of Enhanced SEE. 
 

 

In order to define the optimum number of additional pixels, k, several experiments took place. Results 

showed that the addition of pixels with the maximum projected value on the first PC does not change 

significantly the direction of the defined PCs using the new shifted data.  As shown in Fig.  4.6, the 
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angle differences between the first eigenvector of the initial image and the first eigenvector of the image 

with the additional pixels are bellow 0,01 degrees and as the number of the extra pixels increases the 

angle tends to stabilize. This is reasonable because eventually the first eigenvector will pass through the 

additional pixels.  

 

 

Figure 4.6:  Angle rotation of eigenvectors regarding different amount of additional pixels. 
 

In addition, experiments on images with noise showed that as the signal to noise ratio (SNR) increases, 

fewer pixels are needed to be added. Moreover, experimental results were satisfying when adding at 

least 300% more pixels than the pixels of the initial image. 

 

The pseudo-code of E-SEE is shown in Algorithm 4.2. 

Algorithm 4.2: E-SEE 

  INPUT: The LxN matrix Y , where N are the 1×L  observed spectral vectors and L the spectral bands 
 
  Step 1: Estimation of number p using ODM 
  Step 2: MNF transformation  
  Step 3: Projection of original data onto the first 1 eigenvector�select the vector with maximum projected value  
               as 1st endmember 
  Step 4: Addition of pixels having the spectral signature of the 1st endmember (at least 300%) to the original data 
               �creation of shifted data 
  Step 5: MNF transformation to the shifted data 
  Step 6: Selection of the maximum and minimum projected value for each eigenvector � 2p-2 candidate endmembers 
  Step 7: Definition the set of unique endmembers using SAD 
 

 

 

OUTPUT: Image endmembers  
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4.3.4 Computational Complexity of SEE and E-SEE 
 

Computational complexity of SEE and E-SEE algorithms has been evaluated by means of the number of 

the floating point operations (flop). SEE performs dimensionality reduction (DR) which includes 

computation of covariance matrix of complexity O(2NL2) and eigen-decomposition of complexity 

O(L3), where N is the number of pixels and L is the number of bands. According to [88], [91], 

computational cost of performing dimensionality reduction is relatively small and can be negligible 

since: 1) for the sample covariance computation there is no need to use all the N pixels to infer the 

appropriate signal subspace, but a subset of N pixels, called N’, with N’<<N; 2) concerning the eigen-

decomposition, only partial decomposition can be performed for the computation of the p-1 

eigenvectors. Consequently, SEE has computational complexity of O(2N’L+(p-1)3). It is reasonable that 

computation of spectral angles has a negligible complexity and it is omitted. E-SEE firstly computes the 

sample covariance, it uses the first eigenvector and then operations are identical with SEE except for the 

amount of pixels which is kN’ instead of N’, where k represents the times of additional pixels by means 

of the initials.  

At this stage, computational complexity of VCA and N-FINDR has also been estimated in order to be 

compared with the proposed methods. These two algorithms were selected because a) they are widely 

used for endmember extraction presenting satisfying results, 2) they belong to two different approaches; 

orthogonal subspace approach and volume maximization, respectively and 3) they share the same 

concept with the proposed method according to which the endmembers locate at the vertices of the 

simplex defined by the data of lower dimension. (Please refer to section 4.2.1 for further elaboration). 

VCA projects all the data vectors onto the p-dimensional subspace and onto the direction which is 

orthogonal to the determined endmembers. N-FINDR computes the determinant of a p × p matrix Np 

times and the computational complexity of each time is pδ with 2.3 < δ < 2.9 [119]. In order to present 

proper results, despite being negligible compared to the remaining operations, computational 

complexity of dimensionality reduction has been added to the overall complexity of N-FINDR and 
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VCA algorithms as they performed it as well. Table  4.1 reports the approximated expressions for the 

estimation of the number of flop for each EEA. 

 
Table 4.1: Computational complexity of applied algorithms 

 

 

 

 

 

 

 

Fig. 4.7(a) plots the number of flop versus p for each of the considered EEAs, with N =106 and N’=103 

[91], L=50 and k=4. As shown, SEE and E-SEE are invariant with regard to the number of endmembers 

and require less number of flop compared to the other EEAs. Compared to SEE, E-SEE has more flop 

but their difference is less than one order of magnitude, while for p=15, E-SEE complexity is three 

orders of magnitude lower that N-FINDR and one order lower than VCA. Fig. 4.7(b) plots the number 

of flop versus the number of pixels, with p=5. As it is observed, SEE presents the lower computational 

complexity and along with E-SEE present lower increment of the number of flop as a function of the 

number of pixels compared to the N-FINDR and VCA. 

 

       

 

                   (a)                                                                                                        (b) 

Figure 4.7: Computational complexity measured in flop (a) in terms of the number of endmembers, (b) in terms 
of the number of pixels. 

Algorithm Number of flop 

Enhanced SEE 2N’L2+2kN’L2+(p-1)3 

SEE 2N’L2+(p-1)3 

VCA 2p2N+2N’L2+(p-1)3 

N-FINDR pδ+1N+2N’L2+(p-1)3 
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Fig. 4.8 plots the number of flop in terms of the percentage of additional pixels required for the 

implementation of the E-SEE. It is shown that even after adding 500% more pixels, computational 

complexity was increased by less than one order magnitude. Since this addition does not make 

significant difference to the computational complexity it is proposed to add at least 300% more pixels 

(k=4) than the pixels of the initial image. 

 

 

Figure 4.8: Number of flop regarding different amount of additional pixels. 
 

 

4.4 Experiments  
 

 

Simulated data experiments 

The proposed methods have been tested in several simulated data. Two sets of simulated data are 

selected to be presented among those which have been generated for testing and evaluating the proposed 

methods. In both cases, the same set of 7 spectral signatures from USGS digital spectral library was 

used which correspond to sea, blackbrush, soil, stonewall, andradite, almandine, and glauconite (Fig. 

4.9).  
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Figure 4.9:  Spectral signatures from USGS library. 
 

Scenario 1: The first simulated data set was created in such a way so that the fractional abundances of 

each endmember were known for every pixel. In particular, the 21x45-pixel simulated data was created 

in such a way that the abundances are assigned to the pixels in progressive linear mixture for all 

endmember combinations. Sum-to-one constraint has been applied to the abundances. Pure pixels are in 

the first and last row and randomly in the middle of the image. Different levels of noise have been 

added with signal to noise ratio (SNR) values 10dB, 20dB and 40dB, respectively. These SNR values 

are representative of what is typically found in real sensors [96]. The SNR for each band is defined as 

the ratio of the 50% reflectance signal level to the standard deviation of the noise [11]. The additive 

random noise was simulated by using numbers with a standard normal distribution obtained from a 

pseudorandom number generator. The simulated data were obtained by: 

 

( )iii Man
SNR

y 






 +=
2

                                                           (4.8) 

 

where yi is a vector containing the simulated spectrum, ni is the noise factor, M is the matrix of 

endmember spectra and αi is the fractional abundance of endmembers at pixel yi . The values of the pure 

pixels were computed by setting one component of the α vector to one and the rest to zero to indicate 

class membership. Scaling the signal by 50% of the SNR is equivalent to reducing the noise standard 
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deviation by the inverse factor (2 / SNR), so that the simulated data meets the SNR definition. The 

vector terms in the parentheses are multiplied element by element. 

Besides SEE, N-FINDR, VCA, PPI, ICA-EEA, SMACC and ATGP were also applied.  Independent 

component analysis endmember extraction algorithm (ICA-EEA) [55] is a nonparametric statistical 

approach. It finds pure endmembers by decomposing the data using the ICA algorithm into independent 

components. The components are scored and ordered; only the p highest components are kept. Pure 

endmembers are derived from the maximum absolute value of each component. ICA algorithm which 

was used for our experiments was FastICA as it was chosen by [55]. 

The endmember extraction methods have been repeatedly applied to the simulated dataset and the best 

results are presented on Table 4.2. As it is observed, the proposed method, the SEE, had the best 

performance for images with noise, compared to the other EEAs. Almost all the extracted endmembers 

apart from one, are pure pixels regardless the amount of noise in the image. All the other algorithms 

extract mixed pixels as endmembers and/or fail to extract all the endmembers. The ICA-EEA presents 

the worst performance, while SMACC failed to extract “almandine” in all images.  
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Table 4.2: Fractional abundances of extracted endmembers from the applied EEAs using images with 
different noise level. Symbol ‘o’ means that endmember was not extracted.  
 

 

 

Fig. 4.10 presents the number of the extracted endmembers per algorithm, as well as, their mixture in 

the simulated data. For the images without noise, SMACC and ICA-EEA missed to extract one 

endmember (Figure 4.10(a)). For images with SNR 10 and 20,  N-FINDR presents the second best 

performance after  the proposed method, extracting correctly all the endmembers, but failing to extract 

sea. 
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SEE

   

SEE

 

(a) Image without noise                                                            (b) Image with SNR 10dB 

 

 

SEE

  

SEE

 

(c) Image with SNR 20dB                                                           (d) Image with SNR 40dB 

 

Figure 4.10: Number and abundance of the extracted endmembers per algorithm. 
   

 

Scenario 2: The 50x50-pixel simulated hyperspectral images14 with 423 spectral bands were created in 

such a way that a) the abundance fractions follow a Dirichlet distribution enforcing positivity and full 

additivity constraints and b) the noise is zero-mean white Gaussian, leading to SNR values of 50dB, 30 

dB, 20 dB and 10 dB. In this section N-FINDR, VCA, SEE and E-SEE are tested and compared. 

E-SEE was run after adding 300% more pixels of the initial image having the spectral value of the 

maximum projected pixel onto the first transformed component derived by PCA. PCA was applied 

since noise is zero-mean white Gaussian. Spectral angle distance was used as the spectral similarity 

                                                 
14 The algorithm for the generation of the simulated data is available at http://www.lx.it.pt/~bioucas/code.htm. 
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measure between the estimated endmembers from the four EEAs and their corresponding reference 

spectral signatures from USGS library.  

Compared to all the remaining applied EEAs, E-SEE performed better when it was applied on image 

with SNR 10 and SNR 20. As it is reported in Tables 4.3 and 4.4, E-SEE presented the lowest spectral 

angles at five out of seven endmembers, whereas SEE yields the second best performance presenting 

the lowest spectral angles at three out of seven endmembers when applied on the image with SNR 10.  

For images with higher SNR, all the applied EEAs performed quite similar.  

Table 4.7 reports the average spectral angles. The performance is considered to be better if the average 

spectral angle is smaller. E-SEE presents better performance compared to the other EEAs concerning 

the average SAD whereas SEE and VCA yield the second best performance.  

 

Table 4.3: Spectral angles (in rads) between extracted endmembers from each EEA ( SNR 10) 
and their corresponding reference spectral signature from the USGS library. 

 SNR 10 
  sea blackbrush soil stonewall andradite almandine Glauconite 
N-FINDR 0.989 0.341 0.460 0.222 0.152 0.353 0.576 
VCA 0.941 0.341 0.467 0.243 0.15 0.334 0.576 
SEE 0.924 0.316 0.460 0.232 0.139 0.350 0.510 

E- SEE 0.924 0.298 0.460 0.232 0.139 0.350 0.422 

 

Table 4.4: Spectral angles (in rads) between extracted endmembers from each EEA ( SNR 20) 
and their corresponding reference spectral signature from the USGS library. 

 SNR 20 
  sea blackbrush soil stonewall andradite almandine Glauconite 
N-FINDR 0.726 0.120 0.183 0.085 0.073 0.123 0.259 
VCA 0.726 0.120 0.181 0.083 0.075 0.125 0.259 
SEE 0.730 0.118 0.185 0.085 0.073 0.125 0.258 

E-SEE 0.726 0.118 0.185 0.083 0.073 0.125 0.248 

 

Table 4.5: Spectral angles (in rads) between extracted endmembers from each EEA ( SNR 30) 
and their corresponding reference spectral signature from the USGS library. 

 SNR 30 
  sea blackbrush soil stonewall Andradite almandine Glauconite 
N-FINDR 0.371 0.039 0.082 0.049 0.059 0.067 0.122 
VCA 0.371 0.039 0.085 0.049 0.059 0.067 0.122 
SEE 0.367 0.039 0.085 0.049 0.059 0.067 0.122 

E- SEE 0.367 0.039 0.085 0.049 0.059 0.067 0.122 
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Table 4.6: Spectral angles (in rads) between extracted endmembers from each EEA ( SNR 50) 
and their corresponding reference spectral signature from the USGS library. 

SNR 50 
  sea blackbrush soil stonewall andradite almandine Glauconite 
N-FINDR 0.062 0.010 0.062 0.043 0.058 0.056 0.098 
VCA 0.062 0.009 0.062 0.043 0.058 0.056 0.098 
SEE 0.062 0.010 0.062 0.043 0.058 0.056 0.098 

E- SEE 0.062 0.010 0.062 0.043 0.058 0.056 0.098 

 

 

Table 4.7: Average spectral angles over the endmembers (in rads). 

                     
 SNR 10 SNR 20 SNR 30 SNR 50 
N-FINDR 0.44186 0.22414 0.11271 0.05557 
VCA 0.43600 0.22414 0.11314 0.05543 
SEE 0.41871 0.22486 0.11257 0.05557 
E-SEE 0.40357 0.22257 0.11257 0.05557 

 

 

Real data experiments 

The proposed algorithms, SEE and E-SEE were applied on a real hyperspectral remote sensing image 

which was collected in 1997 by the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) sensor 

over a well-known mining region of Cuprite in Nevada. The image scene, which is available on line in 

reflectance values after atmospheric correction15, is well understood mineralogically and it is widely 

used to validate the performance of endmember extraction algorithms. Several of the exposed minerals 

are included in the USGS digital library16. According to the associated ground based observations a 

wide range of minerals can be identified in the image [120], [121].  

The original image has 220 spectral bands covering a spectral range from 0.4 to 2.5 µm. A sub-image of 

301 x 300 pixels of AVIRIS scene was selected for the experiments (Fig. 2.11). This dataset contained 

50 contiguous spectral bands in the range of 2-2.5 µm. This range present key absorption features 

associated with minerals [76].   

Outlier detection method [25] resulted in the number of 20 endmembers. According to [88], [116], 

[122], [123] five highly representative minerals (alunite, buddingtonite, calcite, kaolinite, muscovite) 

                                                 
15 http://aviris.jpl.nasa.gov/html/aviris.freedata.html 
16 http://speclab.cr.usgs.gov/spectral-lib.htm 
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depicted in the sub-image are extracted with success by both N-FINDR and VCA algorithms. In the 

current study, an experiment-based cross examination has been performed in order to evaluate whether 

the proposed methods can extract efficiently the aforementioned minerals. Analysis of the endmembers 

found by the applied EEAs showed that two more minerals (chabazite and sillimanite) - i.e. totally 

seven minerals- have also been extracted by all the four methods. Consequently for a more complete 

comparison, each method is evaluated in terms of its accuracy to extract the seven aforementioned 

minerals. The USGS spectral signatures of these minerals, shown in Fig. 4.11, are selected as ground 

truth references for the evaluation of the applied EEAs. The extracted endmembers were compared with 

the ground truth signatures using spectral angles after continuum removal function [124]. 

The spectral angles between the reference minerals spectral signatures and the corresponding extracted 

signatures by each EEA are reported in Table 4.8. The average spectral angle of each EEA is also 

reported. As listed in Table 4.8, E-SEE provided better performance compared to the SEE and it 

presents the lowest spectral angles for four out of seven minerals. N-FINDR performed quite well with 

three out of seven lowest spectral angles, and SEE follows with two out of seven lowest spectral angles; 

VCA performed the worst. The performance of the EEAs is also reflected to the average spectral angles; 

E-SEE presented the lowest average spectral angle and SEE yielded the second best performance. 

 

Table 4.8: Spectral angles (in rads) between extracted endmembers from each EEA and their 
corresponding reference spectral signature from the USGS library. 
 

 
                USGS 
Algorithm Alunite Buddingtonite Calcite Chabazite 

 
Kaolinite Muscovite Sillimanite Average 

N-FINDR 0.059 0.050 0.045 0.022 0.060 0.052 0.041 0.0470 

VCA 0.075 0.054 0.050 0.037 0.033 0.055 0.038 0.0489 

SEE 0.058 0.043 0.051 0.029 0.038 0.052 0.031 0.0431 

E-SEE 0.056 0.043 0.045 0.029 0.038 0.063 0.024 0.0426 

 

Fig. 4.11 shows one-to-one comparison of continuum removed spectra between the estimated 

endmembers by the applied EEAs and the USGS spectral library spectra. Topological changes of data 

resulted from the E-SEE was implemented by adding 300% more pixels. Differences between the 
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reference spectra and the extracted endmembers spectra in the absolute value of reflectance are likely 

due to atmospheric transmission effects.  
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(d) 

 
 

     
(e)   
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(f)             

 

 
(g) 

Figure 4.11: Comparison of continuum removed spectra of endmembers found by several EEAs with 
USGS spectral library spectra. 
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Effectiveness of E-SEE was also evident when it was implemented for the detection of oil spills. In 

particular, in the frame of ARGOMARINE17 airborne hyperspectral imagery was acquired using the 

CASI-550 hyperspectral sensor18. The scene was depicting the seawater area of Laganas bay of 

Zakynthos island. In this bay a natural non-continuant submarine oil outflow exists, resulting in the 

appearance of natural oil-spills on the sea surface.  Fig. 4.12 shows the CASI image, the location of the 

detected endmember of oil spill and the classified image using spectral angle mapper (classifier) (SAM) 

[68]. 

 

 

Figure 4.12: Oil spill detection using E-SEE. 
 

4.5 Conclusions 

  
In this work, new simultaneous simplex-based unsupervised endmember extraction methods have been 

introduced; the simple endmember extraction (SEE) and the Enhanced-SEE (E-SEE) empirical method 

                                                 
17 FP7 European program 
18 The image was acquired by the Laboratory of Remote Sensing of NTUA 
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which have light computational burden and are characterised by their clear conceptual meaning. The 

SEE method seeks for endmembers at the vertices of the simplex which is spanned by the zero mean 

data and a few eigenvectors. The method is simple with very low computational cost. E-SEE has been 

developed in order to overcome the tendency that the majority of the convex-geometrical based 

endmember extraction methods encounter to select high contrast endmembers over less contrasted 

endmembers. This is accomplished by changing the data distribution. More precisely, E-SEE moves the 

mean of the data by adding pixels which have the spectral signature of the maximum projected pixel 

onto the first transformed component. In comparison to SEE, E-SEE presented higher performance 

regardless the distance of the extracted endmembers from the data mean and the amount of noise.  

For evaluation purposes, VCA and N-FINDR were also performed. Experiments on synthetic data 

demonstrated the effectiveness of the proposed methods in comparison with VCA and N-FINDR for 

various proportions of pure and mixed pixels. E-SEE presented the best performance, whereas SEE and 

VCA yielded the second best performance in terms of average spectral angles. In case of the AVIRIS 

Cuprite real hyperspectral data, results showed that E-SEE method outperformed the other methods. It 

should be noted that despite its simplicity, the SEE algorithm yielded a better performance than VCA 

and N-FINDR in terms of average spectral angle. Finally, computation complexity of the proposed 

methods is much lower than those of VCA and N-FINDR, approximately one and three orders of 

magnitude lower, respectively. The very low computation complexity of SEE as well as its performance 

makes the method a very fast and effective tool for endmember extraction, whereas low computation 

complexity and high performance of E-SEE make the E-SEE a reliable and fast tool for endmember 

extraction.  
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Chapter 5 

 

Abundance estimation 
 
 

5.1 Introduction 
 
 
In the previous section we have seen the main aspects of endmember extraction and the approaches 

which address it. Abundance estimation yields the last output of spectral unmixing which represents the 

proportion of each endmember in the pixel. Abundance estimation can be accomplished having 

previously defined the endmembers or at the same time with endmember determination. It is an 

inversion problem based on spectral mixture analysis (see section 1.2). Given the observed spectral 

vectors y and the matrix containing the endmembers S in eq. (1.1), the inversion step can be considered 

as an optimization problem which minimizes the residual between the observed vectors and the linear 

space spanned by the inferred spectral signatures [12] using least squares estimation described in eq. 

(1.2). Methods which address abundance estimation as a least squares problem can be found in [11], 

[13], [125], [126]. Another group of inversion methods address the abundance estimation as a multiple 

signal detection problem [114]. In this group, implementation is based on orthogonal subspace 

projection (OSP) and, instead of estimating the abundances of all the endmembers at the same time, it 

regards a single endmember as the desired signal source to be detected, and all the others as the 

undesired sources. Then, all the data sample vectors are orthogonally projected onto the space spanned 

by the undesired sources leading to the suppression of the latter. More elaborate description of OSP-
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based inversion methods can be found in [11], [13], [90], [127], [128], [129], [130].  Besides 

optimization-based and OSP-based algorithms, there have been developed approaches which model the 

underlying physics using either neural networks [131], [132], networks of endmembers [133], or more 

complicate expressions of multiple photon interactions [15].    

The majority of the existing inversion methods use a unique set of endmembers for spectral unmixing of 

the entire image, failing to account that each pixel may comprise a different combination of 

endmembers. For instance, imagine a hyperspectral scene depicting 1) a built-up area with metal roofs, 

and 2) sea. It is reasonable that pixels with seawater have no participation into metal roof spectra. 

Nevertheless, the standard application of spectral unmixing would use the spectral signature of the 

metal roof as one of the input endmembers for the unmixing of seawater pixels. Consequently, the 

accuracy of the unmixing method would be low since utilizing more endmembers than the actual set 

makes the model sensitive to instrumental noise, atmospheric contamination and natural variability in 

spectra, resulting in fraction error [33]. 

 

5.2 Multiple endmember spectral mixture analysis  
 
 
Multiple endmember spectral mixture analysis (MESMA) [23] extends the linear spectral mixture 

analysis (LSMA) [16] and allows the number and types of endmembers to vary on a per-pixel basis. 

LSMA assigns each endmember to one spectral signature, neglecting the spectral variability of the same 

material under different scene conditions. On the other hand, MESMA can be used to account for within 

class spectral variability because it creates a large endmember pool in which multiple endmembers 

belong to the same class. MESMA is a spectral matching technique which premises the set of candidate 

endmembers contained in the endmember pool -either derived from the entire data sample or reference 

endmembers- to be known a priori and seeks for the optimum set of endmembers that composes the 

spectral signature of each pixel. Three techniques have been used for determining the most appropriate 

set of endmembers for each pixel; count-based endmember selection (CoB) [134], endmember average 
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root mean squared error (EAR) [135] and minimum average spectral angle (MASA) [136]. The CoB 

selects the endmembers which model the greatest number of endmembers within their class whilst 

minimizing endmember overlapping with other classes. The EAR selects the endmembers which 

produce the lowest RMSE within a class and MASA selects those with the lowest average spectral 

angle.  

According to [23], the selection of the optimum set of endmembers using MESMA is achieved by 

setting a threshold to the RMSE between the original and the reconstructed pixel spectra and by keeping 

combinations that produce acceptable abundances (e.g. values between -0,01 and 1,01). In [137], 

authors proposed two new algorithms - the second is a fast version of the first - in order to select the 

optimum set of endmembers for each pixel, without any threshold requirement. The first algorithm 

performs unconstrained least squares (UCLS) method for all the possible combinations of endmembers 

extracted by an endmember extraction algorithm (EEA), and for each pixel retains as final set, the one 

with the minimum RMSE and nonnegative abundances. The aforementioned algorithm is very time-

consuming because it runs for all the possible combinations of endmembers. The second algorithm, 

proposed in [137], is mainly based on the RMSE and aims to fasten the searching process. It relies on 

the concept that if an endmember contained in a given pixel is removed the RMSE will become larger.  

Results showed that nonnegativity and sum-to-one constrains on abundances can be automatically 

satisfied but compared to UCLS method, the two algorithms proposed by authors in [137] presented 

very high computational complexity and a bit lower accuracy. 

 
 

5.3 MESMA-SAD 
 
 
MESMA needs to calculate all the potential endmember combinations of each pixel to find the best-fit 

one. Therefore, MESMA is a time-consuming and low-efficiency unmixing technology, especially for 

hyperspectral images. In this study, a novel MESMA is introduced, called multiple endmember spectral 

mixture analysis based on spectral angle distance (MESMA-SAD), [32] which aims to minimize the 
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time-processing by combining the Spectral Angle Distance (SAD) values and the mean absolute errors 

(MAE). The algorithm does not require any threshold. The new method attempts to exploit the 

advantage of SAD to be insensitive to differences in the albedo of the modeled spectrum and 

computational inexpensive [136]. More specifically, estimation of SAD between a set of extracted 

endmembers and a pixel spectrum provides the reduction of the number of endmember combinations 

from 2p -1 to p, where p is the number of endmembers, by retaining the endmember combinations with 

the minimum SAD values.  The fully constraint least squares (FCLS) method runs for the p 

combinations and the endmember combination with the minimum MAE between the original and 

reconstructed pixel spectrum is selected as the optimum. The MESMA-SAD requires the endmembers 

presented in the image to be known previously to its application. In this study, E-SEE algorithm was 

firstly applied for endmember extraction. 

 

5.3.1 Analysis of the proposed method 
 
Assuming that there are p endmembers in the image, for each pixel, the MESMA-SAD process can be 

summarized by the following steps: 

1. Estimation of the SAD values between the pixel under processing and the endmembers using 2p -1 

endmember combinations. 2p -1  SAD values will be produced. For combination sets which contain 

more that one endmember, a SAD is initially estimated between each endmember and the pixel, and 

the sum of the estimated SAD values is calculated. In case of a single endmember, there is a unique 

SAD value. Hereinafter, both the summed SAD and the unique SAD values will be referred as 

summed spectral angle distance (SSAD). 

2. The estimated SSAD values are categorized into p classes in such a way that each class comprises 

SSAD values which are estimated from the same number of endmembers. 

3. Selection of one endmember combination with the minimum SSAD from each class.  

4. Overall, p endmember combinations are selected for which FCLS method is performed. 
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5. The endmember combination with the minimum MAE between the original and reconstructed pixel 

spectrum is selected as the optimum. 

 

For illustration purposes, Fig. 5.1 presents four imaginary spectra plotted as vectors in two spectral 

bands which represent 3 endmembers, A, B, and C and a random mixed pixel M.  Assuming that the 

spectral signature of pixel M is composed by endmembers A and B only, its vector in the spectral space 

will be close to these endmembers, as shown in Fig. 5.1. Since there are three endmembers, there will 

be 7 endmember combinations, and 3 SSAD classes, shown in Table 5.1. For each class, the 

combination with the minimum SSAD is selected. As it is shown in Fig. 5.1, from the first class the 

SSADΜΒ, from the second class the SSADMA + MB,, and from the third class, the SSADMA+MB+MC 

combination is selected. FCLS is performed for these three endmember combinations. The endmember 

combination with the minimum MAE between the original and reconstructed pixel spectrum is selected 

as the optimum one. Table 5.2 reports the number of iterations during the unmixing process. The 

MESMA-SAD algorithm significantly minimizes the computational time compared to other MESMA 

algorithms as the 2p-1 iterations during the unmixing process become p.  

 

 

Figure 5.1: Imaginary spectra in two dimensional diagram. 
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Table 5.1: The three SSAD classes and the combinations included in each class for the given example.  
CLASS COMBINATIONS SSAD 

1st  
A 
B 
C 

SSADΜΑ 
SSADΜΒ 
SSADΜC 

2nd  
AB 
AC 
BC 

SSADMA + MB 
SSADMA + MC 
SSADMB + MC 

3rd  ABC SSADMA+MB+MC 
 

 
 
 

Table 5.2: Number of iterations during the unmixing process. 
Method Number of 

iterations 
MESMA 2p-1 

MESMA-Algorithm 219  p×(p+1)/2 
MESMA-SAD p 

 
 
 

5.4 Experiments  
 
 
The proposed algorithm was applied on the same AVIRIS Cuprite dataset used in section 2.4.  

For comparison purposes, UCLS and FCLS algorithms were also applied on the AVIRIS data. As it is 

reported in Table 5.3, the MAE between the original and the reconstructed image is a bit lower when 

MESMA-SAD was applied compared to FCLS. UCLS presented the lowest MAE but it should be noted 

that the estimated fractional abundances do not comply with sum-to-one and non-negativity constrains 

and results may be unrealistic.   

 
Table 5.3: MAE between the original and the reconstructed image by each applied algorithm. 

ALGORITHM MAE between the original 
and reconstructed image 

MESMA-SAD 0.00264468 
UCLS 0.00210867 
FCLS 0.00264565 

 

                                                 
19 Algorithm 2 is referred to [137]. 
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This fact is depicted in Fig. 5.2-5.4, where the estimated abundances of each applied method are 

presented for three minerals. Results can be evaluated by visually comparing them with the 

classification maps [105] produced by USGS Tricorder algorithm [120] (Fig.5.5). As it is observed, 

MESMA-SAD appeared the best performance regarding the estimation of buddingtonite fractional 

abundances. Concerning the muscovite, MESMA-SAD presented satisfactory results since it presented 

higher abundances to the pixels indicated by Tricorder map but it presented lower performance for 

kaolinite compared to FCLS algorithm. The fractional abundances resulted from UCLS differ 

significantly from those given in the Tricorder map.  

 
 
                              Buddingtonite                                Muscovite                                       Kaolinite 

                     
Figure 5.2: Fractional abundances resulted from UCLS. 

 
                              Buddingtonite                                Muscovite                                       Kaolinite 

                  
Figure 5.3: Fractional abundances resulted from FCLS. 

 
                              Buddingtonite                                Muscovite                                       Kaolinite 

                 
Figure 5.4: Fractional abundances resulted from MESMA-SAD. 
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                              Buddingtonite                                Muscovite                                       Kaolinite 

                 
Figure 5.5: Classification maps produced by Tricorder. 

 

 
 

5.5 Conclusions 
 

MESMA concept considers all the possible different sets of endmembers for each pixel for performing 

unmixing. The main constraint of MESMA is the computational complexity required for the retrieval of 

the optimum endmember combination which composes the signature of each pixel. This work presents a 

new MESMA method, the MESMA-SAD, which uses the SAD values in order to reduce the number of 

endmember combinations, and MAEs between the original and the reconstructed pixel spectrum for the 

selection of the optimum endmember combination. The MESMA-SAD does not require tuning 

parameters and reduces significantly the time-processing as the 2p-1 iterations required during the 

unmixing process in the MESMA become p. In order to evaluate the effectiveness of the proposed 

method, experiments on AVIRIS CUPRITE hyperspectral data was performed. Results showed that the 

proposed algorithm has much potential in spectral unmixing field but further work is needed to be done 

in order to have a more thorough view of the stong and the weak points of the method.  

 

 

 

 

 



 
 

 
 

 119 

 

 

 

Chapter 6 

 

Conclusions and future work 
 

 

Spectral unmixing is the process of decomposing the observed pixel spectrum into endmembers and 

estimating their proportions, also called abundances. It is a very active research topic as its enormous 

potential has aroused the interest of researchers from many different disciplinary areas. This thesis 

focused on several issues related to spectral unmixing which need to be addressed so that the full 

potential of hyperspectral data exploitation to be employed. These issues regard the steps which are 

involved in spectral unmixing process, including signal subspace estimation, dimensionality reduction, 

endmember extraction and abundance estimation.  

The performance of each of the aforementioned steps may affect directly the performance of the 

following ones. The following facts are adduced to show the importance of developing effective 

methods for improving the spectral unmixing process:  

• An accurate determination of the number of the endmembers significantly 1) contributes to the 

development of unsupervised methods in terms of dimensionality reduction, endmember 

extraction and target detection, 2) contributes to the accuracy of the spectral unmixing process 

and 3) enables low-dimensional representation of spectral vectors.  

• Dimensionality reduction methods define the hyperspectral data into a lower dimension in order 

to be analyzed more effectively, yielding gains in computational time and complexity, data 
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storage, algorithm performance and signal-to-noise ratio. It is widely used as a pre-processing 

step of great interest as it affects directly the performance of the following processing tasks. 

� Band selection is a dimensionality reduction technique which selects the original spectral 

channels, retaining the spectral characteristics of the materials.  Selecting the optimum 

set of bands which comprise the most informative ones is of crucial importance for the 

data representation in lower dimension and for the identification of desired materials.  

• Development of new endmember extraction methods by introducing new concepts for 

optimizing their performance presents a high level of research activity as the image scenes 

become more complex and spectral resolution of hyperspectral sensors offer an invaluable 

diversity of information, enabling the accurate physical description and discrimination of the 

sensed materials. 

• Designing spectral unmixing algorithms of low complexity and/or improving the computational 

time of existing algorithms contributes to real-time applications. 

 

In the frame of this thesis, existing relevant methods have been elaborately studied and extensive 

analysis of the hyperspectral data sets have been thoroughly conducted seeking to discover the main 

issues related to the spectral unmixing process that needs to be explored. The main issues that are 

uncovered and investigated are as follows:  

• A successful estimation of the number of endmembers strongly depends on how well signal and 

noise are discerned. 

• The existing methods for estimation of the signal subspace dimension consider the existence of 

two different distributions, the one related to noise and the other related to signal, or in 

geometrical approach they consider two different subspaces one of noise and one of signal. 

However, in hyperspectral space, signal vectors are very few compared to noise vectors in order 

to estimate their population distribution properly or to statistically analyze them.  
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• Specific spectral characteristics between similar materials are present at certain wavelengths and 

this crucial and critical information may be compromised and distorted if no original data are 

used. 

• There are a few band selection (BS) methods which have been addressed to spectral unmixing 

and these methods set criteria to the spectral information derived by the whole set of 

wavelengths; a generalised approach which disregards the spectral characteristics of a particular 

material of interest, the image diversity and the endmember variability. 

• Working with reference endmembers implies several matters: firstly, it is based on the premise 

that the data sample vectors are calibrated and corrected for radiometric effects in order to be 

properly compared with them, a process which is not always likely to be accomplished nor to be 

evaluated; secondly, when using reference endmembers there exists a difficulty in interpreting 

the scene of remote-sensing scale using spectra measured at centimetre or millimeter scales; 

thirdly, the computational complexity of such approaches using the available spectral libraries 

can be quite high. 

• Creating virtual endmembers contributes to minimizing the spectral unmixing error but 

mathematically correct endmembers do not always represent physically meaningful spectra able 

to interpret the imagery.   

• An optimal EEA must select all the endmembers at the same time using the whole spectral data 

(simultaneous extraction), rather than sequentially extracting them. However, the former is 

characterised by its high computational burden.   

• The majority of the convex-geometrical based endmember extraction methods have the tendency 

to select high contrast endmembers over less contrast endmembers. 

• The spectral vectors of endmembers which are closer to data mean are more likely to be 

disregarded by the endmember extraction methods.  

• Multiple endmember spectral mixture analysis (MESMA) [23] is an effective spectral matching 

technique which accounts for within class spectral variability. However, it needs to calculate all 
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the potential endmember combinations of each pixel to find the best-fit one, demanding a time-

consuming unmixing technology. 

 

The main contributions of this thesis include the exploitation of novel concepts and the development of 

five new methods dedicated to the spectral unmixing process, aiming at overcoming the shortcomings 

described above.  

• A new method for estimation of the signal subspace dimension, called outlier detection method 

(ODM) has been introduced. ODM is a new automatic non-parametric method whose novelty 

lies in the fact that it considers only the existence of noise and treats signals as outliers of noise. 

It searches for the signals whose radius is by far larger than that of the noise and introduces for 

the first time in virtual dimension theory a robust outlier detection method.  Briefly mentioned, 

the main key points of ODM are as follows: 

1. ODM exploits the geometrical properties of noise hypersphere which are given by 

information theory.  

2. Noise vectors lie in a hypersphere of radius equal to their standard deviation value while 

the signal vectors have evidently larger standard deviations values which vary in all 

directions and consequently, they lie in a hyperellipsoid. 

3. No threshold is needed between signal and noise vectors. 

4. A robust outlier detection method is used, called inter quartile range (IQR) based 

method. Its benefit lies in the fact that it can be used when data distribution is unknown 

and thus, no statistical parameter estimation is needed. The risk of estimating 

erroneously the signal distribution due to its small population is omitted. 

5. The proposed method is characterized by its simplicity. 

Experiments using simulated and real images indicated the efficiency of the ODM, even when 

small sets of sample vectors were used, as it outperformed compared to its competitors.  
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• A new band selection (BS) approach has been developed which can be adopted by endmember 

extraction and classification methods leading the latter to enhanced performance. The method is 

tied to the materials/classes of interest. It is the first attempt to address the issue of disregarding 

spectrally closed endmembers (SCEs) – a term introduced in the frame of this study- exploiting 

the original bands. In order to extract the SCEs, the concept of multiple convex hulls [79] is used 

for the first time in BS. The main key points of the proposed BS approach are as follows: 

1. It accounts for the different distribution of each material’s convex hull to the data cloud. 

For this reason, the proposed BS approach allows the final number of endmembers 

assigned to a material class to vary resulting in more physically meaningful spectra.  

2. It accounts for image diversity and is tied to the available information derived from the 

image’s spectral characteristics. Thus, different sets of bands are exploited for detecting 

different materials depicted in the same image scene.  

3. Being image-dependent compensates the endmember variability, contrary to the existing 

approaches which use a priori information related to the absorption features at fixed 

wavelengths.  

4. The proposed BS contributes to optimizing the classification performance when the 

available training data sets are limited and facilitates the SVM classification method. 

Experiments were implemented using two real hyperspectral images. In terms of endmember 

extraction, the proposed approach is effective at detecting low contrast materials, which were 

disregarded by the N-FINDR algorithm. The extracted SCEs provided wealth and elaborate 

information for material classes defined by the prevalent endmembers. The potential of the 

proposed approach can contribute to the extraction of spectral signatures which imply different 

biophysical or chemical properties of a material class.  In terms of classification, the proposed 

method achieved overall accuracy very close to the one where all available bands are used (only 

1% less) while, at the same time, it reduces the number of selected bands more than 50%. 
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• Two new simultaneous simplex-based unsupervised endmember extraction methods, the simple 

endmember extraction (SEE) and the Enhanced-SEE (E-SEE) empirical method, respectively, 

have been also developed. The proposed methods are based on the linear spectral mixture model 

which is the most widely used model, adequate for unsupervised approaches, due to its 

acceptable approximation of light scattering mechanics in many real scenarios. Its clear 

conceptual meaning contributes to a computationally simple implementation and an easy 

interpretation. The geometrical interpretation of the linear mixture model is associated with the 

mathematical theory of convex sets based on which, spectra can be restricted in a simplex lying 

on a signal subspace of dimension one less than the number of the endmembers. The novelty of 

the SEE method is that it searches for the extreme values that lie on the end points of the 

existing transformed axes without further projections that imply iterative procedures. The E-SEE 

empirical method compensates the tendency that the majority of the convex-geometrical based 

endmember extraction methods encounter to select high contrast endmembers over less contrast 

endmembers. Its novelty lies in the fact that it changes the distribution of the initial data sample 

increasing the distance between candidate endmembers and the data mean.  The main key points 

of the proposed EEAs are as follows: 

1. Both SEE and E-SEE are simultaneous EEAs exploiting the information derived from 

the whole data in contrast to the existing sequential EEAs. 

2. The proposed methods have light computational burden compared to the-state-of-the-art 

EEAs and are characterised by their clear conceptual meaning.  

3. Endmembers are considered as the dominant distinct spectra which are constituent parts 

of a spectral mixture. On this account, the proposed methods extract image endmembers 

which have the advantage of no calibration need, refraining from adding calibration 

errors in the mixture model, as well as they have the same scale of measurement as the 

data. 
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Extensive experiments with simulated and real hyperspectral data sets showed that the proposed 

methods can be promising in the endmember extraction process. The very low computation 

complexity of SEE as well as its performance makes the method a very fast and effective tool 

for endmember extraction, whereas the low computational complexity and the enhanced  

performance of E-SEE make the E-SEE a reliable and fast tool for endmember extraction.  

 

• Last but not least, the fifth method is a new multiple endmember spectral mixture analysis 

(MESMA) based on spectral angle distance, called MESMA-SAD, and it is used for the 

estimation of the fractional abundances for the endmembers in each pixel. The new method 

applies fully constraint least squares (FCLS) and combines the spectral angle distance (SAD) 

values and the mean absolute errors (MAE). The algorithm does not require any threshold. The 

new method attempts to exploit the advantage of SAD to be insensitive to differences in the 

albedo of the modelled spectrum. Results using a real hyperspectral data set showed that 

MESMA-SAD significantly minimizes the time-processing compared to the existing MESMA 

algorithms leading to satisfactory results. 

 

Through the development and the testing of the proposed methods, several directions for future research 

have been revealed. Taking advantage of ODM to successfully estimate the number of endmembers in 

small sized images, future research could focus on combining it with endmember extraction methods 

which integrate spatial information. Regarding the proposed method for band selection, the number of p 

is selected to be used for defining the sets of bands to be exploited. Experimental research could be 

conducted to determine the optimum number of bands to be selected using data sets with ground 

reference data. In addition to this, based on the empirical E-SEE an effort is given to develop a robust 

criterion according to which the data distribution will be changed. 
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