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Nepidnyn

H auénuévn Sleiobuon altoALkn ¢ mapaywyng ot cuoTipata NAEKTPLKAG evépyelag (ZHE) Seiyvel
TIWG Ol SLAXELPLOTEC TWV CUCTNUATWY PETAPOPAC Kot SLAVOUNG NAEKTPLKAG EVEPYELAG EXOUV
ovaykn tn xprnon SUVAUIKWV MOVIEAWV OLOALKAG Ttapaywyng yla peAétec suotabesiag IHE.
MExpL TWPQ, YLO TNV AVATTTUEN TETOLWV TTAYKOO WG armodeKTWY LOVIEAWY, ONUAVTIKY) SOUAELA
€xeL mpaypatornownBei, kupiwg amd to Western Electricity Coordinated Council (WECC), to
Dynamic Performance of Wind Power Generation (DPWG) working group tng IEEE kat tnv
International Electrotechnical Commission (IEC). Mpdtuma poviéda €xouv avamtuxBel yla Tig
TECOEPLC KUPLEC SLAPOPPWOELS QAVEUOYEVWWNTPLWY, HOVTEAQ To omola emavetetalovral Ku
QVOLVEWVOVTAL CUVEXWG.

AUt n epyacia HeAETA TN SuVALKH CUTEPLPOPA EVOC ALOALKOU TTAPKOU, AITOTEAOUUEVO ATO
ovepoyewnTpLeg otabepwv otpodwy, am’ eubeiag cuvdedepéveg pe to diktuo. To cuoTNUA, TO
oroilo avantuxbnke oto mepBairlov Simulink tou Aoylopikou MATLAB, umokeltol o€
Stadopetika mBava Suvapka dawvopeva | HETABOAEG TNG TAXUTNTOC TOU OVEUOU, EVW
napaAAnAa efetalovral Ta amoteAéopata mou Ba €xel n petofoArn dlapopwv MOPAUETPWY,
OMWG 0 XPOvog ekkaBaplong Tou oPAAUATOG, TO CNUELO OTO ONMOlo GUUBALVEL, TO UAKOG TNG
YPOUUNG HETADOPAC TIOU GUVOEEL TO TTAPKO HE TO SIKTUO I N AVAOPACTOCH TOU HNXOVLKOU
HEPOUC TNG OLVEUOYEVVNTPLOC, O0TNV guotabela Tou cuothpatog. Emiong, povrelomolsital Kot
npooopolwvetal €va STATCOM pe okomd tnv avfénon tng duvatotntag TAPOOVAC TOU
OLOALKOU TIAPKOU O Aeltoupyia umo ouvlOnKeg XoUNANG taonc. TEAOG, TTPOCOUOLWVETAL TO
MPOTUTO HMOVTEAO Yyl TNV avtiotown OSlapopowon avepoyevwntplag (Tumou 1) Kot ot
amokploelg yla kaBe kataotaon Aeltoupylag mou e€eTAlETAL CUYKPLVOVTAL UE TLG OVTOLOTIXES
QTOKPLOELG TOU TIPOTUTIOU, Lo Vo al§LoAoynBouv.

Ta amoteAéopATA TTAPEXOUV Mia TIANPN ELKOVA OXETIKA HE TNV HeTafatik cupmnepldopd tou
OUOTHMOTOC, EVW N YEVIKA TILOTI QVONTAPAOTACN TOU £EETA{OUEVOU LOVTEAOU QMO TO TPOTUTIO
enaAnBevel Ta anoteAéopata KL eVioyxUel TNV W6€a OTL (owg oUVTOUA Ta TPOTUTIA HOVTEAQ Ba
XPNOLLOTIOLOUVTAL TTOYKOOULWG yla MEAETEG PeTaBaTIKN G euotabelag ZHE.

Né€erg kAeldLA: avepoyevwntpla otabepwv otpodwv, TPOTUTIA  HoviéAa, STATCOM,
HETOTPOMENC TINYAG TAONG, METAOXNMOTIOMOG dg, MATLAB/SIMULINK, petafatiky euotabela,
Suvauikn) ocupmepldopd, €Aeyxog ywviag Bruatog mrepuyiwv, adldAeuttn Asttoupyia umod
XOUNAR Tdon, Kplolog xpovog ekkabaplong






Abstract

The increasing wind energy penetration in power systems implies that Transmission System
Operators (TSOs) and Distribution System Operators (DSOs) need to use dynamic models of
wind power generation for power system stability studies. Until now, a significant amount of
work has been performed towards the development of such universally accepted models,
primarily by the Western Electricity Coordinated Council (WECC), the IEEE Working Group on
Dynamic Performance of Wind Power Generation (DPWG) and the International
Electrotechnical Commission (IEC). Generic models have been developed for four of the major
wind turbine generator configurations and are constantly reviewed and updated.

This thesis investigates the dynamic behavior of a wind farm comprising fixed-speed wind
turbine generators directly connected to the grid. The system, simulated at the Simulink
environment of MATLAB software, is subjected to a variety of possible dynamic phenomena or
wind speed variations, also examining the effects on the system stability of several parameters,
such as the fault clearing time, fault terminal, connection line length or wind turbine
mechanical representation. A STATCOM is also modeled and simulated in order to enhance the
wind farm Fault-Ride-Through (FRT) capability and its impact on the system stability is
illustrated. Finally, the generic model for the corresponding wind turbine generator
configuration (Type 1) was simulated and the responses of each case examined were compared
with the generic model responses in order to be evaluated.

The results form a complete picture regarding the system’s transient behavior, while the
examined model’s overall faithful representation of the generic model validates the results and
reinforces the view that shortly generic model may be universally used for power system
stability analyses.

Index Terms: fixed-speed wind turbine generator, generic models, STATCOM, voltage-sourced
converter, dqg transformation, MATLAB/SIMULINK, transient stability, dynamic behavior, pitch
control, low voltage ride-through, critical clearing time
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1. Introduction

1.1. Conventional Electric Power Production

Electric power is primarily produced in large-scale systems that base their operation on
conventional technologies. Their operation relies on the combustion of a fundamental
energy source, most commonly fossil fuels (e.g. natural gas, coal, oil, lignite, etc.) and can
generally be described by the Rankine cycle: water is heated, the fossil fuel combustion
takes place in a boiler and the produced steam spins the steam turbine, which drives the
electrical generator. After it passes through the turbine, the steam is condensed in a
condenser and recycled to where it was heated. Additionally, another type of fossil fuel
power plants uses a gas turbine in conjunction with a heat recovery steam generator
(HRSG). It is referred to as a combined cycle power plant because it combines the Brayton
cycle of the gas turbine with the Rankine cycle of the HRSG. These conventional large-
scale systems have capacities of some hundreds of MWs, operate at high loads (operation
at a range of 50% to 100% of their capacity), having high capacity factors (operation of
many hours annually), and covering the base load needs of the electricity grid.

However, one of the most important downsides of the fossil-fuel based electric power
production is the unfavorable environmental effects. The combustion of fossil fuels leads
to the inevitable production of carbon dioxide (CO,), while most of the times harmful
emissions are produced, such as carbon monoxide (CO), nitrogen oxides (NOy), sulfur
oxides (SOyx), unburned hydrocarbons (HC) and solid particles [1]. Such emissions
contribute the most to acid rain and air pollution, while they also have been associated
with global warming. CO, emissions, in particular are considered responsible for 50% of
the overheating of the atmosphere. Modern power plants have developed filtering
technologies for the exhaust air in the smoke stacks but the chemical composition of the
coal makes it very difficult to remove impurities from the solid fuel prior to its
combustion. These technologies have restricted the power plant pollution, comparing to
that of older technologies, but still the emission levels are still on average several times
greater than natural gas power plants.

Figure 1 depicts the CO, emissions from fossil fuel use and cement production in the top 6
emitting countries and the European Union from 1990 until today.
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Figure 1: CO, Emissions from fossil fuel use and cement production in the top 6 emitting countries and the EU [2]

The other major issue regarding electric power production from conventional sources is
the requirement of continuous fuel supply in order to operate, which contributes to the
operating cost. This cost depends on various local and global parameters, such as fuel
availability and type, fuel purity, world economic conditions, etc [1]. Furthermore, the
finiteness of the fossil fuel reserves constitutes an alarming factor. According to the
energy report of the International Energy Outlook for 2013, world energy consumption
will grow by 56 percent between 2010 and 2040 [3]. Taken into account this and also the
prediction that fossil fuels will continue to supply almost 80 percent of world energy use
through 2040 [3], it is clear that fossil fuel depletion is only a matter of time.

1.2. Renewable Energy Sources
The previously mentioned issues, regarding the conventional electric power production
has led to research and development of alternative energy resources in the latest years,
collectively named as renewable energy sources.

As their name implies, the main characteristic of renewable energy sources is that they
can be extracted in a “renewable” way, meaning that their resource availability is hardly
varied. The most common renewable energy sources include solar energy, wind power,
hydropower, biomass, biofuel and geothermal energy, while some new technologies, like
marine energy (kinetic energy created by the movement of water in the world’s oceans)
or cellulosic ethanol (processed biomass turned into ethanol in refineries) are on the rise,
although yet not widely demonstrated or have limited commercialization.
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On the whole, it was not until recently that renewables began to contribute significantly
in the power demand. This stems from the relatively high electricity price compared to
the conventional electricity prices and also from the fact that power production from
renewables is not easily and in most cases only partially controlled, contrary to
conventional production, which is fully controllable.

Despite these disadvantages, renewables today play a major role in the energy mix in
many countries around the world and a lot of new policies have been adapted from the
European Union and several individual countries (e.g. the Kyoto protocol) during the
latest years, regarding renewable energy sources use, as they constitute the basis of the
economic development model of green economy. In 2013, prices for renewable energy
technologies, primary wind and solar, continued to fall, rendering them increasingly
mainstream and competitive with conventional energy sources. However, in the absence
of a level playing field, high penetration of renewables is still dependent on a robust
policy environment. Overall, the rate of policy adoption has slowed relatively to the early-
to-mid 2000s. Revisions to existing policies are occurring at an increasing rate and new
types of policies are becoming to emerge to address changing conditions. Integrated
policy approaches that conjoin energy efficiency measures with the implementation of
renewable energy technologies, for example, are becoming more common. [4]

In the pie chart below, the power mix in the European Union is depicted.
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Figure 2: European Union Power Mix 2013 [5]
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1.3. Wind Power

Wind power constitutes the cornerstone of power production from renewable sources
and is a relatively new form of energy. It is considered as the fastest growing technology
in the renewable energy forms field and, in comparison with other renewable resources,
as for example solar energy technologies, it is relatively cheap. Wind is an inexhaustible
primary energy source, with limited negative environmental effects. While wind turbines
visually, as well as noisily, affect the environment, the consequences are small and the
ecosystems are affected in a very small way. In addition, once they are removed, the
noise and the visual effect immediately disappear and no permanent environmental
changes are observed.

As it is shown in figure 3, the total recorded installed wind power capacity by the end of
2013 was 318 GW, growing by 35 GW over the preceding year. Wind power installations
continue to increase worldwide and the estimated capacity by 2015 is 500 GW. The
penetration of wind power in the electrical grids increases steadily in many European
countries and thus wind power generation is expected to contribute to European Union’s
2020 targets for reduction of carbon dioxide emissions by more than 30% and to supply
at least 14-16% of Europe’s electricity. Denmark leads wind penetration participation in
Europe (28% in 2011), a country that has recently set the ambitious target to produce
50% of its electricity from wind turbines by the end of 2020 [5].

GLOBAL CUMULATIVE INSTALLED WIND CAPA
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Figure 3: Global Cumulative Installed Wind Capacity 1996-2013 [6]

This increasing wind power penetration results in a necessity to further study the
influence on the grids and particularly, on the power system stability. Each country has its
own grid requirements and specific guidelines regarding wind power generation should
and have been imposed. In addition, it is of paramount importance for wind turbine
models that efficiently depict the system dynamic behavior to be developed, so as the
grid operators will have a clear picture of the high wind energy penetration effects.
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1.4. Basic Thesis Outline
This thesis comprises eight chapters and is structured as follows:

In chapter 2, an overview of the current wind turbine technologies is presented.
Evolutions in the wind turbine design as well as the four major configurations for wind
turbines are discussed. Furthermore, regarding the individual wind turbine technology,
the parts that comprises a wind turbine are explained, i.e. the aerodynamic part with its
control and the mechanical part, and different representations of the latter are shown.

In chapter 3, the grid code requirements that have been imposed for wind power
integration, focusing on European countries, are discussed. These requirements include
frequency and voltage operating range, active power control, reactive power control and
voltage regulation and most importantly low voltage ride-through capabilities.

Chapter 4 is dedicated to the wind turbine generator (WTG) generic models. The issues
that stem from the lack of non-specific, non-proprietary WTG models are addressed, the
work towards the generic model development that has been carried out until now is
documented and the generic models for the four major wind turbine topologies are
described. Finally, the model specifications, as well as the process of their validation, are
highlighted.

Chapter 5 explains the operating principle of the static synchronous compensator
(STATCOM) and of the Flexible AC Transmission Systems (FACTS) in general. The voltage-
sourced converter operation is also elaborated, as a STATCOM component, in addition to
the STATCOM control system and a bibliography review regarding modifications in the
STATCOM'’s control system for wind power applications is carried out.

In chapter 6, the case system studied is described, as well as all the system components.
The mathematical representation, the exact development process and the parameters for
each model are presented.

Chapter 7 includes all the cases of operation simulated and the results are analytically
described.

In chapter 8, conclusions are extracted based on the simulation results and
recommendations for further research are posed.
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2. Wind Turbine Technologies

2.1. Current Trends in Wind Turbine Technology
The operation of a wind turbine relies in two energy conversion systems:

e The mechanical system, which converts the kinetic energy of the wind to
mechanical torque in the turbine rotor

e The electrical system, in which the generator converts the rotor mechanical
torque in electric energy

Although the wind turbine operation principle is relatively simple, nonetheless, it remains
a quite complex system, which combines knowledge from various fields. The design and
optimization of the blades requires complex aerodynamic knowledge: the driving axis
structure, as well as the wind turbine tower requires advanced mechanical engineering
knowledge, while the control and protection systems require electrical engineering and
automatic control system knowledge.

Two important technological advances have recently been attained in wind power
production. First of all, there has been a significant increase in size, aiming at a further
increase of the production cost. The wind generator rotor, as well as the typical size of
the construction have became way larger than they used to be. The world’s biggest world
turbine is currently the SeaTitan 10MW turbine, designed by the American energy
technologies company AMSC [7]. In figure 4, the evolution of the wind turbine sizes,
introduced in the market, is presented.
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Figure 4: Evolution of Wind Turbine Sizes
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As far as the whole construction size is concerned, large wind farms, which are composed
of tens to hundreds wind turbines are tended to be constructed instead of individual or
small groups of wind turbines. In addition, offshore wind farm construction is on the rise.
The reason why wind turbines are organized in wind farms is mainly because in that way,
locations with favorable wind behavior are largely used, while at the same time the visual
disturbance, caused by the turbines, is restricted in these areas.

The second important advance in wind turbine technology is the transition from fixed
speed wind turbine generators to variable speed. The difference, as their name implies, is
that at a fixed speed WTG, the rotor’s speed is constant, while at a variable speed WTG,
rotational speed can be varied and controlled within the design limits. Variable speed
systems are technically more complex than fixed speed, as they include more parts and
require more complex control systems, a fact that renders them more expensive. Despite
their complexity and cost, they have a lot of advantages compared to fixed speed
technologies, such as increased power efficiency, noise and mechanical load reduction
and better active and reactive power control. For that reason, in the last years most
constructors have switched to variable speed systems. Nevertheless, fixed speed WTG,
which are the study purpose of this thesis, are still an important part of all wind power
installations.

2.2. Wind Turbine Types

There are several characteristics, based on which wind turbines can be categorized. These
characteristics include, among others, the rotational speed as mentioned previously
(fixed-speed or variable-speed), the generator type or the control method. In spite of the
differences among the several types, there are some common details that describe the
existing wind turbines and their grid interconnection. This allows their classification and
systematization, a fact that is necessary in order for more realistic WTG models to be
developed for voltage stability studies, such as the generic models that are discussed in a
later chapter.

Based on these details, currently four types of wind turbines have been formed. In the
future, new wind turbine types may become available.
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2.2.1. Type 1: Fixed-Speed Wind Turbine Induction Generator

Type 1
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Figure 5: WTG Type 1 configuration

Wind turbine Type 1 is one of the oldest technologies used in wind turbine generators. It
consists of an induction generator connected to the rotor blades via a gearbox. This type
of turbine is very rugged and simple in its construction. The induction generator used in
most of the turbines is usually the squirrel cage generator, operating in a low slip range
between 0-1%. Many turbines use dual-speed induction generators, where two sets of
windings are used within the same stator frame. The first set is designed to operate in a
low rotational speed (corresponds to low wind speed operation), while the second is
designed to operate in a high rotational speed (high wind speed operation). Since the
start-up current is high, many wind turbines of this type employ a phase-controlled soft-
starter to limit start-up currents. This soft-starter consists of back-to-back thyristors in
series with each phase of the induction generator.

The natural characteristic of an induction generator is that it absorbs reactive power from
the utility supply. Thus, this type of turbine requires reactive power support implemented
in the form of switched capacitors connected in parallel with each phase of the winding.
Operation without switched capacitors can lead to excessive reactive power drawn from
the utility, creating a significant voltage drop across the transmission line and resulting in
low voltage at the terminals of the induction generators.

The size of the capacitors switched in and out is automatically adjusted according to the
operating point of the induction generator. At higher wind speeds, the generated power
and the operating slip of the generator increase and, as a result, the reactive power
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required is also larger. For such high reactive support demands, other means, such as a
STATCOM, can be used. It is customary to keep the operation of the induction generator
at close to the unity power factor.

Aerodynamic control is usually performed with the use of stall or active stall control. In
wind turbines with rated power of equal or less than 1 MW, more commonly the stall
control is used, while for turbines with higher ratings the active stall control is preferred.
That is because the high power levels require the adjustment of the pitch angle of the
blades, in order for the strain in the mechanical parts of the turbine to be avoided.

2.2.2. Type 2: Wound Rotor Induction Generator with Adjustable External Rotor
Resistance
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Figure 6: WTG Type 2 configuration

Wind Turbine Type 2 is a wound rotor induction generator with adjustable external
resistors. The adjustable external resistor is implemented by a combination of external
three-phase resistors, connected in parallel with a power electronics circuit (diode-bridge
and DC chopper). Both the resistors and the power electronics circuit are connected to
the rotor winding. By adjusting the duty ratio of the DC chopper, the effective value of
the external resistor is determined.

The wind turbine starts to generate when the rotor speed is above the synchronous
speed. An increase in the wind speed is accompanied by an increase in the input
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aerodynamic power, the rotor slip, as well as the electric output power. As long as
P<P.ateq, the external rotor resistors are short-circuited (duty ratio=1). Once the output
power reaches its rated output, the external rotor resistance is adjusted to maintain the

turbine output constant. This is achieved by keeping the effective total rotor resistance
f—Rz
sliprated

constant at the value o

RZ,tot =R, + RZ,ext (2.1)

Ry tot _ R, (2.2)
Slip Sliprated

To prevent the rotor speed from reaching run-away conditions and to reduce the
mechanical loads on the blades and the turbine structures, the aerodynamic power is also
controlled by controlling the pitch angle of the blades in the high wind speed regions. The

blade pitch is controlled accordingly, in a way that the rotor speed ranges from 0 up to 10
% above the synchronous speed.

2.2.3. Type 3: Variable-Speed Wind Turbine with Doubly Fed Induction Generator
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Figure 7: WTG Type 3 configuration
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This structure includes a rotor with pitch angle blade control, connected via a gearbox to
a wound rotor induction generator and a variable frequency power converter. As the
converter delivers only the rotor power to the grid, it is designed to have a rated power of
only the 30 % of the generator rated power. Furthermore, being connected to the rotor
circuit, it allows reactive power compensation and control and a safe grid
interconnection. The wind turbine generator has a speed range of +30% around the
synchronous speed, while the relatively small size of the power converter renders this
topology particularly attractive.

The wide range of wind speeds in which the energy efficiency of the wind turbine is
maximized, significantly increases the energy efficiency of the whole configuration, a fact
that is considered its main advantage compared to the type 1 and 2 configurations. The
generator torque remains almost constant, in contrast with the fixed-speed wind turbine
generator, as the rapid wind’s speed variations are absorbed by the generator’s speed
variations. This is rendered possible by the operation of the power converter, which, at
the same time, reduces the mechanical strain in the wind turbine generator parts. In
addition, type-3 WTGs are equipped with a number of functions that allow their
contribution in the grid parameters’ adjustment, as required by the grid operators, in
reference to active and reactive power control, quick reaction in transient and dynamic
events, contribution to the power system stability and increased power quality.

However, the use of slip rings in the generator rotor for the converter connection, the
requirement for a protection system during grid faults, reliability issues and increased
cost related to the power converter use are some of the basic disadvantages of this
configuration.

2.2.4. Type 4: Variable-Speed Wind Turbine Generator with Full Scale Power Converter
In this variable-speed WTG configuration, the rotor, which includes a blade pitch angle

control, is connected via an asynchronous or synchronous generator and a full scale
power converter to the grid. In the case of the asynchronous generator, a gearbox is also
used. The full scale converter, apart from allowing reactive power control and a safe grid
interconnection, also allows variable-speed operation through the generator’s entire
speed range.
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Figure 8: WTG Type 4 configuration

The advantages and disadvantages of this WTG type are generally similar to that of type 3
and are related to the power converter use. Variable-speed operation in type 4 is
obviously expanded compared to type 3, as there isn’t any type of connection between
the generator and the system frequency. Furthermore, the protection against transients
in type 4 is significantly increased because of the intermission of the converter, while the
direct connection of the stator to the grid in type 3 makes it susceptible to transient
currents. Finally, type 4 exhibits important advantages compared to type 3, regarding the
energy efficiency, reliability and maintenance issues.

2.3. Wind Turbine Aerodynamic Power
The kinetic energy in a parcel of air of mass, m, flowing at speed v, in the x direction is:

1 1
U= Emvvzv = E(pr)vVZV (2.3)

where U is the kinetic energy in Joule, A is the cross-sectional area in m?, p is the air
density in kg/m* and x is the thickness of the parcel in m. If we visualize the parcel with
side x, moving at speed v,, (m/sec) and the opposite side fixed at the origin, we see the
kinetic energy increasing uniformly with x, because the mass is increasing uniformly [8].

The power in the wind P,,, is the time derivative of the kinetic energy:

26



_d_U 1 de

1
= —pAvd

Bv =g =3PA%W 3y =3 (2.4)

The fraction of power extracted from the power in the wind by a practical wind turbine is
usually given by the factor C,, standing for the coefficient of performance or power
coefficient. Using this notation, the actual mechanical power output can be written as:

B,=c <1pAv3)=lan2v3c (14, B) (2.5)
m p\2 w 2 wbtp A :

where R is the blade radius of the wind turbine (m). The coefficient of performance is not
constant, but varies with the wind speed, the rotational speed of the turbine and turbine
blade parameters, such as angle of attack and pitch angle. Generally, it is accepted that
the power coefficient C, is a function of the tip speed ratio A and blade pitch angle B
(deg). The tip speed ratio is defined as

wprR
A==

(2.6)
Vw

where wg is the mechanical angular velocity of the turbine rotor in rad/s an vy, is the wind
speed in m/s. The angular velocity wg is determined from the rotational speed n (r/min)
by the equation

2mn

Wr =

The value of the coefficient of performance is limited by the Betz’s law. In 1919, the
physicist Albert Betz showed that for a hypothetical ideal wind-energy extraction
machine, the fundamental laws of conservation of mass and energy allowed no more
than 16/27 (59.3%) of the kinetic energy of the wind to be captured. This limit can be
approached by modern wind turbine designs which may reach 70 to 80% of this
theoretical limit.

2.4. Wind Turbine Mechanical Part

A typical wind energy conversion system is shown in figure 9. The components the
mechanical system comprises are the wind turbine, the low-speed shaft, the gearbox, the
high-speed shaft and the wind generator rotor. The common approach adopted for the
analysis of the dynamic motion of a mechanical system (i.e. windmill drive train system) is
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that the wind turbine, the gearbox and the generator rotor can be modeled as masses,
while the windmill shafts can be modeled as spring elements. Obviously, accurate results
are obtained by increasing the number of masses, springs and damper, which are used to
represent the physical characteristics of the actual wind system (i.e. increasing the degree
of freedoms). Thus, the more faithful representation of the actual system is the three-
mass mechanical model, as depicted in figure 10.

Wind Turbine
Low-Speed High-Speed
Shaft Shafi
e 4
Wind s=jp
—>

Figure 9: Schematic diagram of a typical wind energy conversion system
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Figure 10: Three-mass mechanical model

The parameters used to describe the mechanical components are the shaft stiffness, the
inertia of each component and the damping coefficient.

The three-mass mechanical model can be simplified to the two-mass system shown in
figure 11 by converting the wind turbine inertia and the low-speed shaft masses and shaft
stiffness to the generator (high-speed) side. This is performed as follows:

K p—
H le

(2.8)
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Ju = n? (2.9)
Ny
n= n—L (2.10)
where:
n the transmission ratio of the gearbox
ny,ng numbers of high-speed and low-speed gears

Ky, K}, high-speed and low-speed shaft stiffness

Ju I mass moment of inertia of high-speed and low-speed masses
Wind Turbine +
Low-speed Shaft
+ Gearbox Generator
Rotor
Wind Turbine

—p

Generator Rotor

Figure 11: Two-mass mechanical model

Finally, when all the mechanical components are lumped together and modeled as a
single rotating mass (figure 12), the one-mass mechanical model is extracted. The one-
mass mechanical model is the most simplified representation of the mechanical
components and their interaction. Its dynamic behavior is described by the following
differential equation:

dw T, —T,
- _m ‘e (2.11)
dt ]

where:

] moment of inertia of the rotating mass

w rotor speed

T input mechanical torque applied on the wind turbine rotor
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T, electromagnetic torque developed inside an induction machine

Wind Turbine + Low-speed Shaft
+ Gearbox + High-speed Shaft + Generator Rotor

Wind Turbine
Generator Rotor

Figure 12: One-mass mechanical model

2.5. Wind Turbine Aerodynamic Control

Wind turbines are designed to withstand extreme winds statically. This means that they
can survive a storm, but only when they are not spinning. They are not designed for
extreme rotational torques or speeds. At very large aerodynamic torques or rotational
speeds, the forces on the blades and other parts of the turbine are enormous and will
literally tear the turbine apart. This is why turbines are always designed with a cut-out
speed, above which brakes will slow the turbine to a halt. However, there is a range of
wind speeds before the cut-out speed where turbines employ various active and passive
control strategies to deal with high wind speeds that would otherwise pose a threat to
the turbines. These control strategies can broadly be classified as pitch control and stall
control, respectively.

A pitch-regulated wind turbine has an active control system that can vary the pitch angle
(turn the blade around its own axis) of the turbine blades to decrease the torque
produced by the blades in a fixed-speed turbine and to decrease the rotational speed in
variable-speed turbines. This type of control is usually employed for high wind speeds
only (usually above the rated speed), when high rotational speeds and aerodynamic
torques can damage the equipment. When wind speeds get very high (above rated
power), the blades will pitch so that there is less lift and more drag due to increasing flow
separation along the blade length (the blades are pitched into stall). This will decrease the
turbine’s rotational speed or the torque transferred to the shaft, so that the rotational
speed or the torque is kept constant below a set threshold. Pitch-regulated turbines see
increasing power up until the rated wind speed, beyond which power is maintained
constant until a cut-out speed when the pitch control is no longer able to limit the

30



rotational speed/aerodynamic torque or where other forces like structural vibrations,
turbulence or gusts pose a threat to a rotating turbine. In figure 42, the pitch-regulated
turbine is represented by the red curve:
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Figure 13: Wind turbine aerodynamic control

Stall-regulated wind turbines, on the other hand, have their blades designed so that when
wind speeds are high, the rotational speed or the aerodynamic torque, and thus the
power production, decreases with increasing wind speed above a certain value (usually
not the same as the rated wind speed). This behavior is illustrated in figure 13, where a
typical stall-regulated turbine is represented by the blue curve. The decrease in power
with increasing wind speeds is due to aerodynamic effects on the turbine blades (regions
of the blade are stalled, propagating from the hub and outwards with increasing wind
speeds). The blades are designed so that they will perform worse (in terms of energy
extraction) in high wind speeds to protect the wind turbine without the need for active
controls. The benefit of stall-regulation over pitch-regulation is limited in the capital cost
of the turbine, as well as lower maintenance associated with more moving parts. Like
pitch-regulated wind turbines, stall-regulated wind turbines also have brakes to bring the
turbine to a halt in extreme wind speeds.

The difference then, between pitch-regulated and stall-regulated wind turbine, is mostly
noticeable in high wind speeds. While the stall-regulated systems rely on the
aerodynamic design of the blades to control the aerodynamic torque or the rotational
speed of the turbine in high wind speeds, the pitch-regulated systems use an active pitch
control for the blades. This allows the pitch-regulated systems to have a constant power
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output above the rated wind speed, while the stall-regulated systems are not able to
keep a constant power output in high winds.

3. Grid Code Requirements

3.1. Introduction

In order to maintain reliable grid performance in response to the increasing wind
penetration, transmission system operators (TSOs) update their grid connection codes
with specific requirements regarding the operation of wind generators and wind farms. In
general, wind farms are expected to support the grid and to provide ancillary services
much like conventional power plants (e.g. active power control, frequency regulation and
dynamic voltage control and low voltage ride-through (LVRT)).

Power system stability and the quality of the power provided to customers, are
frequently threatened by faults. Voltage dips, following faults, can expand to greater
parts of the grid and the transient duration depends from a variety of factors, with the
most vital the time response of the protection system, which ensures that the fault is
cleared, isolating the parts that transients are occurring. In relatively weak systems, the
danger of voltage collapse is particularly intense. The time scale of these phenomena
ranges from some tens tenths of seconds to some seconds [9].

In addition, apart from the previous reasons, the wind turbine disconnection may be
deemed necessary in order to avoid the case of islanding. Islanding refers to the condition
in which a distributed generator, after its disconnection caused by a fault, continues to
power a location, even though electrical grid power from the electric utility is no longer
present. This situation is particularly undesirable, as the voltage and frequency levels in
that autonomous part are no longer controllable, jeopardizing the other grid
components. Also, islanding can be dangerous to utility workers, who may not realize that
a circuit is still powered, and it may prevent automatic re-connection of devices.

For these reasons, the establishment of grid code requirements is of paramount
importance. The requirements vary between countries and their severity usually depends
on the wind power penetration level, as well as on the robustness of the national or
regional power network. Grid code requirements have been a drive for the development
of wind turbine technology. Manufacturers in the wind energy sector are constantly
trying to improve wind turbines, mainly in the area of wind turbine control and electrical
system design, in order to meet the new grid code requirements. This can often imply
higher costs, as more advanced power electronic designs and more complex controls
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have to be utilized. Grid code requirements can be divided based on the restricted
variable in the following categories.

3.2. Frequency and Voltage Operating Range

The problem of adapting power production to power demand is fundamental in power
conversion systems. Frequency control in an electric power system is performed by
adjusting continuously the power production from the system generators to match
consumption as effectively as possible, securing that frequency maintains its nominal
value. Any deviation from the planned production or consumption moves the system
frequency away of its nominal value. In the case of a sudden load increase, the produced
voltage frequency decreases and has to be restored back to nominal by increasing power
production through primary control. Under-frequency can also occur as a result of an
unexpected generation loss. On the other hand, over-frequency occurs with a sudden
load decrease or an unexpected generation increase (e.g. wind gusts).

Grid codes require that wind farms must be capable of operating continuously within the
voltage and frequency variation limits encountered in normal operating conditions. In
addition, they should remain in operation in case of frequency deviations outside normal
operating limits for a specific time interval and in some cases with a specific active power
output. By having the ability to remain connected to the grid for a wider frequency range,
wind farms support the system during abnormal operating conditions and allow a fast
system frequency restoration. Consequently, wind farms must be designed appropriately,
as abnormal frequencies can overheat the generator windings, degrade insulation
material and damage power electronic devices.

Frequency ranges required by various European countries’ grid codes are presented in
figure 14. In the green frequency ranges, wind turbines must remain connected and
operate continuously at full power output. In the white ranges, they must remain
connected at least for the minimum time specified, usually at a lower power output in
order to support the grid during frequency restoration. In many cases, the active power
reduction must be controlled proportionally with the frequency deviation from the
nominal value. In the extreme grey frequency ranges, wind turbines are allowed to
disconnect from the grid. Active power requirements at different frequencies, if specified
by the grid code, are also shown in figure 14.
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Figure 14: Required frequency range of operation in different grid codes [10]

Overall, in today’s wind power systems, wind turbines are required to remain connected
in the case of large frequency deviations, with the most extreme frequencies being 47 Hz
and 53 Hz. As frequency deviation increases, the minimum connection time and minimum
active power conditions are loosened. As it can also be observed, in the case of under-
frequencies, wind turbines have to remain connected to the grid for longer periods
before they are allowed to trip. The largest frequency ranges of mandatory continuous
operation, in which wind turbines must not trip, are observed for the United Kingdom,
Romania (47.5 Hz — 52 Hz) and Italy (47.5 Hz — 51.5 Hz). Wider frequency ranges are
expected in isolated systems with weak interconnections, where system stability is more
vulnerable to disturbances compared to large interconnected systems.

3.3. Active Power Control
The ability of wind power plants to regulate their active power output to a defined level
and at a defined ramp rate (e.g. in the case of active power curtailment requested by the
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TSO) constitutes the active power control. These requirements aim to ensure a stable
frequency in the system, to prevent overloading of transmission lines and to minimize the
effects of dynamic operation of wind turbines on the grid (e.g. during extreme wind
conditions, at startup/shutdown).

The ability of wind turbines to control their active power is also important for transient
stability during faults. If power can be efficiently controlled as soon as the fault occurs,
the turbine can be prevented from overspeeding. Hence, the reactive power needed for
the re-magnetization of the generators is less after the fault is cleared, a fact that helps
the grid voltage to be re-established. Often, active power generation is reduced
temporarily by the control system during the low voltage period. This allows an increase
of reactive power generation without exceeding the rated current of the converters. After
the fault period, a fast return to normal active power generation is essential to ensure
power balance and grid stability.

In practice, most grid codes demand active power curtailment upon request from the
network operator, at a specified set-point. This is achieved either by disconnecting wind
turbines or by controlling the pitch angle of the blades in order to limit the power
extracted from the wind. Some grid codes also impose limitations on the rate of change
of active power, with maximum and minimum ramp-up and ramp-down rates. These
limitations aim to suppress large frequency fluctuations caused by extreme wind
conditions and to avoid large voltage steps and in-rush currents during wind farm startup
and shutdown.

3.4. Reactive Power Control and Voltage Regulation

Voltage levels in a power system must be maintained constant (within a very narrow
range) because equipment of the utility and consumers are designed to operate at
specific voltage levels. Recent grid codes demand from wind farms to provide reactive
output regulation to the same extent as conventional power plants do. They should be
able to generate or absorb reactive power in order to influence the voltage level at the
point of common coupling (PCC). Under normal operation the voltage at the PCC can be
increased by injecting reactive power to the grid and can be decreased by absorbing
reacting power. Wind farms should have reactive power capabilities in order to support
the PCC voltage during voltage fluctuations and to assist in balancing the reactive power
demand in the grid. The reactive power control requirements are related to the
characteristics of each network, since the influence of reactive power injection to the
voltage level is dependent on the network short-circuit capacity and impedance. Some
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codes prescribe that the TSO may define a set-point value for voltage or power factor or
reactive power at the wind farm’s connection point. [11]

Voltage and reactive power control constitute determining factors in the power system
stability. A factor that renders this type of control vital is that voltage control should be
performed in a local level, in contrast with frequency and active power control. Reactive
power cannot be transferred over long distances and therefore, control should be
performed in all grid parts, including production, consumption flow of reactive power
among all voltage levels in a power system. A basic control component are the
synchronous generators of conventional production units, using the automatic voltage
regulators and the excitation field that ensure that voltage remains between the default
levels on their terminal bus. In the rest grid parts, additional control is executed by:

Reactive power production or consumption elements, such as switching capacitors and
inductors, FACTS (Flexible AC Transmission Systems) and synchronous compensators
(STATCOM, SVC)

Line Compensation Element, such as series capacitors

On load Tap-Changing Transformers

These methods are divided in active and passive compensation. In the first case, the
reactive power consumed or produced, is automatically changed according to the voltage
of the bus they are connected to, while in the second case, contribution to voltage
control is achieved by adjusting the grid characteristics, since the equipment is fixed or
switch-connected to the transmission or distribution system.

3.5. Low Voltage Ride-Through (LVRT)

In the past, during grid disturbances and low grid voltages the wind turbines and farms
were allowed to disconnect from the grid. However, the large increase in the installed
wind capacity in transmission systems necessitates that wind generation remain in
operation in the event of network disturbances. For this reason, grid codes issued during
the last years invariably demand that wind farms (especially those connected to HV grids)
must withstand voltage dips to a certain percentage of the nominal voltage (down to 0%
in some cases) and for a specified duration. Such requirements are known as Low Voltage
Ride-Through (LVRT) or Fault Ride-Through (FRT) and they are described by a voltage-
versus-time characteristic, denoting the minimum required immunity of the wind power
station. The LVRT requirements also include fast active and reactive power restoration to
the pre-fault values, after the system voltage returns to normal operation levels. Some
codes impose increased reactive power generation by the wind turbines during the
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disturbance, in order to provide voltage support, a requirement that resembles the
behavior of conventional synchronous generators in over-excited operation. In addition, it
is worth mentioning that LVRT-related codes do not allow wind turbine disconnection
because of power oscillations. Consequently, a special damping system is probably
required. Several LVRT voltage-time profiles are presented in figure 15.

-
-
-
-
-
-
-
-
-
-
-
.
-
-

UlUy (%)
N
v

IIIIIIIYIITYIIYIIY‘]J

L1 1 1 & 1 1 1 1 1 1 1. 1. 1.}

1 ! | | 1 L | 1 ! | 1 1 L | 1 | 1

0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200 2400 2600 2800 3000 3200

Time (ms)

— Germany Ireland/Romania
=== Germany/Greece STI --~ Italy
Greece - == Poland
— Spain -~~~ Cyprus
—— Belgium == UK
—— Denmark Turkey
—— France 400kV —— Finland, Sweden

- -~ France 63-225kV

Figure 15: LVRT requirements in various grid codes [10]

These characteristics denote that wind turbines should remain connected for any voltage
dip that is described by the area above the limit line. For voltage dips that cover the area
under the limit line, disconnection of the wind turbine is allowed. In some cases, there is
also an intervening situation between the acceptable and unacceptable disconnection
that is known as short term interruption (STI). In this area, temporary disconnection is
allowed, but re-synchronization with the grid must be completed in the next two seconds.
A STI characteristic for German and Greek codes is presented in figure 15.
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The diversification of the LVRT requirements among different countries is obvious. That is
reasonable, as the characteristics depend on the necessities and strength of each grid, a
fact that is highly varying between different countries.

Furthermore, in some countries voltage control is required during the low voltage faults
as shown in figure 16. Wind farms must supply reactive current to the grid based on the
depth of the voltage dip, in order to support the local voltage and thus limit the
geographical low voltage area caused by the grid fault. During this low voltage period the
active current can be decreased and priority should be given to the reactive current in
order to back up the grid voltage. The German grid code asks for a constant of
proportionality k between the voltage deviation and the required reactive current that
can be set in the range k=0-10 after an agreement with the network operator, with a
default value k=2.

Reactive current delivered to the grid (p.u.)
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—— Spain, settling time = 150 ms

Figure 16: Reactive current requirements with grid voltage decrease [10]
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3.6. Conclusion

All of the above requirements determine the limits and the specifications regarding the
integration of large wind farms in the electric power systems. The differences between
codes imposed to each country by the TSO depend on the inherent characteristics of the
corresponding grid, the production and consumption dispersion, the technology involved
in the production process, the total system inertia, the protection system and the fault-
clearing times and various other technical factors. Systems that are not interconnected
and therefore, weaker, are more susceptible of fault and voltage dips spreads.

4. Generic Models

4.1. Introduction and Early Development

With the increasing installed capacity of wind power in power systems, the validated
dynamic wind turbine generator models are of particular interest for grid operators to
investigate the impact of high wind power penetration on the stability of the power
system. Most of the existing dynamic WTG are proprietary user defined models,
developed by manufacturers or consultants. These vendor-specific models reproduce the
behavior of their WTGs with a great level of accuracy and detail. However, major
obstacles are created when used for efficiently performing stability studies with wind
power. Firstly, many of the inputs required for the models are proprietary and
consequently cannot be publicly shared or distributed. Secondly, these vendor-specific
models are user-written and need to be compiled and implemented in different
simulation programs. It takes a lot of time for the user to incorporate a large number of
these models into power system network models. Thirdly, the simulation time would be
quite long and would not be suitable for power system stability analyses. [12]

The absence of WTG generic models is also a significant problem from the system
operator’s perspective. The system operators are the end users of wind turbine models
and due to the general lack of power system analysis expertise on the part of wind
turbine manufacturers, the wind turbine model development process has proved
cumbersome. Models are developed on behalf of manufacturers by third parties and
supplied to system operators for use. As many of the turbine models are not yet mature,
system operators have acted as model testers reporting model bugs, irregularities and
errors and often advising manufacturers on appropriate action [13].

This is in sharp contrast with other commonly used power system equipment, such as
synchronous generators and excitation systems, for which widely accepted, easily
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accessible and well-documented models are available in the public domain. Furthermore,
maintenance of numerous vendor-specific models is unmanageable for regional reliability
organizations and grid operators, who are responsible for conducting system studies
and/or maintaining a master dynamic database for large electrical systems. The current
situation is untenable and underlines the need to develop publicly available WTG generic
models.

Of particular interest to the industry are positive-sequence dynamic models of the type
routinely used for simulation of large-scale power system networks. These models are
required for demonstrating compliance with power system reliability criteria and for
planning system expansions. With increased installed capacity and larger nameplate
ratings, it is imperative that wind power plants be properly represented in power system
dynamic simulations.

In principle, generic WTG models should exhibit the following characteristics:

Allow an easy exchange of model data between interested parties

Facilitate comparisons of system dynamic performance between different simulation
programs

Allow the implementation of WTG models in different simulation programs

Provide a mechanism by which manufacturers can tune the model parameters to best
represent their equipment without having to reveal proprietary information

Based on the IEEE definition, there are four wind turbine types which are commercially
available:

Type 1: Fixed-speed wind turbine with asynchronous generator directly connected to the
grid, i.e. without power converter. Type 1A refers to wind turbines without fault-ride
through capability while type 1B wind turbines are equipped with blade angle FRT
control.

Type 2: Partially variable-speed wind turbine with wound rotor asynchronous generator,
blade angle control and variable rotor resistance (VRR).

Type 3: Variable-speed wind turbine with wound rotor asynchronous generator, direct
connection of the stator to the grid and rotor connection through a back-to-back power
converter. This type is usually referred to as doubly-fed induction generator (DFIG) wind
turbine.

Type 4: Variable-speed wind turbines with synchronous or asynchronous generators
connected to the grid though a full scale power converter. There are two different models
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of type four WTGs: type 4A, where the aerodynamic and mechanical parts are neglected
and type 4B, which includes a two-mass mechanical model assuming constant
aerodynamic torque.

According to the definition given in [14], the term generic model refers to non-
proprietary dynamic models that can be used to represent wind turbine generators with
similar physical and control topology, regardless of the manufacturer. Recognizing the
need for generic wind turbine generator models, Western Electricity Coordinating Council
(WECC) through its Wind Generation Modeling Group (WGMG) has led a comprehensive
effort to develop generic positive-sequence WTG dynamic models, suitable for grid
planning studies. [15] These models have now been implemented and validated in at
least two widely used commercial transient stability simulation programs, Power System
Simulation for Engineering (PSSE) and Positive Sequence Load Flow (PSLF). The level of
detail and the amount of input data required for such models is under continuous
revision due to changes in the relevant power system technologies. The response of the
generic models applied in power system stability studies and the applicability of these
models in various cases have to be carefully assessed in order to ensure reliable
evaluation of the critical operating scenarios of the power [16].

The International Electrotechnical Commission (IEC) is a non-profit, non-governmental
international standards organization that prepares and publishes international standards
for all electrical, electronic and related technologies — collectively known as
“electrotechnology”. IEC standards cover a vast range of technologies from power
generation, transmission and distribution to home appliances and office equipment,
semiconductors, fiber optics, batteries, solar energy, nanotechnology and marine energy,
as well as many others. It also manages three global conformity assessment systems that
certify whether equipment, system or components conform to its International
Standards.

IEC, through its Working Group 27 started the standardization work — IEC 61400-
27: Electrical simulation models for wind power generation (Committee Draft) to define
standard, public dynamic simulation models for wind turbines and wind power plants.
The 42 members of Working Group 27 represent all types of companies and organizations
with a potentially high interest in the development and the use of the standard [17]. The
group is composed of both modeling and validation subgroups. These models should be
applicable for dynamic simulations of power system events, such as short circuits (low
voltage ride through), loss of generation or loads and typical switching events. The
modeling part of the standard draft has a substantial overlap with WECC WGMG.
However, it also considers input from other sources, including the publications from
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European researchers and vendors. The aim is that the generic models have a reasonable
coverage of the actual wind turbines.

4.2. Overall Structure
The overall process for developing the WTG generic models is illustrated in figure 17.

PSCAD- type
Models

Detailed Transient
Stability Models

Prototype Generic
Transient
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Specifications for
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Development

1|

| Generic Transient |

Stability Models

Figure 17: Overall process for developing the generic WTG models [15]

Typically, it initiates from a sophisticated three-phase, PSCAD-type model, with detailed
representation of the very fast dynamics associated with the electronic components. This
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type of model is needed by manufacturers for detailed analysis and design. These models
often need to be proprietary and vendor-specific, and include features not required for
bulk power system analyses. From these PSCAD-type models, positive-sequence detailed
transient stability models are derived by manufacturers to perform dynamic analyses.
These detailed models also contain features that are not needed for typical transient
stability studies; furthermore, the availability of these models is also often restricted. In
order to circumvent the limitations associated with the general accessibility of WTG
models, four prototype generic WTG models were developed by simplifying a detailed
transient stability model. For instance, GE’'s WTG models were used as the basis to
develop the generic Type 3 and Type 4 WTGs. To accomplish this, essential features likely
to be common to different WTGs were retained, e.g. pitch controller, whereas others that
are more proprietary in nature were simplified, e.g. the power coefficient curve [15].

Preceding their development, several overall design guidelines and modeling assumptions
were established for the generic models. These include:

The models are intended for the simulation of events in a time associated with typical
transient stability simulations, i.e. ten to twenty seconds.

It is assumed that in the simulation time frame the wind speed remains constant.

The models are not designed for use in simulations that involve severe frequency
excursions.

The models allow for the use of a single mass (equivalent to the generator and turbine
inertias) or two separate masses.

The models are suitable for representing individual WTGs or the equivalent of a wind
power plant.

The main model components do not include protective functions. These functions are to
be modeled externally.

In addition, for the generic WTG models of Types 1, 2 and 3, the dynamics associated with
the turbine and generator inertias are included within the Wind Turbine Model. This was
done to facilitate the per unit representation of a two-mass inertial model and the
computation of the shaft stiffness. This representation is in contrast with the transient
stability models of synchronous generators which typically include the inertia of the
machine.

The description of the WTG generic model of each turbine type, according to the work
performed by WECC Wind Generation Modeling Group and the IEEE Working Group on
Dynamic Performance of Wind Power Generation, is presented in the next section. It is
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highlighted that these models were developed so as to simulate the response of each
WTG, rather than the exact component itself.

4.3. Generic Wind Turbine Model Description

4.3.1. Generic WTG Type 1
The generic model Type 1 was developed to simulate the performance of a wind turbine,

employing a conventional induction generator directly connected to the grid. It is
represented by three subsystems, as depicted in figure 18.

The generator model includes the generator dynamics. It represents a standard induction
generator; however, unlike a conventional generator model, it contains no mechanical
state variables for the machine rotor — these are included in the wind turbine subsystem.
However, proper modifications of the model can permit the use of an induction generator
model that includes its inertia equation. Such a modified model is discussed in [12].

The wind turbine subsystem may use either the one-mass or the two-mass mechanical
model, with a block diagram representation of each is shown in figures 19 and 20
respectively.
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Figure 18: WTG of Type 1 [15]
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Figure 19: Turbine model - One mass model [15]

Figure 20: Turbine model - Two mass model [15]

The inertia constant in the single mass representation, H, is equal to the sum of the
inertia constants of the generator and the turbine (Hg + Hy). The stiffness constant, K, is a
function of the first shaft torsional resonant frequency. The damping factor, Dghaft
represents the natural damping, which acts to resist the speed difference. In [18], it is
shown that a proper selection of the value of this factor can lead to an efficient
representation of the damping torque component, generated by the power electronics in

WTG type 3. Therefore, these mechanical models are also used for the Types 2 and 3
generic WTG models.

Finally, the mechanical power is generated by the pseudo governor model shown in figure
21. This model was designed and developed following a thorough investigation of the
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aero-dynamic characteristics and pitch control of several vendor-specific WTG models.
The model uses two inputs: rotor speed deviation and generator electrical power. The
output is the mechanical power on the rotor blade side. The filters are used to smooth
the outputs. The pseudo governor model is used for the Types 1 and 2 generic WTG
models and it represents an attempt to simplify the computation of the aero-torque.
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Figure 21: Type 1 & 2 Pseudo Governor Model [15]

4.3.2. Generic WTG Type 2
The configuration of the Generic WTG Type 2 model is quite similar to that of Type 1, with

an additional module for the Rotor Resistance Control. It is depicted in figure 22.
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Figure 22: WTG of type 2 [15]
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The generator is an induction generator with provisions for adjusting its rotor resistance
via the rotor resistance controller. This controller has as inputs the rotor speed and the
generator electrical power (figure 23). The model calculates the portion of the available
rotor resistance to be added to the rotor resistance included in the generator module via
a Pl controller and based on the Power vs. Slip Curve that has to be provided.
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Figure 23: Type 2 WTG Rotor Resistance Controller [15]

4.3.3. Generic WTG Type 3

The generic model Type 3 was developed to simulate the performance of a wind turbine,
employing a doubly-fed induction generator with the active control by a power converter
connected to the rotor terminals. The general structure is presented in figure 24.
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Figure 24: WTG of Type 3 [15]
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This model is derived from simplifications of the detailed GE’s wind turbine models. Such
simplifications include the elimination of the active power control and the GE’s
WindINERTIA control. The model consists of four main components: generator/converter,
converter control, wind turbine and pitch control.

An additional simplification has been made in the construction of the
generator/converter model, which is depicted in figure 25. The flux dynamics have been
eliminated to reflect the rapid response of the converter to the higher level commands
from the electrical controls. This model also includes a Low Voltage Power Logic (which
can be bypassed), in order to limit the real current command during and immediately
following sustained faults. It also accepts two signals from the converter control, l,cmg and
Eqemd, Which dictate the active and reactive power to be delivered to the system
respectively.
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Figure 25: Type 3 WTG Generator/Converter Model [15]

The converter control model, shown in figures 26 and 27, consists of two components:
the reactive and active power control modules, each of which generates the signals Egcmd
and l,cmg, mentioned above. There are three choices for the reactive power order, Qqrq: It
can be maintained constant, or be computed by either the Wind Plant Reactive Power
Control Emulator or the power factor regulator. The Wind Plant Reactive Power Control
Emulation represents a simplified equivalent of the supervisory VAR controller portion of
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the entire wind farm management system. The active power order is derived from the
generator power and speed. The speed reference, wf, is obtained from a turbine speed
setpoint versus power output f(Pgen) curve.
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Figure 27: Type 3 WTG Active Power (Torque) Control Model [15]
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For the calculation of the aerodynamic power, a very simplified model is used (figure 28).
This model does not require representation of the power coefficient curve and is based
on the results of the investigation reported in [19].
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Figure 28: Simplified Aerodynamic Model [15]

Finally, the pitch controller is shown in figure 29. In this model, the blade position
actuators are rate-limited and there is a time constant associated with the translation of

blade angle to mechanical output. The pitch control consists of two Pl controllers that act
on the speed and power errors.
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Figure 29: Type 3 WTG Pitch Controller Model [15]

4.3.4. Generic WTG Type 4

The generic WTG model Type 4 simulates the performance of a wind turbine employing a
generator connected to the grid via a power converter. It consists of three basic
components: generator/converter, converter control and wind turbine. They are

presented, along with their connectivity, in figure 30. The model is based on GE’s wind
turbine model documented in [20].
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The generator model is very similar to the Type 3 generator model shown in figure 25.
The main difference is that the model takes as inputs both reactive and active current
commands. These signals are generated by the converter control model, shown in figure
31. The overall structure of the controller is somewhat similar to the Type 3 WTG reactive
power control model, but in includes logic to determine the current limits.

The model used to calculate the current limit is shown in figure 32. The objective of this
limit is to protect the converter by preventing the combination of the real and reactive
currents from exceeding the converter capability. As it can be observed, it is possible to
give priority to either real or reactive power, depending upon the value of a user-
specified P, Q priority flag. This flag is determined, based on the equipment features
selected and is normally dictated by the host system grid code.
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Figure 32: Type 4 WTG Converter Current Limit Model [15]

The Type 4 generic WTG includes the simplified turbine model shown in figure 33.
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Figure 33: Type 4 WTG Wind Turbine Model [15]

4.4. Generic Model Specifications

In order to facilitate the implementation of the generic WTG models in different
simulation programs, the Working Group on Dynamic Performance of Wind Power
Generation has written a set of modeling specifications. In principle, with these
specifications in place, the implementation of WTG models that are consistent in their
functionality in different simulation programs becomes possible. Furthermore, by
defining specifications agreed upon by interested parties, a more open dialog is possible
regarding upgrades to the models.

The specifications are divided into two categories: functional specifications and model
description. The former category defines the functional characteristics of the models,
while the latter specifies the manner in which the models should be described. These
specifications are fully documented in [15].

4.5. Generic Model Validation

Apart from developing the generic models, a lot of effort had to be put on choosing how
to validate their efficiency. Model validation is a key requirement if wind turbine models
are to be used with confidence in power system stability studies. We can broadly define
the goal of model validation as to establish that a model and its chosen parameters
adequately represent the dynamic performance of the “as-installed” device being
modeled for the purpose of power system studies [21].
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Validation involves two distinct processes: measurement and comparison. Wind turbine
measurement for the purpose of model validation may be carried out in numerous ways,
but the requirement of validation during severe transient disturbances makes this process
difficult. Three approaches have been proposed [13]:

1. Staged generator testing
2. Staged full-scale turbine testing
3. Opportunistic wind farm testing

Staged generator testing may be carried out using the turbine generator and controls
alone, without the turbine blades. This measurement setup allows validation
measurements to be carried out during the turbine manufacture or at a dedicated test
facility. The lack of turbine blade structure makes this type of test feasible, but it will not
enable relevant interactions with the wind turbine blade structure or the tower to be
observed.

Staged full-scale turbine testing may be carried out at dedicated test facilities, where a
full-scale turbine may be installed and subjected to electrical disturbances for the
purpose of model validation. This process is expensive however, and the requirements of
different grid codes may mean that multiple tests need to be carried out for different
jurisdictions.

Probably even more importantly, staged tests are designed such that the unit is isolated
from the power system. The response of the unit to an open-circuit step test or following
a load rejection is only a function of the unit and its controls. The dynamics of the power
system comprising many units and a complex connecting system are not involved.

Opportunistic testing at the wind farm site has been suggested as the solution to the
model validation problem. Here measurement equipment is installed at the wind farm
site. The equipment records naturally occurring power system disturbances, which are
then used to validate wind turbine models. There are various issues associated with this
approach; however, these are primarily related to the likelihood of occurrence of a
balanced three-phase fault of sufficient magnitude to validate a wind turbine model.
Most naturally occurring power system disturbances are complex in nature [13].

A more detailed account of the approaches that have been implemented for wind turbine
model validation and more specifically to the generic models can be found in [21].
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4.6. Conclusion

The development of wind turbine and wind farm models is vital for the investigation of
the effects of large penetrations of wind energy on the stability of power systems.
Although a significant amount of effort has been invested in developing and
implementing the prototype generic WTG models, the models are not in the final form
and a significant amount of work remains to be done. In fact, wind power system
modeling constitutes one of the major fields of research in our days.

Nevertheless, the evidence to-date indicates that relatively simple models that exclude
proprietary information can be used successfully in bulk power system studies. In needs
to be emphasized that to further refine and expand the existing prototype models, it is
critical to have the active participation by all parties involved in the development of wind
power. Particularly, WTG manufacturers need to be engaged, as they alone possess an
intimate knowledge of the dynamic models used to represent their WTGs. Only with their
involvement and cooperation can the generic models be developed [15].

5. Static Synchronous Compensator (STATCOM)

5.1. Introduction

Power flow is a function of transmission line impedance, the magnitude of the sending
and receiving end voltages, and the phase angle between the voltages. By controlling one
or a combination of the power flow arguments, it is possible to control the active, as well
as the reactive power flow in the transmission line. In the past, power systems were
simple and designed to be self-sufficient. Active power exchange of nearby power
systems was rare as AC transmission systems could not be controlled fast enough to
handle dynamic changes in the system and, therefore, dynamic problems were usually
solved by having generous stability margins so that the system could recover from
anticipated operating contingencies.

Today, it is possible to increase the system loadability and hence security by using a
number of different approaches. It is a usual practice in power systems to install shunt
capacitors to support the system voltages at satisfactory levels. Series capacitors are used
to reduce transmission line reactance and thereby increase power transfer capability of
lines. Phase shifting transformers are applied to control power flows in transmission lines
by introducing an additional phase shift between the sending and receiving end voltages.

In past days, all these devices were controlled mechanically and were, therefore,
relatively slow. They are very useful in a steady state operation of power systems but
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from a dynamical point of view, their time response is too slow to effectively damp
transient oscillations. If mechanically controlled systems were made to respond faster,
power system security would be significantly improved, allowing the full utilization of
system capability while maintaining adequate levels of stability. This concept and
advances in the field of power electronics led to a new approach introduced by the
Electric Power Research Institute (EPRI) in the late 1980s. Called Flexible AC Transmission
Systems or simply FACTS, it was an answer to a call for a more efficient use of already
existing resources in present power systems while maintaining and even improving power
system security [22].

5.2. Basic Principles of Active and Reactive Power Control

Active (real) and reactive power in a transmission line depend on the voltage magnitudes
and phase angles at the sending and receiving ends, as well as the line impedance. To
facilitate the understanding of the basic issues in power flow control and to introduce the
basic ideas behind voltage-sourced converter (VSC)-based FACTS controllers, the simple
model shown in figure 25 is used. The sending and receiving end voltages are assumed to
be fixed and can be interpreted as points in large power systems where voltages are
“stiff”. The sending and receiving ends are connected by an equivalent reactance,
assuming that the resistance of high voltage transmission lines is very small. The receiving
end is modeled as an infinite bus with a fixed angle of 0°.
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Figure 34: (a) Model for calculation of real and reactive power, (b) Power angle curve for (a) [22]
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Complex, active and reactive power flows in this transmission system are defined,
respectively, as follows:

SR=PR+jQR=VR.I* (51)
VsV,

Pr = —Zsiné (5.2)

V_gVR COoS 6 - VZ
X = ~ R (5.3)

Similarly, for the sending end:

VsVr .
P = Sin§ = Py Sin S (5.4)

V& — VsVp cos§
Qp =—3F (5.5)

X

where Vs and Vi are the magnitudes (in RMS values) of sending and receiving end
voltages, respectively, while & is the phase-shift between sending and receiving end
voltages.

The equations for sending and receiving active power flows, Ps and Pg, are equal because
the system is assumed to be a lossless system. As it can be seen in Figure 34(b), the
maximum active power transfer occurs, for the given system, at a power or load angle 6
equal to 90°. Maximum power occurs at a different angle if the transmission losses are

included. The system is stable or unstable depending on whether the derivativeZ—Zis

positive or negative. The steady state limit is reached when the derivative is zero.

In practice, a transmission system is never allowed to operate close to its steady state
limit, as certain margin must be left in power transfer in order for the system to be able
to handle disturbances such as load changes, faults, and switching operations. As can be
seen in Figure 34(b), the intersection between a load line representing sending end
mechanical (turbine) power and the electric load demand line defines the steady state
value of §; a small increase in mechanical power at the sending end increases the angle.

For an angle above 90° increased demand results in less power transfer, which
accelerates the generator, and further increases the angle, making the system unstable;
on the left side intersection, however, the increased angle 6 increases the electric power
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to match the increased mechanical power. In determining an appropriate margin for the
load angle §, the concepts of dynamic or small signal stability and transient or large signal
stability are often used. By the IEEE definition, dynamic stability is the ability of the power
system to maintain synchronism under small disturbance, whereas transient stability is
the ability of a power system to maintain synchronism when subjected to a severe
transient disturbance such as a fault or loss of generation. Typical power transfers
correspond to power angles below 30°%; to ensure steady state rotor angle stability, the
angles across the transmission system are usually kept below 45°.

Closer inspection of equations (5.2) and (5.4) shows that the real or active power transfer
depends mainly on the power angle; inspection of equations (5.3) and (5.5) shows that
the reactive power requirements of the sending and receiving ends are excessive at high
angles and high power transfers. It is also possible to conclude that reactive power
transfer depends mainly on voltage magnitudes, with flows from the highest voltage to
the lowest voltage, while the direction of active power flows depends on the sign of the
power angle.

Equations (5.2) to (5.5) show that the power flow in the transmission line depends on the
transmission line reactance, the magnitudes of sending and receiving end voltages and
the phase angle between the voltages. The concept behind FACTS controllers is to enable
control of these parameters in real-time and, thus, vary the transmitted power according
to system conditions. The ability to control power rapidly, within appropriately defined
boundaries, can increase transient and dynamic stability, as well as the damping of the
system. For example, an increase or decrease of the value of transmission line reactance
X, as can be seen from equations (5.2) and (5.4), increases or decreases the value of
maximum power transfer P, For a given power flow, a change of X also changes the
angle between the two ends. Regulating the magnitudes of sending and receiving ends
voltages, Vs and Vg, respectively, can also control power flow in a transmission line.
However, these values are subject to tight control due to load requirements that limit the
voltage variations to a range between 0.95 and 1.05 per unit, and hence cannot influence
the power flows in a desired range. From the equations of reactive power flow, (5.3) and
(5.5), it can be concluded that the regulation of voltage magnitude has much more
influence over the reactive power flow than the active power flow [22].
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5.3. STATCOM Basic Operating Principles

5.3.1. Basic Configuration

The Static Synchronous Compensator (STATCOM) is a shunt device of the FACTS family
using power electronics to control power flow and improve transient stability on power
grids. The fundamental concept behind its operation is the control of the amount of
reactive power injected into or absorbed from the power system as a mean of voltage
regulation. When the system voltage is low, the STATCOM generates reactive power
(STATCOM capacitive), while when the voltage is high, it absorbs reactive power
(STATCOM inductive).

The variation of reactive power is performed by means of a Voltage-Sourced Converter
(VSC), connected on the secondary side of a coupling transformer. The VSC uses forced-
commutated power electronic devices (such as GTOs, IGBTs or IGCTs) to synthesize a
voltage from a DC voltage source. The STATCOM uses this voltage as a reference in order
to determine whether it will perform in capacitive or inductive operation.

In its simplest form, the STATCOM is made up of a coupling transformer, a VSC and a DC
energy storage device. The energy storage device is a relatively small DC capacitor and
hence the STATCOM is capable of only reactive power exchange with the transmission
system. If a DC storage battery or other DC voltage source were used to replace the DC
capacitor, the controller could exchange real and reactive power with the transmission
system, extending its region of operation from two to four quadrants. A functional model
of a STATCOM is shown in figure 35.

£0°

ac

l AC System
Jok ko) Coupling

Y) Transformer
I.
"m’(:k\" dc Zo.

—~

B

Voltage-Sourced
Converter

AL

Figure 35: Functional model of a STATCOM
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The STATCOM'’s output voltage magnitude and phase can be varied. By changing the
phase angle a of the operation of the converter switches relatively to the phase of the AC
system bus voltage, the voltage across the DC capacitor can be controlled, thus
controlling the magnitude of the fundamental component of the converter AC output
voltage, as Vour = kV4.. Note that the coefficient k in this equation depends on the
converter configuration, number of switching pulses and the converter controls. The
difference between the converter output voltage and the AC system bus voltage basically
determines the flow of reactive power through the coupling transformer to or from the
system.

The real power flowing into the converter supplies the converter losses due to switching
and charges the DC capacitor to a satisfactory voltage level. The capacitor is charged and
discharged during the course of each switching cycle, but in steady state, the average
capacitor voltage remains constant. If that were not the case, there would be real power
flowing into or out of the converter, and the capacitor would gain or lose charge each
cycle. In steady state, all of the power from the AC system is used to replenish the losses
due to switching. The ability of the STATCOM to absorb/supply real power depends on
the size of DC capacitor and the real power losses due to switching. Since the DC
capacitor and the losses are relatively small, the amount of real power transfer is also
relatively small. This implies that the STATCOM’s output AC current l,c has to be
approximately +90° with respect to AC system voltage at its line terminals.

Varying the amplitude of the converter three-phase output voltage Vo, controls the
reactive power generation/absorption of the STATCOM. If the amplitude of the converter
output voltage Vo is increased above the magnitude of the AC system bus voltage Va,
then the AC current I, flows through the transformer reactance from the converter to
the AC system, generating reactive power. In this case, the AC system draws capacitive
current that leads by an angle of 90° the AC system bus voltage, assuming that the
converter losses are equal to zero. The AC current flows from the AC system to the VSC if
the amplitude of the converter output voltage is decreased below that of the AC system
and consequently the converter absorbs reactive power. For an inductive operation, the
current lags the AC voltage by an angle of 90°, assuming again that the converter losses
are neglected. If the amplitudes of the AC system and converter output voltages are
equal, there will be no AC current flow in/out of the converter and hence there will be no
reactive power generation/absorption.

The current magnitude can be calculated using the following equation:
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(5.6)

assuming that the AC current flows from the converter to the AC system. Vo and V,¢ are

the magnitudes of the converter output voltage and AC system voltage respectively, while

X represents the coupling transformer leakage reactance. The corresponding reactive

power exchanged can be expressed as follows:

2
Vout — VoutVac cosa

X

(5.7)

where the angle a is the angle between the AC system bus voltage V,c and the converter

output voltage Vout.

The STATCOM V-I characteristic is shown in figure 36. This characteristic shows the ability
of the STATCOM to support a very low system voltage; down to about 0.15 per unit,

which is the value associated with the coupling transformer reactance. This is in strong
contrast with the corresponding thyristor-based FACTS controller, the Static VAR

Compensator (SVC), which at full capacitive output becomes an uncontrolled capacitor

bank. A STATCOM can support system voltage at extremely low voltage conditions as long

as the DC capacitor can retain enough energy to supply losses.

Transient Capacitive Rating

A V(pu)

Transient Inductive Rating

Continuous Capacitive Rating

Continuous Inductive Rating

Figure 36: STATCOM V-I characteristic [22]
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5.3.2. Voltage-Sourced Converter
Historically, power electronic converters have been predominantly employed in domestic,
industrial and information technology applications. However, due to advancements in
power semiconductor and microelectronics technologies, their application in power
systems has gained considerably more attention in the past two decades. Thus, power
electronic converters are increasingly utilized in power conditioning, compensation and
power filtering applications [23].

A power electronic converter consists of a power circuit — which can be realized through a
variety of configurations of power switches and passive components — and a
control/protection system. The link between the two is established through gating signals
issued for semiconductor switches and also through feedback signals. Therefore, the
transfer of energy in a converter system is accomplished through appropriate switching of
the semiconductor switches by the control scheme, based on the overall design
performance, the supervisory commands and the feedback from a multitude of system
variables.

A VSC is a specific class of converter systems that transforms, through appropriate
switching sequence, a DC voltage at its DC terminals into an AC voltage of controllable
frequency, magnitude and phase angle at its AC terminals. The output voltage could be
fixed or variable, at a fixed or variable frequency. For FACTS application purposes, it is
always assumed that the output voltage waveform has a fixed frequency, equal to the
fundamental frequency of the power system to which the converter is connected, as high
voltage and power harmonics could create many problems.
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Figure 37: Configuration of a DC/AC Voltage-Sourced Converter
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The typical configuration of a VSC is shown in figure 37. By sending the appropriate
switching commands to the switches, we are able to produce the DC voltage Vpc for the
desired time intervals at the converter output. Consequently, it is possible to adjust the
the frequency and the rms value of the converter output voltage, by selecting the
appropriate switching logic.

The connection between the AC-side terminal and the AC-side voltage source is
established through an interface reactor (coupling transformer). The AC-side terminal
voltage is a switched waveform and contains voltage ripple. Thus, the interface reactor
acts as a filter and ensures a low-ripple AC-side current.

There are various ways to produce the switching pulses, some of which use a high-
frequency carrier signal fc, while other perform the modulation without a carrier signal.
Pulse-Width-Modulation (PWM) methods with a carrier signal are the most common
practice. Their common characteristic is that whether the switches conduct or not is
determined based on the result of the comparison between a modulating signal and the
carrier signal. Thus, given the carrier signal, the required switching frequency is also
known. The use of a carrier signal has the advantage of switching the harmonic distortion
of the produced signal to the carrier frequency and to its multiples, reducing the need of
filters.

The most typical case of modulation is the sinusoidal pulse-width modulation (SPWM). In
this technique, three sinusoidal modulating signals are used, one for each half-bridge, and
also a triangular waveform as a carrier. Each of the modulating signals, which are
sinusoidal with a frequency equal to the frequency of the desired produced voltage, is
compared with the carrier signal, and the result determines the range of the pulses.

The ratio of the amplitude of control signal to the amplitude of the carrier signal is called
modulating factor.

A
m = control (5.8)

Acarrier

The modulating factor determines the amplitude of the fundamental component of the
converter output voltage. Depending on its value, we can define the following operating
conditions of the converter:

e If0 <m < 1,then we areinthe linear operation of the SPWM
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e |[f1 <m <3, we have over-modulation, a situation where the relation between
the amplitude of the fundamental component of the output voltage and the
modulating factor is no longer linear

e Ifm > 3, we have square-pulse operation

In the applications examined in this thesis, we always assume linear converter operation.
That means that the maximum value of the output voltage is extracted for m = 1. The
rms value of the output voltage is calculated as:

5.3.3. STATCOM Control

The design of VSC controllers for purposes that they are connected to power systems,
requiring tracking of a sinusoidal voltage, such as the case of a STATCOM, is almost
invariably performed using the dqO frame transformation. As explained in [23], if the
STATCOM terminal voltage was a DC voltage, then its control could be sufficiently
performed by means of a proportional-integral (Pl) compensator. However, since that in a
three-phase VSC system we are invariably interested in tracking sinusoidal voltage or
current commands, the compensator design task would face a lot of hardships. By using
the dqO0 transformation, an easy and decoupled control of the active and reactive
components of the current is achieved. This transformation is explained in more detail in
Appendix A.2.

Let us consider a STATCOM connected to a three-phase power system. Figure 38 depicts
two vectors, one to represent the transmission line voltage at the point of connection and
the other to describe the current in the STATCOM lines.
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Figure 38: Voltage and current vector in the stationary reference frame [24]
As discussed in Appendix A.3, the real and reactive power components in the dq
coordinate system are:

3
P = E(vdid + giq) (5.10)

3
Q = E (qud + Udiq) (511)

Equations (5.10) and (5.11) suggest that if v4=0, the real and reactive power components
are proportional to ig and iq, respectively. To take advantage of this property, the angle ©
of the dqO transformation, is chosen so that the d-axis is always coincident with the
instantaneous voltage vector and the g-axis in quadrature with it (so that by default
vq=0).
rotating reference frame are obtained by the following time-varying transformation:

This is illustrated in figure 39. The dq coordinates within this synchronously-

i 21 21\ 7
cos @ cos (0 - —) cos (@ + —)
3 3
2 ) ) 21 ] 21
[T] ==|—sin® —sin (0 — —) —sin (@ + —)
3 3 3
1 1 1 (5.12)
L V2 V2 V2
3 v
[Tt = 2[7], 0 = tan~! (L)
2 Vs

65



and substituting in (5.11), we get:

3, ..
P=§|V|ld
3, .
Q =§|v|lq

|v]
0
0

(5.13)

(5.14)

Equations (5.13) and (5.14) show that under balanced steady state conditions, the
coordinates of the voltage and current vectors in the rotating reference frame are
constant quantities. This feature is useful for analysis of the two current components and
is widely employed for decoupled control of grid-connected VSC systems.
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.
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Figure 39: Voltage and current vector in the rotating reference frame [24]

A typical STATCOM control system structure is that depicted in figure 40.
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Figure 40: Control block diagram of a current-controlled VSC system [23]

We see that control is performed independently for the d- and g-axes current
components. Given the reference signals igref and igrer, two Pl controllers perform their
error regulation, outputting the control variables ug and uq respectively. Then a feed-
forward filter is used to “predict” the output values. In practice, it adds the current
STATCOM output voltage to the control variables. The result is the new STATCOM output
voltage, which, after it passes through the filter reactor transfer function, produces the
new igq currents.

5.3.4. Applications for Wind Power Topologies
The growing penetration of the produced wind power (size growth of wind farms) forced
the TSO and DSO to develop stricter and more detailed grid codes for wind turbines. The
new grid codes specify new requirements for wind power plants regarding issues such as
frequency control, voltage control and fault-ride through behavior. Reactive power
compensation, which in practice influences the voltage control, is STATCOM’s main
function. Besides of that, STATCOM'’s applications include the following:

e Stabilization of weak system voltage
e Reduce transmission losses

e Enhance transmission capacity

e Power oscillation damping
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e Improve power factor

e Reduce harmonics

e Flicker mitigation

e Assist voltage after grid faults

STATCOM can also be widely used for retrofitting old wind turbines or wind power plants
which are no longer able to comply with new strict codes. Such a case is described in [25].
This can be done by adding STATCOM alone or with a battery storage. In [26], it is shown
how a STATCOM with a battery energy storage system can improve the produced power
quality.

Among the FACTS family, STATCOM has the best capability for providing reactive power
compensation for wind power systems. The SVC has also been used, but, as validated in
[27] and [28], the result is poorer.

In order to meet the new strict requirements imposed by the TSOs and the DSOs, a
variety of modifications of the STATCOM control system have been implemented. Some
of them with their bibliographic citations are listed below:

= |n [29] a modified STATCOM controller with two additional auxiliary damping
loops is proposed to prevent the sub-synchronous resonance (SSR) phenomenon
in a series-compensated wind farm, as well as to mitigate the system oscillations

= |n [30], a modified control, based on the series combination of a power factor
control loop and a voltage regulation loop is demonstrated, in an attempt to
enhance the LVRT capability of fixed-speed wind turbines.

= The need for the torsional torques to be mitigated in fixed-speed wind turbines,
directly connected to the grid is recognized in [31] and a STATCOM control
technique, labeled Indirect Torque Control is suggested. The basic concept to take
advantage of the STATCOM reactive current absorption/injection, in order to
smooth the generator electromagnetic torque, when the machine is decelerated
through the maximum torque region.

= In [32], the behavior of a fixed-speed-turbine wind farm during asymmetrical
faults is examined, highlighting the detrimental effects the negative-sequence
voltage component has on the system torsional oscillations. The STATCOM control
system is expanded with the capability to coordinate the control between the
positive and the negative sequence of the grid voltage. The results clarify the
effects of the positive- and the negative-sequence voltage compensation by the
STATCOM on the wind farm operation.

= An addition attempt to configure the STATCOM control so as to be able to handle
asymmetrical grid faults is performed in [33]. The modified controller adapts a
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negative reactive current control strategy, which reduces the electromagnetic
torque oscillations and therefore, the mechanical strain.

In [34], an inverse system sliding mode controller, based on non-linear feedback
linearization technology for system decoupling, is proposed. The results are
compared with the PI controller of inversed system and it is verified that the
proposed controller is more efficient and assists in the wind farm LVRT capability.
In [35], a method based on Particle Swarm Optimization algorithm is presented for
tuning the STATCOM parameters. The main purpose of this approach is to
maintain the wind farm PCC voltage in reference value and to minimize the
voltage deviations immediately after a heavy loaded line outage, which is
connected the wind farm.

An advanced STATCOM control strategy design, called Smart-STATCOM, is
presented in [36]. The proposed system’s capability of self-controlling reactive
power and harmonic voltages at the same time accounts for its name.

In [37], a fuzzy logic controller is used as the STATCOM control methodology and
the results are compared with the conventional Pl controller.

In [38], an alternative representation of the fixed-speed wind turbine leads to a
novel, robust STATCOM control design. Specifically, the wind generator (which is a
highly non-linear system), is modeled as a linear part plus a non-linear part, the
non-linear term being the Cauchy remainder term in the Taylor Series expansion
and of the equations used to model the wind farm. The controller resulting from
this robust design provides an acceptable performance over a wide range of
conditions needed to operate the wind farm during severe faults.

Finally, [39] and [40] are overviews and comparisons of different STATCOM
control techniques, among them the Bang-Bang current controller, the fuzzy logic
controller, a control based on Resonant Regulators and a DFT Synchronization
Algorithm.

6. Models Developed For Simulation Purposes

6.1. Case System Study
The line diagram of the power system simulated is presented in figure 41. It consists of

the 4.5 MW wind farm under study and its grid connection. The wind farm comprises

three fixed-speed induction generators, driven by variable-pitch wind turbines. The

generators used are squirrel-cage induction generators with their stators directly
connected to the 60 Hz grid. Between each WTG and the PCC are interposed the

necessary capacitor banks for the safe operation of the induction generators, a step-up
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transformer to connect the WTG with the 25 kV distribution network and a 1-km feeder.
Then, grid connection is achieved by a 25 kV, 25 km feeder and another step-up
transformer.
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Figure 41: Case system study

In order to generate power, the induction generators’ speed must be slightly above the
synchronous speed. Speed varies at approximately between 1 pu at no load and 1.005 pu
at full load. Also, to bolster the reactive power compensation provided by the capacitor
banks, a 3-MVA STATCOM is connected at the PCC. Different durations of three-phase
faults at the PCC and wind speed variations are examined and the impact of STATCOM is
illustrated.

6.2. Wind Turbine
The wind turbine modeled had the following characteristics:

Table 1: Simulated Wind Turbine Parameters

Wind Turbine Characteristic Value

Rated Power 1.5 MW
Blade Radius 47 m
Turbine Swept Area 6940 m’
Cut-in Wind Speed 4mf/s
Rated Wind Speed 9m/s
Cut-out Wind Speed Depends on the pitch controller configuration
Nominal Value of Tip Speed Ratio 8.1
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Nominal Value of Coefficient of Performance 0.48

Gearbox Ratio 1:100

6.2.1. Test Model

6.2.1.1.  Aerodynamic Part
The wind turbine model structure is shown in figure 42. Its inputs are the wind speed in
m/s, the generation rotational speed in per unit and the blade pitch angle in degrees. Its
output is the mechanical torque applied to the generator in per unit.

wind Speed (m/s) :::}-
Generator Speed (pu) :::}- Wind Turbine ::} Mechanical Torque (pu)
Pitch Angle (deg) :::}-

Figure 42: Wind turbine model

The power output was calculated by the equationB,, = %anzv‘f’,cp(/l,B). In the per-unit

system, it is written as:

— 3
Prpu = Cpputiv,pu (6.1)

where Pp, o, is the power in pu of nominal power for particular values of p and A, ¢,y is
the coefficient of performance in pu of the maximum value of c, and vy, is the wind
speed in pu of the base wind speed. The power is then divided by the generator
rotational speed in order to extract the mechanical torque, since the turbine is
represented with the one-mass lumped mechanical model.

A generic equation was used to model c, (A,B), based on the modeling turbine
characteristics of [41]. Specifically,

Cy ‘s

c,(LB)=¢; (/1— —c3f — c4> e 4+ cgd (6.2)

with
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1 1 0.035 (6.3)
A, A1+0.0088 pB3+1 '

The coefficients ¢ to ¢cg are: ¢1=0.5176, c,=116, c3=0.4, c4=5, cs=21 and c=0.0068. In the
following figure, the c,-A characteristics, for different values of the pitch angle B, are
illustrated. The maximum value of ¢, (Cpmax=0.48) is achieved for =0 degree and for
A=8.1. This particular value of A is defined as the nominal value (Anom).
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Figure 43: Cp-A characteristics for different values of the pitch angle

Finally, the wind turbine power curve for different wind speeds is illustrated in the figure
44 below.
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Turbine Power Characteristics (Pitch angle beta = 0 deg)
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Figure 44: Wind Turbine Power Curve

6.2.1.2.  Mechanical Part
In this model, a simplified one-mass mechanical part representation was implemented.
Specifically, that means that the stiffness of the drive train is infinite and the friction
factor and the inertia of the turbine are included in those of the generator that is coupled
with the turbine. The generator input is extracted directly by the power calculated by
equation (2.5).

6.2.1.3.  Aerodynamic Control
Aerodynamic control is performed by controlling the blade pitch angle of each turbine.
The objective is that the electric output maintains its nominal value for wind speeds
higher than the nominal. This is accomplished by means of a Proportional-Integral (Pl)
controller, as depicted in figure 45. The pitch angle is kept constant at zero degree when
the measured electric output power is under its nominal value. On the other hand, when
it increases above the nominal value, the Pl controller increases the pitch angle to bring
back the measured power to its nominal value. A maximum angle of 45 degrees has been
set, as well as a rate limiter, in order for the simulation to be more realistic. That is
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because, in real cases, there is a delay before the control can act and set the pitch angle
at its desired value. In the simulations of this thesis, the pitch angle rate limiter has been
set to 2 degrees / second. The PI controller gains were chosen so as to limit the speed and
torque variations and consequently the mechanical strain. The gain values were Kp=5 and
K=20.

Max =45 deg

/. :

Fm +
Y PI Rate Limiter |——»
Pm,ref 4/
Min=0deg

Figure 45: Wind Turbine Pitch Controller

6.2.2. Generic Model Wind Turbine Implementation

6.2.2.1.  Aerodynamic Part

The implementation of the generic type 1 wind turbine in Simulink was performed in
accordance with [42] and generally follows the procedure described in section 4.3.1. The
main difference is spotted in the aerodynamic part, where, instead of the pseudo
governor model described in section 4.3.1, a constant aerodynamic torque is assumed.
This assumption is acceptable if the study of a dynamic event, such as a three-phase fault,
is the objective, as during the short-time period, the aerodynamic torque can be
considered constant. The block diagram of the aerodynamic model is shown in figure 46.

WhwTr Paemn

Figure 46: Block diagram for constant aerodynamic torque model

6.2.2.2. Mechanical Part
The mechanical part is modeled by the two-mass mechanical model. In this model, the
generator block does not include its inertia equation, in contrast with the test model,
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where the generator is coupled with the wind turbine. Therefore, the generator inertia
has to be included in the mechanical model. The block diagram of the mechanical model
is presented in figure 47. The separate masses represent the low-speed turbine and the
high-speed generator. The connecting resilient shaft is modeled as a spring and a damper.
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Figure 47: Block diagram for two-mass mechanical model in IEC standard (Simulink) [42]

Having determined the value of the lumped inertia constant H (= Hwrg + Hgen), the other
two-mass mechanical model parameters are calculated as follows:

Hyrr = Hwrrfrac " H (6.4)
ngn = H — Hyrg (6.5)

_ 2 ng" 6.6

ksp =2-(2nf1)" - Hyrg - H (6.6)
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where Hy,rpfrqc is the turbine inertia fraction (Hwrr/H) and f; the first shaft torsional
resonant frequency. If we set Hyrpsrqc = 0, the model is switched to the one-mass
mechanical model.

Default generic model values were used for the calculation, i.e.:

Table 2: Default values for the generic mechanical model

Variable Default Value \
Lumped Inertia Constant H 5.3 sec
Turbine inertia fraction Hwrrirac (Hwr/H) 0.92
First Shaft Torsional Frequency f; 5 Hz
Shaft Damping Factor (pu P/pu speed) 1

The parameters used in the simulation are shown in table 3.

Table 3: Two-mass mechanical model parameters

Symbol Description ~ Value
Hwrr Inertia Constant of Wind Turbine Rotor 4.876 sec
Hgen Inertia Constant of Generator 0.424 sec

ks Shaft Stiffness 446.74 pu
Csh Shaft Damping 1 pu
Winit Initial Steady State Shaft Rotor Speed 1.005
Tinit Initial Steady State Shaft Torque -1

The initialization parameters are extracted assuming nominal operating initial conditions.

6.3. Asynchronous Machine

6.3.1. Electrical Part

In all simulations in this thesis, the asynchronous machine block of the powerlib library of
Simulink was used. The squirrel-cage induction generator was selected. The electrical part
of the machine is represented by a fourth-order state-space model and the mechanical by
a second-order system. All electrical variables and parameters are referred to the stator,
as indicated by the prime signs, while all stator and rotor quantities are in the arbitrary
two-axis reference frame (dq frame, see appendix A.2). The subscripts used are defined
as follows:



Table 4: Asynchronous machine variables' subscripts definition

Subscript Definition

d d axis quantity

q g axis quantity

r Rotor quantity

s Stator quantity

| Leakage inductance
m Magnetizing inductance

The fourth-order dynamic equations are commonly used for the induction generator
representation for wind power applications, as they are tested and well-established. A
second-order model can also be obtained by neglecting the stator flux transients and
constitutes a relevantly good compromise. The differences between these two models
and their impact on the system stability are examined in [43].

The equivalent electrical circuit of the machine is shown in figure 48.
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+ i A— At + i +
—» 4 R, —» 4+— R,
Vs los Lm% Vo Wi Wy lds Lo % Ly ck
g xls d mels
Figure 48: Asynchronous machine equivalent circuit
It is described by the following equations:
., do
Vqs = Rslqs + qu + WPgs
. dog
Vas = Rgigs + TS — WPy
v, 99 , 6.7
/8 :erqr+d—zr+(w—wr)<pdr (6.7)
! r ! d(pél !
Vi = Ryiy, + Tr — (0 — w)Pgr
T, = 1-5p((pdsiqs - ¢qsids)
where
Qgs = Lslgs + Linigy (6.8)
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Pas = Lsids + Lmiéir
(p(’]r = L;”icllr + Lmiqs
(:0:11” = L;”iéir + Lmids
Ly =Lys+ Ly,
L=Lj, +Ly
w: Reference frame angular velocity

The previous equations have been derived by applying the Park’s transformation in the
machine’s voltage equations. The whole procedure to extract these equations is

documented in Appendix B. The parameters in the equations (6.7) and (6.8) are explained
in table 5.

Table 5: Definition of asynchronous machine parameters

R, Lis Stator resistance and leakage inductance
Lm Magnetizing inductance
L Total stator inductance
Vs, igs g axis stator voltage and current
Vs, ids d axis stator voltage and current
Pasy Pas Stator g and d axis fluxes
Ry, Uy Rotor resistance and leakage inductance
L, Total rotor inductance
Vi Ugr g axis rotor voltage and current
Vi, Var d axis rotor voltage and current
&g Dar Rotor g and d axis fluxes
p Number of pole pairs
w, Electrical angular velocity (wm X p)
Te Electromagnetic torque

6.3.2. Mechanical Part
The asynchronous machine block has as input a specified torque. The machine speed is
determined by the machine inertia J (or inertia constant H for the pu machine) and by the
difference between the applied mechanical torque T, and the internal electromagnetic
torque Te. The sign convention for the mechanical torque is the following: when the
speed is positive, a positive torque signal indicates motor mode and a negative signal
indicates generator mode. The mechanical part is described by the following equations:

dw, 1

= ﬁ(Te — Fwy —Tp) (6.9)
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= = o, (6.10)

where

Wn: angular velocity of the rotor

H: combined rotor, load and wind turbine inertia constant
F: Combined rotor, load and wind turbine friction coefficient
Om: rotor angular position

In the generic model, however, a different mechanical representation is used as already
explained in section 6.2.2. The asynchronous machine block has its rotational speed as
input. In this case, the machine speed is imposed and the mechanical part of the model
(inertia J) is ignored. That is because the interaction between the generator and the wind
turbine is modeled by the two-mass mechanical model, so the machine inertia is taken
into account at that subsystem.

The parameters values for the induction generator model used in this thesis are
presented in table 6.

Table 6: Induction generator model parameters

Parameter _ Value

Py 1.5 MW
Vn 575V
Number of Poles 3

fn 60 Hz

R 0.004843 pu

Lis 0.1248 pu

R’, 0.004377 pu

Ly 0.1791 pu

Lmn 6.77 pu
Lumped Inertia Constant (WT included) 5.3 sec

F 0.01

6.4. STATCOM

6.4.1. Overall Structure
The STATCOM modeled in this thesis represents an IGBT-based STATCOM (fixed DC

voltage), but without the details of the inverter and the harmonics included. The Pulse-
Width-Modulation (PWM) technique is used to synthesize a sinusoidal waveform from
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the DC voltage source (capacitor). This sinusoidal voltage is varied by changing the
modulation index (m) of the PWM modulator. The general structure of the model is
presented below:

I A
Power I B
System
| c
Power
I Converter
PCC
Vece, Vstatoom
Vece
Veee, Va,qpcc, g rce, B Vstarcom
Measurement Voe
Controller i
Ipcc System DC Link
lpce
Voo

Figure 49: STATCOM model

As it can be observed, it comprises the following subsystems:

6.4.2. Measurement System
The STATCOM uses the type of control described in section 5.3.3. Specifically, it performs
decoupled control of active and reactive power by using the dqO transformation. The
measurement unit calculates the dg components of the voltage and current at the point
of common connection (PCC). It does so by setting the positive-sequence component of
the voltage as the reference d-axis. It is reminded here that the transformation matrix
used for the symmetrical components transformation is:

1 1 1
[S]7t = [1 a?® a] (6.11)
1 a a?

2T

where a = e’ . The inverse transform uses the matrix
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1r 1 1
[S] == [1 a azl (6.12)
1 a*> a

The measurement system also includes a phase-locked loop (PLL) which synchronizes on
the positive-sequence component of the three-phase PCC voltage. The output of the PLL
(angle B6=wt) is used to provide the angle reference required by the abc-dqO
transformation.

% abc 012

—>

— 012 dq %
:

—>

PLL

Figure 50: STATCOM measurement system

6.4.3. Power Converter Model

The power converter was modeled through an average model. This choice was deemed
more appropriate than a more detailed model, as for dynamic analyses and control
design purposes, knowledge about the high frequency details of variables is often not
necessary, since the compensators and filters in a closed-loop control system typically
exhibit low-pass characteristics and do not react to high-frequency components.
Furthermore, an averaged model also enables us to describe the converter dynamics as a
function of the modulating signal.

An equivalent per-phase circuit for a STATCOM is shown in figure 51. We assume that the
STATCOM output voltage is coupled with the power system through an RL branch.
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Figure 51: STATCOM per-phase equivalent

As it has already been stated, the STATCOM control is employed through the dg0
transformation. For this reason, the STATCOM RL branch equations have been expressed
in the arbitrary reference frame (see Appendix A.4 for details). More specifically, for the

AC STATCOM current, we have:

Vta ia d ia Vsa

th =R ib + La ib + VSb =

Vic V
vtd lq lg 0 —11[ta ”sd
[l = 7 : ]+L—H L[ oit] + [

where wg = 2T from
Using the Laplace transform and per-unit quantities, we get:
id (Usd Rld + qu)
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. wS . .
ig = Is (vsq — Vg — Riy — le) (6.15)

These currents are injected into the power system through a controlled current source.
The overall power converter system structure is depicted below:

Ve abe pcC
V-=pu
dq ida
- - .
igg calculation pu->A @
abc
Vi abc Controlled |
V-=pu Current
dg Source

Figure 52: Power converter model

6.4.4. Control System
As mentioned before, for all of the cases examined in this thesis, we consider linear
converter operation. Hence, 0 <m < 1, and the STATCOM generated voltage in the
averaged model is described by:

V3 Vpe
y, = Y2 2 6.16
In the dgq frame, we have:
Ve
Vta = de 617
Ve (6.17)
th qu

where m = /mczi + m3

Hence, the variables mq and mqare described by the following equations:
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Using equations (6.17), equation (6.13) can be rewritten as:

diy
L—= =
dt

di;

dt

If we further define:

. . Vbc
—Rig + wsliy —veq + Mg —=

Ve

= —Riq - a)SLid - vsq + mq T

. Vbc

Vg = wsliy —vgq + de
 —wli—v 4m. Joc
Vg = ~WsLiq = Vsq + Mg

equations (6.19) are written:

dig ]

LE = —Rld + Vg
di, ,
E = —qu + Uq

(6.18)

(6.19)

(6.20)

(6.21)

Equations (6.21) represent a linear first-order differential equation system. Therefore, iq

and iq can be controlled by controlling the variables vg and v,

The control is assisted by a feed-forward system that provides at the point of the

compensation a measurement of V. This practice helps in smoothing the control output

and in avoiding the start-up transients.

The model for the control system was constructed based on the system of figure 40. It

mainly consists of an outer regulation loop with an AC and a DC voltage regulator and an

inner regulation loop with a current regulator. It is illustrated in figure 53.
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Figure 53: STATCOM controller model

The DC and AC voltage regulators each consists of a Pl controller which generates the
reference values for ig and iq respectively. Their gains were chosen accordingly, so that
the responses would be relatively fast and smooth at the same time. A droop value of
0.03 was also used for the AC voltage regulator.

The current regulator in the inner loop is the core of the control system. Two PI
controllers are used for the ig and iy regulation as indicated in the control system of figure
40. Their gains are chosen based on the analysis in [23]. Namely:

(6.22)

T; is the desired time constant of the closed-loop control system. It should be chosen to
have a small value so that a fast current-control response is accomplished, but at the
same time it should be adequately large such as 1/t;, that is, the bandwidth of the closed-
loop control system be considerably smaller than the switching frequency of the
converter. Depending on the requirements of a specific application and the converter
switching frequency, T, is typically selected in the range of 0.5-5 ms. In our model, it was
chosen 1;=0.5 ms.

The current regulator, as constructed in the Simulink environment, is depicted in figure
54. The dg components of the PCC voltage provide feed-forward compensation, so that
the output value can be “predicted”.
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Figure 54: STATCOM current regulator

Having determined the values of the control variables v, and v, and, consequently the
values of my and mg, the STATCOM output voltage can be determined. Its rms value is
calculated as:

\/§ VDC
m—

Virms = ﬁ 2 (6.23)

where m = /m(zi + m3

The voltage angle is the sum of the angle of m and the output of the PLL (angle 8).

6.4.5. DC Link Model
The average model of the converter is based on the energy conservation principle. This
means that it relies on the assumption that the instantaneous power must be the same
on the DC side and the AC side of the converter (assuming an ideal converter) [44]:
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VDCIDC = Uaia + vbib + vcic (624)

The DC current in the DC-link capacitor can be then computed from the measured AC
instantaneous power and the DC-link voltage as:
Valg + Vplp + Vel

= 2
be - (6.25)

The DC-link subsystem is simply the implementation of the latter equation. A capacitor
(represented by an integrator) is charged by a DC current source with value computed by
equation (6.25). It is depicted in figure 55.

-, >
VZabe s > . > > » {T‘:
lul > g
I1abc
Abs Froduct

Y
S

1/c Integrator

Y
|

Vdc

Figure 55: DC-Link model
The parameters used for the STATCOM model are presented in the following table.

Table 7: Simulated STATCOM parameters

Parameter Value

Converter Rating 3 MVA
Converter Resistance 0.22 pu
Converter Inductance 0.022 pu

DC link Nominal Voltage 4000 V
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DC link Capacitance 1125 pF

KpAC 5
Kiac 1000
Kpoc 0.0001
Kinc 0.02
Koi 44
K 440

6.5. Electric Grid
The grid is modeled as a balanced three-phase voltage source with an internal R-L
impedance. The R and L values are specified indirectly by specifying the short-circuit ratio
(X/R ratio) and the short-circuit level of the source. In our simulations, it is:

VN(rms,ph—ph) =120 kV
Sec = 1000 MVA
SCR =3

6.6. Transformers and Transmission Lines
The transmission lines are represented by a lumped Pl section. That means, that contrary
to the distributed line model, where the resistance, inductance and capacitance are
uniformly distributed along the line, here they are lumped in a single Pl section. The
transmission line parameters, as well as those of the transformers, are presented in
tables 8 and 9.

Table 8: Transmission line parameters

Parameter Value

Frequency 60 Hz
Positive-sequence resistance 0.1153 Ohms/km
Zero-sequence resistance 0.413 Ohms/km
Positive-sequence inductance 0.00105 H/km
Zero-sequence inductance 0.00332 H/km
Positive-sequence capacitance 11.33-10° F/km
Zero-sequence capacitance 5.01-10° F/km

The TL1’s length is 1 km, while the TL2’s is 25 km.
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Table 9: Transformer 1 parameters

Parameter Value

Winding 1 connection Wye-grounded
Winding 2 connection Wye-neutral
Sn 4 MVA
fn 60 Hz
VlN(rms) 25 kv
Van(rms) 575 kV
R: 0.025/30 pu
L, 0.025 pu
R: 0.025/30 pu
L, 0.025 pu
Rm 500 pu
Lm infinite

Table 10: Transformer 2 parameters

Parameter Value
Winding 1 connection Wye-grounded
Winding 2 connection Delta

Sn 47 MVA
fN 60 Hz
V1N(rms) 120 kV
V2N(rms) 25 kv
R; 0.08/30 pu
L, 0.08 pu
R, 0.08/30 pu
L, 0.08 pu
Rm 500 pu
Lm 500 pu

Finally, the shunt capacitors connected at each WTG terminals, are delta-connected and

inject to the system 400 kVAr each.
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7. Simulation Results

7.1. Changes in Wind Speed

The wind farm response to changes in wind speed will be examined in this chapter. As
described in section 6.2.1.3, each wind turbine in the test model is equipped with a pitch
angle controller with an active power reference signal. When active power generation
exceeds nominal, i.e. for wind speeds higher than the nominal one, the pitch controller
acts, rotating the blades around their own axes and curtailing active power generation.
Since the response cannot be immediate, a rate limiter of 2 degrees per second has been
set for a more realistic representation. Also, the maximum blade pitch angle is set to 45
degrees.

In this simulation, changes throughout a wide range of wind speeds are tested. First, we
assume nominal wind speed (9 m/s). Then, the wind starts to increase with unit steps
until the value of 15 m/s and then it decreases, also with unit steps, until the value of 6
m/s.
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Figure 56: Wind speed input

Each step takes place every 7 seconds and the simulation time is 120 seconds. Similar to
the pitch angle response, the wind naturally cannot change speed instantly. For a more
faithful representation, a wind speed change limit of 1 m/s per second has been imposed.

The generated active power is shown in figure 57.
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Figure 57: Active power output to wind change

The first wind gust increases the mechanical input and consequently, the generated real
power. At that same moment, when the active power starts increasing above nominal (at
7 sec), the pitch control acts. Due to the limit imposed to its rate, it cannot instantly set
the pitch angle to the corresponding value and thus, the active power output sees an
increase up to approximately 1.3 per unit. The moment when the blade pitch angle has
acquired the proper value, active power has reached a peak and starts restoring its value
to the reference (1 per unit). The same pattern is followed for each wind gust, but less
angle opening is required each time. The latter is in accordance with the wind turbine
characteristics, i.e. at higher pitch angles the coefficient of performance decreases and so
does the available portion of the aerodynamic power that can be extracted. Since the
power is less, a smaller pitch angle is required to restore it to the nominal value.

When the wind starts decreasing, the sequence of events is inversed; the rotor speed
and, therefore, the active power output, decreases. The blades, then, ordered by the
pitch control, start reducing their angle to compensate for that decrease. Again, the real
power faces a decrease before the pitch can be able to gain its corresponding value. For
wind speeds below nominal (9 m/s), the pitch angle is zero and retains this value. The
active power at those wind speeds varies proportionally with the wind.

The pitch angle variation is presented below.
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Figure 58: Pitch angle output to wind change

We can confirm from figure 58 that the higher the pitch angle, the smaller the next
required pitch angle is.
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Figure 59: WTR speed output to wind change
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Figure 60: Electromagnetic torque output to wind change

As it can be verified by figures 59 and 60, the wind turbine rotor speed and the
electromagnetic torque variations are directly proportional to the wind speed variations.
The electromagnetic torque is assumed negative because the induction machine operates
as generator. The first wind gust results in the highest variation as with the real power,
and the WTG reaches a slip value of -8.3% and a torque value of -1.3 per unit.

It also has to be highlighted that the pitch controller capability to sustain the active power
generation to the desired level highly depends on the rate with which the wind speed
changes. Wind gusts of up to 2 m/s per second are handled successfully from the pitch
controller and if we assume an increase rate of wind speed no more than 2 m/s per
second, the wind turbine can remain in operation for a maximum 35 m/s wind speed.

7.2. System Response to PCC Fault

7.2.1. Case Description
In this section, a three-phase to ground fault is assumed to occur at the PCC. The wind
farm operates at nominal conditions before the fault (wind speed 9 m/s). For different
fault durations, the responses of PCC voltage and wind turbine generator real and
reactive power are examined. The responses of the test model and the generic model are
compared, with and without the STATCOM.

For the real and reactive power, the following sign convention has been adopted: real
power is positive when it is being transferred to the grid. Reactive power, on the other
hand, is positive when it is being absorbed by the wind turbines.
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7.2.2. PCC Fault Cleared after 100 ms
A three-phase to ground fault is simulated to occur at the PCC at t=3 sec and it is cleared
after 0.1 sec (at t=3.1 sec).
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Figure 61: Vpcc without STATCOM (100 ms fault duration)
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Figure 62: Vpcc with STATCOM (100 ms fault duration)

It can easily be observed that the voltage response of the test model and the generic are
quite similar. The transient oscillations last for the same time interval, although in the
generic model response, some additional oscillations occur until the beginning of the
fourth second approximately. These torsional oscillations, however, are expected, as they
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are the result of the two-mass mechanical model representation and depict the
interaction between the two masses.

It is also testified that, in the case of the test model, the voltage restores its nominal value
smoother and quicker than in the generic model case. That indicates that the torsional
interaction between the two-masses has a significant impact on the system dynamic
behavior.

When the STATCOM is connected, the voltages in both cases return to their nominal
values quicker, i.e. the voltage is almost completely restored at the beginning of the
fourth second. This illustrates the impact of the reactive support of the STATCOM; the
additional reactive power supplied helps the voltage regain quicker its original value.
Furthermore, the torsional oscillations have been decayed.

The details of the voltage transient behavior can be observed more thoroughly in the
zoomed figures below:
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Figure 63: Vpcc without STATCOM (100 ms fault duration, zoomed)
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Figure 64: Vpcc with STATCOM (100 ms fault duration, zoomed)

We can see that the transient oscillations have the same frequency, as expected.
However, in the generic model, the voltage oscillates around a value that is lower that the
corresponding of the test model. That is another indicator of the fact that the generic

model is more ‘sensible’ to faults, something that is mainly attributed to the use of the
two-mass mechanical model.
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Figure 65: WTG active power without STATCOM (100 ms fault duration)
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Figure 66: WTG active power with STATCOM (100 ms fault duration)
2
[\ test model
15 A

0,

generic model

2
5
s
<o
0.5
0
-0.5
0 2 3 4 5
t (sec)

Figure 67: WTG reactive power without STATCOM (100 ms fault duration)
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Figure 68: WTG reactive power with STATCOM (100 ms fault duration)

During a fault, the following sequence of events takes place: First, the generator terminal
voltage drops. This drop results to a drop in the generated electrical power, since these
guantities are proportional. In our case, the voltage and consequently, the active power
drop to zero during the fault. The wind, naturally, is unaffected, so mechanical power
continues to be supplied. Due to the resulting imbalance between supplied mechanical
power and generated electrical power, the generator speeds up corresponding to a more
negative slip operation. When the fault is cleared, the squirrel cage induction generator
draws a large amount of reactive power from the grid because of its high rotational
speed. If the rotor accelerates more quickly than the voltage restores, the reactive power
consumption increases even more, leading to a decrease in the terminal voltage and thus
to a further disturbance of the balance between mechanical and electrical power and to a
further rotor acceleration. In that case, the system becomes unstable and the turbine
should be disconnected from the grid to allow restoration of the voltage [45].

In our simulation, we see that the reactive power demand is sufficiently fulfilled, so the
system remains stable. The generic model has higher reactive needs, a fact that agrees
with the statement that it is more sensible to faults.

In the reactive power output, the impact of the STATCOM is most directly illustrated. The
reactive power demand is significantly decreased when the STATCOM is connected for
both models. The STATCOM however, triggers some additional oscillations in the active
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power output, a fact that is accounted to a transient in the STATCOM active current at
the time the fault is cleared.

7.2.3. PCC fault Cleared after 150 ms
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Figure 69: Vpcc without STATCOM (150 ms fault duration)
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Figure 70: Vpcc with STATCOM (150 ms fault duration)
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Figure 72: Vpcc with STATCOM (150 ms fault duration, zoomed)
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Figure 74: WTG active power with STATCOM (150 ms fault duration)
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Figure 76: WTG reactive power with STATCOM (150 ms fault duration)

The voltage, active and reactive power responses for the two models and for a fault
duration of 150 ms show that the generic model cannot withstand such a fault without a
mean of external reactive support apart from the shunt capacitors. The voltage collapses
to a value of 0.8 per unit, real power declines with some oscillations to zero and the
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reactive power consumption reaches a plateau of approximately 1.8 per unit, a quantity
that can no longer be supplied. The test model, on the other hand, remains stable.

The STATCOM, however, provides the necessary reactive power supplement needed for
the generic model turbine, in order to restore its normal operation. It also makes the test
model restoration smoother.

7.2.4. PCC Fault Cleared after 200 ms
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Figure 77: Vpcc without STATCOM (200 ms fault duration)

103



Ve (PU)

Vpee (PU)

14

1.2
1
W/\M/\/\NWN\/\N\,\ P
0.8
0.6
0.4
test model
0.2
generic model
0 — [
2 3 6 7
t (sec)
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Figure 79: Vpcc without STATCOM (200 ms fault duration, zoomed)
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Figure 81: WTG active power without STATCOM (200 ms fault duration)
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Figure 83: WTG reactive power without STATCOM (200 ms fault duration)
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Figure 84: WTG reactive power with STATCOM (200 ms fault duration)

In case of a fault with a duration of 200 ms, both models are not able to recover and
become unstable without the STATCOM support. The generic model outputs, in addition,
exhibit intense oscillations. The STATCOM support is enough only for the test model; the
generic, even with the STATCOM connected on its PCC, becomes unstable.

7.2.5. System Critical Clearing Time and Fault Damping
The time needed in each case, for the system to damp the fault (restoration of reactive
power) is presented in the following table for comparison.

Table 11: Time needed for the fault to be damped for each case

Fault duration Test Model Test Model Generic Generic
with Model Model with
STATCOM STATCOM
100 ms 1.7s 1.4s 2.8s 2.15s
150 ms 1.95s 1.7s - 3.15s
200 ms - 2s - -

In table 12, another value is presented for each model, in order to illustrate even more
the transient behavior of each model. That value is the fault critical clearing time (CCT)
and is defined as the maximal fault duration for which the system remains transiently
stable. The CCT for each model was approximated in the ms digit.
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Table 12: CCT for the test and the generic model (with and without STATCOM)

Test Model 186

Generic Model 124

Test Model with STATCOM 223
Generic Model with STATCOM 169

The CCTs for each of the models simulated indicate that the test model remains stable for
faults of durations of up to 62 ms more that the generic without the STATCOM and of up
to 54 ms with the STATCOM. The fault tolerance that each value gains with the STATCOM
is 37 ms for the test model and 45 ms for the generic, values that are relatively close.
From that we can deduce that the impact of STATCOM for each model is, overall, similar.

Taking into account the responses, the time needed for the fault to be damped for the
different fault durations and the CCTs of the test model and the generic, it is evident that
the test system gives more optimistic results, regarding the system stability and the
power quality. This is mainly attributed, as mentioned, to its one-mass mechanical model
representation, which ignores the interaction between the turbine and the generator
rotor. In the generic model, where the two-mass mechanical model is used, the
mechanical oscillations after the fault are reflected in the active and reactive power
outputs and thus in the terminal voltage. This fact verifies the statement that we cannot
rely on a one-mass mechanical model representation for a dynamic stability study.

7.3. Test Model PCC Fault Response with Two-Mass Mechanical Model

7.3.1. Case Description

In this simulation, the one-mass mechanical representation of the test model is
superseded by the two-mass mechanical model, in order to make a more legitimate
comparison with the generic model. However, since the induction generator model used
in the test model integrates the machine inertia, the proper modification shall be made in
the mechanical model described in section 6.2.2.2. Specifically, the mechanical system
output is no longer the generator rotational speed, but the mechanical power and the
generator speed is fed as an input in the two-mass model. Also, the branch that included
the integrator with the generator inertia is eliminated. The modified system is shown in
figure 85.
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7.3.2. System Response to a PCC Fault Cleared after 100 ms

2HwrRs

WWTR
.

(e
8

Winit

u "‘gl."."l'l

Figure 85: Modified block diagram for two-mass model [42]

The case of the fault at PCC which is cleared after 100 ms is simulated with this modified
model. The responses are depicted below:
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Figure 86: Vpcc for two-mass test model and generic (100 ms fault)
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Figure 88: WTG active power for two-mass test model and generic (100 ms fault)
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Figure 89: WTG reactive power for two-mass test model and generic (100 ms fault)

We can see that the outputs are almost identical. The generic model needs a little more
time to damp the fault, i.e. approximately 0.5 sec more to completely restore its reactive
power. In addition, the CCT for the two-mass test model is 140 ms, 16 ms more that the
generic, a value that can be characterized small, but still the results are more optimistic.
Nevertheless, we can deduct that the test model has, overall, a faithful and reliable
representation of the generic model.

7.4. System PCC Fault Response with a Modified Pitch-Controller
Introduced

7.4.1. Case Description
In order to increase the wind farm’s transient stability margin even more, a modified
pitch controller is introduced in this section that contributes to the fault damping. This is

achieved, simply by changing the controller reference to the nominal WTG rotational
speed. The modified controller as modeled in Simulink is shown below:

T e

Pl Contoller  Saturation 1Tseve  |ntegrator Rate Limiter Goto
Limited

Figure 90: Modified pitch controller
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A measurement of the wind turbine rotor speed is compared to the reference speed (for
nominal operation 1.005 per unit) and the error signal is controlled by a PI controller. The
control delay due to the servomechanism is taken into account (via the Teero time
constant) and limits have been imposed to the maximum blade pitch angle, as well as
their rate of change for a more realistic representation. The minimum angle has been set
to zero, in order for the controller to act only in cases that the rotor overspeeds. The
parameters for this modified pitch controller are shown in table 13.

Table 13: Modified pitch controller parameters

Parameter Value

Wref 1.005 pu
Kp 2
K, 50
Tservo Ims
Minimum pitch blade angle 0 degrees
Maximum pitch blade angle 40 degrees
Maximum rate of change +8 degrees/sec

A PCC fault that is cleared after 150 ms simulated in order to examine the system
dynamic behavior with the modified pitch controller and to compare the response with
the corresponding case (section 7.2.3). For this simulation the STATCOM is not connected
to the PCC terminals.

The modified pitch controller is also implemented in the generic model. However, as it
has already been mentioned, the generic models were developed for dynamic studies,
where the wind speed is assumed constant. In this section, we “violate” this assumption,
as, to depict the pitch controller effect, the pseudo-governor described in section 4.3.1 or
the constant torque that was implemented in the previous demonstrations of the generic
models, is substituted by the wind turbine model described in section 6.2.1.1.

7.4.2. System Response to a PCC Fault Cleared after 150 ms
The PCC voltage, wind turbine active and reactive power output and the pitch angle are
shown in figures 91-95.
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Figure 92: Vpcc with modified pitch controller and 150 ms fault duration (zoomed)
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Figure 95: WT blade pitch angle with modified pitch controller and 150 ms fault duration

Comparing the responses with those without the pitch controller (neither the STATCOM)
and the same fault duration (figures 69, 73 and 75), the first thing that is noticed is that
the modified pitch controller achieves the stability of the generic model, in contrast with
the initial controller. A blade angle of up to 2 degrees curtailed the active power
generation, which was stabilized at the value of 0.8 per unit, to keep the wind turbines of
the generic model within operation.

On the other hand, the blade angle required in the test model is minimal, i.e. only 0.5
degrees. That is because the fault did not have such a significant impact in the specific
model, compared to the generic. Consequently, the active power curtailment and the
contribution in the fault damping of the modified pitch controller are less profound in this
case.

The biggest difference is spotted in the reactive power output, as the generic model
requires excessive amounts of reactive power and for more than the double time interval
than the test model. This could be possibly characterized as a result that raises a question
to whether the generic model should be used in conjunction with the wind turbine model
described in section 6.2.1.1.

The CCTs for the models with the modified pitch controller are 203 ms and 156 ms for the
test and the generic model respectively. The corresponding CCTs with the regular
controller (which had no effect during the fault) were 186 ms and 124 ms.
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7.5. System PCC Fault Response with Coordinated STATCOM and

Modified Pitch Control

7.5.1. Case Description

Since it was demonstrated that both the STATCOM and the modified pitch controller can
enhance the system stability and therefore the wind farm’s LVRT capability, in this
section, a coordinated control of both of these methods is examined. A similar work has

been presented in [46]. All of the components’ parameters are the same while the

system’s response to a fault in the PCC is simulated; first, it is cleared after 150 ms and
then after 200 ms.
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7.5.2. System Response to a PCC Fault Cleared after 150 ms
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Figure 96: Vpcc with modified pitch controller and STATCOM and 150 ms fault duration
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Figure 99: WTG reactive power with modified pitch controller and STATCOM and 150 ms fault duration
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Figure 100: WT blade pitch angle with modified pitch controller and STATCOM and 150 ms fault duration

It is evident that compared to the previously examined case (modified pitch controller
only), the fault’s effects are significantly allayed. The reactive power injected by the
STATCOM assists the voltage to restore its pre-fault value 1.5 sec earlier. From the real
power and pitch angle outputs, it is shown that the STATCOM abates the need of active
power curtailment to approximately 0.9 per unit, with the corresponding pitch angle to
be up to 0.7 degrees. The STATCOM'’s active current’s transient at the time of the fault
clearance is also noticeable in the pitch angle response, apart from the active power, with
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small oscillations. Finally, a notable difference is also spotted in the reactive power
responses, where the excessive reactive amounts the generic model required have been
significantly smoothed by the STATCOM.

The effects on the test model are less visible, as it had an already efficient fault response.
In the specific model, the voltage restores at 4.25 sec, compared to the 5 sec without the
STATCOM. The pitch angle and the corresponding active power were slightly modified,
with the pitch angle value to peak to 0.3 degrees instead of 0.4 in the previous case,
having a negligible difference in the active power curtailment, a fact that is in strong
contrast with the generic model. With the STATCOM connected, however, in spite of the
alternative generic model implementation with variable wind available, the comparison
between the two models is more acceptable.

7.5.3. System Response to a PCC Fault Cleared after 200 ms
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Figure 101: Vpc with modified pitch controller and STATCOM and 200 ms fault duration
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Figure 103: WTG active power with modified pitch controller and STATCOM and 200 ms fault duration
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Figure 104: WTG active power with modified pitch controller and STATCOM and 200 ms fault duration (zoomed)
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Figure 105: WTG reactive power with modified pitch controller and STATCOM and 200 ms fault duration
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Figure 106: WT blade pitch angle with modified pitch controller and STATCOM and 200 ms fault duration

The model responses for the PCC fault with clearing time of 200 ms demonstrate that
with the coordinated control of the STATCOM and the modified pitch controller, both
systems are able to withstand the specific fault, something that had not been achieved in
any of the previous cases. The voltage is restored at time 4.6 sec for the test model and at
5.2 sec for the generic.

In the active power responses, we see that the generic model displays relatively intense
oscillations in its real power generation before it is stabilized to the value 0.88 per unit
approximately. These oscillations are caused by the combination of the interaction of the
two masses, the STATCOM'’s active current transient and the pitch regulation. The test
model’s active power restoration has also been smoothed, assisted by a pitch angle of up
to 0.8 degrees which curtail 0.07 per unit of the generated active power (final value 0.93
per unit). The corresponding pitch angle for the generic model is 1.4 degree, double than
the case where the fault was cleared 50 ms earlier.

The reactive power for the generic model is restored at approximately time 5.5 sec and
for the test model at time 5 sec, 0.5 sec faster than the case where only the STATCOM
was connected. It has also to be noted that when the modified pitch controller is used,
the reactive power value after the fault is slightly less than the nominal (the induction
generator absorbs less reactive power). This is because of the machine deceleration
caused by the pitch blade angle. In higher simulation times, we would see that all these
values (real/reactive power, blade pitch angle) would gradually be restored to nominal. In
the pitch angle response, this is already clear; it reaches a peak and then slowly declines.

122



The CCTs for the models with the coordinated control of STATCOM and modified pitch
controller are 245 ms for the test model and 229 ms for the generic, the highest of the
cases examined and also the values with the smallest difference between the specific
models. The latter is possibly partially attributed to the substitution of the constant
torque used for the generic implementation with the wind turbine block of figure 42.

7.6. Connection Line Length Variation

7.6.1. Case Description
The distance, between the PCC of a wind farm and the grid, is a factor that significantly
affects the system stability. Usually, the areas with high wind capability are spotted in
remote locations, away for the grid, in a manner that a long connection is required. In this
section, the wind farm dynamic behavior is studied, considering that the connection
distance changes parametrically.

The fault simulated occurs at the PCC at t=3 sec and is cleared after 0.1 sec. The outputs
for PCC voltage, WTG real and reactive power are examined, for different values of
transmission line’s TL2 length. Only the test model responses are examined in this
section.

7.6.2. System PCC Fault Response
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Figure 107: Vpc for a fault duration of 0.1 sec and different line lengths
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Figure 110: WTG active power for a fault duration of 0.1 sec and different line lengths (zoomed)
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Figure 111: WTG reactive power for a fault duration of 0.1 sec and different line lengths

The system responses, at first glance, show that the line length increase is proportional to
a corresponding decrease in the system stability, i.e. the CCT. Apart from that, the
responses exhibit similar behavior, i.e., analogous dips, oscillations, etc.
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7.6.3. Critical Clearing Time Dependence on Connection Line Length
The CCT for each of the line lengths simulated is presented in the following table:

Table 14: CCT for different line lengths

25 223
50 182
75 154
100 133

The relationship between the line length and the CCT is further examined in the plot
below, where CCTs for the test model (with the STATCOM connected) were recorded,
varying the line length from 20 km to 100 km and with a step size of 5 km.
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Figure 112: Line length vs CCT characteristic

The plot verifies that the line length and the CCT exhibit an inversely proportional
relationship. For larger values of line lengths the slope of this characteristic increases a
bit, which means that in this range, the same line length increase reduces the CCT by a
smaller value than it would for line lengths of 20-60 km.

The distribution network voltage level is also a factor that influences the slope of the
characteristic of figure 112. As shown in [47], this difference in the slope is more apparent
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for lower distribution levels, for example, 10 kV, where, in general, the deterioration of
the wind farm CCT is much worse.

7.7. Additional Fault Studies
In this section, at attempt to further investigate the system fault behavior is made, by the
simulation of faults at different points of the system, or by connecting the STATCOM at a
different point. For the simulations of this section, only the test model is evaluated.

7.7.1. STATCOM behind the transmission line
The PCC fault with a clearing time of 150 ms is examined again in this part, assuming that
the STATCOM is removed from the PCC and is reconnected behind the transmission line
(i.e. between the transmission line TL2 and the transformer T2). The test model responses
are compared with the case of the same fault when the STATCOM is connected at the
PCC.
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Figure 113: Vpc for fault duration of 150 ms, A) STATCOM at PCC, B) STATCOM behind the transmission line
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Figure 114: Vp for fault duration of 150 ms (zoomed), A) STATCOM at PCC, B) STATCOM behind the transmission line
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Figure 115: WTG active power for fault duration of 150 ms, A) STATCOM at PCC, B) STATCOM behind the transmission line
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Figure 116: WTG reactive power for fault duration of 150 ms (zoomed), A) STATCOM at PCC, B) STATCOM behind the
transmission line

The analogy between the responses of each case is clear. In figure 114, specifically, the
zoomed in response indicates that the voltage oscillates at the same frequency and for an
almost equal time interval. The STATCOM point of connection, thus, does not alter the
system fault behavior, although the fault is damped faster when the STATCOM s
connected at the PCC. This is reasonable, as the reactive compensation is not as instant as
in the case where the fault occurred at the STATCOM terminals.

The CCT in this case is 195 ms versus the 223 ms when the STATCOM was connected at
the PCC.

7.7.2. Fault Terminal
The already examined case of a three-phase-to-ground fault at the PCC is compared here
with corresponding faults at different points of the system; first, at the point behind the
transmission line (between transmission line TL2 and transformer T2), and, second, at the
middle WTG terminals (WTG2). The STATCOM is connected at the PCC and the faults
simulated are cleared after 100 ms.
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Figure 117: Vpc of test model with STATCOM at PCC, A) Fault at PCC, B) Fault behind the transmission line, C) Fault at WTG2
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Figure 118: Vpc of test model with STATCOM at PCC (zoomed), A) Fault at PCC, B) Fault behind the transmission line, C) Fault
at WTG2 terminals
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From the wind farm PCC voltage outputs, we see that the most threatening case for the
voltage stability is the fault at the PCC, as expected, as the PCC constitutes the most
vulnerable point of a wind farm installation. Following that, the fault behind the
transmission line causes a voltage dip to approximately 0.18 per unit, less severe that the
fault at PCC as the specific network point is more robust, but still noticeable. Finally, the
fault at Wind Turbine 2 terminals results in a voltage dip to 0.42 per unit, the smallest
one, as only one wind turbine is affected and can be isolated.
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Figure 119: WTG active power of test model with STATCOM at PCC, A) Fault at PCC, B) Fault behind the transmission line, C)
Fault at WTG2 terminals, WTG 1 and 3 active power output, D) Fault at WTG2 terminals, WTG 2 active power output
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Figure 120: WTG active power of test model with STATCOM at PCC (zoomed), A) Fault at PCC, B) Fault behind the
transmission line, C) Fault at WTG2 terminals, WTG 1 and 3 active power output, D) Fault at WTG2 terminals, WTG 2 active
power output
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The active power generation is also reduced to zero only for the fault at the PCC. The fault
behind the transmission line results in a drop in each of the wind turbines active power
generation to approximately 0.1 per unit. When the fault occurs to the Wind Turbine 2
terminals, the active power response of that turbine is, naturally, afflicted more that the
other two; however, the impact is still less severe than in cases A and B. The active power
generation of Wind Turbine 2 is reduced to approximately 0.2 per unit, while for the
other two is halved. The oscillations that follow the fault exhibit a conspicuously similar
pattern, with the Wind Turbine 2 to oscillate with the higher amplitude and with a larger
damp time interval.
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Figure 121: WTG reactive power of test model with STATCOM at PCC, A) Fault at PCC, B) Fault behind the transmission line,
C) Fault at WTG2 terminals, WTG 1 and 3 reactive power output, D) Fault at WTG2 terminals, WTG 2 reactive power output
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Figure 122: WTG reactive power of test model with STATCOM at PCC (zoomed), A) Fault at PCC, B) Fault behind the
transmission line, C) Fault at WTG2 terminals, WTG 1 and 3 reactive power output, D) Fault at WTG2 terminals, WTG 2
reactive power output
The reactive power responses are in accordance with the aforementioned. The highest
reactive demands correspond to the PCC fault, as well as to the WTG2 terminal fault for
the generator 2, reaching a peak of 1.62 per unit. The peak demand for the WTG1 and
WTG3 is 1.5 per unit, while for the fault behind the transmission line each WTG peaks its

reactive demand at 1.2 per unit.

Overall, despite the differences spotted, all the faults are tackled quite effectively. That
accounts for the small fault clearing time, but also for the STATCOM reactive
compensation. The faults are damped within approximately the same time interval.

The CCTs for each case is shown in table 14.

Table 15: CCT for different fault terminals

PCC 223
Behind the transmission line 245
WTG2 terminals 308 (for WTG2 instability)

It has to be noted that the CCT for the fault at the WTG2 terminals is determined as the
maximum clearing time that WTG2 remains stable. That is because it assumed that WTG2
will be disconnected by its undervoltage protection before the fault effects are spread to
the rest of the system.
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7.8. Result Summarization

In this section, the CCTs of each case examined are summarized to facilitate comparisons
between them.

Table 16: CCTs for all cases examined

Model Used Case Examined CCT (ms)
Test Model PCC fault 186
Test Model PCC fault, STATCOM 273

connected at the PCC

Test Model with Two-
Mass Mechanical PCC fault 140
Representation

PCC fault, WT modified pitch

Test Model 203
controller
PCC fault, WT modified pitch
Test Model controller and STATCOM 245

connected at the PCC
PCC fault, STATCOM
Test Model connected behind the 195
transmission line
Fault behind the transmission

Test Model line, STATCOM connected at 245
the PCC
Fault at WTG2 terminals,
Test Model STATCOM connected at the 308 (for WTG2)
PCC
Generic Model PCC fault 124
Generic Model PCC fault, STATCOM 169

connected at the PCC
PCC fault, WT modified pitch

Generic Model 156
controller
PCC fault, WT modified pitch
Generic Model controller and STATCOM 229

connected at the PCC

The test model’s CCT for a PCC fault is boosted by 19.98 % with the STATCOM, by 9.14%
with the modified pitch controller and 31.72 % with the coordinated control of both. It is
notable that the CCT expansion in the case of the coordinated control exceeds the sum of
the other two. The use of the two-mass mechanical model in the test model results in a
CCT attenuation of 24.73 %, a particularly large value that highlights the importance of
selecting the system’s mechanical representation based on the simulation needs.
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As far as the generic model is concerned, the CCT is bolstered by 36.29 % with the
STATCOM connected, 25.81% with the modified pitch controller and 84.68 % with the
coordinated control of both. The STATCOM boost is larger than in the test model, as apart
from the reactive support, the two-mass mechanical oscillations are also damped. The
coordinating control’s boost is especially high (84.68 %), a fact that shows the significance
of the application of this control in fixed-speed technologies, although more tests should
be performed regarding this alternative aerodynamic model that was used for the generic
model implementation, to validate the results.

8. Conclusions and Future Work

In this thesis, the dynamic behavior of a wind farm comprising fixed-speed induction
generators was studied. In addition to the test model, the corresponding for the case
generic model was also developed, as well as a STATCOM, in order to provide addition
reactive support. The STATCOM used an average converter model, while emphasis was
given on its control system, which was constructed based on the decoupled active and
reactive power control through the dqO transformation. Wind turbine aerodynamic
control was also performed on the test model by means of a pitch controller and the
simulated wind speed changes showed that control was efficient for a wide range of wind
speeds.

The system fault behavior was evaluated with the simulation of various fault cases. The
comparison with the generic model showed that the one-mass mechanical model
provides quite optimistic results and therefore, is not recommended for fault studies.
Letting this alone, the test model mirrored the generic model well enough, as validated
with the simulation during which, the two-mass mechanical model was used for the test
model.

The impact of the STATCOM was notable, as the CCTs for both models were extended and
the faults were damped quicker and smoother. For the generic model, especially, the CCT
boost was even higher, as apart from the reactive support, the torsional oscillations of the
two-mass mechanical model were also assuaged.

Changing the pitch controller reference from active power to WTG rotational speed gave
the pitch controller an active role in the fault damping process. The coordinated control
of this pitch controller and the STATCOM significantly boosted the wind farm’s LVRT
capability, making it able to satisfy the grid code requirements of many European
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countries. However, the fact the in this case, an alternative aerodynamic model was used
for the generic model may raise a reservation for its validity, at least for the specific
model.

The additional fault studies completed the wind farm’s fault behavior profile. It was
shown that the LVRT capability of the system is highly influenced by the grid connection
line length, which renders the wind generation requirements in remote locations, even
stricter. Different fault-occurring system points or alternative STATCOM connection point
displayed which system parts were more sensitive than the others, with the Point of
Common Connection being the most vulnerable.

Overall, it was concluded that the generic models are fulfilling their purpose and probably
very soon there will be official models, representing effectively any wind turbine’s
dynamic behavior. Furthermore, the nature of the fixed-speed wind turbine and its
susceptibility in mechanical strains, leads to the conclusion that the use of a STATCOM
and/or the pitch controller with rotational speed as reference, is deemed necessary,
especially if the farm is located in a weak system point.

As future work, a similar study of the dynamic behavior of the other wind turbine types
could be performed, with the parallel corresponding generic model implementation,
especially for the types 3 and 4, which constitute the more commercial types today.
Moreover, the contribution of the STATCOM could be further examined by comparing the
results with alternative control systems. Section 5.3.4 can serve as a guideline for this
kind of work. Finally, to complete the system’s fault behavior profile, different fault types
could be simulated, e.g. two-phase faults.
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Appendix
A. Space Phasors and Two-Dimensional Frames

1. Space-Phasor Representation of a Balanced Three-Phase Function
Consider the following balanced, three-phase, sinusoidal function:

fa(®) = f cos(wt + ;)

A 2
fo(t) = f cos (‘Ut + 6o — ?ﬂ) (A.1)

£.(t) = f cos (a)t + 6, —%T)

where f, B0 and w are the amplitude, the initial phase angle and the angular frequency of
the function, respectively. For the sinusoidal function (A.1) the space vector is defined as

- 2

FO = [0 fu0 + €3 /o0 + €3 £.0)] (a2)

Substituting for f.p. from (A.1) in (A.2) and using the identities cos 8 = %(ej‘9 +e77%) and

4T

el® + e’3 4+ e’3 =0, one obtains:

f@) = (fel%)elot = felot (A3)

where f = fejeo. The complex quantity f can be represented by a vector in the complex
plane. If f is a constant, the vector is analogous to the conventional phasor that is used to
analyze linear circuits under steady-state sinusoidal conditions, and the tip of f(t) moves
along the circumference of a circle centered at the complex plane origin (figure 123).
Based on (A.3), the space phasor f(t) is the same phasor f that rotates counterclockwise
with the angular speed w. It should be noted that f(t) retains the form expressed by
(A.3) even iff is not a constant; iff is a function of time, the corresponding phasor f is

also a complex-valued function of time.
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In Appendix A.1, it was demonstrated that every sinusoidal function of time can be
represented by a vector in a stationary coordinate plane. The vector rotates
counterclockwise with angular velocity w. If we imagine, that the same vector is
expressed in a coordinate system that is not stationary, but, instead, rotates itself

counterclockwise with angular velocity w, then vectorm, would be stationary in
reference to that coordinate system, in other words a DC quantity. This is idea behind the
dg0 transform, which significantly simplifies the analysis of electrical variables, as they
commonly have the same angular velocity. The rotating Real axis is the d-axis and the
rotating imaginary axis the g-axis. A zero-axis component exists only in asymmetrical

conditions.

The dqO0 coordinates are calculated as follows:
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fd fa
fq =[T]|fy
fo fe

where [T] is the transformation matrix and

r 2T 2T\ 7
cos @ cos (@ — —) cos (6 + —)
3 3
r1=2|~sme —sin(6-2) —sin(0+20)
=3 sin sin 3 sin 3
1 1 1
V2 2 V2

(A.4)

(A.5)

where 0 = wt + ¢,, w the desired angular velocity and ¢ is the angle between the d-

and the a-axis. The inverse dqO transform is expressed as:

fa fa
o| =[T17 | fi
fe fe

where

cos O —sin @

1
%
[T]7* =|cos (0 - 2;) —sin (@ - 2;) %
1
Np

(0+2n> ] (@ 271)
_cos 3 —sin +?

Taking into account equation (A.1), we get:

|[ 21
fa = gf [cos ® cos (0 - 2;) cos (@ + 2;)] iCOS (9 B ?)

(A.6)

(A.7)

(A.8)

In the latter equation, 8 = wt + 6,. With further manipulation and using the identities
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( 27r> —cos @ ++/3sind
cos

o-3)= 2
(A.9)
2T —cos @ —+/3sin 6
cos (0 +—> =
3 2
we get:
_Zp3 0 cosf + sin@sinB) = f cos(6 — 6
fa —§f E(cos Acos + sin@sinf) = f cos(O — 0) (A.10)
= f cos(po — 6)
Similarly, for the g-component, we get:
fa = f cos(po — 65) (A.11)

Thus, the idea behind the dq0 transformation that the transformed variables are reduced
to time-invariant (DC) quantities, is also validated mathematically.

3. Power in the dq0 Coordinate System
Let us assume that qu and quare the voltage and current vectors at a point of a
symmetrical three-phase circuit, expressed in the dgq0 components. Then:

qu = V4 +jvq (A12)

Iy = ig +Jig (A.13)

The rms value of the complex power is therefore calculated as:

Vio I 3. .
dqg ! dq *
S=3——==V,,1
V2 V2 2 4t da (A.14)

3 3
=5 (vaia +vqiq) + 5 (vgla + vaiy)

which leads us to define real and reactive power in the dq0 coordinates as:
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3
P = (vaia +vqiq) (A.15)

3
Q =5 (vgia + vaiq) (A.16)

4. Stationary Circuit Variables Transformed to the Arbitrary Reference Frame

4.1. Resistive Elements
The voltage and current relationship for the resistance in the dg frame is simply given by
the following equations:

va(t) = R -ig(t)
(A.17)
vy (t) = R - ig(t)

4.2.  Inductive Elements
The voltage and current relationship for the inductance in the dqg frame is given by the
following equations:

Ud(t) =1 digit) — wLiq (t)
. (A.18)
v,(t) =L dl;gt) + wLiy(t)

where w is the reference frame rotating speed.

4.3.  Capacitive Elements
The voltage and current relationship for the capacitance in the dq frame is given by the
following equations:

i () = C d"c‘;t(t) o, (0)
(A.19)
i, () =C d”;ft) + wCry(t)
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where w is the reference frame rotating speed.

B. Park’s Transformation in Induction Machine Analysis

In the late 1920s, R. H. Park introduced a new approach to electric machine analysis,
where the stator variables were referred to a frame of reference fixed in a synchronous
machine rotor. Park’s transformation eliminated time-varying inductances from the
voltage equations of the synchronous machine, which in turn simplified synchronous
machine analyses and calculations.

Park’s transformation initiated a new way of dealing with time-varying variables and
these were later introduced to induction machine analysis by H. C. Stanley. Today, general
transformation techniques based on the Park’s transformation are being used for
different types of power system studies.

Let us consider the windings of a three-phase, 3-pole, wye-connected induction machine,
as depicted in figure 124.

bs axis

br axis

wl
&, z -
ar axis
Ay )
&, 8,
as axis

cs axis

craxis

Figure 124: Three-phase, three-pole, wye-connected induction machine
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The stator windings are identical with Ns turns and resistance r,. With the same
convention, the rotor winding can also be described by N, identical turns and r,
resistance. The air gap is assumed to be uniform, so the stator self-inductances are equal:

Lasas = Lpsps = Leses = Lis + Lips (B.1)

The same applies for the stator mutual inductances and the rotor self-inductances.

The voltage equations for the machine of figure 124 are:

[Vas ] [las] g [Pas]

Vps| =15 i.bs + IT: Pbs

—Vcs— Llcs [ Pes |
(B.2)

_Var- _iar- d _(par_

Vbr =T ibr + —|Por

. dt
—Vcr— Llcr ] [ Per |
The linkage fluxes are expressed in forms similar to that of ¢,,, namely:

Pas = Lasasias + Lasbsibs + Lascsics + Lasariar + Larbribr (B.3)

+ Larcrlcr

The complexity of equations B.2 because of the dependence of the mutual inductances
between the stator and the rotor, which are in relative motion, makes the machine
analysis a quite arduous task. By applying the Park transformation, this obstacle is
surpassed.

During the analysis of an asynchronous machine, the following circuits appear:
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Figure 125: Stator and rotor circuit of an ansynchronous machine

The stator circuit is composed of the three-phase windings as, bs and cs, distributed by
120° of each other. Respectively, ar, br and cr are the rotor windings. 8 is the angle by
which the ar axis leads the as axis by the direction of the rotation. With constant angular
velocity w, (rad/s), we have:

0 =wt (B.4)

Also, if s is the slip (constant) and ws is the angular velocity (rad/s) of the stator field,
equation (B.4) is written as:

0 =(1-5s)wst (B.5)

The Park transformation is essentially the dq0 transformation described in Appendix A.2.
Choosing the rotating angle to be 6, we manage to eliminate all the time-varying
inductances in the machine voltage equations. The transformation matrix for the stator
and the rotor equations respectively, are:

cosB cos (0 -
: : 2
sinf sin (0 3
1 1
V2 V2
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3> cos( +
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2
[T.] = 3 sinsf sin (50
1 1
L V2 V2

cossf cos (s

2m .
3 ) sin (s

2T
0 — —) cos (59 +

3

6
1
V2

4 27‘[)
3

277)‘
3

(B.7)

where 8 = w,t and we is the electrical angular velocity (w, = 27f). The constant \E has

been chosen so that the expressions for the real and reactive power in the abc and dq

frame are the same. In addition, the constant % has been chosen so that T; 1 = T and
analysis is facilitated even more. Indeed:
o in 6 L]
cos sin —
V2
R 2 (9 27r) ) (9 Zn) 1 (8.8)
=T, = |= -— inf0 ——) — .
5 S 3|08 3 S 3 7z
1
N

p 21 (o 21
_cos( +3) sm( + 3)

Using the stator transformation matrix, the stator voltage equations are written as:

v Vas las d [Pas
V| = 0 Vas| = R0 || + (71 5 000
ds Vcs ics Pcs
Las Pas
] s )
lCS
_ _ _1 (pqs -11_" (pqs
= ks [lds] { ]}[ ] TJlTs ]dt <Pd]

-[]= R[ I [ + [0 9

Differentiating equation (B.8) we get:
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—w, sin(wet) w, cos(w,t) ]
2| 21 2m\ |
—w, sin a)et - ?> W, COS (a)et - ?) | (B.10)
3| 21 21 |
[—we sin wet + 3 ) W, COS (a)et + ?)J
SO,
d @ 0 177¢ Pas
_1 qs| __ qs| __
T:1 g U] [%s] [—1 0] (pds] - e —<qu] (B.11)
Substituting equation (B.11) to equation (B.9), we get:
Vds] [lds] (pqs d Pas
R, —_ B.12
‘Pds + dt ‘qu] (B.12)
Following the same procedure, the rotor voltage equations are written:
% [
dr] R, [ dr] + (W, — ) [ %T] (B.13)

C. The Per-Unit System

1. Three-phase Base Values
In most applications, it is common practice to express the machine and other electrical

components variables in the per-unit system. First, the base power and voltage levels are
selected, and then all the other base values are determined according to these. Usually,
for the abc frame variables, the RMS value of the nominal phase or line-to-line voltage is
selected as base value, while for the dq frame variables, the maximum voltage value is
selected. If, for example, Vg(bc) is the RMS value of the phase voltage and constitutes the
base voltage for the abc quantities, the base voltage for the dq0 quantities would be:

Vs (aq0) = V2Vs(abe) (C.1)

The base power is calculated as one of the following:

Sp = 3VB(abc) ' IB(abc) (C.2)

3
Sp = EVB(qu) ' IB(qu) (C.3)
The base value of the generator torque is defines as follows:
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Ty=—®
B (Z/P)wb (C.4)

where:
wy: base generator frequency
P: the number of generator poles

Since the base voltage and power have been determined, the base current is calculated
from one of the previous equations. The base value of the resistance is calculated from
the equations below:

_ VB(abc) _ 3VB(abc)2

g = (C.5)
g IB(abc) SB
2
7 = VB (dqo) _ (E) VB (aq0) (C.6)
B~ = — e .
Ig(aq0) 2/ Sp

2. DC Base Values
If we work with DC variables in the per-unit system, the base values are selected as
follows:

Veiey = \/EVB(abc) (C.7)
Igpey = \/EIB(abc) (C.8)
3
Sp = EVB(DC)IB(DC) (C.9)
Vo)
Zp = IB(DC) = ZB(abc) (C.10)

3. Mechanical System Base Values

Since the mechanical system variables for the generic model implementation were
expressed in per-unit units, the base values for each of the variables used are
documented in this section:
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25,

Base Inertia: Jp =—5 (C.11)
Wp
. . Tp
Base Stif fness Coefficient: kp = o (C.12)
b
Tp

Base Damping Factor: cg = (C.13)

Wp
To refer one of these variables to the low-speed side base quantities, the following

R P [ A |

The superscripts 1 and 2 are associated with low- and high- speed variables, respectively.

equations are used:
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