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Abstract

This dissertation has two goals; first goal is the examination of the accuracy of
the incremental dynamic analysis (IDA) method and secondly to investigate
the practicality of using of IDA within a structural optimization procedure.
Incremental dynamic analysis involves a series of nonlinear response history
analyses with a suite of incrementally scaled ground motion records. Although
IDA is perhaps the most comprehensive seismic performance assessment
method, it receives criticism because several ground motion records are
scaled up until structural collapse. The scaling practice often results to
unrealistic multipliers, -which modify the amplitude of the ground motion and
introduce bias on the structural performance estimation. Record scaling is a
common practice in earthquake engineering due to the lack of natural records
corresponding to large magnitudes and/or small distances from the fault

rupture location.

In this study we use a large number of ground motion records to compare the
predictions of IDA with that of unscaled ground motions and we propose a
new methodology in order to quantify the bias introduced in IDA. Apart from
natural records, we have conducted broadband ground motion simulations for
rupture scenarios of weak, medium and large magnitude events in order to
expand our record database. The investigation is performed on a series of
inelastic single-degree-of-freedom systems and on two multistorey steel
moment frame buildings. The results pinpoint both qualitatively and
guantitatively, for the full range of limit-states, the bias that IDA introduces on

the structural performance estimation.

Furthermore, an algorithm is presented for the reliability-based seismic design
of structures incorporating approximate performance estimation methods and
structural optimization. The proposed algorithm allows the automatic
optimized design of steel moment-resisting frames using reliability-based
criteria and more specifically design criteria based on the mean annual
frequency (MAF) that a limit-state is exceeded. Such criteria allow setting
constraints with a clear engineering meaning and help to obtain building
designs of improved performance and reduced cost. In this dissertation, we



propose a simplified approach that allows a quick calculation of the limit-state
mean annual frequencies without significant loss of accuracy. More
specifically, we use the static-pushover-to-incremental-dynamic-analysis
(SPO2IDA) method, which is a fast and accurate method to estimate the
seismic demand and capacity of single-degree of freedom systems and first-
mode-dominated multi-degree-of-freedom systems in regions ranging from
near-elastic to global collapse. SPO2IDA extracts information from the static
pushover curve and produces estimates of the limit-state response statistics
that are necessary to implement the reliability-based criteria on the limit-state
MAF. The optimization problem at hand is solved with a specifically tailored
genetic algorithm. A three and a nine-storey steel moment-resisting frame are
used to demonstrate the efficiency of the proposed procedure, leading to
efficient building designs within reasonable computing time.

The dissertation consists of eight chapters in total, plus one appendix at the
end of it. Its structure is organized as follows: Chapter 1 contains the
introduction, Chapter 2 presents natural, synthetic and artificial records and
outlines the measures of ground motion intensity. Chapter 3 describes
seismic performance assessment methods starting from linear static analysis
to incremental dynamic analysis. In chapter 4 the uncertainty in structural
engineering is discussed by presenting the PEER (Pacific Earthquake
Engineering Research) framework and the SAC/FEMA (Federal Emergency
Management Agency) approach. In chapter 5 the assessment of the bias
introduced in IDA due to scaling is considered with the LOESS (locally
weighted scatterplot smoothing algorithm) enabling the composition of a curve
described by an intensity measure (IM)- engineering demand parameter
(EDP) and the bootstrap analysis investigating the significance of our
numerical results. Chapter 6 provides the theoretical basis of structural
optimization encompassing single-objective optimization and genetic
algorithms. Chapter 7 presents the reliability-based optimum seismic design
of structures using approximate performance estimation methods and
especially static pushover to incremental dynamic analysis (SPOZ2IDA)
method. In chapter 8 the conclusions of this research work are presented.






[MepiAnyn

BeATioTOoTTOINUEVOC OXEDIATHAC METAANIKWY KATAOKEUWV

UTTO CEICHIKA QopTia

2tnv Tapouca OidakTopik Olatpifry Trpoteivovtal péBodol  yia  Tov
BeAtioToTrOINUEVO OXEOIOOUS PETAAAIKWY KATAOKEUWV UTTO OEIOUIKG QOpTia.
Mpog TOUTO XpPnOIYoTTOINBNKE N MEBOdOG TnNG [lMpocauénTikAg AuvapikAg
AvdAuong (MAA). H péBodog auth €€ETAOTNKE WG TTPOG TNV AKPIREIA TNG Kal
Emeira e Tnv Borbeia evog alyopiBuou BEATIOTOTTOINONG XPNOIKOTTOINBNKE yia
Tov BéATIOTO OXedIOOPO KTNEiwv amd XAAuBa. O TeAIkGG oxedlaouog eival
BéATIOTOG KABOTI avTioToIXei oOTOVv OXedlaoud pe TOv €AAxiIoTo Bdpog
Kataokeung. 'Etol, avamTtuxOnke pia peBodoloyia Tmou PacileTar oe €va
YEVETIKO aAyopiBuo BEATIOTOU OxedIAoPoU MeE PAon VTETEPUIVIOTIKA Kal
moavoTikd KpiTApia. O aAyopiBuog BeAtioTotroinong Baciletal o eAEyxoug
IKAVOTIKOU oOXeOI0OMOU, POTTAG-AEOVIKAG, YEWMETPIKWY TTEPIOPICUWY, KABWG
Kal €Aeyxo yla Tnv kKatnyopia TtnG OIATOMNAG, Kal YevikA OAoug TOug

ATTAITOUMEVOUG €AeyXoug Katd Tov Eupwkwdika 3 (EKS3).

H péBodog tng MNMpooauénTik Auvapikry AvdAuong (MAA) trepiAaupavel pia
ocIpd atrd PN-yPAPMIKEG DUVAUIKEG avaAUOEIG TTOU YivovTal PE OEIOUOUG TTOU
KAlyakwvovTal otadiakd. Av kai n MAA eival iowg n akpiBéoTtepn péEBodog
QTTOTIUNONG TNG OEIOHIKNG ATTOKPIONG, OUXVA OJEXETAl KPITIKK €ETTEION Ol
OEIOUIKEG KATAYPAPEG KAIJAKWVOVTAI PEXPI VO KATAPPEUOEl N KaTaokeur. H
TTPOKTIKI TNG KAIJAKWONG ouxva odnyei o€ N peAAIOTIKOUG TTOAAQTTAQCIACTEG
TNG OEICHIKNG KATAYPAPNG, TPOTTOTTOIWVTAG £TOI TNV €JAQIKN Kivnon Kal
€I0AQYOVTOG OQOAhA OTnV eKTignon Ttng oatmokpiong. Adyw Tng €AAEIwng

QUOIKWV KATAYPAQPWY TTOU QVTIOTOIXOUV O€ OEIOPOUG PeEyAAoU PeEyEBOUG Kal
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o€ JIKpR amméoTacn atrd 1o onueio didppngng Tou PrYHATOS, N KAIMAKWOT TwV
OEIOPUWYV UTTAPEE MIO ouvABNG TTPAKTIKY) OTNV QVTICEIOUIKA MNXAVIKA. Z€ QUTH
TNV €PEUVA XPNOIMOTTOIOUME £va PHEYAAO apIBUS OEICUIKWVY KATAYPAPWY WOTE
va OUYKpivouphe TNV KAPTTUAN tnG MNMAA pe auTr) TTOUu TTPOKUTITEI JECW MN-
YPOUMIKAG TTaAIVOpOuNonG PE TNV HEB0OO LOESS atrd OEIOUIKEG KATAYPAPES

TTOU OEV £XOUV KAIMOKWOEI.

Mpoteivetal pia véa peBodoAoyia wOoTE, va TTOCOTIKOTTOINGEI N OTATIOTIKA
TpokatdAnywn (bias) tou elodyetal katd tnv [MAA. EKT6G Qmd @QUOIKEG
OEIOMIKEG KATAYPAPES, XPNOIMOTTOINONKAV KAl CUVOETIKEG TTPOCONOIWCEIG TNG
€0AQPIKAG Kivnong Yl TEPITTTWOEIS CEICPWV ME MIKPHA, MECAIa Kal PEYAAN
évraon, TTPOKEINEVOU va DlEupuvOei TO TTANBOG TWV CEICUIKWY KATAYPAPWY
TTou xpnoigotroiénkav. H €peuva TrpaypatotroifOnke o€ pia ocipd ammo
aveAaoTIKG povoBdBuia cucTAPaTa Kal o€ dU0 TTOAUWPOPa PETAAAIKA KTipia.
O1 povoBdBuiol  TaAAVTWTEG  TTOIKIAOUV, aTrO TTOAU  OUOKAUTITOUG €WwG
EUKAPTITOUG ME peoaia kal uwnAn 1Id1otrepiodo. Ta ToAUBABuIa KTAPIO TTOU
e€etdotnkav gival dUo yvwaoTd KTApla amd T BiBAIoypagia. Ta atroteAéouara
OgiXvouv TOOO TTOCOTIKG OO0 Kal TTOIOTIKA YIO OAEG TIG OPIAKEG KATAOTACEIG,
TNV OTATIOTIKA TTPoKaTdAnWwn (bias) Trou eiodyetal amd TV MNAA oTnv eKTipnon

TNG ATTOKPIONG TNG KATAOKEUNG.

E€etaotnkav €€ povoPBaBuiol TOAAVTWTEG ME 1D10TTEPIGDOUG QVTIOTOIXA:
7=0.1, 0.3, 0.5, 0.7, 1.0, 1.5 sec kai dUo TTOAUBABuIEG HETAAAIKA TTAQiCIO pE
Bepehiwdelg epiodoug T; = 0.93s kal T; = 2.34s yia TO TPIWPOPO TTAQICIO
(LA3) ka1 evviawpo@o tAaioio (LA9) mTAaicio, avtioToixa. H atmrokpior Twv duo
KTNPiWV aKoAouBti Kupiwg TNV TPwTN IBIOPOPYPR, av Kal To KTiplo LA9 €xel
Kdtrola euaioBnoia o€ uwnAOTEPES I0IOUOPPES. ZTIC AVAAUCEIG HAG €XOUV
OUMTTEPIANPOEI YEWMETPIKEG WN-YPAPUIKOTATEG TUTTOU P-A. H emidpaon twv
EOWTEPIKWV TTAaIciwv BaputnTtag Aaufdvetal umdywn e TN PorBeia piag
OTAANG OTNnV oTroia TOTTOBETOUVTAI O HACEG TWV ECWTEPIKWVY TTAAICIWV, OTTWG
TrpoTEivVETAI OTIG 00NYieg Tou Kavoviouou FEMA P-695 (2009).

Na va OigpeuvnBei n  onuacia Twv apIBUNTIKWY OTTOTEAECUATWY,
xpnoigotoinénke n pEBodog erravaypnoigoTroinong Twv 18iwv dedoPEVWV

(bootstrap) mou TpoTdOnkKe amd Toug Efron kail Tibshirani (1993). H péBodog
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bootstrap €ival éva eUxpnoTo EpyalEio, TO OTTOI0 ETITPETTEI TOV UTTOAOYIONO TNG
OTATIOTIKAG TTpoKaTAAnyng (bias) kaBwg kal 1o dIACTANA EUTTIOTOOUVNG MIAG
OTATIOTIKAG TTApAPETPOU TNG atTdkpiong. H pEBodog utToAoyidel TIG 1ID16TNTEG
MIOG OTATIOTIKAG TTAPAUYETPOU TNG ATTOKPIONG, ME TuXaia OsiypyaToAnyia Kai
OTNV OUVEXEIA HE QVTIKATAOTOON OTo apXIké Ociyua. MNa tapddeiypa, av
EXOUME €va apxIK6 TTANBUCPO X = (Xi,..., Xn), Ba yivel deiypatoAnyia pe
£TTAVATOTTOBETNON YO VO TTPoKUWEl €vag véog TTAnBuoudg X™ = (x,..., Xn

AgiypyatoAnyia pe  emavatomoBETnon onuaivel 6Tl opiouéva  PEAR  TOU
d1avUoPaTOC X, YTTOPEi Va epgavidovtal TTEPIcoOTEPES aTrd pia opd oTto X™. H
OTATIOTIKA TTAPAUETPOG TNG ATTOKPIONG TTOU Pag evDIa@EPEl uTToAoyideTal yia
KGBe deiypa X yia TRV arOKTNON TNG bootstrap Katavourig, n otroia TepIEXEl
TTOAUTIUEG TTANPOYOPIEG YyIO TO OXAMA, TO KEVIPO Kal Tnv OlaoTTopd TG

KATAVOMNG OclyuaToAnyiag TNG OTATIOTIKAG aTTOKPIoNG.

H Odiadikacia auth) e@apudletal kai oT1o €TmiTedo, O OUVOUAOUO WE
MEBOOOUG UN-ypauuIKAG TTaAivOpounons. To emimedo EDP-IM (Engineering
Demand Parameter versus Intensity Measure, [MapduETPOG HNXAVIKAG
¢NATNONG Kai €TTTTEDO EVTAONG) £XEI OAV CUVTETAYMEVEG TOU TO PETPO EVTOONG
IM oTtov kataképu@po agova kai otov opIovTio dova 1o PETPO BAGRNS EDP.
Etiong, n néBodog vépoug (cloud) gival u€Bodog Pe TNV OTToia Ol CEICHOI TTOU
ouMéyovtal  oto  emriredo  EDP-IM  dev  €xouv  utrooTel  KAIHAKWON
oxnuari¢ovtag £va ‘vE@og-cloud’ un-ypauuIKwy dUVAUIKWY avoAUcEWV. TOOO
n MNMAA 6co kai n cloud avdAluon péow TNG MPEBODdOU TOU VEQPOUG
XPNOIMOTTOIOUV  PEBODOUG  PN-YPAMMIKAG TTaAIvOpOUNONG O€ onueia Tou
emmédou EDP-IM. Ze auty Tnv Trepimrwon, 10 X  TTEPIAAPBAvVEl  TIG
OUVTETOYMEVEG  TWV  ONMEIWV KAl N PN-YPOUMIKY  TTaAivopéunon
TpayyaTtoTrolsital yia KaBe deiypa x™. MtopoUv eUkoAa va utToAoyioToUvV Kal

Ta OIACTHPATA EUTTIOTOCUVNG.

210 oxAuarta 1 kai 2 eg@avifetal o UTTOAOYIOUOG TNG MEONG TIMAG KOl TWV
dlaoTNUATWY EUTTIOTOOUVNG 95% £vavTl Twv ApXIKwv dedopévwy (OXApa 1).
Emiong, maprixbnoav 1000 kapTTUAEg avtioTaong, META Ao €QAPUOYN TNG
pEBSOoU  bootstrap emavaypnoipomoinong Twv  10iwv  0edopEvwy  OTa

atmroteAéopaTta tng cloud avdAuong vépoug (oxnua 2).
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2xnua 1: Méyiotn oXeTIKA JETATOTTION OPOPOU OE OXEDN HE TN PACHUATIKA
EMTAYXUVON YIA T apXIKA onueia TnG peBodou cloud.
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ax

2xAMa 2: MEyioTtn OXETIKA JETATOTTION OPOPOU OE OXECN HE TN PACHATIKA
emTdyuvon yia 1000 KauTTUAEG IKAvOTNTAG TTOU TTapAxXBnoav Emeita atrd
bootstrapping eTavayxpnoipgoTToinon Twv 10iwv dEDOUEVWY OTA ATTOTEAEOUATA

NG pEBOdOU vEPoug-cloud.

2T1a OUo dlaypdupaTta, Ta dlIaCTAMATA EUTTIOTOOUVNG 95% cupBoAidovTal pe
OIaKEKOMUEVN €vTOVN YPAMMN, OTTwG Trpoékuywe atrd Tnv péBodo bootstrap,
EVW N CUPTTAYAG EVTOVN YPOUMN €ival n avTioToixn MEON KAUTTUANR OTTWG EXEl
ANQOBei y€ow TNG KN YPAMMIKAG TTaAIvOpounong pe TV péBodo LOESS (Local
regression using weighted linear least squares), XpnOIUOTTOIWVTAG YPAMMIKA

eAaxioTa TeTpdywva Kal TTOAUWVUNIKS JovTéAO deuTEpou Babuou.
Vii



Ta oxApata 1 kal 2 deixvouv Ta OIOCTAPATA EUTTIOTOOUVNG TNG MEBODOU
bootstrap 6tav n cloud avdAuon €@apudleTal OTO EVVIOWPOPO HETAAAIKO
Adiolo (LA9). 210 oxnua 1 eppavifovral Ta apxIka deQOPEVA TA OTTOIA £XOUV
An@OBei péow cloud avdAuong, evw oTo OxAUa 2 Trapoucidlovtal o 1000
bootstrap KQUTTUAEG EKTUTTWHEVEG WG YKPI YPAPMEG. A TIMEG Bmax TTAVW aTTd
0.06, Ta apxika onueia yivovral eAdxiota oe 1TARBog (oxnua 1). Evrouroig,
auTd cupBaivel yia PeEYAAEG TIEG OXETIKAG METATOTIoNG (drift) fj évraong kai
KATd OUVETTEId Qv ETTNPEACEl TIC OPIAKEG KATAOTACEIG TTOU EVOIAQEPOUV

ouvnRowg.

OAeg o1 kautruAeg MAA Aqebnkav amd €va ouvolo 30 OEICPWV TTOU
TTEPIAAMPBAVEI KATAYPAPES OXETIKA PEYAAOU peyEBoug My, péoa oTo eUPOG aTrd
6.5 pEXpI 6.9 TTOU £xOUuv KaATaypa®ei o€ OKANPO €£00@QOG XwpPig onuadia
KateuBuvTikéTNTAG. MNa TNV cloud avaAuon TUTTOU VEQOUG XPNOIYOTTOINBNKav
QUOIKEG KAl OUVOETIKEG KATAYPOQPES. ZUVOAIKA  xpnoigotroinenkav 1480
QUOIKOI KOl CUVOETIKOI OEICHOI YIA TIG HN-YPAMMIKEG OUVAMIKEG aVAAUCEIS TNG
cloud avdAuong TtUOTOU VvEéoug. O1 1015 QUOIKEG KOTAYPOQYEG  TTOU
xpnoigotroinénkav, diaAéxTnkav amd tnv Pdon dedouévwv PEER database
(PEER NGA Database 2008) wote va Odiao@aliletar n  opolduopen
emegepyaoia. OTwe £xel NON avaeepbei, udvo Aiyol o€IoU0i £XOUV KaTaypagEi,
ME @aopatik emTdxuvon Sa(T1,5%) n otoia va Eemepvdel 10 1g yia
TEPIGOOUG TTAVw atrd 1 sec. Tétoleg Su(T1,5%) evrdoeig dev €ival ApKeETA
IOXUPEG YIO va TTPOKAAEoOUV dlappor] 1 KATApPEUON TWV KATAOKEUWV HOG.
‘ET01, yia va utrepBoupe autd 1o EUTTODIO, TTPOCOECANE OTIGC QUOIKES Kal 465

OUVOETIKEG KATAYPOPEG.

2€ auTr TN MEAETN 01 465 CUVOETIKOI OEIOOI OI OTTOI0I XPNOIKMOTTOIRBNKAV O€
ouvOUAOoNO ME TIG QUOIKEG KATAYPAPES aTToTEAOUVTAI ATTO UEYEDN CEICUWV 6,
6.5, 7.5 kaBe pia amd TIg oTroieg £xouv pETPO éviaong (PGA) amd 0.1 €wg
2.0g. Emeidf a1d Toug 3150 ouvBeTIKOUG OEIOHOUG OVO o1 465 TTAnpoucav Th

ouvenkn va givar 1o PGA atrd 0.1 ewg 2.0g.
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2xnua 3: (cuveéxela).

To oxAua 3 deixvel Ta apiBUNTIKA aTToTEAEOUATA YIa T €TTTA JovORAOuIa
ouoTthuara. O1 yéoeg KAPTTUAEG TAA kai ol cloud KauTTUAEG TUTTOU VEQOUG,
gival Kovtd yia ammaITAoEIS TTAACTINOTNTAG WG TO P=3, YIa OAEG TIG TTEPIGOOUG
OTTWG QAiVETAI OTA TTAPATTAVW OXAMATA. 110 cuykeKpIpéva yia povoBdBuioug
TaAavTwTéG pe T;=0.1s, 0.3s, 0.5s oupTmimrouv péxpl p=2. Etriong, yia
pMovoBaBuioug TaAavTwTtég T1=0.7 s, 1.0s kai 1.5s cupuTritrTouv YExpl P=3, 10
OTTOiO ATTOTEAEI TTPAKTIKO OPI0 OTTOU IOXUEI O KAVOVAS TWV iCWV UETATOTTICEWV.
Mavw amdé auti TNV TIYA TTAACTINOTATOG TrapaTtnpouvTal dIAQOopPES OTNV
avroxn. lNa TigEg TAAoTINOTNTAG KOvTd OTO 4.5 oI KAUTTUAEG avTioTaong
apxifouv va yivovtal opICOVTIEG, OTTOTE QaAiveTAl OTI TO CUCTNUA £XEI PTACEI TN
MEYIOTN avTOXK) TOU.

2UPQWVA JE Ta TTponyoupeva atroteAéoparta (oxAua 3), ME TNV aug¢non g
amaitnong TAACTINOTNTAG o1 dlagopEg avdpeoa otn péon MMAA kar Tig
KauTTUAeG TNG cloud avdAuong au&dvouv. Tivetar @avepd OTI yia MIKPEG
10101TEPI6OOUG T1=0.1s kai 0.3s, n MAA utroekTIud TIG avToxég. Evw yia péoeg
TPOG MEYAAeG 1010TTEPIOGdOUG T,=0.5s, 0.7s kai 1.0s, n péBodog [1AA
€€AKOAOUBEI va UTTOEKTINA TNV IKAVOTNTA AAAG ot HIKpOTEPO PBabuéd. lNa
T1=1.5s n dl0@opd TwV KAUTTUAWV €ival PIKPR KAl n aTTaiTnon €ival eEAa@pwg

UTTEPEKTIMNMKEVN YIA P<6 Kal UTTOEKTINNMEVN OTtav p>6. MNa p=6 €£xoupe TO



ONMEIO TOPNG TWV PECWV KAPTTUAwY TNG MAA pe tnv cloud avdAuon TuTTOU

VEQOUG.

210 oxnua 3 dcixvovTal Ta dIACTAPATA EUTTIOTOOUVNG 95% €101, WOTE VA
EXOUME MIa eKTiMNON TNG OlIOOTTOPAG. 2€ YEVIKEG YpAPuES yia T1>0.3, 1a
diaomiuara 1ng MAA cival eupltepa O oUyKplon MeE €keiva Tng cloud
avaAluong. EmimmAéov, 1O €Upog Twv dIAOTNUATWY EUTTIOTOOUVNG QUEAvVETaI
600 au&dvetal n TePiodOG. 2Tn YPAUMIKA €AACTIKA TTEPIOXA TO €UPOG €ival
TTPAKTIKA uNOEVIKO, aAAG augdveTal Pe Taxeic pubuoug yia TTAACTINOTNTEG: (Q)
Tavw amoé p=1 yia tnv MNMAA kai (B) y=3 yia Tnv cloud avdAuon. Av Bswpricoupe
Mia auBaipeTn TN TAACTIWOTNTAG (TT.X. K=8), CUYKpPivovTaG TAAAVTWTEG e Ty ioo (a)
pe 0.1 kai (B) 1.5sec, @aiveral 0TI TO TTAATOG TwV dIOOTAUATWY EUTTIOTOOUVNG TG
MAA ToikiAAel onuavTikd. Autd onuaivel OTI Ol TTAPATNPNCEIS OXETIKA ME TN MEON
MAA, 1oxUouv Trepitrou, dedopévou OTI ITTOPET VO UTTAPXOUV £3APIKEG KIVIOEIG OTTOU
n armaitnon Ba Jmopouce va RBpioketal omoudAmote péca oTo  didoThua

EUTTIOTOOUVNG.

21a oxiuata 4 @aivovrtal €Tiong Ta OIACTANATA €PTTIOTOOUVNG 95%,
TTPOKEIPEVOU VA Trapaoyebei pia ektiunon tng diacmopdg. Me Bdon 10 oxfua 4,
Ta dlooTARMATA €ival eupuTEPA OTNV TTEPITITWON TNG MNAA Kal OXETIKG OTEVA YIA
TNV cloud avdAuon, EKTOG OTNV TTEPITITWON TTOU N TTPWTN 1810TTEPIOOOG IGOUTAI
e 0.1s. Tevikd, 1O €0pOG TwWV dIACTNHATWY EUTTIOTOOUVNG QUEAVETAI OO0
au&dvovTal ol ATTAITACEIG O TTAACTIMOTNTA KAl €TiONG 600 QUEAVETAI N
TePiIodoG gite gival povoBaBuia f TToAuBdaBuIa cuoTAuata Pe Tnv Trepiodo. MNa
TN YPOMMIKN €AAOTIKA TTEPIOXN TO TTAATOG €ival undév, aAAd avatrTuooeTal
ypriyopa HETA TNV TTAACTINOTNTA P=1. 2TA TTAPOAKATW OXAMATA 4 @aivovTal Ol
MEOEG KAUTTUAEG IKAVOTNTAG KAl TA AVTiOTOIXA OIACTHPATA EUTTIOTOOUVNG 95%

YIO TETPAYPANMIKOUG TAAAVTWTEG.
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2xNua 4: NMAacTiyétTNTa 4 OE OXEON ME TO CUVTEAECTH ATTOPEIWONG avToXNG R

(strength reduction factor) yia TeTpaypappikoUg JovoBABuIoug TOAQVTWTEG.
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2xAua 4: (ouvéxela).

MapatnpwvTag Toug TETPAYPAUMIKOUG POVORBABUIOUG TOAAVTWTEG, WEPIKEG
KOUKIQEG @aivovTal VA €ival CUYKEVTPWUEVEG OTNV KABeTn ypapui pu=10. T
autoUg TOUG OEIOHOUG, N ATTaiTnon yia TTAACTINOTNTA €iTE €ival TTOAU KOVTA €iTe
éxel emepdoer 1o uw=10. Emiong, yia peydAeg 10iotrepiddoug (X yia
T,=1.5sec), o apIBUOG TWV KOUKIdWV Trou ep@avifovTal €ival PIKPOTEPOG,
OUYKPIVOUEVOG PE auTd TWV MIKPOTEPWYV 1010TTEPIOdWV. AUTO OQEIAETAI OTNV
TTEPIOPIOPEVN  OIABECIYOTATA  CEICPWY Ol OTToiol  €XOUV  PEYAAEG  TIUEG
QPAOMATIKNG emITAXUVONG Sa(T1,5%), TTAvw atrd 1s Kai gival apKeTA I0XUPOI yia
va TTPOKOAECOUV PEYAAN atraitTnon TTAACTIUOTNTAG. 2€ QUTA TNV TTEPITITWON,
UTTdpxouv €Trapkry Oedopéva POVO  yia TIMEG TTAACTINOTNTAG TTOU  OEV
utTrEPPBaivouv TIG TIMEG 5 KAl 6 KAl ETTOMEVWG TTAVW ATTO QUTEG TIG TIMEG

TTAACTIHOTNTAG OE PTTOPOUE VA EIJACTE TiyoUPOIl YIA TA ATTOTEAECOUATA UAG.

AMwoTe, oTa TTOPATTAVW OXAuaTta 4a €wg 4h é1Tou aiveTal avrioToixa n
TTEPITITWON  TETPAYPOUMIKOU TOAQVTWTA, aQuOAipeTa ETIAEXTNKE HIO  TIUN
TAaoTiuéTNTAG (TT.X. u=8). To €UpPOG TWV dIACTNUATWYV EUTTIOTOOUVNG TNG MNMAA
TToIKiAEl amd R=2 ewg 6, yia dUuo TaAavtwTtég pe T,;=0.1sec kal 2sec
avTtioToixa. Auté onuaivel 0TI Ol TTAPATTAVW TTAPATNPAOEIG TTOU OXETICOVTAI PE
TNV akpiBeia NG péong MAA, gival aAnBeig katd péocov 6po, pIa Kal PUTTOPEi va
UTTAPXOUV MEMOVWHEVEG TTEPITTTWOEISC OTTou o1 péoeg [MAA  utropei va

dlapépouv. MNa T;=0.1sec, 0.3sec kal yia HOVOBAOUIOUG TOAAVTWTEG TTOU
Xiii



akoAouBoUv Tov  TETPAYPAUMIKO  vépo uoTépnong, Ta  dlaoTAPATA
EUTIOTOOUVNG TWV  KAPTTUAwv LOESS Tmou Tapoucidalovtal  Ogv

TepIAauBdvovTal oTa dlaoTHHATA EUTTIOTOoUVNG TG MAA.

210 TTapakdaTw oxfpara 5a kai 5b cuykpivovralr n péon MNMAA kar n cloud
avaAuon yia TO TPILWPOPO Kal EVVIAWPOPO PETAAAIKS TTAaicIo. [Na To TPILPOPO
(LA3) petaAAiké tAaioio, n péon MAA kai n cloud cupTTiTITOUV £WG BmMax=0.03.
Mavw atrd aut) TRV TIUA N d1I0Qopd AUEAVETAl WG Bmax=0.12, evw TTEPA aATTO

AUTAV TNV TIYA OEV JTTOPOUE VA KAVOUUE PIa Ao@AAr TTapaTtrpnon.

.-

..........................
o’

* single records
=== |DA, median
-===|DA, 95% Conf.Int.
=== CA, median
----- CA, 95% Conf.Int.

‘ ‘ 0 0.05 0.1 0.15
0 0.05 0.1 0.15 . > drift ratio. 6
maximum interstorey drift ratio, 0 maximum interstorey drift ratio, 0

15t mode spectral acceleration, Sa(T1 ,5%) (9)
18! mode spectral acceleration, Sa(T1 ,5%) (9)

(a) (b)

2xNua 5: Méoeg KauTTUAEG avTioTaong Kal Ta dIACTAPATA EUTTIOTOOUVNG 95%

(@) yia To TpIwpo®o Kal (b) yia To EvIaWPOPOo PETAAAIKO TTAQICIO.

lNa 10 evviawpo@o HETOAAIKSO TTAQiCIO KAl o1 dUO KAUTTUAEG TeEivouv va
OUPTTEOOUV HOAOVOTI, aTmd 61ax=0.07 ka1 mavw otmmd S;(T1,5%)=0.8g, 1O
0edopéva pag otravidouv. Auto o@eileTal oTnv TTEPIOPICPEVN OlaBECINOTNTA
OEICUIKWY KATAYPAPWV YIa CEICPOUG Ol OTroiol va €ival ETTAPKWS I0XUPOI,
WOTE VA TTPOKAAECOUV PEYAAN ATTAITNON O OXETIKN PETATOTTION opdPou (drift)
oc autrp Tnv TrePiodo, OTOTE O MITOPOUPE VA QTACOUME O QOCPOAN
ouptrepdopara. EmmAéov, yia 10 evviawpo@o TTAaicio n péon MAA eival
avaueoa ota dlaoTAUATA EPTTIOTOOUVNG TNG cloud avdAuong, evw KATI TETOIO
0e oupBaivel oto TpIwpPoo TAaiclo. Téoo n avdAuon cloud 6co kai n MAA

TTOPAYOUV EKTIMNOEIG TWV IKAVOTATWY TTOU €ival KOVTA.
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YT1roAoyIouoC TNC OTATIOTIKAC TTPpoKATAANWNC (Bias estimation)

H otatioTikr) rpokatdAnwn (bias) ptropei va BewpnBei, wg YIa cucTNUATIKNA
utré- A utrép-exTipnon Tou R (A4 Tou Sa(T1,5%)) NG avroxAg. YTroAoyiCoupe Tn
otamioTiky  mTpokatdAnyn (bias) Bswpwvtag OTI N AvEU OTATIOTIKAG
TpokatdAnwng atmmékpion (unbiased response) gival autr} TG cloud avaAuong
TUTTOU VEQOUG, a@OoU authi n PEBODOG APRVEI TOUG OEIOUOUG OKAINAKWTOUG.
‘ETOI1, OXETIKA pE TNV IKAVOTNTA TNG KATAOKEUNG N OTATIOTIKI TTPOKATAANWN
(bias), utroAoyileTal wg o Adyog:

S (T, 5%
bias———(R)'DA ,or bias( s (1,5%)) 5, (1)

( R)doud ( Sa (Tl’ 5%))cloud

otou Sa(T1,5%)pa €ival o1 Sa(T1,5%)) avroxég tng MAA kai Sa(T1,5%)cioud

gival o1 avtoxég TTou AappBdvoupe ammd tnv cloud avdAuon. MNpokeiyévou va
utroAoyiooupe Tn OTATIOTIKA onuavTikétnTa (statistical significance) g
OTATIOTIKAG TpokatdAnyng (bias) kar va utroAoyiocoupe Ta avTioTOIXO
dlaoTAPATA  EMTTIOTOOUVNG, eQpapudloupe TN MEBODO  bootstrap
€TTAvayPNoIPoTToiNoNG TWV 10iWwVv dedOPEVWV TTAVW OTIG TIMES TNG €€iowong 1.
EipaoTe mA€ov Ikavoi va TrapakoAouBoupe Tn oTaTioTIKA TTpokaTtdAnyn (bias)
yla 10 TTARPEG PACHA TWV OPIAKWYV KATaoTAoEWwV (TIuEG EDP). Ta diaoTthpaTa
gymmoToolvng TG  OTATIOTIKAG  TrpokatdAnyng  (bias) TTpoo@épouv
TEPICOOTEPN EPTTIOTOOUVN OTIS TTAPATAPNOCEIS TTOU  OXETICOVTAl ME TNV

emidopaon TG KAIHAkwong evidg Tou TAaiciou Tng MAA.

Ta oxApaTta 6 kal 7 dgixvouv Ta dIACTAPATA EPTTIOTOCUVNG TNG OTATIOTIKAG
TTpokaTdAnwng (bias) kal eMTPETOUV PEPIKES YEVIKEG TTapaTnproelg. OTav OAa
Ta OlIOOTAHATA EPTTIOTOOUVNG E€ival TEAEIWG TTAVW 1 TEAEiWG KATW aTrd TN
YPOUMI TNG JovAdag, TOTE €ipacTe Oiyoupol avTioToixa OTI n avioxn €XEl UTTEP
N umo-TiunBei. Emiong, av 1a OIOTAPATA EPTTIOTOOUVNG EUTTEPIEXOUV
OMOIOUOPPA TN HOVAdA, TOTE DEV £XOUNE KATTOIO OTOIXEIO TTOU ATTODEIKVUEI TNV

utrapén TnNG oTaTIoTIKAG TTpokatdAnyng (bias).
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2xNua 6: Bias oe oxéon We TRV TTAACTIMOTNTA VIO TETPAYPAUMIKOUG
MovoBaBuioug TadavTwTég pe (a)T1=0.1sec, (b)T1=0.3sec, (c) T1=0.5sec, (d)
T1=0.7sec, (e) T1=1.0sec, (f) T1=1.5sec.
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210 OoxAua 7 Tapoucidfovial Ta  ATTOTEAEOMATA  TNG  OTATIOTIKAG
mpokatdAnwng (bias) yia 10 TpIwpoo (LA3) kal TO evviawpopo (LA9)
METAAAIKG TTAdiolo. [a Ta duo TTAdiola n oTaTIoTIKA TTpokatdAnyn (bias) €ivai
TTepiTTou oTaOEPr yiIa OAO TO €UPOG TWV OPIAKWY KATaoTdoewv. [a 1o
TPIWPOPO KTHPIO N ATTAITNON UTTOEKTIUATAI, TTEPiTTOU 10%. AUTO €ival pIa PIKPR
OTATIOTIKA TTPoKaTdAnwn (bias) amodektry oTn OUuvABN TTPOKTIKY TOU
MNXavikou, oTo TTEPIBWPIO THG AOQAAEIOG TG KATAOKEURG. ETiTAéov, KdTTOoIO
guaioOnaoia TTapaTnpEiTal yia TIG ApXIKEG OPIOKEG KATAOTACEIG, TT.X. Bmax=0.02.
EEAANOU, UIKPA UTTEPEKTIUNON TNG ATTAITAONG TTAPATNEEITAI OTO EVVIAWPOPO
TTAQio10. Z€ AUTH TNV TTEPITITWON TA JIOCTAUATA EYTTIOTOCUVNG TTEPIAQUBAVOUV
TN YPOAMMN TG HOVADAG, OTTOTE YTTOPOUNE VA BEWPHCOUNE TOUG UTTOAOYIOUOUG
NG AVTOXAG WG AVEU OTATIOTIKNG TTpokataAnyng (unbiased). MNAaA n péon
KAUTTUAN TnGg MeBddou bootstrap €ivalr 10 KEVIPO Twv  OIACTANATWY
gummioToouvng. H Ty g cival mrepimou 0.9 yia TO TPIWPOPO KAl KUMAIVETAI
amd 1.1 wg 0.98 yia 10 evviawpo@o PETAAAIKO TTAQicIo. ETTiTTAéov, TToIOTIKA
diamoTwvetal 611 Ta amoTteAéopaTta oTta TTOoAUBdBuIa cuothuara  divouv

TTOPEUPEPH) ATTOTEAECUATA PE TOUG OVORBABUIOUG TOAAVTWTEG.

1.4 1.4

© o
CD@ @/Nﬁ ....\ e
55 < SN

< /\ g 1 .

a 1 P S e O
-~ ——— D —~ A~ ——— T
oINS LT, I

N e T P

[ I N s g g ; 1

(] I S 4 o

5 0.8
----- median
——95% Conf. Interval (+)
——95% Cont. Interval (-)

0.6 ; ;
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2xNua 7: Bias og ox€on YE TRV PEYIOTN OXETIKN YETATOTTION Yia (a) TO
TpILWpPoPo LA3 kal (B) To evviawpo@o KTtrpio LA9.
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FeveTikdc  AAyopiOuoc BeATIOTOTTOINONC KATAOKEUNC (GSO |IDA-
SPOZ2IDA)

210 TAQiclo TG diatpIBAG TTaPOUCIAOTNKE €TTioNGg €vag aAyoplOuog
BeAtioTotroinong yia 10 OXedIAOPS Twv KATOOKEUWV oTrd  XAAuBa pe
VTETEPMIVIOTIKO H/Kal TTIOAVOTIKA KPITAPIA, EVOWMATWVOVTAG OKPIREIS Kal
TTPOCEYYIOTIKEG MEBODOUG EKTINNONG TNG ATTOKPIONG TNG KATAOKEUNG EvavTl
OEIOUIKWY  Opdoewv. [0 OCUYKEKPIYEVA, XPNOIMOTTOIOUVTAlI TA  KPITHPIA
oxedlaopou 1Tou Baacifovtal kal oTn uEon €TAola ouxvotnta (MAF) utrépBaong
TNG OPIAKAG KATAOTAONG. TETOIO KPITHPIA ETITPETTOUV Va TIBEVTAI TTEPIOPICHOI
TTOU €ival TTI0 KATavonToi yia TO MNXavikd Kal odnyouv o€ KTnPIoKoUug
OXEOIAOUOUG  QQEVOG MEIWHPEVOU  KOOTOUG Kal  OQETEPOU  BEATIWHEVNG
OUMTTEPIPOPAG. 2e& auTh Tn diatpiff, TTPOTEIVETAI MIa  OTTAOTTOINUEVN
TTPOCEYYION TTOU EMITPETTEI TOV TAXUTEPO UTTOAOYIONO TNG MEONG ETAOIAG
ouxVOTNTAG OPIAKNG KATAOTAONG, XWPIG onUAvTIKA atTwAsia akpipelag. EIdIKaA,
XPNOIUOTTOIEITAl KOl N OTATIKA-TTPOCAUENTIKA-TTPOG-TTPOCAUENTIKA-OUVAUIKK)-
avdAuon (SPO2IDA) pébodog. Ztnv TpoTeivopevn PEBodo avatTuxOnke Evag
YEVETIKOG QAYOpIBUOG BEATIOTOU OXedlaopoU He PAon VIETEPMIVIOTIKA Kal
TIOAvVOTIKA KPITAPIO el ovopaderal
«GeneticStructuralOptimization_using_IDA-SPO2IDA» Kal OUVOTITIKA
«GSO_IDA-SPO2IDA», étou yia mBavoTIKa KpitApla péow g SPO2IDA
AaupavovTtal TTAnpo@opieg atméd Tn OTATIKY) TTPOCAUENTIKN KAWTTUAN avaAuong
Kal TrapdyovTal n hECN TIUA Kal n TUTTIKA oTTOKAION yia JIAQOPES OPIAKES
karaotdoelg. O1 uTToAOYIOMOI QUTOI €ival aTTapAITATOI yIa TV EQAPMOYT TWV
TTOAVOTIKWVY KPITNPiwV OTR PECN €TACIA ouxvATNTA OPIOKNG KATAOTAONG. TO
TPORBANUa  TNG PBeAtioTotroinong Tou  TPOKEITAI VA QVTIMETWTTIOTEI,
TTPOKEIJEVOU VA €UPeBOUV 01 BEATIOTEG DIATOPES TWV TTAAICiWY, ETTIAUETAI HE
éva  YEVETIKO aAyoplBpo «GSO_SPO2IDA». ‘Eva T1piwpopo Kal €va
EVVIOWPOPO PETOAANIKO TTAQicIO BewpolvTal wg TTApAdEIlyUa, yia VA QAVEi N
ETMApPKEID TNG MEBODOAOYIOG TTOU TTpOTEiVETAI KAl KATOANYEl O ETTAPKEIG

oXeOIOOUOUG NECA OE AVEKTA XPOVIKA TTEQIBWPIA YIA TO HNXAVIKO.

H péBodog ‘static pushover to IDA (SPO2IDA) Tapéxel Mia kard
TTPOCEYYION EKTiUNON TNG PeBOdou MNAA XpnOIMOTTOIWVTAG TIG TTANPOYPOPIES
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atd Tov UTTOAOYIONO TnG peEBOdou SPO (static pushover). H SPO2IDA é€xel
eTAANOeUBEi WG PEBODOC yIa TTOAUAPIOPOUG HOVOPBABUIOUG TOAQVTWTES Kal yia
TTOAUBAOUIEG KATAOKEUEG TTOU KUpPIAPXOUVTal atmd TNV TTPwWTn 1010UoPYN.
AnAadn, n otamik utrepwONTIKA pNEBODOG (Static pushover) TTpooeyyileTal pe
MIO  TPIYPOUMIK A TETPAYPAMMIKA KAWTTUAN €101, WOoTe va An@Bouv ol
TTAPAPETPOI TTOU TTEPIYPAPOUV TNV KAUTTUAR SPO (SPO curve). O1 TTapdueTpol
TTou €€AxBNoav divovtal wg €icodog ato Tpdypaupa SPO2IDA, waoTe auto va
Tapdgel Ta TocooTtnuopia (fractile) o€ kavovikoTroINuéVEG CUVTETAYUEVEG TOU
ouvteAeoT Melwpévng avtoxAg (strength reduction factor) R oe oxéon e TNV

TAaoTIyoTNTA Y. O1 TeAiKEG TTpoaeyyioeig TNg MAA AauBdvovTal heTd ammd pia ocipd

utToAoyIoHWYV oTa SlaBéaipa R-p dedopéva.

5000

—SPO === quadrilinear
—trilinear model ===trilinear

4000

w
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[=]
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base shear (KN)

1000 ........... 4

|
|
|
} N
|

0 0.02 0.04 0.06 ! -
Roof Drift Ratio,d ¢ ductility
roof

(a) (b)

2xnua 8 (a) H pushover kautruAn kai n TPOoEyyIon TNG KE Eva TPIYPAPMIKO
MovTéAO, (b) OpIopdS TWV TTAPAPETPWY TTOU KaBopifouv To KUPIO PHEPOG

(backbone) Tng pushover kauTTUANG.

ZUVOTITIKA, n diadikacia e§aywyAg piag mpoogyyion NG MAA KauTTuAng,
atod yia pushover oTaTiK UTTEPWONTIKA avdAuon, TrepIAaupBavel Ta akdAouba
Briuata. ApxIKa ekTeAgital pia static pushover avdAuon pe €va oxApa
@optiong TpwTtng 10Iopopens (first-mode lateral load pattern) kai €meira
TTpooeyyieTal Pe €va TPIYPAUUIKO povTéAo. Katomiv amd tnv SPO2IDA 6a
e€axbouv o1 kaumuAeg TMAA o¢ kavovikotroinuéveg (normalized) R-y
OUVTETOYMEVEG O OTroieg Ba TPETTEl va TpPOTroTroiNBouv O QACUATIKN
emrdyxuvon Sa(T1,5%) évavTl Tou Onax. Autd atraitei TNV €AAOTIKA KAion Tng

MAA, étav 10 O f €ival To HETPO BAABNG (Kroof). O1 TEAIKEG TTAA AapBdvovTtail
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XPNOIMOTTOIWVTAG TNV QVTIOTOIXiO AVANETA OTO Broor KAI Omax, TTOU AQBAVOVTaI

ato Ta atmoteAéoparta TG HEBOGdou static pushover.

MNa éva evviawpo®o PETAAAIKO TTAQiCIO O UTTOAOYIOTIKOG XPOVOG PEIWVETAI
Kal atro 2-3 WPEG TTou aTraiTouvTal yia pia povadikr] (single IDA) MNMAA, apkouv
MOVO Aiya AeTTTd TNG wpag 1ou Olapkei n emiduon tng SPO2IDA, dnAadn
atmraiteital Xpdvog MIKPOTEPOG TEPITTOU KATA OUO TALEIG peEyEBoug, OTTOTE

EXOUME PEYAAO KEPDOG OE UTTOAOYIOTIKO XpOVO.

O oT16x0¢ Twv TPoRANudTwWY BeATIoTOTTOINONG KAl dlaoTacioAdynong givai
va PEIWBEI N QVTIKEIPMEVIKT) OUVAPTNOT), TTOU gival avdAoyn TTPog 1o KOOTOG TNG
Kataokeung. H 1o ouvneng e@apuolOPEVN QVTIKEIYEVIKA OuvdpTtnon yia
METAAAIKEG KATAOKEUEG €ival TO BAPOG TOUG, TO OTTOI0 CUVOEETAI AUECQ HWE TO
K60oT10G. O1 peTaBAnTéEC oXedIOOUOU £xouv €TTIAEYED va gival o1 OIATOUES TWV
MEAWV TNG KATOOKEUNG, £TOI WOTE N QVTIKEIMEVIKA) OUVAPTNON VA UTTOPEI va
EKQPAOTEI WG O YPAUMIKOG 1 YN YPAMMIKOG OuvOUAOPOG Toug. Adyw Twv
QTTAITACEWY TOU JNXavikoUu oTnv TpdAgn T1a PEAN diaipolvTal O OPAdES
MeTaBANTWY oxedlaopou. ‘Etol, yivetal uia  €€locoppdtnon avAaueca o€
Tapamdvw UAIKO Kal OoTnv avdykn Yid CUMMETPIa KAl Opolopop@ia, yia
TTPOKTIKOUG AOyoug. Melwveral €tmiong 10 PEYEBOG TOUu TTPOG €TTiAUCn
TTpoBARuaTog BeATioToTroinong. EmirAéov, AOyw TTEPIOPICUWY KATAOKEUNG, Ol
METABANTEG oxedlaopou Oev  cival ouvexeic aANa diakpitég. ‘ETol, ev
TTPOKEIYEVW €va OIOKPITO VTETEPUIVIOTIKO TTPORANUa BEATIOTOU OXEDIOOUOU
(discrete deterministic-based structural optimization, DBO) pop@wvetal wg

aKkoAoUBwg:

minF (s)
9,(s)>0,i=1,..,1 2)

subject to g
S; eR",j=1,.m

O01ToU F(S) €ival n avTIKEIMEVIKA ouvdpTnon TTou Ba eAaxioToTToIinBEi Kal g; €ival
ol | vieTepUIVIOTIKOI Trepiopiopoi. RY gival éva 5oopévo GUVOAO BIOKPITWV TIHGV
Kal S; €ivalr To didvuopa Twv PETABANTWY OXEDIOOMOU TTOU WPTTOPOUV va

TApoUV TIMEG aATTO aAuTO TO oUvoAo. Kard Tov idlo TpoTTo, €va OIakpITd
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TPORANUa PBeATioTOTTOINONG ME TTIBAVOTIKA Kpithpia (RBO) pop@wVETal WG

aKoAoUBwWG:

minF (s)
0,(s)=0,i=1,.. ,
subjectto s, eR", j=1,..m (3)

hk (VEDP (S) < VlliirI;P (S))1 k= 1!"'!n

otTou hg €ival o1 n mMOAVOTIKOI TTEPIOPICUOI, V TTapIoTAvVEl TH PEON E£TAOIA
ouxvotnta umépPacng (exceedance) Tou ki oTta emimeda amoédoong
(performance levels) kai T€Ao¢ EDP utrodnAwvel éva pgyioto PETpo BAAGRBNG
(EDP) tmou €dw €ival n PEYIOTN OXETIKN METATOTION OPOPWV Omax(maximum
interstorey drift Omay).

2€ autrh TN MEAETN TO TTPOPRANUa BeATioToTroinONG AUvETal UE TR XPAON VOGS
yeveTikoU aAyopiBuou «GSO_IDA-SPO2IDA». O yeveTikdg aAyopiBuog eivai
évag aAyopiBuog avalAtnong Kal PEATIOTOTTOINONG KAl €ival EUTTVEUCOUEVOG
ato Tnv dladikacia TNG QuOIkig emAoyAg (Goldberg 1989). ZAuepa gival o o

EUPEWG XPNOIPOTTOIOUEVOG £EENIKTIKOG aAYOPIBUOG.

Ta PBAuata TOU YeveTiIkoU aAyopiBpou «GSO_IDA-SPO2IDA»  TTOU
XPNOIMJOTTOIOUVTAl  yId  TOV  QVTICEIOMIKO OXEOIOOUO TWV  KATOOKEUWV

TTapoucidadovTal dW:

1. Bnua apyikorroinong: Tuxaia Trapaywyr evog apxikou TTANBuCuoU Twyv
dlavUopdTWY TNG S; METABANTWY oxediaopou (j = 1,..., NPOP) ta oTtroia
gival  KwoIKoTToINUéEVa WG  OUadIKEG oupBoAooelpég dnAhadny  wg
XPWHOCWHATA ] YOVOTUTTOL.

2. Bhua avaAuonc (Fitness evaluation): MNpwTtov, eKTEAECN €AEYXWV TTOU
O0ev atraitolv avdAuon yia va dlao@alioTel 0TI 0 oXedIAoPOS Egival
OUPQWVOG JE TN @IANOCO®Ia TOU I0XUPOU UTTOOTUAWMATOS - adUvaung
OoKoU Kal OTI AAAEG aTTAITAOEIG TTANPOUVTAI AETTTOPEPWG. TN CUVEXEIQ,
eKTEAEITAI YPAUMIKA EAACTIKA avaAuon yia va AneBei utrdyn 10 aitnua
yld TOUG un O€ICMIKOU @OopPTiou OuvOUaOouOoUG Kal OTn OCUVEXEIQ
ekTeAciTal Static Pushover otatik utmmepwONTIKA avdAuon yia TIg

ocIOUIKEG Opdoeig. To epyaAeio SPOZ2IDA xpnolgoTrolgiTal yia va
XXi



utrohoyioTei n utrd €€étaon opiakry kardotaon. lMNa kdBe Teplopioud
Tou Trapafidletal, utroAoyiovtal O KUPWOEIG, ME Mia Oladikaaoia
TTOIVA G KQI TPOTTOTTOIEITAI N AVTIKEIPEVIKI] CUVAPTNON avaAOywG.

3. Bhua yia yéveon, emAoyn, dlactaupwon Kai uetaAdaén (generation,
selection, crossover and mutation): E@apuélovtal o1 TEAECTEG Tou
YEVETIKOU aAyopiBuou yia va dnuioupynbouv Ta HEAN TOUu E€TTOPEVOU
TAnBuopou t;(j=1,..., npop).

4. TeAIko¢ éAcyxoc: Edv évag TTpokaBopIoUEVOS ApIBUO TWV YEVEWV EXEI

emiTeuxBei, otdon. AIAQOPETIKA €TTIOTPOPH OTO Bra 2.

BEATIOTOC OXESIONOUOC UE VIETEPUIVIOTIKA KPITAPIO

MNa TpoPAfuata dOUIKAG MNXAVIKAG UTTO CEICMIKA @OPTION, OI TTEPIOPITHOI
TTOU XPNOIYOTTOIOUVTAl OE QUTA TNV €pyacia akoAouBouv To OXeDIQOPO ME
Bdon tnv emTeAeoTIKOTNTA. H €MITEAEOTIKOTNTA TNG KATAOKEUNG a&loAoyeital
o€ OIOQOPETIKA ETTITTEdA OEIOMIKAG €vTaong. Tpia emiTeda eMTEAECTIKOTATAG
éxouv AneBei utmoywn: Apeong xpnong (10), AoedAsia Cwng (LS), «kai
Atropuyn¢ katdppeuong (CP). TlpokartapkTikoi €Aeyxol yivovral o€ KAOe
utroyneio oxedlaoud. Autoi ol éAeyxol TrepIAapBdvouv Tnv €g€Tacn TTou
a@opd OTO AV O PUNXAVIOHUOGS 0pOPouU TTapdyeTal atrd TIG TTAACTIKEG APOPWOEIG
TTOU yivovTal oTa UTTOOTUAwMATA avti oTig dokoug. ETriong, yivetalr €vag
€Aeyx0g TTOU agopd oTIg DIATONEG va gival KAAong 1 katd tov Eupwkwdika.
AUTOG 0 €AeyX0G €ival onUAVTIKOG TTPOKEIMEVOU VA £EA0QAMNIOTEI OTI Ta PEAN
gival oe Béon va avamtuéouv TNV TAAPN TTAACTIK) POTH TOUG Kal
TNV TTAACTIUOTNTA TOUG. ETITTAov, TiBevtal YEWUETPIKOI TTEPIOPICUOI TTOU
EMIPRERAIWVOUV TIG CWOTEG OUVOEDEIG TV DOKWV OTA UTTOOTUAWMATA. ETTiong
yivetal dANog €vag €AeyX0G 0 OTToiog £TTIRERAILVEI OTI N KAUTITIKI QVTOXH TwV
dokwv e€ival €mapkAg. Av ol €Aeyxol Oev IKavoTrolouvTal O OXEDQIOOUOG
TPOTTOTTOIEITAl EAAPPWG, £TO1 WOTE TO TTPOYpapua «GSO_IDA-SPO2IDA» va

IKOVOTTOIEI TOUG TTEPIOPICHUOUG

‘EtTeita yivetal €Aeyx0g yia avToxr o€ CEICUIKA @opTia. [a TIG TPEIS OPIAKES
KaTtaoTdoelg utroAoyidetal N S,(T1,5%) ye Tn BoriBeia Tou EAACTIKOU @AOHUATOC.
2T ouvéxela KaBopideTal N ATTAITOUUEVN PEYIOTN OXETIKH METATOTTION 0OPOPWV
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(maximum interstorey drift demand) kai T€Aog pe Tn xprion g SPO2IDA n
MEYIOTN OXETIKN) METATOTTION OPOPWV OCUYKPIVETAI WE TIG OPIOKEG TIMEG TNG

MEYIOTNG OXETIKAG YETATOTTIONG TTOU QVTIOTOIXOUV OTIG OPIAKEG KATACTACEIG.

Otav mapapidletal éva KpITAPIO €TITEAEOTIKOTNTAG (performance criterion),
utroAoyietal pia TToivry. H pia ouvdpTtnon ToIviig p, n otroia divel éva PETPO
TNG AtrOKAIoNG TNG TIUAG TTou divel N avaAuon atrd 1o amodekTd OPIO. 2€ AUTH
TNV €PYOQCia N QVTIKEIUEVIKI) ouvdpTnon OEXETAl T CuvdApTNON TTOIVAG WG

aKoAoUBwG:

F(s) =max(p)F (s) (4)

O61TOoU TO Max(p) €ival n PEyYIOTN TIUA aTTd TIG TIMEG TTOIVWV TWV TTAPARIOCUEVWY
TTEPIOPICUWYV KAl E(s) gival n TIYA TNG TTOIVIKOTTOINUEVNG QVTIKEIMEVIKAG
ouvdptnong. H TR TG TToIvig TTou €MIAEXONKE yia TNV i-th oplakr katdoTaon
OTO VTETEPUIVIOTIKO OXEDIOOUO Eival:

p =|q i |/q|im (5)

OTTOU Qjim EiVal N OPIOKA TIPA TNG TTOOOTNTAG OTNV OTTOid BETOUNE TTEPIOPICHO
Kal g €ival n TigR TTou €mMAEXONKE KaTtd Tn Oidpkela NG Oladikaoiag Tng

avaAuong.

2xe0100UOC XPNOIUOTTOIWVTAC TTIOAVOTIKA KPITAPIA

O1 éAeyxol TOU OEICPIKOU OXeDIOOPOU  MTTOPOUV  €VAAAQKTIKA  va
EQPAPUOOTOUV OTN PEON ETACIA OUXVOTNTA KAOE OPIAKAG KATAOTACEWS AvTi va
eQappooTolv ameuBeiag oto HETPO PAGPNGS. Q¢ ek TOUTOU, KABE OTOXOG
emreAeoTIKOTNTAG (performance objective) TrpayuatoTroigiTal wg n mlavdTnTa
utrépBaong evog kabopiopévou  emimmEdou  emiTeAeoTIKOTNTAG  (Specified
performance level). AkoAouBwvTtag autr) TN AOYIKA YO KABE CUYKEKPIUEVO
emimedo emreAeoTikOTATAG (performance level) utoAoyiletal péon €troia
mBavétnTa (MAF) umépBaong (vis). H MAF utmopei va utroloyioTei

XPNOIUOTTOIWVTAG TO Bewpnpa oAIKAG TBavéTnTag (total probability theorem):

V.o (edp <EDP)= | P(edp <EDP|IM =im) (6)
0

dv(IM)}dIM
diM
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Ommou P(edp <EDP|[IM =im) e€ival n mBavotnTa uTépRacng MIAG OPIAKAG
Kardotaong. OvouddeTal €TTioONG KAl ouvAPTNON €UuBPAUCTOTNTAG | EUTTABEING
(fragility or vulnerability function). |dv(IM)/dIM| €ivai n kAion TG KaAuTTUANG
O€IOMIKNG €TIKIVOUVOTATAG. H atrdAuTn TIPN XPENOIMOTTOIEITAl YIA VA ATTOQUYEI
TNV apVvNTIKA TIUA TToU €xel N KAion TNG KAPTTUANG emikivdouvoTtntag (hazard
curve). H mapamdvw e€iocwon Teplypdpel 1o cuvduacud TG apepaidtnTag
OTn CEICMIKN Kivnon Tou €dA@oug OTTwG €ival OOCHEVN PECA aTTd TN KAUTTUAN
emkivouvéTnTag (hazard curve) Tng TePIOXAS, ME aBEPAISGTNTEG TTOU £XOUV va
KAVOUV ME TNV QVTOXH TWV KATOOKEUWV TTOU QVTITTPOOWTTEUOVTAl OTTd TN

KAauTTUAN euBpauotéTtntag (fragility curve).

H trapatrdvw e€iowaon utroAoyidetal apiOunTiKA pia Kai n oAokAfpwaon dgv
givar mdavra duvarh. Ymdpxouv duo TpoéTol yia va utroloyiotei n MAF. O
TTPWTOG TPOTTOG €ival va uTToAoyioTei n mBavdTnTa OTI N ATTaiTnOoN UTTEPPAiVEl
TNV IKAVOTATA TNG KATAOKEUNG, KAl ovouddleTal euBeia pEBodog ‘direct or EDP-
based method’ 4 evaAAOGKTIKA XpnoiyoTrolgital Kal n €uueon ‘indirect or IM-
based’ Tpoofyyion. H TeAeutaia avo@EpeTal  OTOV  UTTOAOYIOMO  TNG
moavoetntag o1 10 IM Ba cival Tavw amd Ttnv Tuxaia IM ikavdéTnTa TNG

KATOOKEUNG. Z€ AUTH TNV epyacia n deuTtepn PEBODOG XpnolyoTTolEiTal, OTTou:
P(edp <EDP[IM =im)=P (IM; <IM|IM = im) (7)

H péon €tioia ouxvotnTa MIOG OPIOKNAG KATAOTAONG UTTOAOYIZETAl ME TN
XPon TG OTATIOTIKAG atrd TIG atroKpioelg TTou AauBdavoupe atrd 1n SPO2IDA.
H SPO2IDA 0divel évav utroAoyiond TnG hEONG TIMAG Kal TG O100TTopdS TG
aT1rdKPIoNG TTOU PTTOPOUV Va XPNoIUoTToIiNBouv yia va UTToAoyIOTE n oxéon 6.
H mBavornta umépBaong tng IM I1KavdTNTAG TNG KATAOKEURG €ival £TOI
utroAoyiopévn  Kal  TTOAQTTAQCIAoEVN  JE TNV KAION TNG  KAWTTUANG

EMKIVOUVOTNTOG  XpNnoldotrolwvTag v e€iowon 7.  Av  utroTeBei
AOYQpPIBOKAVOVIKF KATAVOMI] Kal av In(émax) Kal ,éeivou 0 AoyapIOuIKOG HECOG

KAl n TUTTIKA OTTOKAION TOU émaXYIG Mia doopévn évraon Sa(T1,5%), n

akdAoubn €k@paon utropei va xpnoipotroinBei (Vamvatsikos and Fragiadakis
2010):

XXIV



B = %(Insf“% -InS}™ ) ~ (Insg“% -Ins;**)

2 o : !
9 i :
o : :
3 £ : i
;: wm 1.5 "-—_ -------------
g 5 : -7
5 ﬁ : ”
3 i : ' :
T o 4
2 o 1 4
& 2 L
- (&)
g T S mmmmmm————————
c = ’ ,—"'-
c B L7
c 8 o5L.. ,' S OO SO SR
2 @ » . ;
£ g i | ===16%,81% fractle IDAs
£ : | =—median IDA
L ‘@ 0 1 i T T
107 10 ha 0 0.02 0.04 0.06 0.08 0.1

1% mode spectral acceleration, $.(T, 5% (9) maximum interstorey drift ratlo,erm:jlx

(a) (b)

2xAua 9 (a) KautruAeg ociopikAg etmikivouvoTnTag yia T1=0.93sec kai (b) péon
KauTrUAn SPO2IDA kai ol KauTrUAeG Tou 16 °Y kai Tou 84°Y TrocooTnudpIou.

O1 mBavorTikoi TTeEpIopICHOI e@appdlovTal aTov ETACIO PUBPO TNG OXETIKNAG
METATOTTIONG TOU OPOQYOU TTou UTTdpxel utrépPaon (annual rate of the drift
value being exceeded) yia KABe opiakr) KatdoTacon Tou AapBAveTal utTTown.
Ev mpokeigévw o1 puBuoi TTou XpNOIKMOTTOIOUVTAl YIO Ta ETTITTEQA OEICMIKNAG
emkivouvétnTag (hazard levels) 50/50, 10/50 kai 2/50 oxetiCovral pe Tnv
Tepiodo emavagopdg Ola TG oxéong Tis=1l/vis. O1 avrioToixeg Trepiodol
eTaAvaQopag civar 72, 475, 2475 xpoévia avriotoixa. Autd odnyei oTOUug

akO6AouBoug TTIBavoTIKOUG TTEPIOPICHOUCG:

T = 72yrs
Tep 2 475yrs (9)
The 2 2475yrs

‘ETo1, pE TOUG TTAPATTAVW TTEPIOPICUOUG TO TTPOTEIVOUEVO TTPOYPANHa
QVTIOEIOMIKOU OXEDIQOMOU METOAAIKWY KATAOKEUWV HE VTETEPUIVIOTIKA KOl
moavoTiKa KpIThpIa «GSO_SPO2IDA», €xel TO TTAPAKATW dlAypauua pPong
EQPOOOV XPNOIPOTToIEiTaI TO TTPOOCEYYIOTIKO TTPdypapua avdAuong SPO2IDA.

2TV TEPITTTWON Trou ¢nTeital N akpIfiig €mmiAuon xpnoIdoTToIEiTAl  TO
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TPOypauua availuong tng IDA avti Tng Static Pushover oto avrioTtoixo Briua

‘Seismic Combinations Static Pushover’ Tou TTapakdtw TTpoypPAUPaTOC.

| OPTIMIZER I
Y

4PI Decode the design variables I

Y

FRELIMINARIES

Capacity checles The design 1z
Geometrical Considerations UPDATED

Calculate weight A

L3

ACCEPTABLE? MO

SOLVE FOR
MNON-SEISMIC COMBINATIONS

¥

APPLY EC3 CHECKS |<— The d;s%::s

]

ACCEPTABLE? MO

SEISMIC COMBIMNATIONS
STATIC PUSHOVER

Y

APPLY CHECKES ON:
DBO:on ECP
or
RBO:on MAF

Y
ALL CHECKS SATISFIED?

| VES I FENALIZE THE OBJECTIVE FUNCTION

S — OPTIMIZER €

2xnua 10. Aidypappa porig TpoypdupaTog «GSO_SPO2IDA».
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Ap1OuNTIKA atToTEAEOUATA

H Ttrpoteivouevn peBodoloyia «GSO_SPO2IDA» e@apudletal Ot €va
TPIWPOPO KAl €va  evVIAWPOPO HETAAAIKA TTAdicla. Ta TAdicia  €xouv
oxedlaoTei yia Tnv TTeplox Tou Los Angeles cUpgwva PE TOV KAVoviouo 1997
NEHRP (National Earthquake Hazard Reduction Program). OAeg o1 avaAuoeig

€yivav otnv TAaT@SpPa Tou TTpoypdupatog OpenSees.
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2xAua 11(a) To tpiwpogo (LA3) kai (B)To evviawpopo (LA9) peTalAikd

TAdioio.

To pétpo eAaoTIKOTNTOG UTTOTEBNKE OTI €ivanl ico pe 200GPa kal n tdon
dlappong eivar f,=235MPa. OAeg o1 dlaTouég €ival amd Toug TTiVAKEG Tou

Apepikdvikou IvoTiTouTou 218ripou Kal kataokeung (American Institute of Steel
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and Construction, AISC). To pévipo @optio éxel Angdei G=5KN/m? kai 10
KivnTé @opTio eival Q=2KN/m?. To pétpo BAGBNC Trou €xel AngBei eival n
MEYIOTN YWVIaKA TTapapopewon opdpou (maximum interstorey drift, Omax) Kl
Ta 6p1a Tou gival 0.6, 1.5, 3% yia dueon xpnon (10), acedAcia {wng (LS) kai

atmrouyn kardppeuong (CP), avrioToixa.

‘Eva diakpité vreTepuivioTIkO TTPORANUa PBeATioTotroinong (DBO) kai €va
OlakpIté  mpoOPAnua  BeAtiototroinong ue  mOavotika  kpithpia  (RBO)
EMAUBNKav yia Ta OU0 umd e&€taon TAaiolm pe 1O TTPOYPAUMA
«GSO_SPO2IDA». Ta atmroteAéopata atod TIG BEATIOTOTTOINUEVEG KATAOKEUEG
TTapoucidadovTal oToug Trivakeg 1 kal 2. [a 10 TpIwpo@o TTAQicIo o1 BEATIOTOI
oxedlaopoi £€xouv Oykoug ioou¢ pe 3.9m® kai 4.10m* yia TO JIOKPITO
vTeTEPUIVIOTIKO (DBO) kai yia 1o TpoRAnpa BeATioTOTTOINONG ME TIOAVOTIKA
Kpitipia (RBO) avrioTtoixa. Evw, yia 10 evviawpo@o TTAQICIO OI avTioToIXOl
oxedlaopoi og 6yKo €ival 25.75m? kai 27.34m?3. Eival mpogavég, 6T yia Ta 300
KTApIa n d1adIKaoia TOU VTIETEPMIVIOTIKOU oXedIaopoU odnyei oe oXedIOOUOUG
MIKpOTEPOU Oykou amd Tn diadikaoia Me TTBAVOTIKA KpITApIa, €TTeid N
TeAeuTaia AapBdvel utTrown TG TIG aRERAIOTNTEG TOU TTPORAAMATOS KAl YIO AUTO

aTraITEl BapUTEPES DIATOUES WATE VA TTANPOUVTAI AUTEG OI ATTAITHOEIG.

21a oxnuara 12, 13, 14, 15 @aivovtal Ta QTTOTEAECHATA EQAPPOYAG TOU
TTPOTEIVOUEVOU TTPOYPAUMaTOC «GSO _IDA-SPO2IDAY». 210 TTapatdvw oxfAua
12a @aivetal n oUykpion avaueoa oToug dUO OXEDIOOUOUG - VTIETEPMIVIOTIKO
Kal TBOavoTIKO - oXedlaoud yia TO TPIWPOPO TTAQICIO, PE TO TTPOTEIVOUEVO
mTpoypauua «GSO_SPO2IDA». Tlapatnpeitar 611 0 RBO oxedlaoudg ME
TIOAVOTIKA KPITAPIA €XEl MEYAAUTEPO BAPOG O OXECN ME TO VTETEPMIVIOTIKO
oxedlaoué DBO. Auté cupBaivel yiati otov RBO Aapfdvoupe utréwn Tig
aBefaidTnTeg. 210 oxApa 123  mapoucidloviali  dUO0  KAUTTUAEG
XPNOIUOTTOIWVTOG MECA OTO TIPOTEIVOUEVO TTpdypauua  BeATioTotroinong
«GSO_SPO2IDA» :pia wg pEBodo avdAuong tnv MNAA (IDA) «GSO_IDA» kal
Mia Tnv uéBodo SPOZ2IDA (approximate IDA) yia TO TPIWPOYO TrAQicIo
«GSO_SPO2IDA». Tapartnpeitar 611 n TTPOCEYYIOTIKA HEB0dOG avdAuong
(SPO2IDA) €xel pIkKpOTEPO PBAPOG O oxéon WE TNV akpIPr) péBodo IDA.
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Mivakag 1 AtroteAéopata BEATIOTOU oXeDIATHOU YIO TO TPIWPOYPO KTipIO.

DBO optimized design (volume=3.9m 1 30,62tn)

Storey / Storey / External Storey /
Beams | Internal columns

Group Group columns Group
1/DV1 | W33x118 1/DV4 | W14x120 1/DV5 W14x233
2/DV2 W27%x94 2/DV4 2/ DV5
3/DV3 W21x57 3/DV4 3/DV5

RBO optimized design (volume=4.1m ° 1R 32,18tn)
1/DV1 | W33x118 1/DV4 | W14x145 1/DV5 W14x257
2/DV2 W27x84 2/DVv4 2/ DV5
3/DV3 W21x68 3/Dv4 3/DV5

Mivakag 2 AtroteAéopata BEATIOTOU oXeDIAOPOU YIA TO KTipIO EVVEQ OpOPWV

DBO optimized design (volume=25.75m

* R 202,14tn)

Storey / Storey / External Storey / Internal
Group Beams Group columns Group columns
0-2/DV1 W36x182 0-3/DV6 | W14x398 | 0-3/DV10 | W14x398
3-5/DV2 W33x241 4-5/DV7 | W14x370 4-6 / DV11 | W14x370
6-7 / DV3 W27x178 6-7/DV8 | W14x132 7-8/ DV12 | W14x132
8/DV4 W21x201 8-9/DV9 | W14x132 8-9/DV13 | W14x132
9/DV5 W21x223
RBO optimized design (volume=27.34m °RQ 214,62tn)

0-2/DV1 W40x183 0-3/DV6 | W14x426 |0-3/DV10 | W14x426
3-5/DV2 W36x182 4-5/DV7 | W14x426 |4-6/DV11 | W14x426
6-7 / DV3 W33%x169 6-7/DV8 | W14x211 7-8 / DV12 | W14x257
8/DV4 W27%x217 8-9/DV9 | W14x109 8-9/DV13 | W14x109
9/DV5 W21x132
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2xNua 12(a): apIBPOS yevEWY £VaVTI TOU OYKOU HE TO TTPOTEIVOUEVO
TPoypauha «GSO_IDA-SPO2IDA» yia TO TPIWPOYO TTAdicIo
xpnoipotroiwvtag: 12(a): tnv yEBodo SPO2IDA ue vietepuivioTika (DBO) kai
molavoTtikd (RBO) kpimpiq, yia Tov DBO kail Tov RBO oxediacpd «GSO
SPO2IDA» ka1 12(B) Tnv MNMAA (IDA) «GSO_IDA» kai Tnv péBodo SPO2IDA
(approximate IDA) pe VTETEPUIVIOTIKA KpITHPIa «GSO_SPO2IDA.

210 OXAMa 13 TTapaTnPouUuE Toug PBEATIOTOUG OXEDIAOUOUG OTAV £XOUME
xpnoigotroinoel otov KwAIKA «GSO_IDA-SPO2IDA» Tng avdAuong a@evog
TNV IDA ka1l agetépou tnv SPO2IDA. Eival Tpo@avég 611 o1 duo oxediaopoi
Oivouv TrapatmAnoia atmoteAéopara. To oxAua 15 Tapouciddel yia TO
EVVIAWPOPO HETAANIKS TTAQicIO atroTEAEOPATA OXEQIOCUOU TTOU TTPOEKUYAV
amd Tov KwdIKa «GSO_SPO2IDA»TTapdpola Ye autd Tou oxniuatog 14. e
avTieon PE TO TPIWPOYO, CHHPAVTIKEG OIAPOPESG £XOUV TTapatneEnbei yia T1o
EVVIAWPOPO TTAdiolo. Q¢ €K TOUTOU, yIa PEYAAUTEPOUG Kal TTIO TTOAUTTAOKOUG
oxedlaopoug ol duo diadikaoieg (DBO, RBO) eival mOavov va cuykAivouv o€
oxedlaopoug Tou  diagépouv. Tla  T1a  Bewpoupeva Tpia  emiTeda
emreAeoTIKOTNTAG (performance levels considered), dia@Epel n KATAVOUR TWV
KaB'Uyog oxeTIKWwV ueTatotTiocewyv (the height-wise drift distribution differs).
Emiong yia tov DBO oxediaocud o1 kpioigol 6po@ol €ival o TpiTog Kal O
TETAPTOG eVWw YIa Tov RBO oxediaoud n PEYIOTN ATTaiTnON TTApATNPEITAI OTNV

opo®n (EBdopo Kal 6ydoo 6poYo).
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2xNua 13: Méyiotn oXeTIKA NETATOTTION OPOPOU OE OXEDN WE TN QPACHATIKA
EMTAXUVON KATA TNV TTPWTN 10100p@r). Méon KAPTTUAN BEATIOTOU OXeDIAOUOU
TTOU TTPOEKUYE aTTO TOV KWIIKA «GSO_IDA-SPO2IDA» XpnOIMOTTOIWVTAG TV
akpiBn MAA kai Tnv TpooeyyioTikp SPO2IDA oT0 TpIWPOPO TTAQICIO.

EmimmAéov, yia ta dUo KTHAPIA, TO OPIO TWV OXETIKWV HETATOTTIOEWV £XOUV
TTpoocyyioel Ta épia o€ KABe eTTiTredo MITEAECTIKOTNTAG. O £TTOUEVOC TTiVAKAG
3 d¢gixvel TNV opIakn KAatdoTaon TnNG MEoNG eTAOIAG ouxvoTnTag (the limit-state
MAFs) kal o€ TTapévBeon TIG avTIOTOIXEG TTEPIOGDOUG eTTAVAPOPAS. ETriong, pe
EVIOVO POUPO XPWHOA OEiXVOUUE TIG TTEPITITWOEIG OTTOU QAIVETAI N AVTIOTOIXN
péon etRola ouxvotnTa (MAF) ekei étTou uTTdpxel UTTEPBACN TNG AVTIOTOIXNG
Méong €tholag ouxvoTtntag. MNa ta duo TAaiola oi RBO oxediaouoi 1Tou
mTpoékupav amd  Tov  KWOIKa «GSO_SPO2IDA»  IKQVOTTOIOUV — TOUG
TTEPIOPIOUOUG TNG e¢iowong 3 evw ol DBO oxediaouoi Tou TTpoékuyav atmro
TOoV KWOIKa «GSO_SPO2IDA» Toug TTapafIadouV yia TIS OPIOKESG KATAOTAOEIG
douikAG BAABNGS (SD) kai katdppeuong (NC). 2e 611 agopd Ta TTAdicia TTou
oxedidaotnkav pe RBO 6mmwg mpogkuywe atrd tov Kwdika «GSO_SPO2IDA»
EXOVTOG OO@r Opla OXETIKA MPe Ta emTpemoyeva tng Méeong EtAoiag
2uxvoTtnTag utrépPacng opiakng kardotaons (MAF). ®aivetal 611 n SD kai NC
OPIOKEG KATAOTAOCEIG €ival KATTWG KOVTA OTa KatwTata opia, dnAadl 475 kal

2474 ypovia avTIoTOIXWG.
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2xAua 14: Tpiwpo@o PETAAAIKO TTAQioIo: [1po@il TNG OXETIKAG METATOTTIONG
opd®ou yia BEATIOTO oXediaoud TTou TTPOEKUYE aTTd TOV KWOIKA
«GSO_SPO2IDA» yia (a) oplakr kataoTacn TepIopIcuou Twv ¢nuiwv(DL), (b)
oplakr kardotaon douikAG BAARNG (SD) (c) opiakr KATAoTAON KATAPPEUONG,
(d) Aéyog Twv DBO/RBO UEYIOTNG OXETIKAG METATOTTIONG OPOYPOU YIA TIG TPEIG
oplakEG KataoTdoelg. H diakekoppévn KABeTN ypapun deixvel Ta (a), (b), (c)

VTETEPMIVIOTIKA OpIA OXETIKNAG METATOTTIONG 0pdPOU.
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2xnua 15 Evviawpo@o PeTalAikd TAaiolo: Mpo@iA Twv OXETIKWY

MeTaTOTTICEWV BEATIOTOU OXEDIQCUOU TTOU TTPOEKUYE aTTO TOV KWAIKA

«GSO_SPO2IDA» yia (a) oplakr katdoTtaon mTepIopiouou Twv ¢nuiwv(DL), (b)

oplakf karaoTaon douikAS BAGRNS (SD) (c) opiakn KATAOTAON KATAPPEUONG.

(d) Aéyog Twv DBO/RBO pEYIOTN OXETIKI ETATOTTION OPOPOU YIA TIG TPEIG

OpPIOKEG KaTaoTdoelg. H diakekoppévn KABETN ypapun deixvel 1a (a), (b), (c)

VTETEPMIVIOTIKA OpIa OXETIKAG METATOTTIONG 0pdPOU.
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Mivakag 3: Méoeg €01 ouxvoTNTES Yia popewaon DBO kai RBO.2tnv

TapévOeon dideTal N avTioTolxn TEPIOdOG ETTAVAPOPUG T.

Design objec tive DBO RBO
Z10X0G OXESIaoHOU
(emiTEAEOTIKOTNTA)
Tpiwpo@o NETAAAIKO TTAdiTIO
DL 0.00435 (230 £m) 0.00425 (235 £m)
SD 0.00183 (547 £m) 0.00174 (575 £m)
NC 0.00040 (2478 £t)) | 0.00034 (2921 1)
Evviawpo@o peTaAAiké mAaioio

DL 0.0295 (340 ¢1n) 0.00142 (702 £m)
SD 0.0295 (340 étn) | 0.00142 (702 1)
NC 0.0012 (834 £Tn) 0.00040 (2530 £1n)

2uvoyidovTag, oTnv Trapouca diatpIPr €EETACTNKE N akpieia NG PeBGdoU
MpooauénTikng Auvauikng AvdaAuong (MAA-IDA, Vamvatsikos and Cornell
2002) Me IKQVOTTOINTIKA QTTOTEAECHATA KOl QvATTITUXONKE £€vag YEVETIKOG
aAyopiBpog BéATIOTOU OxedlaopoU pe BAon VIETEPUIVIOTIKA Kal TIOAvVOTIKA
Kpitipla  «GeneticStructuralOptimization_using_IDA-SPO2IDA»  OuvoTITIKA
«GSO_IDA-SPO2IDA»  XpnOIUOTTOIWVTOG  OKPIBEIC KOl TTPOCEYYIOTIKEG
MEBODOUG avdaAuong, dnAadr agevog TN PEBodo [pooauntikig Auvapiknig
AvdAuong «GSO_IDA» kai agetépou Tnv SPO2IDA «GSO_SPO2IDA» yia Tov
OXEO0I00UO METOAAIKWY KATAOKEUWV UTTO OEICUIKA QopTia pE peyaho KEPOOG o€

UTTOAOYIOTIKO XpOVO.
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CHAPTER 1

Introduction

1.1 Motivation

The design and assessment of structural systems implies decision-making
under uncertainty on the capacity of a structure to endure the uncertain
demands of a future earthquake. To this direction, recent design codes and
guidelines recommend the use of more advanced, nonlinear, static or
dynamic, methods of analysis that allow a better insight on the system’s
demand and capacity that are able to provide accurate estimates of its
reliability. Thus, engineering decisions can be based on improved analysis
results, and, combined with the designer’s experience, can lead to a variety of
design solutions, with improved performance. The most direct approach to
design a structure using more advanced analysis methods is a trial-and-error
strategy. Since this process can often be cumbersome and time-consuming
and can be influenced by several unforeseeable parameters, the development
of an automatic seismic design procedure is appealing. Structural optimization
algorithms have been applied successfully to obtain cost-effective design
solutions. In an optimally designed structural system the structural members
are chosen so as for the structure to exhibit increased capacity and improved

performance.

The most accurate analysis method is the incremental dynamic analysis
(IDA) method. Nonlinear response history analysis (NRHA) lies in the core of
the incremental dynamic analysis method (IDA) (Vamvatsikos and Cornell
2002), where the structure is subjected to a suite of ground motion records.

Each record is scaled to multiple levels of seismic intensity, producing the



structure’s capacity curve in terms of an intensity measure (IM) versus an
engineering demand parameter (EDP). IDA provides a powerful performance
estimation framework, which, however, is often questioned due to the scaling
of records with scaling factors that considerably differ from one. This practice
leads to ground motions that may not represent a realistic physical process
and is responsible for under or over estimating the demand, or in other words,
for introducing bias in the capacity estimation. The primary concern with
record scaling is whether ‘weak’ records when scaled up will be representative
of ‘strong’ records. The effect of record scaling also depends on the intensity

measure adopted and the properties of the structure examined.

This research draws motivation from the presented issues, and
systematically investigates the effect of record scaling providing a rational
approach for measuring the bias introduced when IDA analysis is performed.
This study provides also an assessment of response and performance of
typical ductile SMRF structures, and develops an optimization procedure for

obtaining for optimized design of steel structures.

1.2 Obijectives and scope

The objectives of this study are two-fold: (i) The exploration of the accuracy
of IDA with regard to the scaling procedure. This is illustrated with a
comparison of IDA to a statistically extracted capacity curve using cloud
analysis, and (ii) the possibility of using SPO2IDA (Static pushover to
incremental dynamic analysis) within a structural optimizer in order to achieve
cost-effective optimum designs with safety levels as the ones we would have
obtained using IDA. Bearing in mind that IDA is a time consuming method we
used an approximate performance estimation method static pushover to IDA
(SPO2IDA method) which is considered as an IDA-based approximate

performance estimation method to answer the last question.

In order to address these tasks efficiently, various algorithms have been
considered. For the first objective a wide range of earthquake records have

been used in order to perform nonlinear response history analysis. The results

2



are inserted on a Cartesian plane with axes the intensity measure (IM)-and
the engineering demand parameter (EDP) forming a ‘cloud’ of points. From
this cloud of points with appropriate statistical analysis we obtain a curve. This
curve is considered as more accurate compared to IDA. Because of the lack
of records in high intensities, synthetic records have been used to track the
curve in these intensities. For the second objective IDA seems to be time
consuming and almost prohibitive for optimization problems and this is the
reason for using an approximate performance estimation method reducing
considerably the time needed for an optimization algorithm to reach the

optimum design.

The optimum result obtained by a deterministic optimization formulation
that ignores scatter of any kind of parameters affecting its response has
limited value, as it can be severely affected by the uncertainties that are
inherent in the model. The deterministic optimum can be associated with
unacceptable probabilities of failure, or it can be quite vulnerable to slight
variations of some uncertain parameters. Consequently, a deterministically
optimum design may result in an infeasible design. In real-world conditions the
significance of any “optimum” solution would be limited if the uncertainties
involved in the geometric and material description of the structure as well as in
the loading conditions are not taken into consideration. This is because
real-world structures have always imperfections which induce deviations from
the nominal state assumed at the analysis phase by the design codes. The
reliability-based formulation requires the calculation of the mean annual
frequency (MAF) for a number of prespecified limit-states. Usually in reliability-
based optimization problems the thresholds are set on the Ilimit-state
probabilities, i.e. the probability of the near collapse limit-state should not be
less than 90%. However, in earthquake engineering applications it is
preferable to set the constraints on the limit-state MAF. The MAFs allow
setting constraints with a clear engineering meaning thus providing a common
language between engineers and stakeholders. More specifically, the
reciprocal of the MAF is the return period, in years, that a limit-state is

3



exceeded and the MAF provides how many times in one year a limit-state is

exceeded.

1.3 Thesis organization and outline

This thesis consists of eight chapters in total, plus the bibliography and one

appendix at the end of it. Its structure is organized as follows:

Chapter 1 is the introduction to the dissertation which provides a general
description of the motivation, the goals pursued, as well as a brief description

of the contents of each chapter.

Chapter 2 begins with a general view of natural recordings, following by a
discussion the seismic loading of structures. Moreover, a review of
accelerograms and accelerographs is presented. Furthermore, this chapter
proceeds with describing the advantages and the disadvantages of natural,
artificial and synthetic records. Due to the fact that even today with the large
number of natural accelerograms recorded during the past three decades, it
may still be difficult to find accelerograms that fulfill the requirements of certain
magnitude and distance bins especially for large magnitudes and close
distances, synthetic records are of great use. The intensity measures (IM)
presented are peak ground motion, Arias intensity, Root mean square
acceleration (RMS), duration, response spectra, spectrum intensity, I, index,

characteristic intensity and cumulative absolute velocity.

Chapter 3 The performance-based design concept is described in this
chapter along with the seismic performance estimation methods. The chapter
begins with the linear static analysis. Afterwards, the nonlinear static pushover
(NSP) analysis with its pros and cons is studied along with the nonlinear
response history analysis (NRHA). Furthermore, the most important nonlinear
static (NSP) and nonlinear dynamic analysis (NDP) procedures are presented.
In particular, the displacement coefficient method of ASCE-41, the capacity
spectrum method of ATC-40, the N2 method of Eurocode 8 (ECS8) are
variations of the NSP procedures. Also, linear dynamic procedures are shown

such as the spectral method and the time integration methods. Finally the
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seismic capacity of structures as seen through cloud analysis (CA), multi-
stripe analysis (m-stripe) and incremental dynamic analysis (IDA) are

examined.

Chapter 4 presents aspects of uncertainty in structural engineering. It begins
describing the theoretical approach to uncertainty and how it can be
assessed. Furthermore, the reliability analysis of structures is presented along
with the basic approach giving the probability assessment formulation. The
objective of the latter is to show how the demand and capacity factors y and ¢
(Jalayer 2003), as well as v, the confidence factor in the SAC guidelines, have
been derived by elementary probability theory from representations of the
three random elements of the problem. These elements are: first-mode
spectral acceleration Sa(T1,5%), displacement demand D, and displacement

capacity C calculating the limit-state mean annual frequency of exceedance.

Chapter 5 A methodology for the evaluation of the effect of scaling when
Incremental Dynamic Analysis (IDA) is performed. The median capacity curve
of IDA is compared to the capacity curve obtained using cloud analysis. Cloud
analysis data contain results obtained using unscaled natural and synthetic
ground motion records. Synthetic records were used due to the lack of a
statistically significant number of natural records for large intensities.
Nonlinear regression is performed with the aid of the Local Regression
Smoothing Algorithm (LOESS) in order to post-process the results of cloud
analysis. The primary difference between the two methods is that cloud
analysis allows obtaining capacity curves without scaling the ground motion
records, as opposed to the IDA algorithm. To investigate the statistical
significance of this comparison, the bootstrap method is used. The bootstrap
method is a powerful and easy-to-implement tool that allows calculating
confidence intervals. Using bootstrap we are able to measure the bias
introduced by record scaling when IDA is adopted. Thus, the bias is examined
quantitatively and qualitatively for the full range of limit-states, yielding useful

conclusions regarding scaling and its legitimacy in the context of IDA. A three-



storey and a nine-storey steel moment resisting frames along with 12 single-

degree of freedom oscillators are used for our case-study investigations.

Chapter 6 presents at the begining the history of optimization. Moreover, the
concept of optimum structural design is discussed, followed by the formulation
of a single objective optimization problem and some necessary definitions.
The types of structural optimization problems and their aims are subsequently
described. Furthermore, there is a brief review of genetic algorithms (GA)
which is the algorithm used in the chapters to follow. Finally, two methods for
handling the constraints are described: the method of static penalties and the

method of dynamic penalties.

In Chapter 7 a new approach for the performance-based seismic design of
buildings using a deterministic and a reliability-based structural optimization
framework is presented. To overcome the increased computing cost of
Incremental Dynamic Analysis (IDA) we adopt an approximate seismic
performance estimation tool, known as Static Pushover to IDA (SPO2IDA).
The SPO2IDA tool is nested within the framework of a Genetic Algorithm
resulting to an efficient seismic design procedure able to consider uncertainty.
The genetic algorithm steps towards designs of improved performance,
locating the most efficient design in terms of the minimum weight of the
structure. Reliability-based constraints are considered in terms of the mean
annual frequency of preset limit-states not being exceeded. A three- and a
nine-storey steel moment resisting frames are used to demonstrate the design
algorithm proposed. The methodology presented leads to efficient real-world
building designs within acceptable computing time, directly considering the

seismic risk.

The conclusions of this research are presented in Chapter 8. The
contributions of this dissertation are clearly stated, together with the
extensions of this work to future research on the subject of the dissertation.



CHAPTER 2

Earthquake loading and ground motion records

2.1 Introduction

The assessment of seismic response, in terms of non-linear dynamic analysis
procedures, is performed using a number of accelerograms that correspond to
seismic events of different earthquake magnitude and are recorded at a
variety of soil conditions. The accelerograms are usually selected in terms of
their first mode spectral acceleration. In case the response of a structure at
limit states near collapse is studied, a limited strong motion database makes it
difficult to find natural unscaled earthquakes at the desired intensity level. This
is particularly evident for slender structures with large yielding acceleration
where significant elastic spectral acceleration values may be needed to
demand high ductility. This lack of natural recordings led to the need for
artificial and synthetic records.

Three different types of strong ground motions are implemented in practice,
i.e. natural, artificial and synthetic records. Natural accelerograms are the
most preferable option to be used in nonlinear response history analysis
(NRHA) since they are recorded during real seismic events. Natural records
were relatively few in the past due to the insufficient instrumentation of

seismic prone regions.

Various parameters are used in order to present, in a brief and clear way,
the most important characteristics of strong ground motion. The selection of
strong ground motion to be used in several types of seismic analysis is usually

based on several earthquake parameters, given the fact that it is impossible to



characterize strong motion accurately using any single parameter (Jennings
J.E. (1985), Joyner W.B. and Boore D.M. (1988)). These parameters attempt
to address the complex nature of strong seismic motion, including the energy
and frequency content, the amplitude and the duration.

Recently, selected earthquake parameters the so-called intensity measures
(IM), including peak ground acceleration (PGA) and Spectral acceleration to
the first period (S4(T1,5%)), have been applied not only to identify the salient
characteristics of strong motion but also as a means to scale earthquake
records at a desired level of intensity. Furthermore, intensity measures are
applied for the selection of records to perform incremental dynamic analysis
(IDA). In this chapter the most important intensity measures are presented,
including those used in the present study, while a more extensive referencing
on IMs may be found in the literature, e.g., (Krammer (1996), Acevedo
(2003)).

2.2 Seismic loading

Due to the highly uncertain nature of earthquakes, the assessment of their
magnitude, location and rate of occurrence is of paramount importance in
earthquake engineering. The amplitude and the frequency content of seismic
ground motions, as recorded at various sites, depends on the amount of
seismic energy released during the fault rupture and its attenuation from
source to site. Therefore, although the amount of energy released from the
source depends on the size of the fault rupture, the properties of the seismic
waves, as ultimately felt and recorded in the surface, depend also on the
amount of energy dissipated due to anelastic absorption and geometric
spreading. Moreover, local parameters such as superficial geology, site
topography and the presence of structures, may also significantly affect the
properties of the ground motions that are finally recorded at the site of
interest. The various parameters that affect seismic ground motions, in
general, are grouped into three categories. The first characterizes the source
of energy release, the second the path along which the energy propagates
and the last is the point of observation. The three categories are thus known
8



as source, path and site. Magnitude, distance and soil properties are the most
critical parameters and usually ground motion prediction equations are limited
to them. However, a great number of other factors may also be of

significance.

Seismic forces on a structure typically are inertia forces produced by the
motion of the ground, or forces produced by the differential movement of the
supports. For engineering purposes, and depending on the application, we
seek simplified approaches to represent earthquake loading. Such
approaches should be suitable to our needs and consistent with the
associated uncertainties. Therefore, we merely have to be able to describe
the characteristics of the ground motion that are of engineering significance,
adopting metrics that can be extracted from the ground motions that reflect
primarily: the amplitude, the frequency content and the duration. In seismic
design codes and guidelines, earthquake loads are represented by the
response spectrum of maximum absolute acceleration. However, the most
faithful representation is achieved through the entire ground acceleration time-
history. The representation of the seismic loading in the form of acceleration
time-histories means that the hazard is defined in terms of all of the
characteristics of the ground shaking. In addition to amplitude frequency, the
energy and the duration of shaking are also significant and have to be
considered (Bommer et al. (2000)). The latter information is lost when seismic
loading is considered in the form of an elastic spectrum. Thus, depending on
the problem and the analysis method at hand seismic loading may be defined
using either response spectra, or acceleration time-histories. Both options
require the knowledge of the seismic hazard, since the seismic loads, in
principle, have to be compatible with the hazard conditions of the site.
(Fragiadakis et al. 2013).



2.3 Natural (recorded) ground motion records

2.3.1 Accelerographs and accelerograms

Strong ground-motion is recorded by accelerographs, which are instruments
that record the acceleration as a function of time. The first accelerographs
were developed and installed in California in 1932 and recorded the strong

ground-motion generated by the Long Beach earthquake in the following year.
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Figure 21. Seismic hazard curves for spectral acceleration for various New
Zealand sites (adapted from Bradley, B.A. and Dhakal, R.P.2008).

The first generation of accelerographs is analogue instruments recording
on film or paper. They do not record continuously; instead they remain on
stand-by until triggered by a certain threshold level of acceleration. Therefore,
the first wave arrivals that do not exceed the threshold value are not recorded.
Since accelerographs only record strong shaking, they must be installed in
those areas where earthquakes are expected. For these instruments, there is
the necessity of digitizing the analogue record, which creates problems

associated with the introduction of short- and long-period noise.
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The second generation of accelerographs operates with a force-balance
transducer and record digitally on to solid state or magnetic media. They are
able to operate continuously and hence the first motions of the earthquake
shaking are retained (Acevedo 2003).

Accelerographs usually record three mutually perpendicular components of
motion in the vertical and two horizontal directions. The records obtained from
the accelerographs are accelerograms, which are the most detailed
representation of earthquake ground motion. They contain a wealth of
information about the nature of the ground shaking in strong earthquakes and
also about the highly varied characteristics that different earthquakes can

produce at different locations (Acevedo 2003).

Accelerograms are the most detailed representation of earthquake ground
motion and contain a wealth of information about the nature of the ground
shaking. When time-histories are needed, they can be selected from database
of real accelerograms or they can be generated synthetically. In all the cases,
the accelerograms used in earthquake-resistant design should be compatible
with the level of seismic hazard defined and they should reflect the nature of

the expected ground motion at the site (Acevedo 2003).
2.3.2 Natural accelerograms

The use of natural (or “recorded”) ground motions is the most common and
preferable option for nonlinear response history analysis. Ground motion
databases were scarce in the past, but in the recent years the number of
recorded accelerograms has increased considerably owing to the
(increasingly) large number of events that took place in well-instrumented
countries. The limitation of using natural records is that they are consistent
with a hazard scenario of a past event at a given site, and thus it is often
difficult to find records consistent with the problem at hand, especially when
considering the collapse of well-designed structures. The reason is that
instrument recordings are relatively recent compared to the time-scale of

earthquake occurrences. Therefore the ground motion databases contain
11



primarily small-to-moderate records. Records of earthquakes with larger
magnitudes at close distances are scarce thus posing an additional difficulty
when a full-range assessment is sought. The common practice for
circumventing this problem is to “scale” their amplitude in order to match, in
terms of intensity, the corresponding hazard scenario that is often represented

by a target acceleration spectrum over a range of periods.

Over the years, various methods that process ground motion databases in
order to optimally select records and compile them in bins have been
presented (Dussom et al. (1991), Ferritto (1992)). Such algorithms may seek
records that either individually, or on average, match a target spectrum
(REXEL lervolino et al. (2009)). More elaborate procedures have been also
presented. For example, Naeim et al. (2004) proposed an approach based on
an optimization algorithm in order to select a set of ground motions that
minimizes the difference of the mean spectrum of the selected ground
motions from the target design spectrum. Also, Jayram et al. (2011) proposed
a procedure that probabilistically generates multiple response spectra from a
target distribution and then selects recorded ground motions whose spectra
match the target spectrum. Recently, Katsanos and Sextos (2013) proposed
an algorithm for selecting ground motion records accounting for the variability
of critical response quantities while also considering the properties of the

structure studied.

Another process for using natural ground motions to obtain records
consistent with a given scenario is “spectrum matching”, i.e., the modification
through signal processing of the natural records to reproduce a particular
(typically the design) acceleration spectrum. There are numerous such
methods and the quality of the results always depends on the specifics of the
modification approach. For example, Abrahamson (1992) and Hancock and
Bommer (2007) have proposed a wavelet-based algorithm to adjust recorded
ground motions to match a specific target response spectrum. This algorithm

is implemented in SeismoMatch (2013) software.

To sum up, the advantage of using natural accelerograms is that they are
genuine records of shaking produced by earthquakes. Therefore, they carry

12



all the ground-motion characteristics (amplitude, frequency and energy
content, duration and phase characteristics), and reflect all the factors that
influence accelerograms (characteristics of the source, path and site). The
disadvantages of natural accelerograms are that not all M-d-soil combinations

are covered, and the spectra are generally not smoothed.

2.4 Synthetic accelerograms

Some of the models and methods currently used for the simulation of seismic
actions are discussed in Pinto (2001). Apart from natural ground motions,
ground motion records can be also defined in the form of: (i) random
processes, (ii) simulated accelerograms compatible with a design response
spectrum, and (iii) synthetic accelerograms on the basis of a model of the
earthquake source. This is an area of intensive research where many new
methods and approaches are constantly emerging. Therefore, we explain
some common methods used for simulating broadband and narrowband

ground motions.

Random processes is a helpful tool for understanding the features of the
maximum response of structures in the elastic range, while simulated records
can be used to ensure consistency with the code requirements, since they are
generated from a smooth design code-based response spectrum such as
those obtained with the SIMQKE software (Gasparini (1976), Pinto (2004)).
The major shortcoming of these two methods is simply that they do not
produce real seismic records and therefore cannot be adopted for the
performance-based assessment of a given structure and a given site
subjected to large inelastic deformations, since, contrary to linear elastic
analysis, the number of cycles and their amplitude is important in this case.
Regarding artificial accelerograms, the problems encountered from their use
are discussed in Naeim and Lew (1995). Apart from SIMQKE, SeismoArtif
(Seismosoft (2013)) can be used to obtain artificial records.

13



Synthetic accelerograms can be obtained using various approaches. State-
of-the-art derivations based on numerical models of the fault rapture and wave
propagation from the source to the site have been developed. This approach
Is complex and includes intensive calculations, and therefore its application for
engineering purposes is not recommended. However, there are regions (e.g.
Los Angeles basin) for which physically sound synthetic records have been
produced, e.g., Liu et al. (2007). Kinematic fault models are a more widely
used option. Such models are based on the Green’s function techniques,
which follows the idea that the total motion is equal to the sum of the motions
produced by a series of individual ruptures of many small patches on the
causative fault (Kramer (1996)).Thus the fault is divided to a finite number of
patches, while their sequential rupture is described by Green’s functions.
Such functions describe the time variation of the slip displacement of every
patch. Typically all above processes have to be supplemented with an
appropriate model of the soil effect so that the natural record is consistent with
the local site soil conditions.

Another method for generating synthetic ground motions is based on the
time-domain generation of transient stochastic processes. The idea is
multiplying a stationary, filtered white noise signal with a function that
describes the envelope of a ground motion. This multiplication transforms the
stationary white noise to a non-stationary process. This concept has been
adopted by Shinozuka and Deodatis (1998) and also lies in the core of ARMA
models (AutoRegressive Moving Average models), e.g. (Chang et al. (1982)).

A rational and easy to implement procedure for producing synthetic
records is the stochastic method (Boore (2003)). In this case, the generation
is performed in the frequency-domain (as opposed to the time-domain
discussed above), using the ground motion radiation spectrum Y(M,,R,f),
which is the product of quantities that consider the effect of source, path, site
and instrument (or type) of motion. One of the products of Y(M,,R,f) contains
the earthquake source spectrum, modelled with the w-square model (Aki
(1968)) or the specific barrier model (Papageorgiou (1983a), Halldorson
(2005)). The former is commonly used, but it is a point source model and
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hence not appropriate for near-fault problems, while it may also not be

appropriate for large sources. Both problems are sufficiently handled by the

specific barrier model.
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Figure 2.2. Generation of synthetic ground motion records. Upper row shows

the acceleration and the bottom row the velocity time histories. The

corresponding response spectra are shown at the further right column

(Psycharis et al. 2013).

By separating the

radiation spectrum Y(My,R,f) to its contributing

components, the models based on the stochastic method can be easily

modified to account for different problem characteristics. The stochastic

approach consists of first generating a white noise (Gaussian or uniform) for

duration predicted by an appropriate ground motion prediction equation

(GMPE). The noise is then windowed and transformed into the frequency
domain using an envelope function w(My,R,t) and subsequently transformed
back into the time domain. The application of the stochastic method can be
carried out with the aid of the SMSIM program (Boore (2003), Boore (1983),
Boore (2005)) that is freely available from the web. An extension of SMSIM is
EXSIM (Motazedian (2005)). EXSIM is able to consider information about the
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fault geometry and is appropriate for simulations of large earthquakes
considering the sum of motions from subfaults distributed over a fault surface.
The motions from each subfault are often given by SMSIM which is seen as a
point-source simulation method. Boore in (Boore (2009)) compares the two
programs and suggest simple modifications to SMSIM that render the two

programs consistent (Fragiadakis et al. (2013)).

When near-fault ground motions are required, the procedure suggested by
Mavroeides and Papageorgiou (2003) can be adopted in order to combine low
frequency pulse models (Mavroeides and Papageorgiou (2003),Ricker (1944),
Gabor (1946)) with high-frequency synthetic ground motion records. The
procedure for combining low and high frequency components consists of first
obtaining the Fourier transform of both the high- and the low-frequency
components. Subsequently the Fourier amplitude of the pulse is subtracted
from that of the high-frequency component of the ground motion and a
synthetic acceleration time-history is constructed so that its Fourier amplitude
is that of the previous step and its phase angle is that of the high-frequency
record. The final synthetic record is obtained by adding the pulse time-history.
The outcome of this procedure is shown schematically in

Figure 2.3, where the last column shows the corresponding acceleration and
velocity response spectra. The velocity spectrum (bottom right figure) shows
the impact of the directivity pulse, while looking at the third column, the effect
of the pulse is clearly visible in the combined velocity time-history but difficult
to discern when looking at the acceleration time-history (Fragiadakis et al.
(2013)).

lervolino et al. (2010) compared different procedures for obtaining sets of
spectrum-matching accelerograms for nonlinear dynamic analysis of
structures in terms of inelastic seismic response. The results of the analysis
show that artificial, or adjusted, accelerograms may underestimate the
displacement response when compared to original real records. The more
recent work of Galasso et al. (2013) also compared response estimations

obtained with natural and synthetic records and suggest that, apart from some
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exceptions (e.g. short periods), synthetic ground motions are able to

sufficiently match recorded ground motions.

The intention of the discussion above is to outline some major approaches
for generating ground motions records and is by no means exhaustive. Other
approaches or variations/improvements of the above can be found in the
literature. Moreover, various software are available for generating ground
motions, each following a different approach. For example, some of the
methods referenced above are available in the open source Broadband
Platform software (BBP) (Southern California Earthquake Center 2013), and
also in SeismoArtif (Seismosoft (2013)).

2.5 Artificial accelerograms

Except from natural and synthetic records another category is used: artificial
records. Artificial records are usually generated to match a target response
spectrum. This method leads to unrealistic high numbers of cycle of motion;

thus, the artificial records should be used with caution.

Artificial accelerograms are generated to match a target response
spectrum. Amongst the methods available is the SIMQKE program of
Gasparini & Vanmarcke (1976). The use of these methods tend to generate
artificial records that do not have the appearance of real earthquake
accelerograms, with unrealistically high numbers of cycles of motion. This is
due to the fact that the code spectrum is a uniform hazard spectrum (UHS),
which is an envelope of the spectra corresponding to earthquakes in different
seismic sources and the conservative scenario of earthquakes occurring in
different seismic sources simultaneously is implicitly taken into account. The
artificial records are problematic because they have to match the smooth code
spectrum at all response periods. Additionally, in order to get other
characteristics of artificial spectrum compatible record, such as duration, it is
necessary to obtain supplementary information about the expected

earthquake motion apart from the response spectrum.
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2.6 Measures of ground motion intensity

Each of the following ground motion parameters can be considered as
intensity measures within the plane of cloud analysis, or incremental dynamic

analysis. Therefore we present some of them in the following sections.
2.6.1 Peak ground motion parameters

One of the parameters most widely associated with the severity of the ground
motion is the PGA, which is obtained directly from the recorded data; it is the
maximum absolute value of acceleration in a time-history. PGA is generally
recognized as a poor parameter for characterizing the damage potential. Both
a short-duration impulse of low-frequency may have the same peak ground

acceleration value, producing very different response in structures.

Two other parameters also obtained directly from integration of the
recorded data are the peak ground velocity (PGV) and the peak ground
displacement (PGD). However, the integrated motions, especially the
displacements, are highly sensitive to the processing applied to remove the
digitization noise from the record, which tends to dilute high-frequency
components of the motion and enhance low-frequency components. The
reported values of velocity and displacements must always be interpreted with

some caution, particularly the latter.
2.6.2 Arias Intensity

Arias intensity, Al, is a ground motion parameter that has been used to

evaluate damage potential. It is defined as:

T P 2
Al =2—g£a (t)dt (2.1)

Where a(t) is the acceleration time history of total duration T. The energy in

the accelerogram can be quantified by the Arias intensity (Arias, 1969).

A Husid plot is a graph of the build-up of Al with time. It shows both the

total amount of energy carried by the shaking and the rate at which it is
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imparted to structures. The rate of energy input over any interval t; to t; is

related to another parameter called the root-mean-square acceleration, aims:

o e h O @2

The level of damage produced by a ground motion will depend on both the

total amount of energy and on the rate at which this energy is carried
(Bommer, 2001).

2.6.3 Root-mean-square (RMS) acceleration

Another ground motion parameter that has been used to estimate the damage
potential is the integral of the squared ground acceleration, which is a
measure of the energy input capacity of the ground motion. Nevertheless, a
strong short-duration ground motion could have the same RMS acceleration

value than a weaker ground shaking of a very long duration.

Orms IS defined in equation 2.2, where t;, -t; denotes the significant duration
and a denotes the ground acceleration. For the significant duration defined by
Trifunac and Brady (1975) t-t; corresponds to tgs — ts.

2.6.4 Duration

The duration of the ground motion is related to the time required for rupture to
spread across the fault surface, which is a function of the seismic moment or
the magnitude. There is a wide number of duration measures commonly used.

The value of the duration differs according to the measure used.

All the duration definitions can be grouped into three categories: bracketed,
uniform and significant durations (Bommer and Martinez-Pereira, 1999). The
most common measure is the bracketed duration, Dy, which is defined as the
time between the first and the last exceedance of a defined threshold level of
acceleration (usually 0.05g). The uniform duration, Dy, is defined as the sum
of the intervals during which the acceleration exceeds a threshold level.

Another measure is the significant duration, defined as the time interval
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across which a specified amount of energy in the accelerogram is distributed.
A common measure of significant duration, Ds, is the duration defined by
Trifunac and Brady (1975), related to the interval between 5% and 95% of Al.
The time interval between 5% and 75% of Al is also commonly used.

2.6.5 Measures extracted from the response spectra

The response spectrum is the most important characterization of the seismic
ground-motion in earthquake engineering. This parameter is obtained by
passing the recorded data through a single-degree-of-freedom (SDOF)

oscillator.

Acceleration response spectral ordinates represent the period-dependent
peak acceleration response of SDOF elastic structure with a specified level of
equivalent viscous damping. Acceleration response spectra are widely used in
structural engineering, as the product of the spectral ordinate at the building
period and the structural mass can be used to approximate the base shear in
elastic structures. A limitation of response spectral ordinates is that they do

not provide information on the duration of strong shaking.
2.6.6 Spectrum Intensity (SI)

The spectrum intensity, Sl, is a measure of the intensity of shaking of an

earthquake at a given site. The Housner spectrum intensity, Sl, is defined as:
2.5

S = [sv(T.&)dT (2.3)
0.1

Where SV is the velocity spectrum curve and ¢ is the damping coefficient. The
limits of the integral were chosen by Housner because they include a range of

typical periods of vibration of urban buildings.
2.6.7 lvindex

Fajfar et al. (1990) proposed a new intensity parameter for structures with
fundamental periods in the medium-period range. This parameter, |, is

defined as:
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lv=PGV -DJ?* (2.4)

where Ds is the significant duration defined by Trifunac and Brady (1975). The
medium-period range is the region where the smoothed pseudo-velocity
spectrum has its maximum values. This region has a lower and upper bound
that varies for different ground motions and depend on the magnitude of the
earthquake, the distance from the epicenter, and on the local soil condition
(Acevedo 2003).

2.6.8 Characteristic intensity

The characteristic intensity is defined as:

15,05 (2.5)
| =a~T
c rmmsd

Is related linearly to an index of structural damage due to maximum

deformations and absorbed hysteretic energy (Ang (1990), Acevedo (2003)).
2.6.9 Cumulative absolute velocity

The cumulative absolute velocity is simply the area under the absolute

accelerogram:

CAV =Tf|a(t) |t (2.6)

The cumulative absolute velocity has been found to correlate well with
structural damage potential. For example, a CAV of 0.3g-sec (obtained after
filtering out frequencies above 10 Hz) corresponds to the lower limit for MMI
VII shaking ( Acevedo (2003)).

2.7 Spectral acceleration.

The concern of earth scientists with spectral acceleration is to predict the
distribution of spectral acceleration at a site, given an earthquake with a
particular magnitude, distance, faulting style, local soil classification, etc. This
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provision takes the form of an attenuation model. Many empirical attenuation
models were developed using the analysis of recorded ground motions (see
Abrahamson and Silva 1997, Boore et al.1997, Campbell 1997, Sadigh et al.
1997, and Spudich et al. 1999, among many others). This recorded data are
scattered (due to path effects, variation in stress drop, and other factors that
are not captured by the attenuation model), which must be dealt during
development of the attenuation model.

The observed variability in spectral acceleration is well represented by a
lognormal distribution (Abrahamson 2000). Thus, attenuation models work
with the mean and standard deviation of the logarithm of Sa, which can be
represented by a Gaussian distribution. The broad variability of the distribution
hinders estimation of the mean value of InSa needed for the attenuation law.
The log Sa’s of two perpendicular components of the ground motion are thus
averaged, reducing the variance and allowing the mean value of InSa to be
estimated with greater confidence. For example, it is seen that arbitrary-
component spectra vary more about the estimated mean than their geometric
mean does.

The exponential of the mean of the logarithms of two numbers is termed
the “geometric mean” because it is the square root of their product. For
conciseness, we will refer to the geometric mean of spectral acceleration of
two components as Sagm., and the spectral acceleration of an arbitrary
component will be referred to as Saan. The logarithms of these values will be
referred to as InSagm. and InSaam, respectively. The standard deviation of the

mean of 2 uncorrelated random variables with common standard deviation (is

equal to 0/ \/E).Calculating the standard deviation of InSa, thus takes an
additional step of going back to the non-averaged data and examining the
standard deviation there. Some researchers (e.g., Boore et al. 1997, Spudich
et al. 1999) have taken this step, but many others have not because it was not
recognized as important. However, the difference in standard deviations is in
fact relevant for ground motion hazard analysis.

Structural engineers also utilize spectral acceleration as a basis for
analysis of structural response. Let us first consider analysis of a single two-
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dimensional frame of a structure—a common situation in practice. In this
case, only a single horizontal component of earthquake ground motion is
needed for analysis. Therefore, spectral acceleration is computed only for the
selected component at a period equal to the elastic first mode period of the
structure, and that is used as the intensity measure. In most cases, no
distinction is made between the two components of a ground motion, so using
a single component in this case is equivalent to using Saap as the intensity
measure. To compute Sagm. using both horizontal components of the ground
motion, but then use only one of the components, the stronger or the weaker,
for analysis would only introduce unnecessary scatter into the relationship
between the IM and structural response. Prediction of response of a structure
is made using both Sa., and Sagm. to a model of an older seven-story
reinforced concrete frame, described by Jalayer (2003) in previous papers.
The larger dispersion implies that there is greater uncertainty in the estimate
of median response (i.e., if Sagm. is used as the IM, a greater number of
analyses would need to be performed to achieve the same confidence in the
mean In). Thus the use of Sasn as the IM is preferable for the structural
engineer in order to minimize the number of nonlinear dynamic analyses
performed.

Many examples of the use of Sa as an intensity measure exist in the
literature. For example, modal analysis (Chopra 2001), the SAC/FEMA
methodology (SAC 2000a, b, c), and incremental dynamic analysis
(Vamvatsikos and Cornell 2002) all use Sa as a predictor of structural
response in some cases. In virtually every application of these procedures,
Saarn (or Sagm. which is used in FEMA P695 and several recent publications)
is used as the intensity measure for analysis of a single frame of a structure.

Calculation of the risk to a structure from future earthquakes requires
assessment of both the probability of occurrence of future earthquakes
(hazard) and the resulting response of the structure due to earthquakes
(response). The analysis of hazard is typically performed by earth scientists
(e.g., seismologists or geotechnical engineering scientists), while the analysis

of response is typically performed by structural engineers. The results from
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these two specialists must then be combined, and this is often done by
utilizing an intensity measure (IM) (Banon et al. 2001, Cornell et al. 2002,
Moehle and Deierlein 2004). Earth scientists provide the probability of
occurrence of varying levels of the IM (through hazard maps or site-specific
analysis), and structural engineers estimate the effect of an earthquake with
given levels of the IM (using dynamic analysis or by associating the IM with
the forces or displacements applied in a static analysis).

Spectral acceleration, Sa, is the most commonly used intensity measure in
practice today for analysis of buildings. This value represents the maximum
acceleration that a ground motion will cause in a linear oscillator with a
specified natural period and damping level. In fact, the true measure is
pseudospectral acceleration, which is equal to spectral displacement times
the square of the natural frequency, but the difference is often negligible and
the name is often shortened to simply “spectral acceleration.” But Sa is often
defined differently by earth scientists and structural engineers. The difference
originates from the fact that earthquake ground motions at a point occur in
more than one direction. While structural engineers often use the Sa caused
by a ground motion along a single axis in the horizontal plane, earth scientists
often compute Sa for two perpendicular horizontal components of a ground
motion, and then work with the geometric mean of the Sas of the two
components. Both definitions of Sa are valid. However, the difference in
definitions is often not recognized when the two pieces are linked, because
both are called “spectral acceleration.” Failure to use a common definition
may introduce an error in the results.

Although intensity measure—based analysis procedures have proven to be
useful methods for linking the analyses of earth scientists and structural
engineers, care is needed to make sure that the link does not introduce errors
into the analysis. Two definitions of “spectral acceleration” are commonly used
by analysts, and the distinction between the definitions is not always made
clear. Because of this, a systematic error has been introduced into the results
from many risk analyses, typically resulting in unconservative conclusions.

This problem is, however, merely one of communication, and not a
fundamental flaw with the intensity measure approach. It is not difficult to use
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intensity measures in ways that produce correct results. For analysis of a
single frame of a structure, there are three paths to the correct answer: 1. Use
Saan, for both parts of the analysis; 2. Use Sagm. for both parts of the analysis;
and 3. perform hazard analysis with Sagm., and structural response analysis
with Sagm directly (even in 2D). No reason to go to Saaw. If a three-
dimensional model of a structure is to be analyzed, the most straightforward
method is to use Sagm. as the intensity measure for both the ground motion
hazard and the structural response. In the absence of a single standard
procedure, both earth scientists and structural analysts are encouraged to
explicitly state which Sa definition they are using for evaluation, in the interest
of transparency.

The methods described above will all produce valid estimates of the annual
frequency of exceeding a given structural response level. In the future it would
be desirable to have attenuation models that estimate the dispersion of both
Sagm. and Saam, in order to allow flexibility in the definition of the spectral
acceleration used for analysis. Finally, vector-based methods of hazard and

response analysis should improve upon the current situation.

2.8 Conclusions

This chapter includes the theory needed for the seismic loading of structures.
It begins with a general reference in the history of loading, then lists the
intensity measures and closes with the different interpretations that is given by
earth scientists and engineers in the first mode spectral acceleration
(Sa(T1,5%)). Also, the seismic hazard curve of spectral acceleration is
presented. The seismic records are presented and the three types of
accelerograms considered in practice are: natural, synthetic and artificial.
Emphasis is given in the natural records because they are the most
representative of strong ground motion. Furthermore, a limited strong motion
database makes it difficult to find natural unscaled earthquakes at the desired
intensity level when it is studied near collapse. Results show that the use of

synthetic records covers the insufficiency of natural accelerograms in high
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intensities. Finally, the intensity measures are presented distinguishing the

first-mode spectral acceleration, which is usually used as the main intensity

measure when the structure experiences seismic loading.
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CHAPTER 3

Seismic performance assessment methods

3.1 Introduction

In this chapter performance assessment methods are presented. These
methods lead to a capacity curve that can be measured within the frameworks
of performance-based design (PBD). The aim of this chapter is to present the
frameworks of contemporary methods of analysis for the determination of the
capacity of a structure that is subjected to seismic actions. Emphasis is given
in the non-linear performance assessment methods which can predict more
accurately the performance of a structure. The last years these assessment
methods are widely used for the performance of existing buildings. Thus, for
building new structures their application is usually based on the trial and error
technique. In the chapters to follow the application of the performance
analysis procedures for the design of new structures of steel will be presented

with the aid of a genetic algorithm for achieving optimized designs.

The contemporary methods of analysis have as a target the design which is
performance-based. The response of the structure is checked for several
performance levels with the use of static or dynamic methods of analysis. In
the chapters to follow emphasis is given to nonlinear methods of analysis
which permit to determine directly the response without the mediation of
simplified assumptions that lead to conservative solutions. For example, if
during the analysis care is taken for second order effects then the checks for
ultimate limit states are not based on the reduced axial strength which result

from the buckling curves of EC3 (1993). The design checks based on which



engineers can decide whether the response of the structure is satisfying, differ
according to the method of analysis chosen. The checks of the Eurocode
which are based on linear methods of analysis examine every design from the
allowable maximum strength perspective. The nonlinear methods of analysis

use checks that are based on inelastic structural response.

3.2 Performance-based earthquake engineering

Extensive damages which were observed in relatively recent earthquakes in
Japan and in the USA led the engineers rethink the adequacy of current
modern seismic regulations. Even though the number of human lives that
were lost was relatively small, the economic cost was very substantial. Given
that the primary target of today’s antiseismic regulation is the protection of
human life, this leads to the conclusion that other targets should be
considered for the design of structures. In order to improve the regulations to

this direction the performance-based design concept is introduced.

The performance-based design is presented in various guidelines that have
been issued mostly in the United States (e.g., FEMA-356 (2000), Vision
(2000), ATC-40 (1996)), while for Greece in draft form is the new Greek Code
of Structural Interventions (G.C.S.I) (2002). These instructions exhibit
differences in their details but in essence they adopt the same concepts
(Krawinkler (1999)).The aim of the regulations is to formulate a framework
where the assessment and capability of new buildings, or buildings that have
already been constructed, for every level of seismic loading, is achievable.
Performance-based design permits the structures to be designed so that they
have a reliable and quantifying behavior for several levels of seismic intensity.
In this way, several performance levels are defined corresponding to the
respective limit states adopted in Eurocode 8 (EC8) (1992), where for every
limit state the maximum extent of allowable damage is defined. Thus the
engineer, or the owner of the structure, can have the choice to select the

desirable behavior of the building for every performance level.

Eurocode 8 (1992), as other contemporary antiseismic regulations, takes

onto consideration two performance levels: the ultimate limit state and the
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serviceability limit state. In essence it is a simplified form of performance-
based design. Generally, performance-based design refers to the control of
the full range of response i.e. for each level of seismic intensity. Since this is
in practice not possible to take place, the usual practice is the selection of
some discrete levels of performance. For example FEMA-356 (2000)
suggests three performance levels: operational performance level, life safety
performance level, collapse prevention performance level. For ordinary
engineering structures the life safety performance level corresponds to
serviceability limit states. There is also a correspondence between some of
the performance level of FEMA-356 and limit states of Eurocode 8. Figure 3.3
shows that a performance level may correspond to different seismic intensity
levels depending on the importance of the structure. Note that the seismic
intensity is defined as a function of the probability of exceedance of the design
earthquake during the lifetime of the structure which is usually taken equal to

50 years.

Most of the current seismic design codes belong to the category of limit-
state design procedures (or prescriptive design procedures), where a number
of checks, expressed in terms of force (most frequently) and deformation
limits, should be satisfied in order for the structure to be considered safe,
since it fulfils the safety criterion against collapse. A typical limit-state based
design implements either the ultimate strength (one limit-state approach) or a
two limit-state approaches (i.e., serviceability and ultimate strength). Existing
seismic design procedures are based on the principle that a structure will
avoid collapse if it is designed to absorb and dissipate the kinetic energy that
is induced in it during a seismic excitation. Most modern seismic norms
express the ability of the structure to absorb energy through inelastic
deformation by using a reduction on the applied loads, expressed by the
behavior factor, that depends on the material and the structural system used
(Mitropoulou (2011)).

The frameworks of antiseismic performance-based design (FEMA-356

(2000)) distinguish the capacity and the demand. With the term “demand” is
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meant the imposed displacements (or alternatively, deformations, curvatures,
member rotations and interstorey drifts) due to seismic loading. The term
“capacity” corresponds to the maximum displacement (or alternatively
deformations, curvatures, interstorey drifts) that a structure, a member or a

section can sustain.

Performance-based design has the following distinct features with respect
to the prescriptive design codes: (i) allows the structural engineer to choose
both the appropriate level of seismic hazard and the corresponding
performance level of the structure, (ii) the structure is designed to meet a
series of combinations of hazard levels in conjunction with corresponding
performance levels. The PBD process implemented in this dissertation is a
displacement-based procedure where the design criteria and the capacity
demand comparisons are expressed in terms of displacements rather than
forces (Priestley et al. ( 2007)).

Performance-Based Earthquake Engineering (PBEE) implies the design,
evaluation, construction and maintenance of engineering facilities in order to
meet the objectives set by the society and the owners/users of the facility
(Krawinkler and Miranda (2004)). In the case of earthquakes, the aim is to
make structures having a predictable and reliable performance, or in other
words, they should be able to resist earthquakes with quantifiable confidence.
Therefore, the modern conceptual approach of seismic structural design is
that the structures should meet performance-based objectives for a number of
different hazard levels ranging from earthquakes with a small intensity and
with a small return period, to more destructive events with large return
periods. The current state of practice in performance-based earthquake
engineering is defined by the US guidelines [ATC-40, 1996; ASCE-41, 2006;
ASCE-41, 2013]. These guidelines do not differ conceptually and introduce
procedures that can be considered as the first significant diversification from
prescriptive building design codes. Many of the current codes for the design of
new buildings are only partially performance-based, since they attempt to tie
all design criteria to one performance level, usually to that of life safety or

collapse prevention.
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In nonlinear structural analysis procedures it is essential to formulate
structural models that incorporate all the essential characteristics of the
problem to be examined and can estimate the demand within acceptable
accuracy. In order to evaluate the demand, appropriate EDPs are necessary.
As an EDP any response variable can be used, such as stress resultants,
displacements, chord rotations, among others. According to ASCE-41 the
actions can be either force or deformation-controlled depending on the
capacity of the members to deform inelastically. The capacity of deformation-
controlled actions should be assessed using an appropriate EDP. EDPs may
be interstorey drifts, inelastic deformations, section curvatures, floor
accelerations and velocities, etc (Fragiadakis and Papadrakakis (2008),
Mitropoulou et al. (2010)). The main concern in a performance-based seismic
design procedure is the definition of performance objectives that will be used.
Throughout this study the EDP used is the maximum interstorey drift, Gmax
(Figure 2).

Groun Damage o Repair Cpsts,
Motion Structur Building Facti,
Hazard Respongé Eleme owniime

Intensity Engineering Damage
Measures Demand Measures
Parameters

Figure 3.1. Schematic illustration of performance-based earthquake
engineering Model and pinch points IM(Intensity Measures),
EDP(Engineering Demand Parameters), and DM(Damage
Measures). (Baker J.W and Cornell C.A. (2006)).

A performance objective is defined as the combination of a performance
level for a specific hazard level. The first step in the definition of the
performance objectives is the selection of the performance levels. The

implemented performance levels are the following:
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1.

Operational: the overall damage level is characterized as very light. No
permanent drift is encountered, while the structure essentially retains

original strength and stiffness.
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Figure 3.2: Structural response parameter maximum interstorey drift, Omax.

Life safety: the overall damage level is characterized as moderate.
Permanent drift is encountered while strength and stiffness reserves are
encountered in all stories. Gravity-load bearing elements continue to
function while there is no out-of plane failure of the walls. The overall
risk of life-threatening injury as a result of structural damage is expected
to be low. It should be possible to repair the structure; however, for
economic reasons this may not be practical.

Collapse prevention: the overall damage level is characterized as
severe. Substantial damage has occurred to the structure, including
significant degradation in the stiffness and strength of the lateral-force
resisting system. Large permanent lateral deformation of the structure
and degradation in vertical-load bearing capacity is encountered.
However, all significant components of the gravity load-resisting system
continue to carry their gravity load demands. The structure may not be
technically practical to be repaired and is not safe for reoccupancy,

since aftershock activity could induce collapse.



The second step in the definition of the performance objectives is to
determine the earthquake hazard levels. The structural design provisions of
the building codes directly address earthquake hazards. Ground shaking
hazards are typically characterized by a hazard curve, which indicates the
probability that a given value of ground motion parameter, for example peak
ground acceleration, will be exceeded over a certain period of time. The
ground shaking hazard levels that have been considered are the following:

i.  Occasional earthquake hazard level: with probability of exceedance

50% in 50 years with mean return period 72 years.

ii. Rare earthquake hazard level: with probability of exceedance 10% in
50 years with a mean return period 475 years.

iii.  Maximum considered Event earthquake hazard level: with probability of
exceedance 2% in 50 years with a mean return period 2475 years. (Not
always defined like this. Definition will change depending on the
document).

The combination of one performance level with an earthquake hazard level
results in a performance objective. Figure 3.3 depicts the performance
objectives for three classes of facilities. (i) For Standard Occupancy Facilities
three performance objectives are defined (i) For Emergency Response
Facilities two performance objectives are defined (ii) For Safety Ciritical
Facilities one performance objective is performed. It can be seen that the PBD
step is performed as soon as the structure has satisfied the serviceability limit-
state checks. In the current study the performance objectives for the standard

occupancy buildings are employed.

3.3 Linear static analysis

The linear static analysis method as it is described within FEMA-356
corresponds to the simplified spectrum method of EC8. Based on this method
of analysis, the seismic base shear is distributed along the height of the
building and then the internal forces and displacements are determined by

linear elastic analysis. The base shear Vj, results from the elastic design
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spectrum (figure 3.4), after having previously determined the fundamental
period of the structure T. The calculation of the fundamental period can be

made: (a) analytically solving the full eigenvalue problem for the numerical

Structural Performance Level

Collapse

Operational Life safety
? prevention

S50% [ SOvears
(mean return period
72 vears)

10% | S0years
(mean return period
474 vears)

2% / SOyears
(mean refurn perod
2475 years)

Earthquake Hazard Level

Figure 3.3 Performance objectives given by Visio 2000.

model of construction, (b) empirically through approximate relations or (c)
approximated e.g., method Rayleigh. The empirical formulas for determining

the fundamental period, are the following:
T=Ch’ (FEMA-356) (3.1)
T=Ch¥* (EC8) (3.2)

where h, is the height of the building (in m or in ft) and C,, B are parameters
that depend on the kind of the structure. If W is the total weight of a structure,
then the base shear results from the acceleration of the design spectrum
Sa(T):

The relation (3.3) gives the base shear of EC8. The corresponding relation of
FEMA-356 additionally uses a weighting approach in order for the base shear

to be more accurate. The relation of FEMA-356 is of the form:
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V,=CCLCLC,SW (3.4)

where C;: factor that relates the expected maximum inelastic displacements

to displacements resulting from the linear elastic analysis, where:
_)1.5,T<0.10sec

Ci=\10TsT, (3:5)

where Ts is the characteristic period of the design spectrum corresponding to

the point of intersection of the acceleration spectrum with the velocity speed

range.

C,: is the factor taking into account the influence of the shape of the
hysteresis loop, the stiffness reduction, and the reduction of durability. For the
linear methods

this factor is always taken equal to 1.0.

Cs: is the factor taking into account the increase in displacements due to P-

delta effects. The factor obtained depending on the value of the parameter

stability:
P
6 =—>= 3.6
1 \/Ihl ( )

where Pj is the percentage of total weight, Vi is the base shear in the floor i, h;
is the height of the storey i and &; floor and the difference of the horizontal
displacement of floor i to that floor i-1. For values of less than 0.1 the Cj is
assumed to be 1.0, otherwise it may be calculated by the relation:

,50-0.1)
T

1

C,=1 (3.7)
where 6 is the maximum value 6; of the parameter of stability of all the floors.
Cm: is the equivalent mass factor used to take into account the influence of
higher modes. This coefficient depending on the type of construction takes

values from 0.8 to 1.0, while for T greater than 1 sec it is equal to the one.
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The total weight W of the structure in equation (2.4) is obtained from the
sum of the total permanent load and a proportion of live loads which in EC8

assumed to be 30%.

The seismic force to the floor i results from the seismic base shear according

to the relationship:
Fi=CiVp (3-8)

For a building with N floors, C,; coefficient is calculated as a function of the
vector modes of ¢, using the relationship:

T 39)
Zj=l‘piwi
In a more simplified manner the relation used should be:
_hw
(3.10)

Z] 1h:(W

where h; is the distance of the floor i from the base of the building. Coefficient
k in EC8 is taken equal to unity while in FEMA-356 is given by:

_12.0,forT>2.5 sec
k= {1.0, for T<0.5 sec (3.11)
In relation (3.11) for values of T between 0.5 and 2.5 sec linear

interpolation is allowed.

In the simplified spectral method only the fundamental period of
construction on the two main directions is taken into account. Thus, this
process is suitable for buildings which can be analyzed as two flat panels, one
for each main direction where the response should not be affected
significantly by the higher forms of oscillation. This criterion is satisfied by
structures which are normal in plan view and in height or they are normal only
in height and the strength and mass centers of all stories are at about the
same vertical line. Also, the fundamental period in any direction should not

exceed 2 sec.
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3.4 Nonlinear static pushover analysis method

3.4.1 Description of the method

The static pushover (SPO) analysis is the most widely used nonlinear method
of seismic demand. The method is approximate, since the earthquake is a
dynamic phenomenon, but given the fact that we are talking about a non-
linear method, the analysis takes into account the nonlinear behavior in terms

of material and geometry.

The mathematical model of the structure “is pushed” by a distribution of
horizontal lateral loads. The horizontal loads are applied while the structure is
loaded with the vertical gravity loads under seismic load combination which is
specified by antiseismic regulation (EC8 (2003)). The distribution of loads
increase proportionally until the displacement of the characteristic node
becomes equal to the target displacement. A characteristic node is chosen as
the node which lies in the center of mass on the roof of the building. The
target displacement is the displacement of the characteristic node during the
design earthquake and its calculation is presented in a next chapter. For the
performance-based design the value of target displacement depends on the

performance level under consideration.

Spectral acceleration (g)

0 0.5 1 1‘.5 ) 2 2.‘5 3 315 4
period T (sec)

Figure 3.4. The elastic design spectrum of Eurocode 8.
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According to FEMA-356 during the pushover analysis at least two side-load

distributions of lateral loads should be taken into account. These distributions

must be selected from the following two sets of distributions:

1. Choose one of the following modal distributions:

The lateral load pattern given by equation (3.9), when mass
percentage of the fundamental eigenvalue is at least 75% of the

total mass.

The pattern given by equation (3.10), when mass percentage of the
fundamental form is of at least 75% of the total mass, and if a
second uniform load pattern is also used. According to ASCE-41
(2006), apart from a first-mode based lateral load pattern, the use of

a uniform along the height pattern is also suggested.

For buildings with a period greater than l1sec, the distribution is
calculated using a combination of shear forces resulting from
dynamic spectral analysis with a suitable design spectrum. The
number of forms is such as to take account the 90% of the total

mass.

2. The second distribution is selected from the following:

Uniform distribution where horizontal loads are proportional to the

mass of each floor.

An adaptive distribution that changes as the structure is displaced.
This load allocation should be adjusted according to the inelastic

response.

The use of at least two distributions is due to the fact that during analysis

the first eigenvalue changes continuously as the stiffness changes. The

purpose is to identify the possible range of the response since it is considered

that the uniform distribution better simulates actual loads in case the structure

has undergone some degree of damage (Mwafy and Elnashai (2001)). As

seismic demand the maximum sizes derived from each distribution are

considered.
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Alternatively it is proposed to use an adaptive procedure, where the shape
of the distribution is altered during analysis. The adaptive procedures
proposed in the literature vary. For example Fajfar and Fischinger (1988)
suggested using a distribution that follows the profile of the deformed
structure, Eberhartd and Sozen (1993) proposed the use of probability
distributions which follow eigenmodes that are calculated from the shear
stiffness (secant stiffness) at each loading step while Bracci et al. (1997)
proposed the use of distributions depending on the distribution of shear forces

at each load step.

Besides changing the shape of the distribution in many cases should take
into account the participation of additional forms of deformation beyond the
first. Chopra and Goel (2002) suggested Modal Pushover Analysis (MPA).
During this process the distributions of important eigenmodes is calculated
and pushover analysis is performed for each important eigenmodes. The
results of analysis (displacements or interstorey drifts) are combined with the
method SRSS. The theoretical background of the method is based on the
observation that the eigenmodes of construction are coupled but this coupling
is weak. The reliability of MPA over other analytical procedures have been
studied in a large number of studies, while Goel (2005) shows a comparative
investigation of the reliability of MPA compared with FEMA procedure
described in the previous paragraphs. Having the same target Antoniou and
Pinho (2004) proposed the displacement-based adaptive pushover. In
construction a distribution which is based on the profile of the important
modes as derived from after the modal analysis method combined with the
SRSS is applied. This procedure is advantageous over the classical method
because after every step the loading profile is updated and the applied
displacements are based on the results of modal analysis avoiding the use of
the relation (2.9).
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3.4.2 Target displacement

In order to determine the target displacement in multiple hazard levels
required by the performance-based design framework, typically one of the
following methods is adopted: the Capacity Spectrum method of ATC-40
(1996), the Coefficient method of ASCE-41 (2006) and the N2 method of EC8
(2004).

(1) The displacement coefficient method (ASCE-41)

The target displacement, which is the displacement during a given seismic
event of a characteristic node on the top of a structure, typically the roof, is
defined with the aid of the formula:
T2
d =CCCLC,—5g (3.12)
A
where Cp Ci, C, and C3 are modification factors. Cy relates the spectral
displacement to the building roof displacement. C; relates the expected
maximum inelastic displacements to the displacements calculated for linear
elastic response. C, represents the effect of the hysteresis shape on the
maximum displacement response and C3 accounts for the P-A effects. Te is
the effective fundamental period of the building in the direction under
consideration and Sa the response spectrum acceleration, corresponding to
the T. period, normalized by g. The FEMA-440 (2005) guidelines introduce
updated expressions for the calculation of the effective damping and the
fundamental period and also for scaling the demand spectrum based on the

hysteretic model of the system.

(2)  The capacity spectrum method (ATC-40)

The capacity spectrum method (CSM) was initially proposed by Freeman
(1998). The method compares the capacity of a structure to resist lateral
forces to the demand given by a response spectrum in a graphical manner.
The response spectrum represents the demand while the pushover curve (or

the “capacity curve”) represents the available capacity. Both curves are
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converted and plotted against an acceleration-displacement graph (AD graph)
making easy the evaluation of the point of equal demand and supply, also
known as performance point. Among the three variations of the method
discussed in ATC-40, the procedure A was examined. The steps of the

method are briefly summarized as follows:

1. Perform pushover analysis and determine the capacity curve in base
shear (Vp) versus roof displacement of the building (D). This diagram is then
converted to AD terms using an equivalent SDOF. The conversion is
performed using the first mode participation factor Co (D*=D/Cp) and the
modal mass (A=Vu/M).

2. Plot the capacity diagram on the same graph with the 5%-damped
elastic response spectrum that is also in AD format.

3. Select a trial peak deformation demand d;and determine the
corresponding pseudo-acceleration A from the capacity diagram, initially
assuming (=5%.

4. Compute ductility y=D*/uy, and calculate the hysteretic damping ¢, as
Ch=2(u-1)/mTp.

The equivalent damping ratio is evaluated from a relationship of the form:
Ceq=Certkih (3.13)
where k is a damping modification factor that depends on the hysteretic
behavior of the system. Update the estimate of d, using the elastic demand

diagram for Ceq.

5. Check for convergence the displacement d;. When convergence has

been achieved the target displacement of the MDOF system is equal
tod, =C,d;

Note that this has been found to be inaccurate and changed considerably by
FEMA-440. ATC-40 is no longer used per se.
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Figure 3.5: The Capacity Spectrum method (ATC-40).

(3) The N2 method (ECS8)

The N2 method was initially proposed by Fajfar (Fajfar and Fiscinger, 1988),
(Fajfar and Gaspersic, 1996) and was later expressed in a displacement-
acceleration format (Fajfar, 1999). Recently, the method has been included in
the Eurocode 8 (2003). Conceptually the method is a variation of capacity
spectrum method that instead of highly damped spectra uses an R-u-T
relationship. The method, as implemented in EC8, consists of the following

steps:
I.  Perform pushover analysis and obtain the capacity curve in Vp-D terms,

ll. Convert the pushover curve of the MDOF system to the capacity
diagram of an ESDOF system and approximate the capacity curve with
an idealized elasto-perfectly plastic relationship to get the period T. of
the ESDOF,

lll.  The target displacement is then calculated as:

d;, - Sa(Te){ ;T} (3.14)
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where S,(Te) is the elastic acceleration response spectrum at the period Te.
To determine the target displacement d;, different expressions are suggested

for the short and the medium to long-period ranges:

T*<T. (short period range): If F; / m*=S,(Te), the response in elastic and thus

d, =d,, and d,=Cd,. Otherwise the response is nonlinear and the ESDOF

maximum displacement is calculated as:

d = %(u @ - 1)Lj > d, (3.15)
q T

u e

where @, is the ratio between the acceleration in the structure with unlimited

elastic behavior S,(T*) times the modal mass m* over its yield force, or simply:
g, =S,(T,)m'/F, (3.16)

T >7_ (medium and long period range): The target displacement of the
inelastic system is equal to that of an elastic structure, thus d; =d. The

displacement of the MDOF system is always calculated as d, =C,d. .

3.4.3 Bilinear approximation of the capacity curve

Both in the capacity spectrum method and in the displacement coefficient
method it is necessary for the capacity curve to be bilinear approximately in
order to calculate various parameters such as the equivalent stiffness Ke, the

shear yield strength Vy the equivalent elastic period T, rate.

The bilinear approximation of the capacity curve is generated so as for
equal areas of above and below the intersection points of the actual and the
idealized curves are shown in figure 3.6. The intersection of the two branches
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Figure 3.6. Transformation of the capacity curve into a bilinear curve (FEMA-
356 (2000))

of the bilinear curve gives the yield base shear Vy, while the equivalent
stiffness Ke is given by the shear stiffness for base shear equal to 60% of V.
If K; is the initial elastic stiffness and T; is the corresponding fundamental

period, then the equivalent period is given by:

K
°" K, (3.17)

3.4.4 Advantages and disadvantages of the method

The SPO takes directly into account the nonlinear nature of the response.
Below are summarized the advantages of the method (Krawinkler and
Seneviratna (1998)):

¢ Realistic estimates of the demand in potentially brittle members such as
the axial demand in columns in requirement, the moment demand in
beam-column connections or shear forces in walls and around short

columns.

e Estimates of the displacement demand of members that deform
inelastically in order absorb seismic energy and direct calculation of the
angles relative movement, allowing the control and the reduction of
damage to non-structural elements. Moreover, the method gives the
opportunity to take into account the contribution of non-structural elements

ability.
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e Assessment of the effects of reducing the resistance of some members in

the overall carrying capacity of the structure.

¢ Identification of critical regions where inelastic deformations are expected

to be high. When calculating the capacity curve the series of plastic hinges
until the creation of the collapse mechanism are identified.

Apart from the above advantages pushover analysis has a series of

disadvantages which in many cases require attention in order to avoid

use of the method in cases that are not appropriate. The disadvantages of the

method can be summarized as follows:

The theoretical background of the method is incomplete and, in many
cases, it is difficult to be supported. The main hypothesis that the response
of a system of many degrees of freedom can be correlated with the
response of a single degree of freedom system responding to the
fundamental eigenmode in many cases is not applicable. Also, the
fundamental eigenmode is not constant and changes depending on the
inelastic deformations. Thus, in cases where higher

eigenmodes are important, the method can give misleading results.

There is difficulty in applying the method to 3D buildings, especially in
structures with non-normal plan. Generally there is no consensus in the
research community on how to apply the horizontal lateral loads to 3D

buildings.

The distribution of horizontal lateral loads does not take into account the
reduction of stiffness and therefore the modification of fundamental

eigenmode due to inelastic response.

The energy is absorbed by inelastic deformations and the energy
absorption due to hysteretic behavior depends on the R-p-T that you use.
Also, the influence of the duration of the earthquake and the number of

cycles is more difficult.
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e The capacity of the structure and the seismic demand are taken separately
into account, while it is known that the demand is always dependent on the

dynamic characteristics of the structure.

The pushover analysis is used in order to assess the structural
performance in terms of strength and deformation capacity for the whole

structure, as well as at the element level.

3.5 Linear Dynamic approach

The linear dynamic process as described in FEMA-356 contains two
procedures: the spectral method and the method of time integration. The
spectral method is based on the modal superposition method and uses the
spectrum of regulation (Figure 3.4). The method of time integration is based
on the integration of the equations of motion of the structure due to the
enforcement of seismic records. The main difference between the two
procedures relates to the different way of application of seismic design

actions.
3.5.1 The spectral method

The spectral method corresponds to the method of dynamic spectrum of EC8
and in general it includes (EAK (2000)):

e Modal analysis, i.e. calculation of the eigenmode’s shapes and the
corresponding natural periods. The eigenmodes are calculated
numerically solving the complete eigenvalue problem.

e Determine the modal response. Based on the response spectrum the
peak responses that correspond to every type of oscillation for every
main direction of the building are calculated (displacements, intensity
measures). Depending on the period of the structure, the spectrum
acceleration is calculated for every eigenmode and then the
corresponding response.

e Modal response superposition. For each direction extreme seismic
actions are calculated through superposition of responses. The

superimposition may be done either by simple quadratic superposition,
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i.e. the method SRSS (Square Root of the Sum of Squares), or by full
square superposition wherein the method is known as CQC (Complete
Quadratic Combination). The first procedure is computationally simpler
but applies only if the modes are well distinct (well-spaced), while the
CQC method can be applied in all cases.

e Spatial superposition, where the potential peak value of the seismic
response for simultaneous action of three components of the
earthquake is taken into consideration.

Detailed descriptions of the method can be found in the literature (e.g.,
Penelis and Kappos (1997), Chopra (2001)). The dynamic spectral method is

suitable for the case where the spectral simplified method cannot be used.
3.5.2 Time integration method

During the time integration process the response of the structure is calculated
at discrete time steps using natural or artificial seismic records. Performing the
time integration can be done either through direct integration of the equations
of motion (e.g., methods type Newmark) or with a superposition of modes
assuming that the behavior of the building is linear.

The FEMA-356 requires both spectral and time integration methods to be
multiplied by the coefficients C;, C, and C3 which presented in section 3.3.

3.6 Nonlinear Dynamic Approach

Nonlinear dynamic analysis takes into account the nonlinear structural
response during the direct integration of the equations of motion of a seismic
record. It is the most accurate method of analysis but the computational cost
is still high regarding the other methods of analysis. Since the response of the
structure is often sensitive to the characteristics of the seismic record, this
approach it requires a multitude of seismic records in order to give more
accurate results. This section outlines procedures that are based on the
dynamic nonlinear analysis for the calculation of the seismic requirement for

various performance levels.
53



3.6.1 Scaling of recorded ground motions

There is a definition proposed by Vamvatsikos and Cornell (2002) regarding
the scale factor of recorded ground motions which goes as follows: “The scale
factor (SF) of a scaled accelerogram, a,, is the nonnegative scalar Ae[0,+x)
that produces a, when multiplicatively applied to the unscaled (natural)
acceleration time history, a;. Note how the SF constitutes a one-to-one
mapping from the original accelerogram to the scaled one. A value of A=1
signifies the natural accelerogram, A>1 corresponds to a scaled up

accelerogram and A<1 corresponds to a scaled down accelerogram.”

Therefore, the procedure in which a suite of accelerograms are multiplied
by a number, called scaling factor, and performs nonlinear time history
analysis with the ‘scaled accelerograms’, is called scaling procedure.

3.6.2 Cloud analysis

With this method, the structure is subjected to a set of ground motions. The
records are either left unmodified, or all records are scaled by a constant
factor if the unmodified records are not strong enough to induce the structural

response level of interest.

The set of IM values and their associated EDP values resulting from
nonlinear dynamic analysis are sometimes referred to as a “cloud” of points
forming a rough ellipse when plotted (see fig. 3.8). Regression can be used on
this cloud of data in order to compute the conditional mean and standard
deviation of EDP given IM. A linear relationship may provide a reasonable

estimate of the mean value of EDP for example:
InEDP=a+b InIM (3.18)

where a and b are the intercept and the slope of the linear regression function,
respectively, to be determined from the analysis. This “power law” is what is
typically used.
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Figure 3.8 shows the cloud of EDP-IM data, where Sa(T1,5%) is selected
as the IM and 6,,a« is selected as EDP. The 6.y values have been obtained

from nonlinear time history analysis (NLTHA) using unscaled records.

3.6.3 Seismic demand evaluation methods based on n  onlinear dynamic

analysis.

Methods of estimating seismic demand by dynamic non-linear analysis
are divided into processes where the demand is estimated for a specified
performance level and methods in which the response is determined for every
performance level. In the second case from the analytical procedure the
dynamic capacity curve results to a curve similar to the one resulting from the
capacity curve of incremental static analysis. For the description of the
methods presented in this paragraph the measure of seismic intensity is
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Figure 3.8 Cloud analysis of EDP-IM data.

spectral acceleration for the fundamental period for 5% damping and denoted
by Sa (T1, 5%). As a global measure of damage to the structure the maximum
interstorey drift, Bmax, is selected. The selection of these measures of damage
and intensity is based on the recommendations of FEMA-350 and is suitable

for building structures as those analyzed in this thesis. In practice, however,
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depending on the kind of the problem any other measure of intensity (e.g.,
peak ground acceleration) or of damage (e.g., plastic rotations, required
plasticity) can be used. These procedures beyond the determination of the
mean value of demand have as a target the determination of other important
parameters of the response such as the dispersion around the median or the

slope of the curve of dynamic capacity.

3.6.4 Procedures for determining the demand for on e performance

level.

The procedures that are relatively limited in scope require a small number of
non-linear dynamic analysis. If the spectral acceleration S;(T1,5%) is used as
a measure of seismic intensity, then the demand can be determined either by
scaling all seismic records which possess the same spectral acceleration or
by using a single scaling factor for all records. In the second case in order to
calculate the value of the demand, 6nax, a linear regression of the results at
the Sa(T1,5%)- Bmax plane is performed.

In both previously mentioned procedures the spectral acceleration
Sa(T1,5%) is initially determined from the seismic hazard curve. The
determination of the demand when the records are scaled in order to have a
uniform intensity can be seen in figure 3.9(a), while the determination of the
demand with the use of a single scaling factor can be seen in figure 3.9(b).

For the second case through linear regression a relation of this form:
6max =o [Sa (T11 5%)]ﬂ (319)

may be obtained by Jalayer 2003 (figure 3.9b). This relation connects linearly
the logarithms of the intensity measure and the damage measure of Oyax by
means of the parameters a and B, as shown in figure 3.9(b) and on the 3.20

equation.

0,.. =a-Sa’ =logh =loga+ f-logSa (3.20)
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As shown in figure 3.10, the two procedures allow the determination of the
dispersion of capacity around the mean. If the dispersion is small then there is
greater confidence around the mean and generally requires fewer non-linear
analyses for the mean value to be determined. The dispersion is usually
measured in statistics with the help of standard deviation o. In practice it has
been observed that the results of dynamic analysis with seismic records follow
the lognormal distribution (Benjamin and Cornell (1970)). Thus, in this case a
variance measure may be used as the standard deviation of the natural
logarithms of the maximum displacements. The dispersion is useful in various
practical applications, for example in the case where instead of the average
we need the 84th percentile (84th-percentile) of response. The 84" percentile
corresponds to a value not exceeding capacity of 84% of recordings and is a
more conservative value for the seismic demand in relation to the median.

The 84" percentile can be calculated by multiplying the median with the

dispersion raised to the base of natural logarithms (e’).

3.6.5 Procedures for determining the demand for ev  ery performance

level

The demand for every performance level can be calculated if the procedure of
the previous paragraph is repeated for monotonically increasing magnitude
values of intensity S4(T1,5%). This procedure is known as multi-stripe
analysis. Similar to the multi-stripe analysis is the incremental dynamic
analysis (IDA) in which every record is scaled separately in different values of
intensity Sa(T1,5%).

The multi-stripe analysis is depicted in the figures 3.10, 3.12, 3.13. As the
records are scaled the capacity curve that corresponds to median values is
generated. Figure 3.10 also shows the capacity curves of 16% and 84%
percentile. If the median lies in the 50% percentile, then, in proportion with the
case that average and mean are the same values, the above percentiles (16%
and 84%) depict the average plus-minus the standard deviation (uto). The
two curves show the dispersion of values of 6y« with the mean curve. The

dynamic capacity curve shows the capacity whose intensity is valued by
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measure of S4(T1,5%) for a specific value of Bnax. If this information is
combined with a hazard curve, then return period of earthquake is generated
for which the specific degree of damage is exceeded. Similarly, for a given
value of S,(T1,5%), the demand results are expressed as the maximum

interstorey drift Bmax.
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Figure 3.9: (a) Scaling of records that have unified S;(T1,5%) and (b) scaling

of records with a single scaling factor (Source: Jalayer (2003)).

In order to estimate engineering demand parameter (EDP) distributions at a
range of intensity measure (IM) values, repeats of single-stripe analysis at a
range of IM values (either at every IM value of interest, or by analyzing a few
IM values and interpolating) is required. Multiple stripes of data are shown in
figure 3.10 (using a suite of 20 ground motions scaled to 10 spectral
acceleration levels between 0.005g and 1g). From this figure it can be seen
that the standard deviation of EDP is not constant over the range of IM
considered here. It also appears that the mean value of EDP is not a linear
function of IM.

In this study we used accelerograms that were taken from the PEER strong
motion database [PEER NGA Database 2008]. At first, twenty records were
chosen arbitrarily. Then we scaled them in order to reach a certain spectral

acceleration level up to 1.00g. We begun with 0.01g, 0.12g, 0.23g, 0.34q,
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0.45¢, 0.56q, 0.67g, 0.78g, 0.89¢g, 1.00g. This was done in order to introduce
the desired forces to the structure. The responses obtained are demonstrated
at figure 3.10.

In figure 3.10 the records are run at a suite of spectral acceleration stripes.
In this case the single stripe results (median ,84" percentile and 16™
percentile, and values without the outliers) beyond at figure 3.10 are repeated
for each level and the values are connected level to level, forming
approximate functional relations between, for example, the median drift and
spectral acceleration. Also, in figure 3.11 the profile of the maximum
interstorey drift of each of the nine floors for the nine-storey SAC building and

for the median values of figure 3.10 is presented.

Multi-stripe analysis is closely connected to the incremental dynamic
analysis in the sense that both are using the scaling technique but in a
different way different. In multi-stripe analysis the scaling factor is augmented
with a certain step every time that is selected by the user while in IDA the
hunt-and-fill algorithm proposed by Vamvatsikos & Cornell (2004) finds the
scaling factor automatically with the privilege of performing the least required

nonlinear dynamic analysis.

Scaled "Arbitrary" records multistripe analysis.
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Figure 3.10: Multiple stripes of data using the same 20 records scaled at each

of the 10 different levels.
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Figure 3.11: The maximum interstorey drift for a suite of ten different
Sa(T1,5%) over the nine floors of the SAC building.

Figure 3.12 presents a multi-stripe analysis using as intensity measure the
maximum incremental velocity versus max interstorey drift ratio Omax. It is
obvious from this figure that the step of incremental dynamic analysis is
constant. Each record is scaled to multiple levels of intensity, producing the
structure’s capacity curve in terms of an intensity measure versus an

engineering demand parameter.
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Figure 3.12: M-stripe analysis for the nine storey building considered in this

dissertation.
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Scaling to S,(T1,5%) at the natural period of the structure is a common
approach. When matching of natural records is included, it is generally
specified with regard to the ordinates of the acceleration response spectrum
or in other words to the peak ground acceleration (PGA). The scaling
procedure can be used with other intensity measures like the peak ground
acceleration (PGA), the root Mean Square accelerations (RMS), maximum
incremental velocity (MIV), spectrum intensity (Sl), characteristic intensity
(Chl).

In Figure 3.13 the scaling procedure of five different intensity measures is
presented for a nine-storey steel moment-resisting frame: (a) Spectral
acceleration (Sa(T1,5%)), (b) Peak Ground Acceleration (PGA), (c) Maximum
Incremental Velocity (MIV), (d) Characteristic Intensity (Chl), (e) Spectrum
Intensity (SI). It is observed that the selection of the intensity measure has a
great impact on the shape of the curves. The dispersion of the values is
smaller for maximum incremental velocity and for characteristic intensity and

is larger for spectrum intensity and peak ground acceleration.
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Figure 3.13: Scaling to different Intensity Measures such as: (a) Spectral
acceleration, (b) Peak Ground Acceleration, (c) Maximum Incremental

Velocity, (d) Characteristic Intensity, (e) Spectrum Intensity.
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Figure 3.13 (cont'd): Scaling to different Intensity Measures such as: (a)
Spectral acceleration, (b) Peak Ground Acceleration, (c) Maximum

Incremental Velocity, (d) Characteristic Intensity, (e) Spectrum Intensity.

For the cases of spectrum intensity and peak ground acceleration intensity
measures the dispersion increases as the spectrum intensity and peak ground
acceleration increases. Large values of Bmax (bigger than 0.04) on average are
achieved when the intensity measure is spectrum intensity, which is a fact that
it is the most efficient intensity measure in terms of the width of Bmax This
observation agrees with Nau and Hall (1984), Martinez-Rueda (1998).

On the contrary the scaling of records using characteristic intensity and
maximum incremental velocity as intensity measures does not lead to an
amplitude of responses, namely to large 6nax values, as for the values of

scaling that have been used, thus 0<MIV<0.2 and 1<Chl<3.

In the present investigation the spectral acceleration of the first mode
period (Sa(T1,5%)) is used as the most common intensity measure in the

literature and the antiseismic design codes (e.g. FEMA-356). As it can be
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seen from figure 3.13a the use of Sa(T1,5%)) is characterized by relatively
small dispersion until 8,ax =0.04 on average; thus allowing a satisfactorily

reliable estimate of the response up to this value of EDP.

In the study of Shome et al. (1998), a five-DOF model of a steel structure
was used, considering global and non-linear damage measures. The records
used were scaled to the same intensity measured by the mean Sa(T1,5%) at
the fundamental period of the structure. The study concludes that when
scaling to the median spectral acceleration predicted by an attenuation
equation is done, the MDOF response does not depend on the magnitude and

distance.

Scaling to S4(T1,5%) at the natural period of the structure is fundamental to
code specifications. For the dynamic analysis most of the seismic design
codes do not provide targets of records in terms on strong-motion parameters.
When matching of real records is included, it is generally specified with regard
to the ordinates of the acceleration response spectrum in the code. Bommer
and Ruggeri (2002) summarise in their work the guideline recommendations
in current seismic design codes for the use of time-histories in dynamic
analysis. The New Zealand code specifies the matching in a descriptive
manner over the period range of interest of the structure being analysed. The
requirements of the Argentinian code are more specific with conditions of
matching the areas of the two spectra between 0.05 and the fundamental
period of the structure. In the French code the matching is done over the
entire period for the value of the mean spectrum. More details about the
requirements of the code mentioned previously are presented in Bommer and
Ruggeri (2002) (Acevedo 2003).

The “strength” of an earthquake ground motion is often quantified by an
intensity measure (IM), such as peak ground acceleration or spectral
acceleration at a given period (Sa(T1,5%)). Here we use first-mode spectral
acceleration. This IM is used to quantify both the rate of occurrence of future
earthquake ground motions (hazard) and the effect of these ground motions
on the structure (response).In this thesis we use single parameter, or scalar,

IMs that are traditionally used.
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The seismic risk analysis of a structure requires the assessment of both the
rate of occurrence of future earthquake ground motions (hazard) and the
effect of these ground motions on the structure (response). These two pieces
are often linked with an intensity measure such as spectral acceleration.
However, earth scientists typically use the geometric mean of the spectral
accelerations of the two horizontal components of ground motion as the
intensity measure for hazard analysis, while structural engineers often use
spectral acceleration of a single horizontal component as the intensity
measure for response analysis. This inconsistency in definitions is typically
not recognized when the two assessments are combined, resulting in
unconservative conclusions about the seismic risk of the structure.

However the effect of the selection of the intensity measure on the median
curve depends greatly on the characteristics of the structure. Therefore the
results already quoted cannot expand to every case. A wide dispersion of
values to be scaled for a certain intensity measure implies that the EDP
accomplished is sensitive to time histories used. Therefore, the use of an
intensity measure that leads to a great dispersion probably is not safe when
compared to an intensity measure which for the same scaling levels leads to
smaller dispersions achieving however the desired width of 6nax On average.
As desired 6nax We mean the under examination performance levels which we
want the structure to accomplish (Immediate Occupancy, Life Safety, Collapse

Prevention).
3.6.6 Incremental Dynamic Analysis

The concept of Incremental Dynamic Analysis (IDA) method was firstly
conceived by Bertero (1977) and Nassar and Krawinkler (1991) and
afterwards it was presented in different approaches (for example Luco and
Cornell (2000); Mwafy and Elnashai (2001)). However, it has been established
as a main method for the assessment of structural performance by
Vamvatsikos and Cornell (2002). In analogy to the standard incremental static
or pushover analysis where the side loads increase gradually, in the

incremental dynamic analysis the structural model is subjected to properly
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selected ground motion records which are scaled to correspond to gradually
increasing intensity levels. A series of dynamic analyses are performed and
the corresponding response guantities are derived. In their work Vamvatsikos
and Cornell (2002) used the older variations of the method in order to reach
the best method for the performance-based design approach. The resulting
IDA curves include the pairs of intensity measure versus response quantity for
each level of intensity and each record. The main objective of an IDA analysis
is to develop a curve that indicates the overall structural performance through
a relation between the seismic intensity level and the corresponding maximum
response of the structural system in a manner similar with the load-
displacement curve of the static pushover analysis (Vamvatsikos and Cornell
2002).

The intensity level and the structural response are described by the
intensity measure (IM) and engineering demand parameter (EDP),
respectively. The implementation of IDA involves the following steps: (a)
development of the nonlinear finite-element model which is necessary to
perform nonlinear dynamic analyses; (b) selection of a suite of earthquake
records consistent with a design scenario; (c) selection of a proper intensity
measure and an engineering demand parameter; (d) application of an
algorithm which chooses the best scaling factors in order to perform IDA with
the least required nonlinear dynamic analyses; (e) scaling of the sample
records to test structural response from elastic response to collapse; (f)
performing the dynamic analyses of the structural model and evaluation of the
engineering demand parameter that corresponds to each intensity level; (e)
using of a suitable technique to summarize the multiple records results.

The selection of IM and EDP is an issue of critical importance for the IDA
methodology. In the work by Giovenale et al. (2004) the significance of
selecting an efficient IM is discussed The IM should be a monotonically
scalable ground motion parameter like the PGA, PGV, the 5% damped
spectral acceleration at the structure’s first-mode period (Sa(T1,5%)) as well
as many other single parameters, or even a combination of parameters, e.g.,
a vector (Baker and Cornell 2003). In this study the S;(T1,5%) is selected,

since it is the most commonly used intensity measure in practice today for the
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analysis of buildings. An indicative S4(T1,5%) versus maximum inter-storey
drift IDA curve is shown in figure 3.16.

We can quantify the damage by using any of the EDPs whose values can
be related to particular structural damage states. Ghobarah et al. (1999)
propose that the EDPs may be organized into four categories which are based
on: maximum deformation; cumulative damage; a combination of maximum
deformation and cumulative damage; global engineering demand parameters.
The IDA analyses of this study were performed selecting maximum interstorey
drift Omax @s the engineering demand parameter. The maximum interstorey
drift is selected because of the established relation between inter-storey drift
values and performance-based descriptions such as immediate occupancy,
life safety and collapse prevention (FEMA-273 (1997)). Also Bmax is directly
related to joint rotations; thus, is usually considered as an appropriate EDP
selection for multi-storey building response. Moreover, there is a defined
relation between drift ratio and damage-states (Ghobarah (2004)).

The difference between IDA and multi-stripe analysis is that IDA is based
on the time integration of every earthquake record separately while on multi-
stripe analysis all records are scaled to the same intensity. Thus, each record
uses different values of scaling factor and for each record a different IDA is
incurred. The mean curve is generated by summarizing all these curves. This
procedure, as shown in figure 3.16, is preferable because the response of
every curve of the structure has significant differences in the maximum
capacity in Sy(T1,5%) which depends on the record.

In figure 3.14 three capacity curves, which came up from three different
earthquake records, are presented for a nine-floor steel frame (Fragiadakis et
al. 2006). It is obvious that the capacity curve depends not only on the
structure but also on the earthquake record. For small values of the intensity
measure, approximately 0.2g the outcome is elastic but the IDA curves don't
have a steady slope. As the intensity grows it is observed in some cases that
the slope is reduced, as in the case of the static capacity curve and in some

other cases the response has hardened and the slope is increased.
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Figure 3.14: Incremental Dynamic analysis curves for three records for the

nine-storey steel moment-resisting frame.

The increase of the slope of the capacity curve is due to the characteristics of
the earthquake record. As the earthquake record is scaled the cycles in the
beginning of the record, which were not intense may change the dynamic
characteristics of the structure. Thus the impact of the next more intense
loading cycles which of the record may provoke smaller impact Omax.
Especially in buildings with many floors the increase in loading often produce
yielding in some stories at the base of the construction, relieving the higher
floors which as it is observed, usually suffer from maximum interstorey drifts.
For the needs of the performance-based design and keeping in mind that
the capacity curves differ from record to record, the mean curve is computed
as well as the curves for 16 and 84 percentile. The median curve for 30
records is shown in figure 3.15 and in figure 3.14 the three curves of the thirty
records are depicted. Except for the capacity curve we can easily obtain other
information regarding the response of the structure depending on the intensity
measure. As an example figure 3.11 shows the distribution of the interstorey
drift which reflect the capacity curves of the figure 3.11 for the three levels of

intensity measure S;(T1,5%).
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IDA is sensitive to each seismic record characteristics. Significantly
different S,(T1,5%) values are expected for different earthquake records; thus,
different scaling factors are used for each seismic record to correspond to
specific intensity levels and one IDA curve is associated to each seismic
record. The median IDA capacity curve for a single structure is derived from
the IDA curves of the whole range of the imposed seismic records. In Figure
3.14 three capacity IDA curves corresponding to a steel moment-resisting
frame are depicted, in which seperate IDA analyses were performed for three
different seismic records. It is obvious that the capacity curve depends not
only on the type of the structure but also on the seismic record that is imposed
on the structure. For lower values of the PGA in the vicinity of 0.4g the
response of the structure can be considered almost elastic and the inclination
of the curves are almost constant as shown in figure 3.14. However, as the
intensity becomes higher the capacity curves began to differ significantly,
presenting either stabilization at a certain value of PGA or Sa(T.,5%) or
increase of the inclination due to hardening.

The diversity in the curves’ inclination depends on the seismic record and
the inelastic response of the structure. This is explained by the fact that as the
record is scaled up, weak cycles in the early part of the response time-history
may become strong enough to provoke damage (yielding). During the
subsequent strong cycles the dynamic characteristics of the structure have
already been altered at a great extend; thus; the overall response is
significantly different than that at lower intensity levels. “For multi-storey
buildings, a stronger ground motion may lead to earlier yielding of one floor
which in turn acts as a fuse to relieve another (usually higher) one. Even
simple oscillators when caused to yield in an earlier cycle, may be proven less
responsive in later cycles that had previously caused higher EDP values, as it
is shown in record 3 in figure 3.14, possibly due to “period elongation”. The
same phenomena account for the structural resurrection, an extreme case of
hardening, where a system is pushed all the way to global collapse (i.e the
analysis code cannot converge, producing ‘numerically infinite’ values of the

EDPs) at some values of the IM, only to reappear as non-collapsing at a
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higher intensity level, displaying but still standing (e.qg., figure 3.14-record 1)”
(Vamvatsikos and Cornell, 2004).
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Figure 3.15: Median capacity curves and its 16% and 84% percentiles for the

nine-storey steel moment-resisting frame.

Usually 12 to 14 analyses for each seismic record are enough in order to
develop an IDA curve. These runs are performed by using the hunt and fill
tracing algorithm, described in detail by Vamvatsikos and Cornell (2004). This
algorithm allows a wise scaling of earthquake records in order to bound the IM
parameter space, and then fills in the gaps, both capacity and demand-wise
(Vamvatsikos and Cornell, 2004). The hunt-and-fill tracing algorithm ensures
that the record scaling levels are appropriately selected to minimize the
number of required runs, reducing the computational cost. Analyses are
performed at rapidly increasing levels of IM until non—convergence of the
direct integration procedure is occurred (denoting global dynamic instability).
In order to sufficiently capture the global collapse and increase the accuracy
at lower IMs additional analyses are performed at intermediate IM levels. The
user only needs to specify the desired accuracy for demand and capacity,
select the maximum tolerable number of dynamic analyses, and then wait for
a few hours to get the results. (Vamvatsikos and Cornell, 2004).
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The additional runs are being placed sequentially in the middle of the
largest IM gaps. Thus the large gaps left by the initial increasing steps to the
flatline are filled in; these additional runs ensure that the algorithm has not
missed an earlier step collapse and increase the demand resolution. For the
estimation of the demanded performance levels, it is essential to depict the

limit states on the IDA curves (Vamvatsikos and Cornell (2004)).

In order to design the demand for different performance-based levels it is
necessary to draw on the capacity curves the different limit states. As an
example in the figure 3.15 the IDA curve is designed at the level of immediate
occupancy and that of collapse prevention which are suggested from FEMA-
350. In accordance with FEMA-350 for steel structures with full-moment
connections, the level of immediate occupancy is exceeded when G,a>10%.
As shown in figure 3.15 the two limit states are broken when S;(T1,5%)>0.3g
and S4(T1,5%)>0.919.
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3.7 Conclusions

In this chapter performance assessment methods have been discussed. The
nonlinear performance assessment methods are advantageous because they
can predict more accurately the performance of a structure. The scaling
procedure discussed based on the IM’s is the most widely used by the
engineers in order to scale seismic records. The IM which is mostly used is
the first-mode spectral acceleration. Furthermore, the EDP chosen in this
study is the maximum interstorey drift. The cloud analysis and IDA are also
presented with the IDA being the most popular in recent studies. The
difference between IDA and multi-stripe analysis is the scaling factor. IDA
uses the hunt-and-fill algorithm which tracks down the scaling factor causing
collapse of the structure and fills the remaining IDA curve with nonlinear
response history analysis points. Multi-stripe analysis uses a constant step of

the scaling factor.
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CHAPTER 4

Uncertainty in structural engineering

4.1 Theoretical approaches to uncertainty

Natural sciences, which arise from the mathematical interpretation of natural
phenomena, used in the past to interpret the random results of experiments
as a deficiency of the mathematical models rather than as a property of nature
itself. In those times, uncertainty was rejected as a natural phenomenon
because of the enthusiastic illusion of a science being able to provide exact
answers. The foremost example of this deterministic world-view was
Newtonian physics and classical mechanics as developed by Galileo and
Newton.

However, in later times, the introduction of mathematical models for
probability and randomness became an absolute necessity in order to explain
physical phenomena in thermodynamics and quantum mechanics. From that
point on, the old paradigm of an exact science was abandoned in those areas
where the evidence and the magnitude of randomness could no longer be
ignored.

Two broad types of uncertainties can be considered in general: (i) aleatory
uncertainty; and (ii) epistemic uncertainty. The word aleatory derives from the
latin word alea, which means the rolling of dice. Thus, an aleatory uncertainty
is one that is presumed to be the intrinsic randomness of a phenomenon
arising because of natural, unpredictable variation in the performance of the
system under study. The word epistemic derives from the Greek word

«&maTnun», which means science. Thus, an epistemic uncertainty is one that



is presumed as being caused by lack of knowledge (or data) about the
behavior of the system. Most problems of engineering interest involve both
types of uncertainties. The distinction between these two types can be useful
in engineering analysis because epistemic uncertainty is reducible. Although
some have suggested that a clear distinction between the two types can be
made, in the modeling phase it is often difficult to determine whether a
particular uncertainty should be put in the aleatory category or the epistemic
one and thus the distinction is rather determined by our modeling choices (Der
Kiureghian and Ditlevsen 2009). It has been found that both aleatory and
epistemic uncertainty can be treated and analyzed, either separately or

combined, using probability theory and statistics.

4.2 Uncertainty in structural mechanics

Uncertainties in structural mechanics, analysis and design play an extremely
important role. They affect not only the safety and reliability of structures and
mechanical components, but also the quality of their performance. Structural
engineering requires safety levels that correspond to extremely low
probabilities of significant consequences on the structures. Although this has
been mankind’s prime structural safety requirement for centuries, the means
to achieve it has varied widely over time. In an effort to increase safety and
structural reliability, safety factors were adopted by code committees in the
1970s in a subjective manner - without a probability basis - and they applied
reasonably well to standard common structures. These factors developed
through experience and have been adjusted over the years as confidence
developed in the various building methods and systems. When confidence in
a system was high and good performance has been shown over the years,
the safety factors were gradually reduced by small increments over a number
of versions of the applicable code. On the other hand, when accidents or
failures occurred, there was a corresponding increase in safety factors. The
codes we use today for structural engineering design have been largely

formed based on this slow, evolutionary process.
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The trial and error process described above, for the determination of safety
factors, is slow and costly and it is quite incapable to adapting to new
technologies and new environments in time. As we enter into periods of rapid
technology developments, this adaptive method has become unable to
account for our increasing needs. Probability-based methods, with the means
to apply measures to uncertainty, are the obvious choice for the development
of safety factors for these new technologies, providing the means to
accommodate new loadings, materials and systems and to drive the
appropriate information acquisition to the proper design of such systems.

Nowadays, there are fields of science where the consideration of
randomness is well established, such as quantum mechanics and other
branches of modern physics. Safety factors in all modern design codes are
based on probability and uncertainty. Only the seismic codes have been left
behind.

It can be said that randomness has been in fact considered in structural
design in the past, but not in a systematic manner from an analytical -
mathematical point of view. While in conventional, deterministic procedures
the qualitative assessment of uncertainties is considered to be sufficient, more
modern developments concentrate on their rational assessment, i.e. by
quantification. This is accomplished by applying methods of statistics and
probability and more recently also methods based on fuzzy sets. The fields
which emerged from those developments are denoted as Computational
Stochastic Mechanics as well as Structural Reliability.

It should be noted that the basic objective of these methods is not only to
account for the probabilities, but mainly to make decisions about structural
safety issues, thus probabilities are to be used in a decision making context. It
is obvious that the reliability requires a scientifically-oriented calculation,
whereas safety factors are a mere practical tool for producing a qualified
product. Probability-based safety analysis should become the basis for safety
factors in codes of practice and standards, and it is increasingly used to set
structural safety requirements for specific structural systems. Its application is
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rational, in the sense that it uses probability theory to deal with uncertainty. It
permits the code committees and individuals responsible for setting safety
standards, with the means to be accountable. It permits the evolution of safety
standards to proceed by adapting to new information without waiting for
unfortunate events to occur in order to trigger changes in safety levels, as was
the case in the past. Therefore, in the near future, probability-based safety
analysis is bound to move into the mainstream of structural engineering

practice.

4.3 Reliability analysis of structures

In this dissertation the formal probabilistic framework for seismic design and
assessment of structures and its application to steel moment-resisting frame
buildings is used. This is the probabilistic basis for the 2000 SAC Federal
Emergency Management Agency (FEMA) steel moment frame guidelines.
The framework is based on realizing a performance objective expressed as
the probability of exceeding a specified performance level. Performance levels
are quantified as expressions relating generic structural variables “demand”
and “capacity” that are described by nonlinear, dynamic displacements of the
structure. Common probabilistic analysis tools are used to convolve both the
randomness and uncertainty characteristics of ground motion intensity,
structural “demand”, and structural system “capacity” in order to derive an
expression for the probability of achieving the specified performance level.
Stemming from this probabilistic framework, a safety-checking format of the
conventional “load and resistance factor” is developed with load and
resistance terms being replaced by the more generic terms “demand” and
“capacity”, respectively. This framework also allows for a format based on
quantitative confidence statements regarding the likelihood of the
performance objective being met. This format has been adopted in the
SAC/FEMA guidelines (Cornell et al. 2002).

Consistent with modern seismic assessment procedures in the nuclear
community (DOE 1994), the probabilistic analysis separately characterizes
both the randomness and the uncertainty in demand and capacity. Based on
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these assessments the engineer is provided in these guidelines with a
confidence statement with respect to the likelihood of unacceptable behavior.
A more detailed presentation of this and other such frameworks is provided by
Jalayer and Cornell (1998, 2002).

4.4 State-of-art assessment and design frameworks

In contrast to typical static (or quasi-static) loading situations, the infrequent
nature of seismic loads and their nearly unbounded magnitude invariably
introduces the dimension of time. Thus, the basic safety inequality
assessment of action versus resistance does not provide an adequate
description of seismic safety. Given that when a ground motion violates the
inequality we cannot necessarily assume that the building has failed, the real
question is how often is such an event going to happen in the lifetime of the
structure, and what consequences this violation of the safety inequality (or
failure) will have.

Furthermore, nowadays structural assessment is not only about estimating
the structural response. Engineering quantities such as displacements,
accelerations, plastic rotations, shear forces and moments make very little
sense to stakeholders (e.g., building owners, insurance companies or
governments). Non-engineers typically communicate in financial terms, such
as the net present value of an investment. This shift in the focus of
assessment marks the advent of modern “performance-based” (or
“consequence-based”) earthquake engineering that has essentially become
the mainstay of contemporary earthquake research. In this section, we
discuss important elements of such methodologies, focusing on the
measurement/definition of structural performance over the lifetime of the

structure.
4.4.1 Deterministic versus Probabilistic framework S

Typically, seismic intensity for a given mean annual frequency, structural
demand for a given intensity and structural capacity/resistance to inelastic
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deformation, are modeled by lognormal random variables characterized by
heavy right tails and large probabilities of exceeding values to the right of the
mean. Such distributions are represented by the mean and standard deviation
of their logarithmic values, or equivalently by their median y and dispersion f3,
the latter being numerically very similar to the coefficient of variation (for
values less than 0.7). Natural record-to-record dispersion is typically in the
order of 30-40% at least, compounded with seismic hazard values whose
uncertainty exceeds 100%. Thus, accurately quantifying and propagating such
sources of variability all the way to structural response and performance
estimates has become an important issue. While the consideration of multiple
ground motion records, e.g., through IDA, may take care of the record-to-
record variability, structural model uncertainty is still an open problem in
earthquake engineering (Vamvatsikos and Fragiadakis (2010), Dolsek (2009),
Kazantzi et al .(2008), Der Kiureghian and Ditlevsen (2009), Liel at al. (2009),
Mehanny and Ayoub (2008)).

Nevertheless, seismic assessment is at its core a discipline that is
practiced by professional engineers and it has deep roots in the tradition of
infrastructure design over many decades. Therefore, seismic codes and
guideline documents typically emphasize a deterministic approach where
probabilistic aspects are roughly (and hopefully conservatively) approximated
through “appropriate” choices of load levels and safety factors. Thus, all
codified nonlinear static procedure (NSP) approaches essentially lack any
trace of variability. The obvious shortcomings and constraints placed by such
simplifying assumptions have been recognized over the years, contributing to
the emergence of performance-based earthquake engineering, where, among
others, proper characterization of structural response, damage and loss are
essential features. Perhaps the best introduction to this never-ending
discussion is offered by Bazzurro et al. (Bazzuro et al. (1998)) who compare
the three fundamental frameworks for assessing structural performance,
comparing the deterministic NSP against the conditional and the non-
conditional probabilistic approaches.

Conditioning on the value of the intensity measure (IM), as already

discussed, effectively separates the tasks of the seismologist and the
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structural engineer. At the cost of selecting a sufficient IM that can incorporate
all the necessary seismological information without biasing the analysis, this
also has the effect of massively reducing the number of required structural
analyses. It is no wonder, then, that conditional approaches have dominated
the scene from the very start. Arguably, the two most prominent such
frameworks are offered by the PEER Center and the SAC/FEMA guidelines.

4.4.2 The PEER framework

Adopting a Poisson model for earthquake events allows expressing the
structural performance via annualized earthquake-related losses. These may
be quantified, e.g., by the triptych of repair costs, downtime and casualties
that has been adopted by the Pacific Earthquake Engineering Research
(PEER) Center in the form of the Cornell-Krawinkler framing equation (Cornell
and Krawinkler (2000)):

A(DV) =mG(Dv |DM)-|[dG(DM | EDP)|-|dG(EDP | IM)| {dA(IM)|. (4.1)

DV is a single or a vector of decision variables, such as cost, time-to-repair or
human casualties that are meant to enable decision making by stakeholders.
DM represents the damage measures, typically discretized in a number of
Damage States (e.g. red/yellow/green) of structural or non-structural elements
and building contents. EDP contains the engineering demand parameters
such as interstory drift or peak floor acceleration and IM is the seismic
intensity, for example the 5%-damped first-mode pseudo spectral acceleration
Sa(T1,5%). The function A(y) provides the mean annual frequency (MAF) of
exceedance of y, while G(x) is the complementary cumulative distribution
function (CCDF) of variable x.

The simplified formulation of Eq. (4.1) has received some criticism (Der
Kiureghian (2005)), yet its usefulness has been proven in many ways in the
past years. One of its most important applications is the probabilistic

estimation of losses from seismic events (Yang et al. (2009)). This has
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originally appeared in the form of the assembly-based vulnerability method of
Porter et al. (2001) for assessing repair losses and downtime. It was further
improved and integrated with the PEER methodology by Aslani and Miranda
(2005) who also incorporated the dichotomy of collapse versus non-collapse.
Finally, Ramirez and Miranda (2012) provided the third generation loss
assessment framework by adding the influence of residual displacements on
the probability of demolition and the associated decommissioning costs. This
is a rapidly evolving area of research and many improvements are expected

to appear over the next few years.
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Figure 4.1 (a) Sa seismic hazard curve of Van Nuys, CA for T = 2.35s and its
power law fit, (b) IDA curves, collapse points and EDP, IM. lognormal
distributions for a 9-story steel frame (from D.Vamvatsikos (2014)).

4.4.3 The SAC/FEMA framework

Despite the usefulness of the comprehensive PEER approach, defining
performance without involving any DV or the closely related DM often makes
more sense for practice. Engineering quantities may be preferable, especially
when working at the level of design, to discern the superior structure. This
may be best achieved by moving to the familiar territory of limit-states: Let DV

and DM be indicator variables that become unity when a given limit-state (LS)
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is exceeded, Eq. (4.1) simplifies to estimate A_s, the MAF of violating the limit-

state (Jalayer and Cornell, 2009):

d’“”\")‘dm (4.2)
diM

A =j;“’[j;“’F(EDPC |EDP) f (EDP | IM )dEDPH

where F is the cumulative distribution function (CDF), f the probability density
function (PDF) and EDP. is the limit-state capacity expressed in terms of the
EDP. The nested integral is often represented as F(/M.|IM), the CDF of the IM
capacity for the limit-state, better known as the fragility function. In general,
EDP. and IM. are intimately related probabilistic quantities that characterize a
limit-state for a given structural system, best visualized on the IM-EDP
coordinates of the familiar IDA curves (Figure 4.1b).

Eq. (4.2) may be less complex than the PEER framework, yet it is not
simple enough for practical application. The breakthrough came with the work
of Cornell et al. (2002) who, motivated by the failures observed in steel frames
during the 1994 Northridge earthquake, developed a closed-form solution for
the SAC/FEMA guidelines (FEMA-350 (2000), FEMA-351 (2000)). Therein,
the hazard curve function A(/M) is approximated by a linear fit in log-log
coordinates (see figure 4.1a) with a slope of k. If the EDP demand is

lognormal with a conditional median of:

EDP,,=a-(IM)" (4.3)

and dispersion B4, while the EDP capacity is also assumed lognormal with

parameters EDP¢s0 and B¢, Eq. (4.2) becomes:

~ EDPCSO % k2 2 2
@:ﬂ( " j exprz(Bch)} (4.4)

The effect of epistemic uncertainty of demand and capacity can also be

incorporated either by appropriately inflating the argument of the exponential
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to estimate either an overall mean, or value that will not be exceeded with a
given confidence.

Such expressions offer a direct estimate of structural performance by
capitalizing on the power of nonlinear static or dynamic analyses (Jalayer and
Cornell (2009)) and PSHA to offer useful intuition into the effect of hazard,
structural behavior and associated uncertainties on the estimated MAF of
limit-state exceedance. The SAC/FEMA formulas have thus become the state-
of-art in the attempt to provide a performance basis for seismic design and
assessment. Subsequent work, though, has shown them to be prone to errors
(Aslani and Miranda 2005), especially when the curvature of A(IM) is
significant (Bradley and Dhakal (2008)). A biased fit that better matches the
hazard to the left of the median capacity (Dolsek and Fajfar (2008)), or, even
better, a second-order fit paired with improved closed-form expressions
(Vamvatsikos D. (2012)) can reduce such errors substantially, opening the

road for wide-spread implementation.

4.5 Basic Approach: Probability Assessment Formula tion

The objective is to show how the demand and capacity factors y and ¢, as
well as v, the confidence factor in the SAC guidelines, have been derived by
elementary probability theory from representations of the three random
elements of the problem. These elements begin with the ground motion
intensity, characterized here by the level of the spectral acceleration Sa at
approximately the first natural period of the structure, and 5% or higher
damping (Shome et al. 1998). The spectral displacement Sp may be a more
natural choice for this displacement scheme but we shall retain the more
commonly available measure Sa; the results and conclusions are the same.
The other two random elements are the displacement demand D and the
displacement capacity C. Both demand and capacity will be presumed here to
be measured in terms of the maximum interstorey drift angle, i.e., the largest
drift. The likelihood of various levels of future intense ground motions at the
site are represented in the standard way by the hazard function H(s,), which

gives the annual probability that the random intensity Sa at the site will equal
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or exceed Sa. This is provided by earth scientists on a site specific or mapped
regional basis. The prediction of the drift demand given any particular level of
ground motion and the estimation of the capacities of various “failure modes”
are essential for structural engineers. The developments here focus on these
two elements and specifically on their probabilistic representations. Finally, it
must be recognized that all such probabilistic predictions and representations
are uncertain estimates; explicit quantification and analysis of these
uncertainties will be addressed subsequently.

The goal is to provide criteria based on desired performance objectives
which are defined as specified probabilities of exceeding the performance
level, such as the collapse-prevention damage state (Yun et al. 2002) and life
safety damage state. To do so one must fold together the probabilistic
representations of the three elements above. In keeping with the general
design approach of separately considering demand and capacity, comparison
at the displacement or drift level, this folding together is done in two steps.
The first step couples the first two basic elements Sa hazard and drift demand
(versus or conditional on Sa), to produce a (structure specific) drift hazard
curve Hp(d). This curve provides the annual probability (or strictly speaking
the mean annual frequency) that the drift demand D exceeds any specified
value d. The second step combines this curve with the third element, the drift
capacity representation, to produce Pp_, the (annual) probability of the
performance level not being met (e.g., the annual probability of collapse or the
annual probability of exceeding the life safety level).

Using the total probability theorem (Benjamin and Cornell 1970), Hp(d)

becomes, in discrete form:

H,(d)=P[D>d] =) P[D>d|S, =x]FS, =x] (4.5)

allx;

To facilitate the computations, the probability of interest has been
expanded by conditioning on all possible levels of the ground motion as can

be seen in EQ.4.5.
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The second factor within the sum, the likelihood of a given level of spectral
accelerationP[S, =x], can easily be obtained from the standard hazard
curve H(sa). In the first factorP[D>d|S, =x,]one sees what the structural

response analysis must be responsible for providing: the likelihood that the
drift exceeds d given that the value of S, is known. In continuous, integral

form Eq.4.5is

Ho(d) = [P[D2d|S, = x]|dH(x)| (4.6)

In which the notation |dH (x)| means the absolute value of the derivative of

the site’s spectral acceleration hazard curve times dx, i.e., loosely the
likelihood that S,=x. (The absolute value is needed only because the

derivative is negative).

Using the total probability theorem again Pp_ itself becomes (in discrete form)

P, =P[C<D] =) P[C<D|D=d]AD=d] (4.7)

allg;

The second factor, the likelihood of a given displacement demand level
P[D=d], can be determined from the drift hazard curve derived in Eq. (4.2).
The first factor, the likelihood that the drift capacity is less than a specified

value d given that the drift demand equals that value, P[C<D|D=d] canto a

first approximation be assumed to be independent of the information about the

drift level itself, permitting this term to be simplified as below:

Po = [PIC <d]|dH,(d)] (4.8)

The second factor |dH,(d)|is defined as above for the ground motion

hazard curve: as the absolute value of the differential of the drift demand

hazard curve.
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4.6 Probabilistic calculations in performance-base d earthquake

engineering

In a reliability analysis problem, the purpose is to calculate the limit-state
probability of failure or the limit-state mean annual frequency of exceedance.
For earthquake engineering problems where the performance based design
concept is implemented, the probability has to be determined for every
performance level. Therefore, the term “failure probability” is replaced by
“probability of exceedance conditional on the limit-state”, or simply by “limit-
state probability of exceedance”. The probability is calculated by applying the
total probability theorem and conditioning the probabilities on the parameter
that expresses the intensity of the seismic action IM.

The mean annual frequency of exceeding a limit-state refers to the annual
rate that an engineering demand parameter (EDP) exceeds a given capacity
level (edp). The MAF of a limit-state is denoted as v and is calculated using
the total probability theorem:

+ o0

vs(edp < EDP)= [ P(edp < EDP|IM = im)

0

av(iM) M)‘dl M (4.9)
diM

where P(EDP >edp|IM =im) is the limit-state probability that an engineering

demand parameter exceeds a threshold value, conditional on a given intensity
value im; the second term of the integral of Eq.4.9 is the slope of the hazard
curve or, in other words, it is the mean annual rate of ground motion intensity,
IM. The absolute value is used because the slope has a negative value.
Eq.4.9. allows the integration of the results of structural analysis with data
produced by seismologists. The first term of the integral of Eq.4.9 is also

known as ‘fragility’ or vulnerability curve.

MAF is the convolution integral of the limit-state fragility curve with the site
hazard curve. Thus, the MAF calculation consists of a structural engineering
part, which is the calculation of the limit-state fragilities, and an engineering

seismology part that refers to estimating the site hazard curve. The seismic
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hazard at a site is obtained through probabilistic seismic hazard analysis
(PSHA) and is represented by a hazard curve (figure 4.1a). A limit-state is
assumed exceeded when the engineering demand parameter (EDP) chosen
exceeds the corresponding threshold value.

The calculation of Eqg. 4.9 requires first to determine the limit-state
fragilities, while the slopedv(IM)/dIM is extracted from the site hazard curve.
In order to calculate analytically the fragility, it is assumed that the maximum
interstorey drift, at a given intensity S,(T1,5%) level, follows the lognormal

distribution. Thus, the probabilities are calculated as follows:

(4.10)

P(EDP >edp|IM =im)= q{ln(edp) _Aln(emax):|

o

where In(émax) and & are the logarithmic mean and the standard deviation of

A

6,

o espectively, given the intensity level Sa(T1,5%).

For performance-based design, pairs of hazard levels and corresponding
performance levels have to be set, depending on the type of the structure.
Therefore, the response is evaluated for a number of objectives, following the
FEMA-356 (2000) terminology: immediate occupancy (10), life safety (LS) and
collapse prevention (CP). Each objective corresponds to a given probability of
being exceeded during the life span of a structure, typically considered equal
to 50 years. A usual assumption is that the immediate occupancy level
corresponds to a 50% probability of exceedance, the life safety level to a 10%
probability and the collapse prevention to 2% probability of being exceeded,

all referring to a 50-year time window.
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CHAPTER 5

Assessment of the bias introduced in IDA due to scaling

5.1 Introduction

Nonlinear response history analysis (NRHA) lies in the core of the incremental
dynamic analysis method (IDA) (Vamvatsikos and Cornell 2002), where the
structure is subjected to a suite of ground motion records. Every record is
scaled to multiple levels of intensity, producing the structure’s capacity curve
in terms of an engineering demand parameter (EDP) versus an intensity
measure (IM). IDA provides a powerful performance estimation framework,
which, however, is often questioned due to the scaling of records with factors
that are considerably different from one. This practice leads to ground motions
that may not represent a realistic physical process and may under- or over-
estimate the demand, or in other words, may introduce bias (cuoTtnuartikd
o@dApa) in the capacity estimation.

IDA provides the median demand in EDP-IM terms and also calculates the
corresponding dispersion. However, little information is available on whether
the demand estimations offered are biased due to record scaling. The primary
concern with record scaling is whether ‘weak’ records when scaled up will be
representative of ‘strong’ records. The problem also depends on the intensity
measure adopted and on the properties of the structure examined. This
chapter systematically investigates the effect of record scaling and provides a
rational approach for measuring the bias introduced when IDA analysis is

performed.
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5.2 Literature review

Past studies on the scaling practice propose limits on the scaling factors. The
early studies of Vanmarcke (1979) and Krinitzsky and Marcuson (1983),
report that in general, the scaling factor should lie between 0.5 and 2.0 or 0.25
and 4.0, respectively. In Shome et al. (1998) it is shown that small-to-
moderate scaling factors do not introduce bias in the response estimation. It
was also shown that there are structures for which scaling does not introduce
bias, e.g. moderate period buildings in sites with no directivity. In their IDA
paper, Vamvatsikos and Cornell (2002) discuss the “legitimacy” of the scaling
practice stating that the problem depends on the structure, the EDP, the IM
and the number of records. The bottom line of their discussion is that scaling
is legitimate when the choice of the IM is such that the IM values, conditional
on the EDP, are effectively independent of the magnitude and the distance
scenario. Furthermore, lervolino and Cornell (2005) suggest that, for
magnitudes between 6.4 and 7.4, there is no need for a careful site-specific
process of record selection by magnitude and distance. They also observed
that scaling arbitrarily selected records to match the strength of stronger
records does not introduce bias in the seismic demand estimations. Their
findings were based on analyses with scale factors up to 4 and ductility
demands up to 6. These conclusions were based on records divided into bins
where the mean scaling factor of every bin was equal to one. Luco and
Bazzuro (2007) observed biased responses when the mean scale factor of a
bin was larger than one. They show that scaled records chosen with a
magnitude-distance criterion can introduce bias in the median response that
increases with the degree of scaling. They show that the amount of bias
depends on the fundamental period of the structure, its strength and the
sensitivity of the structure to higher modes. Furthermore, according to Baker
(2007) when the number of records that are scaled up is approximately equal
to the number of records that are scaled down unbiased median interstory drift

ratios are obtained.
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Other researchers have proposed approaches to select records that can be
scaled without biasing the response (e.g. Watson-Lamprey and Abrahamson
2006). Baker and Cornell (2006) proposed selecting seismic records using the
epsilon ‘e’-method in order to reduce the bias. The epsilon parameter “€” is
defined as the number of standard deviations between the observed spectral
value and the median value of a ground motion prediction equation. Other
approaches for using scaled records in nonlinear response history analysis
(NRHA) are presented by Aschheim et al. (2007) and Kottke and Rathje
(2008), while lervolino et al. (2010) compared different procedures for
obtaining sets of spectral matching accelerograms. They show that artificial,
or adjusted, accelerograms may underestimate the displacement response
compared to original natural records. Grant and Diaferia (2013) investigate the
possible bias introduced when using records that have been scaled to match
the design spectrum. A review of alternative selection procedures based on
established methods for incorporating strong ground motions records within
the framework of seismic design of structures is given in Katsanos et al.
(2010). Grigoriu (2011) presented theoretical arguments and analytical results
implying that significant discrepancies from actual response may be
introduced by scaling natural earthquake records. Rathje et al. (1998) studied
the characterization of the frequency content of earthquakes with three
parameters: Ty, mean period, predominant period T, and the smoothed
spectral predominant period To. It is shown that the mean period (Ty) is
preferred.

The above studies focus on the bias introduced on the building’s
performance estimation when nonlinear response history analysis with scaled
records is performed. In this work we investigate this issue in the context of
the Incremental Dynamic Analysis (IDA) method. To assess the bias due to
record scaling in IDA, we obtain limit-state response statistics using a large
number of both natural and synthetic ground motion records. The bias is
assessed both quantitatively and qualitatively for the full range of limit-states,
thus providing useful information about scaling and its legitimacy in the
context of IDA.
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5.3 Structural models

The building models considered are single- and multi-degree-of-freedom
(SDOF and MDOF, respectively), covering a wide-range of building
configurations. The SDOF oscillators vary from very stiff to soft systems of
medium-to-long periods, while the MDOF systems are two well-known

benchmark buildings.
5.3.1 Single-degree-of freedom structures

Six SDOF oscillators, having period values of T=0.1, 0.3, 0.5, 0.7, 1.0 1.5 and
2.0 were examined. The force-displacement (F-9) relationship of the SDOFs is
multilinear following the generic capacity curve of Figure 5.1. The capacity is
fully described by five parameters: the elastic stiffness ke, the hardening
stiffness (kn=anker), the capping ductility (6. =pcdy), the post-capping stiffness
(kc=acke) and the residual strength (F=AFy) which begins at &=u.0y. These
systems are able to degrade exhibiting both cyclic and in-cycle degradation

and therefore are able to realistically capture the response of a structure.
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Figure 5.1: Force displacement curve of a quadrilinear SDOF oscillator

The SDOF systems were modeled using the “hysteretic” material model of
the material library of the OpenSees platform (McKenna and Fenves 2001).

This material allows for cyclic stiffness and strength degradation. Similar
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behavior is assumed in the positive and the negative directions. The damping
ratio was considered equal to 5% of the critical, while for both models the
assumed post-yield stiffness was ae=0.01 and the yield strength F, was taken
20% of the total weight. The remaining parameters that describe the response
curve were set equal to: a.=-0.5, u.=3, A=0.5, while the pinching factor for
strain and stress was assumed equal to 0.5 thus assuming moderate
pinching. The material parameters that define damage due to ductility and
energy absorption were set equal to zero.

If the curve in figure 5.1 stops at (dc, Fc), i.e. we have only two line
segments: the line segment from point (0,0) to the point (dy, Fy) and the line
segment from point (dy, Fy) to the point (dc, Fc), then we have the bilinear

case of the oscillator.
5.3.2 Multi-degree-of-freedom structures-Steel Mome  nt Frame Buildings

The MDOF structures considered are two steel moment-resisting frames
that have been designed for a Los Angeles site according to the 1997 NEHRP
(National Earthquake Hazard Reduction Program) provisions. The models
(figure 5.2b) are denoted as LA3 (three-storey steel moment resisting frame)
and LA9 (nine-storey steel moment resisting frame). The buildings have been
designed following contemporary design code requirements, thus adhering to
the strong-column, weak-beam design philosophy. For both structures,
centerline models are used to model the two-dimensional exterior moment-
resisting frame of each building, while the analyses were performed using the
OpenSees platform. The cross sections and the geometry of the two buildings
are shown in figure 5.2b. The fundamental periods of the frames are T1=0.93s
and T;=2.34s, respectively. Both buildings are essentially first-mode
dominated, although the LA9 building has some sensitivity to higher modes.

Geometric nonlinearities in the form of P-A effects were included in our
analyses. The effect of the internal gravity frames was explicitly considered
with a leaning column as suggested in the FEMA P-695 (2009) guidelines.
The columns are assumed elastic, while component models are positioned at
the beam-ends allowing plastic rotations to develop according to a moment-

rotation relationship.
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Figure 5.2b: Geometry and cross-sections of steel moment resisting frames:

nine-storey (LA9) building.

The moment-rotation relationship assumed, is multilinear with a response
curve that can be described with parameters similar to those of the degrading
SDOF oscillators of figure 5.1 (assuming that the curve refers to moment-

rotation instead of force-displacement quantities). The corresponding
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parameter values were set equal to a,=0.01, y.=3, a.=-0.5, A=0.5, similar to
those of the SDOFs.

5.4 Maximum scaling factor

The maximum scaling factors usually applied within an IDA can be estimated
with some simple calculations. Figure 5.3 shows the S4(T1,5%) values for the
set of ground motion records whose properties are discussed in section
‘Ground motion records’ and listed in Table 1. The records are unscaled and
the S4(T1,5%) values considered refer to the peak ground acceleration
(T,=0sec), while T; is set equal to 0.93 and 2.3sec corresponding
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Figure 5.3: Spectral acceleration values for a typical 30-record suite of ground
motions. PGA and Sa(T1,5%) values for T1=0.93 and 2.34sec are shown.

to the first mode period values of the LA3 and the LA9 building, respectively.
In the numerical analysis section we also show that the median S;(T1,5%)
collapse capacity of the LA3 frame is 1.6g and of the LA9 frame is 0.91g.
According to Figure 5.3, the mean S4(T1,5%) of the whole ground motion set
is 0.18g and 0.05g, for T;=0.93 and T,=2.3sec, respectively. This means that
the average scale factors at collapse are 1.6/0.18=9 and 0.91/0.05=18.2,
respectively. These are large and unrealistic values, thus making necessary

the discussion on the effect of scaling in IDA. Moreover, it can be seen that
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due to the natural tendency of ground motion records to have smaller
Sa(T1,5%) values as T; increases, the scaling factors necessary to collapse a
frame building are larger for more flexible structures. This observation is
contrary to the fact that due to the shape of the design spectrum, stiffer
structures are designed for a larger S,(T1,5%) demand.

5.5 Nonlinear regression

Nonlinear regression can be performed with the Loess or the Lowess (locally
weighted scatterplot smoothing) algorithms. Both algorithms are strongly
related non-parametric regression methods that combine multiple regression
models in a k-nearest-neighbor-based meta-model. “Loess” is a later
generalization of Lowess; although it is not a true initialism, it may be
understood as standing for “LOcal regression”.

Loess and Lowess thus build on “classical" methods, such as linear and
nonlinear least squares regression. They address situations in which the
classical procedures do not perform well or cannot be effectively applied
without undue labor. Loess combines much of the simplicity of linear least
squares regression with the flexibility of nonlinear regression. It does this by
fitting simple models to localized subsets of the data to build up a function that
describes the deterministic part of the variation in the data, point by point. In
fact, one of the chief attractions of this method is that the data analyst is not
required to specify a global function of any form to fit a model to the data, only
to fit segments of the data.

The trade-off for these features is increased computation. Because it is so
computationally intensive, Loess would have been practically impossible to
use in the era when least squares regression was being developed. Most
other modern methods for process modeling are similar to Loess in this
respect. These methods have been consciously designed to use our current
computational ability to the fullest possible advantage to achieve goals not

easily achieved by traditional approaches.
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A smooth curve through a set of data points obtained with this statistical
technique is called a Loess Curve , particularly when each smoothed value is
given by a weighted quadratic least squares regression over the span of
values of the y-axis scattergram criterion variable. When each smoothed
value is given by a weighted linear least squares regression over the span,
this is known as a Lowess curve ; however, some authorities treat Lowess

and Loess as synonyms.

551 Definition of a Loess model

Loess, originally proposed by Cleveland (1979) and further developed by
Cleveland and Devlin (1988), specifically denotes a method that is also known
as locally weighted polynomial regression. At each point in the data set a low-
degree polynomial is fitted to a subset of the data, with explanatory variable
values near the point whose response is being estimated. The polynomial is
fitted using weighted least squares, giving more weight to points near the
point whose response is being estimated and less weight to points further
away. The value of the regression function for the point is then obtained by
evaluating the local polynomial using the explanatory variable values for that
data point. The Loess fit is complete after regression function values have
been computed for each of the n data points. Many of the details of this
method, such as the degree of the polynomial model and the weights, are
flexible. The range of choices for each part of the method and typical defaults

are briefly discussed next.

55.2 Localized subsets of data

The subsets of data used for each weighted least squares fit in Loess are
determined by a nearest neighbors algorithm. A user-specified input to the
procedure called the "bandwidth” or "smoothing parameter" determines how
much of the data is used to fit each local polynomial. The smoothing
parameter, a, is a number between (A+1)/n and 1, with A denoting the degree
of the local polynomial. The value of ¥ is the proportion of data used in each
fit. The subset of data used in each weighted least squares fit comprises the
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na points (rounded to the next largest integer) whose explanatory variables
values are closest to the point at which the response is being estimated.
Parameter ¢¢ is called the smoothing parameter because it controls the
flexibility of the Loess regression function. Large values of « produce the
smoothest functions that wiggle the least in response to fluctuations in the
data. The smaller r¥ is, the closer the regression function will conform to the
data. Using too small a value of the smoothing parameter is not desirable,
however, since the regression function will eventually start to capture the
random error in the data. Useful values of the smoothing parameter typically

lie in the range 0.25 to 0.5 for most Loess applications.
5.5.3 Degree of local polynomials

The local polynomials fit to each subset of the data are almost always of first
or second degree; that is, either locally linear (in the straight line sense) or
locally quadratic. Using a zero degree polynomial turns Loess into a weighted
moving average. Such a simple local model might work well for some
situations, but may not always approximate the underlying function well
enough. Higher-degree polynomials would work in theory, but yield models
that are not really in the spirit of Loess. LOESS is based on the ideas that any
function can be well approximated in a small neighborhood by a low-order
polynomial and that simple models can be fit to data easily. High-degree
polynomials would tend to overfit the data in each subset and are numerically

unstable, making accurate computations difficult.
554 Weight function

As mentioned above, the weight function gives the most weight to the data
points nearest the point of estimation and the least weight to the data points
that are furthest away. The use of the weights is based on the idea that points
near each other in the explanatory variable space are more likely to be related
to each other in a simple way than points that are further apart. Following this

logic, points that are likely to follow the local model best influence the local

105



model parameter estimates the most. Points that are less likely to actually
conform to the local model have less influence on the local model parameter
estimates.

The traditional weight function used for LOESS is the tri-cube weight function,

W(X)=(1-|x*)* and in general [|x|<1].

However, any other weight function that satisfies the properties listed in
Cleveland (1979) could also be used. The weight for a specific point in any
localized subset of data is obtained by evaluating the weight function at the
distance between that point and the point of estimation, after scaling the
distance so that the maximum absolute distance over all of the points in the

subset of data is exactly one.
5.5.5 Advantages of Loess

As discussed above, the biggest advantage Loess has over many other
methods is the fact that it does not require the specification of a function to fit
a model to all of the data in the sample. Instead the analyst only has to
provide a smoothing parameter value and the degree of the local polynomial.
In addition, Loess is very flexible, making it ideal for modeling complex
processes for which no theoretical models exist. These two advantages,
combined with the simplicity of the method, make Loess one of the most
attractive of the modern regression methods for applications that fit the
general framework of least squares regression but which have a complex
deterministic structure.

Although it is less obvious than for some of the other methods related to
linear least squares regression, Loess also accrues most of the benefits
typically shared by those procedures. The most important of those is the
theory for computing uncertainties for prediction and calibration. Many other
tests and procedures used for validation of least squares models can also be

extended to Loess models.

5.5.6 Disadvantages of Loess
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Loess makes less efficient use of data than other least squares methods. It
requires fairly large, densely sampled data sets in order to produce good
models. This is because Loess relies on the local data structure when
performing the local fitting. Thus, Loess provides less complex data analysis
in exchange for greater simulation costs.

Another disadvantage of Loess is the fact that it does not produce a
regression function that is easily represented by a mathematical formula. This
can make it difficult to transfer the results of an analysis to other people. In
order to transfer the regression function to another person, they would need
the data set and software for Loess calculations. In nonlinear regression, on
the other hand, it is only necessary to write down a functional form in order to
provide estimates of the unknown parameters and the estimated uncertainty.
Depending on the application, this could be either a major or a minor
drawback to using Loess. In particular, the simple form of Loess cannot be
used for mechanistic modeling where fitted parameters specify particular
physical properties of a system.

Finally, as discussed above, Loess is a computationally intensive method.
This is not usually a problem in our current computing environment unless the
data sets being used are very large. Loess is also prone to the effects of
outliers in the data set, like other least squares methods. There is an iterative,
robust version of Loess [Cleveland (1979)] that can be used to reduce Loess'
sensitivity to outliers, but too many extreme outliers can still overcome even

the robust method.

5.6 Nonlinear regression on the cloud

Single or multiple “cloud analysis” may be adopted to estimate the conditional
demand (or capacity) (Cornell et al. 2002, Jalayer and Cornell 2009). When
cloud analysis is adopted, the records are scaled using a common scale factor
thus forming a cloud in the IM-EDP plane (figure 5.4a) or not scaled at all.
Both versions have appeared. Multiple cloud analysis refers to the case where

all records are scaled more than once with a common, increasing scale factor.
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A building capacity curve in EDP-IM terms can be obtained with the aid of
linear or nonlinear regression as we discuss below.

To evaluate the bias in the median capacity estimations of IDA analysis, we
perform cloud analysis leaving the records unscaled, i.e. assuming a scale
factor equal to one. Given the limitation of cloud analysis to provide the
conditional dispersion, we are limited to studying the bias on the median
Sa(T1,5%) capacities. Moreover, when only natural records are used, the data
tend to become scarce for large Si(T1,5%) values. This is due to the lack of
recorded ground motions capable to produce large demands (e.g. for
Omax>0.4), especially when medium to long period structures founded on
dense soil are studied. For such period ranges unscaled ground motions with
Sa(T1,5%) values above 0.5g are rare. To overcome this problem and obtain
statistically significant estimates of the median, we have augmented our
ground motion database with synthetic records.

Nonlinear regression is performed on the cloud of the EDP-IM data using
the Loess (locally weighted scatterplot smoothing) algorithm (Cleveland and
Delvin 1988). The algorithm requires specifying the span of the moving
average in order to define a window of neighbouring points that will be
included in the calculation. The sensitivity of the regression process to the
span value is shown in figure 5.4a. For comparison we also show the least
squares fit of the data. A large span of the moving average will increase the
smoothness, while a small span will decrease the smoothness and will give a
curve that is more sensitive to the data set.

The regression process and the selection of the span value is a source of
additional bias on the performance estimation process. To reduce this effect
we chose an optimum span value using the k-fold cross-validation algorithm
(Efron and Tibshirani 1993). According to this method, the cloud is randomly
partitioned to k subsamples. A single subsample is retained as the validation
cloud set and the remaining k-1 subsamples are used as the training set to
generate the Loess curve. The square of the distance between the Loess
curve produced with the training set and the curve produced by the testing set
gives the mean-squared error. This approach allows the evaluation of the

goodness-of-fit as function of the span value. Figure 5.4b shows the variation
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of the sum of squared errors against the span. The optimum span value is the

one that minimizes the sum of the errors.
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5.7 Bootstrap analysis

5.7.1 Generally

Statistics is changing. Modern computers and software make it possible to
look at data graphically and numerically in ways previously inconceivable.
They let us do more realistic, accurate, and informative analyses than can be
done with pencil and paper.

The bootstrap and other resampling methods are part of this revolution.
Resampling methods allow us to quantify uncertainty by calculating standard
errors and confidence intervals. They require fewer assumptions than
traditional methods and generally give more accurate answers (sometimes
very much more accurate).

e Fewer assumptions. For example, resampling methods do not require

thatdistributions be Normal or that sample sizes be large.

e Greater accuracy. Some bootstrap methods are more accurate in

practice than classical methods.

e Generality. Resampling methods are remarkably similar for a wide

range of statistics and do not require new formulas for every statistic.
You do not need to memorize or look up special formulas for each
procedure.

e Promote understanding. Bootstrap procedures build intuition by

providing concrete analogies to theoretical concepts.

Resampling has revolutionized the range of problems accessible to
business people, statisticians, and students. It is beginning to revolutionize
our standards of what is acceptable accuracy in high-stakes situations such

as legal cases, business decisions, and clinical trials.
5.7.2 Statistical inference

Statistical inference is based on the sampling distributions of sample statistics.
The bootstrap is first of all a way of finding the sampling distribution, at least
approximately, from just one sample. The procedure consists of the following

steps:
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Step 1: Resample. Create hundreds of new samples, called bootstrap
samples or resamples, by sampling with replacement from the original random

sample. Each resample is the same size as the original random sample.

Sampling with replacement means that after we randomly draw an
observation from the original sample, we put it back before drawing the next
observation. This is like drawing a number from a hat, then putting it back
before drawing again. As a result, any humber can be drawn once, more than
once, or not at all. If we sampled without replacement, we’d get the same set

of numbers we started with, though in a different order.

Step 2: Calculate the bootstrap distribution. Calculate the statistic for each
resample. The distribution of these resample statistics is called bootstrap

distribution.

Step 3: Use the bootstrap distribution. The bootstrap distribution gives
information about the shape, center, and spread of the sampling distribution of

the statistic.
5.7.3 Why does bootstrapping work?

It might seem that the bootstrap creates data out of nothing. This seems
suspicious. But we are not using the resampled observations as if they were
real data—the bootstrap is not a substitute for gathering more data to improve
accuracy. Instead, the bootstrap idea is to use the resample means to
estimate how the sample mean of a certain sample from this population varies

because of random sampling.

Using the data twice—once to estimate the population mean, and again to
estimate the variation in the sample mean—is perfectly legitimate. Indeed,

we’ve done this many times before: for example, when we calculated both X

and s/\/ﬁ from the same data. What is different is that:

1. We compute a standard error by using resampling rather than the

formula S/\/ﬁ, and
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2. We use the bootstrap distribution to see whether the sampling
distribution is approximately Normal, rather than just hoping that our
sample is large enough for the central limit theorem to apply.

The bootstrap idea applies to statistics other than sample means. To use

the bootstrap more generally, we appeal to another principle—one that we

have often applied without thinking about it.
5.74 The plug-in principle

To estimate a parameter, a quantity that describes the population, use the
statistic that is the corresponding quantity for the sample.

The plug-in principle suggests that we estimate a population mean p by the
sample mean X and a population standard deviation o by the sample standard

deviation s. Estimate a population median by the sample median. To estimate
the standard deviation of the sample mean for an SRS, a/\/ﬁ, plug in s to

gets/\/ﬁ . The bootstrap idea itself is a form of the plug-in principle: substitute
the distribution of the data for the population distribution, then draw samples
(resamples) to mimic the process of building a sampling distribution.

In many settings, we have no model for the population. We then
appeal to probability theory, and we also cannot afford to actually take many
samples. The bootstrap rescues us. Use the one sample we have as though it

were the population, taking many resamples from it to construct the bootstrap
distribution. Then use the bootstrap distribution in place of the sampling
distribution.

In practice, it is usually impractical to actually draw all possible
resamples. We carry out the bootstrap idea by using 1000 or so randomly
chosen resamples. We could directly estimate the sampling distribution by
choosing 1000 samples of the same size from the original population. But it is
very much faster and cheaper to let software resample from the original
sample than to select many samples from the population. If we had the ability
to perform many analyses, we would prefer to spend it on obtaining a single
larger sample rather than many smaller samples. A larger sample gives a

more precise estimate.
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In most cases, the bootstrap distribution has approximately the same
shape and spread as the sampling distribution, but it is centered at the original
statistic value rather than the parameter value. The bootstrap allows us to
calculate standard errors for statistics for which we don’t have formulas and to

check normality for statistics that theory does not easily handle.
5.7.5 Summary

1. To bootstrap a statistic (for example, the sample mean), draw hundreds
of resamples with replacement from the original sample data,
calculate the statistic for each resample, and inspect the bootstrap
distribution of the resampled statistics.

2. The bootstrap distribution approximates the sampling distribution of the
statistic. This is an example of the plug-in principle: use a quantity
based on the sample to approximate a similar quantity from the
population.

3. Bootstrap distributions usually have approximately the same shape and
spread as the sampling distribution but are centered at the statistic
(from the original data) when the sampling distribution is centered at
the parameter (of the population).

4. Use graphs and numerical summaries to determine whether the
bootstrap distribution is approximately Normal and centered at the
original statistic and to get an idea of its spread. The bootstrap
standard error is the standard deviation of the bootstrap distribution
(Efron B., Tibshirani R. (1993)).

5. The bootstrap does not replace or add to the original data. We use the
bootstrap distribution as a way to estimate the variation in a statistic

based on the original data.

For most statistics, bootstrap distributions approximate the shape, spread,
and bias of the actual sampling distribution.
Bootstrap distributions differ from the actual sampling distributions in the

location of their centers. The sampling distribution of a statistic used to
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estimate a parameter is centered at the actual value of the parameter in the
population, plus any bias. The bootstrap distribution, generated by resampling
from a single sample, is centered at the value of the statistic for the original
sample, plus any bias. The two biases are similar even though the two centers

are not.
5.7.6 Two sample problems

Two-sample problems are among the most common statistical settings. In a
two-sample problem, we wish to compare two populations, such as male and
female customers, based on separate samples from each population. The
bootstrap can also compare two populations, without the normality condition
and without the restriction to comparison of means. The most important new
idea is that bootstrap resampling must mimic the “separate samples” design

that produced the original data.

Bootstrap for comparing two populations:

Given independent simple random samples (SRSs) of sizes and from two
populations:
1. Draw a resample of size with replacement from the first sample and a
separate resample of size from the second sample. Compute a statistic that
compares the two groups, such as the difference between the two sample
means.
2. Repeat this resampling process hundreds of times.
3. Construct the bootstrap distribution of the statistic. Inspect its shape, bias,
and bootstrap standard error in the usual way.

The patterns displayed by the scatterplot smooth are not just chance. We
can use the bootstrap distribution of the smoother’'s curve to get an idea of
how much random variability there is in the curve. Each resample “statistic” is
now a curve rather than a single number. The spread of the resample curves
about the original curve shows the sampling variability of the output of the
scatterplot smoother.
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Nearly all the bootstrap curves mimic the general pattern of the original

smooth curve. This suggests that these patterns are real, not just chance.

Bootstrap distributions mimic the shape, spread, and bias of sampling
distributions. The bootstrap standard error is the standard deviation of the
bootstrap distribution. It measures how much a statistic varies under random
sampling. The bootstrap estimate of bias is the mean of the bootstrap
distribution minus the statistic for the original data. Small bias means that the
bootstrap distribution is centered at the statistic of the original sample and
suggests that the sampling distribution of the statistic is centered at the
population parameter.

The bootstrap can estimate the sampling distribution, bias, and standard error
of a wide variety of statistics, such as the trimmed mean.

To bootstrap a statistic that compares two samples, such as the difference in
sample means, we draw separate resamples from the two original samples.
The interval between the 2.5" and 97.5" percentiles of the bootstrap
distribution of a statistic is a 95% bootstrap percentile confidence interval for

the corresponding parameter.
5.7.7 Use of the bootstrap

We use the bootstrap method (Efron and Tibshirani 1993) to investigate the
significance of our numerical results. Bootstrap is a tool easy to implement that
allows calculating the bias or the confidence interval of a response statistic.
Bootstrapping is the practice of estimating the properties of a response
statistic by random sampling with replacement from the original dataset. For

example, if we have an initial population x=(xi, ..., Xn) we resample with
replacement to get m new populations x™ =(x",.., X). Sampling with
replacement means that some members of x may appear more than once in
x™. The response statistic of interest is calculated for every sample x™ to
obtain its bootstrap distribution, which contains valuable information about the

shape, the center and the spread of the sampling distribution of the response

statistic of interest.
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This procedure can be also applied in the two-dimensional space, such as
smoothed scatter plots. Both IDA and cloud analysis use smoothed scatter
plots that consist of points in the EDP-IM space. In this case, x contains the
coordinates of the data and smoothing is repeated for every bootstrap sample
x™. We then perform Loess on every bootstrap sample on the x™ bootstrap

samples. Confidence intervals can be easily calculated for both IDA and cloud

analysis. Let S (T,5%) be the median Sa(T1,5%) of every smoothed curve,

which is always conditional on the EDP (Omax). The subscript ‘(a)’ is used to
denote the sample’'s a% fractile. The (1-a)100% confidence interval is

calculated as:
(S.m50)"™ . (S.(m59)" | 5.1

In figure 5.5.a and 5.5.b the estimate of the median and the 95%
confidence intervals are shown versus the initial scattered data (figure 5.5a),
and 1000 capacity curves generated after bootstrapping the results of cloud
analysis (figure 5.5b).

In both plots, the 95% confidence interval on the median is denoted with a
dashed bold line, while the solid bold line is the corresponding median curve
obtained through bootstrap.

Figure 5.5a and 5.5b show the bootstrap confidence intervals when cloud
analysis is applied on the nine-storey steel moment frame. Figure 5.5a shows
the initial scattered data obtained through cloud analysis, while figure 5.5b
shows the 1000 bootstrap curves plotted as grey lines. For Bmax values
beyond 0.06, the original data become scarce (Figure 5.5a). However, this
occurs for large drift (or intensity) values and thus does not affect the limit-
states that are usually of interest.

5.8 Ground motion records

All IDAs were performed with a set of thirty ground motion records. The
records used and their properties are listed in Table 5.1. The table contains
records of relatively large magnitudes M,, in the range between 6.5 to 6.9,

have been recorded on dense soil and bear no marks of directivity. These are
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ground motion records that have been used in several IDA analyses in the

past, e.g. Vamvatsikos and Cornell (2005). Figure 5.6 shows the response

spectra of the ground motion set of Table 5.1.
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Figure 5.5a: Maximum interstorey drift versus 1* mode spectral acceleration
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Figure 5.6: Response spectra of the thirty IDA records. The black lines refer to
the mean (solid) and the mean plus and minus (dashed) one standard

deviation curves.

For cloud analysis, both natural and synthetic ground motions are used. In
all, 1480 natural and synthetic records were chosen to perform the NRHAs of
cloud analysis. 1015 natural ground motions were selected from the PEER
database (PEER NGA Database 2008), ensuring uniform processing, while
figure 5.7a shows their response spectra. As discussed in Figure 5.3, only few
ground motions have S,4(T:,5%) values strong enough to exceed 1g for
periods beyond 1sec. Such S;(T1,5%) intensities are not strong enough to
cause yielding or collapsing for most of our structures. To overcome this
problem we have augmented the ground motion dataset with 465 synthetic
records. The response spectra of the synthetic records are shown in figure
5.7b.

In figure 5.7a, 5.7b the response spectra of the natural ground motion
(5.7a) and the synthetic ground motion (5.7b) are shown. The black lines refer
to the mean plus and minus one standard deviation.

Published results have indicated that simulated ground motions can be
used to complement ground motion records for inelastic structural analyses
(Luco and Rezaeian 2013). In this study, we used the broadband ground

motion simulation model by Liu et al. (2006), a hybrid method that achieves
118



computational efficiency by combining deterministic inelastic simulations in the

low-frequency range (<1Hz) with stochastic frequency-domain simulations for

higher frequencies (1-10Hz).

Table 5.1. Thirty ground motion records used for IDA.

(o

No Event Station 0] Soi* [ M® | R? (km) | PGA (9)
1 | Loma Prieta, 1989 Agnews State Hospital 090 | CD | 6.9 28.2 0.159
2 | Northridge, 1994 LA, Baldwin Hills 090 | BB | 6.7 31.3 0.239
3 | Imperial Valley, 1979 | Compuertas 285 | C,D | 6.5 32.6 0.147
4 | Imperial Valley, 1979 | Plaster City 135 | C,D | 6.5 31.7 0.057
5 | Loma Prieta, 1989 Hollister Diff. Array 255 | -D | 6.9 25.8 0.279
6 | San Fernando, 1971 LA, Hollywood Stor. Lot 180 | C,D | 6.6 21.2 0.174
7 | Loma Prieta, 1989 Anderson Dam Downstrm 270 | BD | 6.9 214 0.244
8 | Loma Prieta, 1989 | Covote Lake Dam ogs | BD [ 69| 223 | 4449
Downstrm

9 | Imperial Valley, 1979 | El Centro Array #12 140 | C,D | 6.5 18.2 0.143
10 | Imperial Valley, 1979 | Cucapah 085 | C.D | 65 23.6 0.309
11 | Northridge, 1994 LA Hollywood Storage FF 360 | CD | 6.7 25.5 0.358
12 | Loma Prieta, 1989 Sunnyvale Colton Ave 270 | C,D | 6.9 28.8 0.207
13 | Loma Prieta, 1989 Anderson Dam Downstrm 360 | B,D | 6.9 214 0.24
14 | Imperial Valley, 1979 | Chihuahua 012 | CD | 65 28.7 0.27
15 | Imperial Valley, 1979 | El Centro Array #13 140 | C,D | 6.5 21.9 0.117
16 | Imperial Valley, 1979 | Westmoreland Fire Station 090 | CD | 65 15.1 0.074
17 | Loma Prieta, 1989 Hollister South & Pine 000 | —D | 6.9 28.8 0.371
18 | Loma Prieta, 1989 Sunnyvale Colton Ave 360 | C.D | 6.9 28.8 0.209
19 fgg;ersmmn Hills, Wildlife Liquefaction Array 090 Cb |67 24.4 0.180
20 | Imperial Valley, 1979 | Chihuahua 282 | CD | 65 28.7 0.254
21 | Imperial Valley, 1979 | El Centro Array #13 230 | C,D | 6.5 21.9 0.139
22 | Imperial Valley, 1979 | Westmoreland Fire Station 180 | C,D | 6.5 15.1 0.11
23 | Loma Prieta, 1989 Halls Valley 090 | CD | 6.9 31.6 0.103
24 | Loma Prieta, 1989 WAHO 000 | CD | 6.9 16.9 0.37
25 | Superstition Hills, wildiife Liquefaction Array | 360 | CD | 6.7 | 24.4 0.2
26 | Imperial Valley, 1979 | Compuertas 015 | CD | 6.5 32.6 0.186
27 | Imperial Valley, 1979 | Plaster City 045 | CD | 65 31.7 0.042
28 | Loma Prieta, 1989 Hollister Diff. Array 165 | C,D | 6.9 25.8 0.269
29 | San Fernando, 1971 LA, Hollywood Stor. 090 | CD | 6.6 21.2 0.21
30 | Loma Prieta, 1989 WAHO 090 | CD | 6.9 16.9 0.638

* Component

2 USGS, Geomatrix soil class

® Moment magnitude

* Closest distance to fault rupture
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Figure 5.7a: Response spectra for natural ground motion.
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Figure 5.7b: Response spectra for synthetic ground motion.

Although such hybrid models provided until recently the most realistic
simulation of broadband ground motions (among others Olsen and Mayhew,
2010; Graves and Pitarka, 2010), physics-based earthquake models are
nowadays enabling deterministic simulations that produce ground motion time
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histories with comparable frequency content (<10Hz) (for example Cui et al.
2013). Still, the computational time and modeling effort required for the latter
renders them less attractive for problems involving multiple realizations such
as the study presented here.

Using the Liu et al. (2006) model, we simulated a series of weak, medium
and large earthquake scenarios (M,,=5+7.5), and computed three-component
seismograms on a surface station grid at distances 2-75km from the surface
projection of the fault. More information on the source and crustal models in
these simulations can be found in Assimaki et al. 2008. Simulated ground
motions were initially computed for rock outcrop conditions, namely for
average shear wave velocity in the top 30m, Vs 3=760m/sec. To account for
realistic site response —and particularly for nonlinear effects that characterize
the response of sediments to strong earthquakes— we then deconvolved the
simulated records to 100m depth; and used the motion at depth as input in
nonlinear site response analyses for three characteristic soil profiles in
Southern California. More details on the nonlinear soil model and soil profiles
used can be found in Assimaki et al. (2008).

In this study, the synthetic records that were used as part of a combined
record set consisted of horizontal components with Magnitudes 6, 6.5, 7.5
each within a PGA range of 0.1~2.0g. 465 out of 3150 ground motions fulfilled
the PGA.

5.9 Numerical results

Figure 5.8 shows the results for the seven SDOF systems with T;=0.1s, 0.2s,
0.3s, 0.5s, 0.7s, 1.0s, 1.5s. The grey lines refer to the results of IDA, where
the median drawn with a grey solid line and the grey dashed lines denote its
95% confidence intervals. The results of cloud analysis are presented in a
similar fashion with black lines. Since many records produce excessive
ductility demands, we have set a ductility threshold at y,=10 beyond which we
consider the structure as collapsed. In IDA this situation is also handled by

setting a threshold in the EDP (Vamvatsikos and Cornell 2002). Moreover, in
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IDA the collapse capacity is that of the ultimate horizontal plateau. Therefore,
in cloud analysis we divide our data to “non-collapsed” and *“collapsed”
simulations. The curves shown in figures 5.8 correspond to the “non-
collapsed” case, while the “collapsed” simulations are also shown in figures
5.8 as black dots stacked on p,=10. In Table 5.2 we examine separately the
case of “collapsed” simulations. In figures 5.8a, 5.8b, 5.8c, 5.8d, 5.8e, 5.8f,
5.8g are shown the IDA and cloud analysis curves and their 95% confidence
intervals for SDOF oscillators.

As it can be seen in those figures median IDA and cloud analysis curves
are close for all period values and for ductility values of up to 3. More
specifically, for systems with T;=0.1s, 0.3s and 0.5s they coincide until y=2
which corresponds to the capping ductility .. Also, for systems with T;= 0.7,
1.0 and 1.5 they coincide until y=3, which, is the limit that the equal
displacement rule applies. Beyond this ductility value, differences in the R
capacities are observed. The capacity curves start to become horizontal for
ductility values near 4.5, indicating that the system has reached its maximum

R capacity.
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Figure 5.8a: Strength reduction factor versus ductility for T;=0.1sec.
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Figure 5.8f: Strength reduction factor versus ductility for T;=1.0 sec.
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Figure 5.89: Strength reduction factor versus ductility for T;=1.5 sec.

As discussed above, with the increase of the ductility demand, the

differences between the median IDA and the cloud analysis curves also
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increase. It becomes apparent that for small period values, T1=0.1s and 0.3s,
IDA underestimates the R capacities, while for medium to large periods,
T1=0.5s, 0.7s and 1.0s, IDA still underestimates the capacity but to a lesser
degree. For T; =1.5sec the difference is small and the demand is slightly
overestimated for y<6 and underestimated when y>6.

In figures 5.8 we show the 95% confidence intervals in order to provide an
estimate of the dispersion. In general, for T;>0.3 the intervals of IDA are wider
compared to those of cloud analysis. Moreover, the width of the confidence
intervals increases as the ductility demand increases and also as the period
increases. In the linear elastic range the width is practically zero but grows
quickly at ductilities beyond p=1 for IDA and p=3 for cloud analysis. If we
consider an arbitrary ductility value, e.g. y=8, comparing oscillators with T
equal to 0.1 and 1.5sec, it is seen that the width of the confidence intervals of
IDA varies considerably. This implies that the observations regarding the
median IDAs, are valid approximately, since there may be ground motions
where the demand could lie anywhere within the confidence interval.

In figures 5.10 we also show the 95% confidence intervals in order to
provide an estimate of the dispersion. According to figure 5.10, the intervals
are wider in the case of IDA and relatively narrow for cloud analysis except
when the first mode period equals 0.1sec. In general the width of confidence
intervals increases as the ductility demand increases also with the period. For
the linear elastic range the width is zero, but grows quickly after y=1. In the
figures 5.10 the median capacity curves and their 95% confidence intervals for
quadrilinear SDOF oscillators is shown. In figure 5.10d and for a quadrilinear
SDOF of T;=0.5sec there is a non-monotonicity observed in high ductility
values approximately over u=7. This is an issue of LOESS and it questions
the accuracy of the median LOESS curve. Still it is not of great interest
because over u=7 there is scarcity of data so we cannot give accurate
answers.

In figures 5.11 we also show the 95% confidence intervals in order to
provide an estimate of the dispersion. According to figure 5.11, the intervals
are wider in the case of IDA and relatively narrow for cloud analysis for the

bilinear case. In general the width of confidence intervals increases as the
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ductility demand increases also with the period. For the linear elastic range
the width is zero, but grows quickly after y=1. In the figures 5.11 below the
median capacity curves and their 95% confidence intervals for bilinear SDOF
oscillators is shown. Furthermore, figures 5.11a to 5.11h show the case of the

bilinear oscillator.
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Figure 5.9: Force versus displacement for the quadrilinear and the bilinear

case.

Comparing the two cases of quadrilinear and bilinear oscillators (Figure 5.9), it
is clear that the single-analysis results, shown as dots, are more scattered
and cover more evenly the whole range of interest in the case of bilinear
observations. Looking at the multilinear oscillators results, some dots are
shown to be concentrated on the p=10 vertical line. For these records the
demand is very close or has exceeded p=10 indicating that the system
collapses. Moreover, for large periods, e.g. for T;=1.5sec, the number of dots
shown is smaller compared to that of smaller periods. This is due to the
limited availability of records that above 1 sec have large Sa(T1,5%) values
and are strong enough to cause large ductility demand. In this case, sufficient
data are available for ductility values that not exceed 5 or 6 and therefore

beyond these values we cannot be confident for our findings.
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Figure 5.10a: Strength reduction factor versus ductility for a quadrilinear
SDOF and for T1=0.1 sec.
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Figure 5.10b: Strength reduction factor versus ductility for a quadrilinear
SDOF and for T, =0.2sec.
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quadrilinear SDOF, T,:0.3sec
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Figure 5.10c: Strength reduction factor versus ductility for a quadrilinear
SDOF and for T1=0.3sec.
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Figure 5.10d: Strength reduction factor versus ductility for a quadrilinear
SDOF and for T1=0.5sec.
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Figure 5.10f: Strength reduction factor versus ductility for a quadrilinear SDOF
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Besides, in the above figures 5.10a to 5.10f we have isolated the
quadrilinear case, and arbitrarily select a ductility value, e.g. u=8, the width of
the confidence intervals of the IDA’s varies from R=2 to 6, for the oscillators
with T1=0.1sec and 2.0 sec respectively. This means that the above
observations regarding the accuracy of the median IDA’s, are valid on
average since there may be isolated cases that the medians may differ. For
T1=0.1sec, 0.3sec and for SDOFs that follow both the quadrilinear and the
bilinear hysteretic rule the confidence intervals of the Loess generated curves
are not entirely captured in the confidence intervals of the IDA.

Table 5.2 shows the R capacities of the collapsed simulations. The first two
rows refer to the median R capacities of IDA and cloud analysis, respectively,
while the third row shows their ratio. Although the differences in the “non-
collapsed” simulations were small, indicating little bias, in the case of
“collapsed” simulations, there is a clear trend that IDA underestimates the
collapsed capacities. The only exception is the value referring to T,;=1.5s, but
as shown in figure 5.10, this case should be discarded since it has been
obtained from a rather small number of simulations. This means that IDA is
conservative in general (i.e. it overestimates EDPSs) so it can be used safely.
This means that we are consistent with similar works (Luco and Bazzuro
(2007)).

In the figures 5.12a and 5.12b below we compare the median IDA and
cloud analysis curves for the three-storey and the nine-storey steel moment
resisting frames. For the three-storey frame the median IDA and cloud
analysis curves coincide until 8nhax =0.03. Beyond this value the difference
gradually increases until 6,2x=0.12, while beyond this value we cannot make a

safe observation.
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Figure 5.12a: Median capacity curves and their 95% confidence intervals for
three-storey steel frame
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Figure 5.12b: Median capacity curves and their 95% confidence

intervals for the nine-storey steel frame.
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Table 5.2. Collapsed R-capacities of the SDOF oscillators.

T, (sec)
0.1 0.3 0.5 0.7 1.0 1.5
R'PA 1.98 2.92 3.56 4.2 4.41 5.59
RCoud 3.13 4.74 4.36 4.64 4.74 5.93
RPA/ RCloud 0.63 0.62 0.82 0.91 0.93 0.94

For the nine-storey building (figure 5.12b) both curves are identical even
though beyond 6,2=0.07 and above S;(Ti, 5%)=0.89g our data become
scarce. This is due to the limited availability of records that are strong enough
to cause large drift demand at this period and thus we cannot reach to safe
conclusions. Moreover, for the nine-storey frame the median IDAs lies within
the confidence interval of cloud analysis, while this is not the case for the
three-storey frame. Both cloud analysis and IDA produce estimates of the
capacities that are close, apart from the case of the nine-storey frame, at large
limit-states.

Comparing Figure 5.12a with the corresponding SDOF case (Figure 5.8e),
in both plots the median IDA curve of the LA3 building, after yielding, slightly
exceeds the estimate of cloud analysis. The reverse of this trend is observed
at large drifts (6max>0.12) in Figure 5.12a, but it is not present in Figure 5.8.
However, as also discussed above, safe conclusions cannot be made for such
large drifts. For the LA9 frame, again the effect of scaling is quite small
(Figure 5.12b). This trend was also observed as the period of the SDOFs is
increased (Figure 5.8)

As already shown for the SDOFs in Table 5.2, in Table 5.3 the Sa(T1,5%)
capacities of the collapsed simulations are shown. The ratio of collapsed
capacities for both frames has values close to 1 (fourth row), which indicates
that the capacity estimation at collapse is practically unbiased.

The data of Table 5.3 should be interpreted with caution, since a small
number of unscaled ground motions were able to produce collapse.

Table 5.3 Collapsed S;(T1,5%)-capacities of the MDOF buildings.

three-storey (LA3) nine-storey (LA9)
Sah 2.0 0.94
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g, coud 1.6 0.91
s, PA g, tloud 1.2 1.03

5.10 Bias estimation

Bias of S;(T1) intensity measure can be seen as the systematic under or over-
estimation of the R or S;(T1,5%), capacity. We quantify the bias assuming that
the unbiased response is that of the cloud analysis since this method leaves
the records unscaled. Thus, the bias of S5(T1) on capacity, conditional on the

EDP, is measured as the ratio:

(S.(T,.5%))
(S.(T.5%))

_(R)IDA

(R)youg

where S;(T1,5%)pa is the S5(T1,5%) capacities of IDA and S;(T1,5%)ciouq IS the

capacity obtained from cloud analysis. In order to assess the statistical

oA (5.2)

cloud

bias , or bias

significance of the bias and calculate the corresponding confidence intervals,
we perform bootstrap on the bias values of Eqg. (2). We are thus able to
monitor the bias of S4(T;) for the full range of limit-states (EDP values). The
confidence intervals of the bias add further confidence on our observation
regarding the effect of scaling within the framework of IDA.

Figures 5.13 and figures 5.14 show the confidence intervals of the bias
conditional on the EDP and allow some general observations. When the
whole confidence interval is clearly above, or below the unity line then we are
certain that the capacity is over or under-estimated. On the other hand, if the
confidence interval contains evenly the unity line we have no evidence of bias.
Moreover, the width of the confidence intervals is a measure that reveals the
sensitivity of the conditional capacity to scaling which increases in agreement
with the capacity curves of figures 5.8 and figure 5.10. Bootstrap can be also
used to calculate the bootstrap median of Eq. (2) which adds further

confidence to our results.

5.10.1 Single-Degree-of-Freedom systems
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Figures 5.13 show the confidence intervals of the conditional bias of the
SDOF oscillators. For short-period oscillators, T;= 0.1, 0.3 and 0.5 sec, the
capacities are clearly biased for the whole range of demand. More specifically,
IDA underestimates the capacities on average by 20-25%. For the early limit-
states (until y=5), the ratio is close to 0.75, while beyond this value it becomes
smaller indicating that for stiff oscillators considerable bias should be
expected at large ductilities. However, for medium period SDOFs (T;=0.7sec

and 1sec) the bias is certainly less pronounced.
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Figure 5.13a: Bootstrap 95% confidence intervals on the ratio of the median
Sa(T1,5%)-capacities given 6nax Of the IDA case over the cloud analysis case

for the quadrilinear SDOF oscillators of T;=0.1sec.
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Figure 5.13b: Bootstrap 95% confidence intervals on the ratio of the
median Sa(T1,5%)-capacities given Bnmax of the IDA case over the cloud

analysis case for the quadrilinear SDOF oscillators of T;=0.3sec.
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Figure 5.13c: Bootstrap 95% confidence intervals on the ratio of the median
Sa(T1,5%)-capacities given 6y« Of the IDA case over the cloud analysis case

for the quadrilinear SDOF oscillators of T;=0.5sec.
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T1= 0.7sec
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Figure 5.13d: Bootstrap 95% confidence intervals on the ratio of the median
Sa(T1,5%)-capacities given 6y« Of the IDA case over the cloud analysis case

for the quadrilinear SDOF oscillators of T;=0.7sec.
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Figure 5.13e: Bootstrap 95% confidence intervals on the ratio of the median
Sa(T1,5%)-capacities given 6y« Of the IDA case over the cloud analysis case

for the quadrilinear SDOF oscillators of T;=1.0sec.
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Figure 5.13f: Bootstrap 95% confidence intervals on the ratio of the median
Sa(T1,5%)-capacities given 6y« Of the IDA case over the cloud analysis case

for the quadrilinear SDOF oscillators of T;=1.5sec.

In the case of the bilinear oscillator we have respectively the below figures:
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Figure 5.14a: Bootstrap 95% confidence intervals on the ratio of the median
Sa(T1,5%)-capacities given 6y« Of the IDA case over the cloud analysis case
for the bilinear SDOF oscillators of T;=0.1sec.
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Figure 5.14b: Bootstrap 95% confidence intervals on the ratio of the median
Sa(T1,5%)-capacities given 6y« Of the IDA case over the cloud analysis case

for the bilinear SDOF oscillators of T;=0.2sec.
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Figure 5.14c: Bootstrap 95% confidence intervals on the ratio of the
median Sa(T1,5%)-capacities given Bnax Of the IDA case over the cloud

analysis case for the bilinear SDOF oscillators of T1=0.3sec.
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Figure 5.14d: Bootstrap 95% confidence intervals on the ratio of the
median Sa(T1,5%)-capacities given Bnax Of the IDA case over the cloud

analysis case for the bilinear SDOF oscillators of T1=0.5sec.
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Figure 5.14e: Bootstrap 95% confidence intervals on the ratio of the
median Sa(T1,5%)-capacities given 8Bmax of the IDA case over the cloud

analysis case for the bilinear SDOF oscillators of T1=0.7sec.
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Figure 5.14f: Bootstrap 95% confidence intervals on the ratio of the median
Sa(T1,5%)-capacities given 6y« Of the IDA case over the cloud analysis case

for the bilinear SDOF oscillators of T;=1.0 sec.
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Figure 5.149: Bootstrap 95% confidence intervals on the ratio of the median
Sa(T1,5%)-capacities given 6y« Of the IDA case over the cloud analysis case

for the bilinear SDOF oscillators of T;=1.5 sec.

For the T;=0.7sec SDOF, there is no evidence of bias, while for the T;=1.0sec
oscillator, mild bias of Sa(T1) can be identified. In the latter case, the response
is overestimated for early limit-states and underestimated for uy values beyond
3. This behavior is also observed for the T;=1.5sec oscillator, where the early

overestimation is more pronounced and can be seen for y values up to 6.

The bootstrap median for most oscillators lies approximately at the center of
the intervals, indicating that the bootstrap empirical distribution is practically

symmetric.
5.10.2 Multi-Degree-of-Freedom buildings

Figure 5.15 shows the results of the bias of S;(T:) on the conditional
Sa(T1,5%) capacities for the three-storey (LA3) in figure 5.15a and in figure
5.15b the nine-storey (LA9) steel moment resisting frames. For both frames
the bias is approximately constant for the whole range of limit-states. For the

three-storey building the demand is underestimated, approximately by 10%.
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This is a small bias and is always acceptable for engineering purposes.
Moreover, some sensitivity is observed for early limit-states, i.e. 6,,2x=0.02. On
the other hand, small overestimation of the demand is seen for the nine-storey
frame, but in this case the intervals contain the unity line, indicating that we
can consider our capacity estimations as unbiased. Again the bootstrap
median is at the center of the intervals and its value is approximately 0.9 for
three-storey frame and ranges from 1.1 to 0.98 for the nine-storey frame.
Moreover, it can be seen that the MDOF results, give close qualitatively
predictions to those of the SDOF.

The bias observed may be attributed also to duration and frequency
characteristics of the records selected. It is true that no single parameter such
as Sa(T1,5%) can adequately characterize strong motion characteristics
including frequency content, energy content and duration (Jennings 1985).
However:

1. The present work attempts to evaluate the scaling procedure as it is
usually applied. For example no special care is paid, regarding the
duration and frequency characteristics, for the selection of the record-
set to perform IDA analyses (Vamvatsikos and Cornell 2005)

2. Also a large number of earthquake records with a variety of frequency
content, energy content and duration have been included in the
analyses; thus, the effect of any single strong motion parameter may
be assumed that is relatively small.

3. Another issue of interest is the fact that increasing the requirements to
be satisfied from the earthquake records may lead to significant
decrease in the number of available earthquake records which may be

controversial to accuracy in this type of reliability analyses.
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Figure 5.15a: Bootstrap 95% confidence intervals on the ratio of the median
Sa(T1,5%)-capacities given 6« Of the IDA case over the cloud case for the
LA3 building.

The use of a record-set with relatively equal frequency content and duration
which could be achieved through the use of a suitable parameter, e.g., of the
mean period T, [Rathje et al. 1998] could be an issue of a forthcoming
research.

A methodology for the evaluation of the bias of S;(T1,5%) intensity measure
introduced due to record scaling in incremental dynamic analysis has been
presented. The results of the bias assessment show that the SDOF oscillators
underestimate the Sa capacity of IDA for first mode periods T1=0.1, 0.3 and
0.5sec, while IDA gave unbiased response estimates for SDOFs with T1=0.7,
1.0 and 1.5sec. This indicates that for small periods there is significant bias
and the IDA method underestimates the response. As the period increases,
the bias tends to become considerably smaller. In the latter case, and for early
limit-states (ductilities up to 5) there may also be some bias, but now the
response is overestimated. For the three- and nine-storey steel moment
resisting frames IDA does not bias the seismic capacity estimates. The effect
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of bias for MDOF buildings can be extracted from the plots of the SDOF
oscillators, but there will always be differences due to the complexity of the
MDOF models compared to the simplified SDOF oscillators.

The bias estimation of MDOF structures, such as the LA3 and the LA9
buildings, is an issue that deserves further study due to the inherent
complexity of the problem. Among the factors that complicate (compared to
the SDOF case) this effort are the contribution of higher-modes, the difficulty
to have a single response parameter capable to characterize the response
(EDP), the difficulty to have an appropriate IM and the complex non-linear
response due to the different plastic mechanisms and dynamic instabilities
that may affect the collapse mechanism. Therefore, we here provide a first
evaluation of the effect of record scaling within the frameworkof the IDA

method based on the study of only two MDOF structures.

1.4 ;

bias = (Sa)IDA/(Sa)cloud

----- median
—95% Conlf. Interval (+)
—95% Conlf. Interval (-)

0.02 0.04 0.06 0.08 0.1
maximum interstorey drift ratio, emax

0.6

Figure 5.15b: Bootstrap 95% confidence intervals on the ratio of the median
Sa(T1,5%)-capacities given 6.« Of the IDA case over the cloud case for the
LA9 building.
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CHAPTER 6

Structural optimization

6.1 Introduction

The term “optimum design of structures” is of unclear meaning unless
someone interprets it correctly. Therefore structural mechanics gives a clear
meaning of the terms ‘structure’ and ‘optimum design’. The baseline of
structural mechanics interprets the term “structure” as a description of the
arrangement of the elements and the materials that creates a system capable
to undertake the loads imposed by the design requirements. This procedure is
iterative and when it is implemented for the design of structure its aim is to
reach the optimum design. Structural engineering aims at the construction of
structural systems like bridges, aircrafts etc. The progress of computer
technology created more demands in structural engineering as well. In this
way the design of a structural system that satisfies the structural requirements
related to safety and economy are of great importance to be optimally
designed. The term “optimum design” is used for a design that satisfies the
serviceability requirements and also complies with criteria like the cost or the
weight of the system that has to have the less possible values.

The aim of the engineer is to optimize (minimize) one (or more) objective
function(s). This can be done by finding a combination of independent design
variables that may take real or integer values. In structural mechanics, such
optimization problems usually impose restrictions on the random variables,
which refer to the range of every parameter, which define the search space.

Moreover, the restrictions are imposed on other constraint functions, like



those imposed on stresses and strains, which determine the space of
acceptable solutions for the problem at hand.

For the calculation of an optimal design the engineers have to perform two
steps: find the mathematical formulation of the optimization problem and
implement an optimization algorithm. The first step involves the definition of
the design parameters, the relationship between these parameters,
determining the optimization function as well as defining the constraints of the
problem. The second step is to choose a suitable optimization algorithm which
will be combined with structural and optimization models. A basic premise for
the case of structural optimal design is to express in mathematical terms the
structural behavior (structural model). In the case of structural systems
behavior this refers to the response under static and dynamic loads, such as
displacements, stresses, eigenvalues, buckling loads, etc.

The fact that efficient optimization algorithms exist guaranties that the
problem of optimal design will be adequately addressed. An important
parameter for the proper use of these algorithms is the experience of the
engineer. The design procedure is an iterative process where repetition is
considered as the sequential test of candidate designs. Also, it evaluates
whether they are superior or not compared to the past ones, while satisfying
the constraints of the problem. The conventional procedure used by engineers
is the “trial and error” procedure. The use of such empirical techniques with
increased complexity and magnitude does not lead to the optimal solution of
the problems. This was the reason that led to automatic the design of
buildings by exploiting the developments in computer technology and the
advances in optimization algorithms. Nowadays, these tests can be performed

automatically and with greater speed and accuracy.

6.2 A review on optimization in engineering

New and more efficient methods have been developed recently still the history
of optimization dates hundreds of years from the era of Euclid until today.
Euclid (300B.C.) confronted with the problem of finding the shortest distance
which may be drawn from a point to a line (Russo, 2004), while Heron of

156



Alexandria (100B.C.) studied the optimization problem of light travelling
between two points by the shortest path (Russo, 2004). Cauchy (1847)
presented for the first time a minimization procedure (Steepest Descent
Method) implementing function derivatives. The development of calculus
provided the means for the development of the mathematical theory for
optimization. The pioneering works of Courant (1943) on penalty functions,
Danzig (1951) on linear programming, Karush (1993) as well as Kuhn and
Tucker (1951) on optimality conditions for constrained problems initiated the
modern era of optimization.

Optimization methods for solving nonlinear problems were introduced
mostly in the 60’s. We begin with Rosenbrock (1960) who presented the
method of orthogonal directions, Rosen (1960) suggested the gradient
projection method, Zoutendijk (1960) formed the feasible directions method. In
1961 Hooke and Jeeves developed the pattern search method, Davidon,
Fletcher and Powell (1963) stated the variable metric method. We continuou
with Fletcher and Reeves (1964) presented the Conjugate Gradient method,
Powel (1964) introduced the method of conjugate directions, Nelder and Mead
(1965) suggested their Simplex method. Finally, Box (1965) introduced his
homonymous technique, while Fiacco and McCormick (1966) formed the so
called Sequential Unconstrained Minimization technique.

In the 70’s structural optimization has been the subject of intensive
research. This fact encloses several different approaches for optimal design of
structures which has been advocated (Sheu and Prager (1968); Pope and
Schmit (1971); Spunt (1971); Galagher and Zienkiewicz (1973); Venkayya et
al. (1973); Haug and Arora (1974); Moses (1974)). The methods presented
here are of deterministic character; that is when applied to the same initial
design vector the result is always the same final design vector. The non-
existence of randomness is the reason for this. As a result, there is also the
probability of getting trapped in local minima. Mathematical programming (MP)
methods make use of local curvature information derived from linearization of
the original functions. This is done by using their derivatives, with respect to

the design variables at points obtained in the process of optimization, to
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construct an approximate model of the initial problem. On the contrary the
application of combinatorial optimization methods based on probabilistic
searching do not need gradient information and therefore avoid to perform the
computationally expensive sensitivity analysis step. Gradient based methods
present a satisfactory local rate of convergence, but they cannot assure that
the global optimum can be found, while combinatorial optimization techniques
are generally more robust and present a better global behavior than the
mathematical programming methods. They may suffer, however, from a slow
rate of convergence towards the global optimum (Mitropoulou et al. 2011).

In contrast to the deterministic optimization methods, stochastic
optimization algorithms allow for randomness to appear. In this way, it is
possible to get different final design vectors, even though the initial vector is
the same. In this category, the most known and widely applied methods are
the genetic algorithms (GA), originating from Holland (1975) and Goldberg
(1989), the simulated annealing (SA) by Kirkpatrick (1984), evolutionary
programming (EP) (Fogel et. al, 1966), and the evolutionary strategies (ES)
(Rechenberg, 1973; Schwefel, 1981).The main characteristic of these
methods is the wider exploration and exploitation of the domain, which in turn
increases both the probability of locating the global minimum and the
computational cost. Both GA and ES imitate biological evolution and combine
the concept of artificial survival of the fittest with evolutionary operators to
form a robust search mechanism. Apart from the pure deterministic or pure
stochastic procedure, hybrid schemes have been introduced as well. The
main idea behind the hybridism is to combine the advantages of both
categories of methods in order for a better result to be obtained (Papadrakakis
et. al, 1999; Lagaros et. al, 2002, Mitropoulou et al, 2011).

6.3 Formulation of an optimization problem

In an automatic seismic design algorithm, the whole design process is nested
within the framework of an optimization algorithm. The main benefit of using a
structural optimization environment is that the optimization algorithm locates

the most efficient design is serving as a “search engine” among a vast number
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of possible design solutions. To use such algorithms it is first necessary to set

up the mathematical formulation of the optimization problem.

In its simplest form the formulation of the generic Single Objective

Optimization Problem (SOP) can be written as follows:

minF (s)
g;(9=0,i=1,..] (6.1)
s:eR”,)=1,...m

)

where F(s) is the objective function to be minimized and g; are the |
deterministic constraints of the problem, s is the vector of m design variables

that take their values from a discrete set denoted as R?. The aim of sizing
optimization is to minimize the objective function, which usually is proportional
to the cost of the structure. The design variables of Eq. 6.1 are discrete since
they refer to the cross-sections of the structural members, while R? refers to
the table of commercial structural sections. Due to engineering practice
demands, the structural members (beams and columns) are divided into
groups of design variables, thus providing a trade-off between the use of more
material and the need for symmetry and uniformity due to practical

considerations.

Equality constraints rarely appear in nature and therefore are used scarcely
in real world problems. Mostly we use inequality constraints. If the objective

function is the weight of the structure, then it is given by:

(0)=p- DA, L 6.2)

where p is the material density, Ne is the number of elements of the model
and A, L; are the cross sectional area and the length of each structural

element, respectively.
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6.4 Obijective Function

A large number of designs ranging from feasible to infeasible while only one
solution is the best to describe every optimization problem. This distinction
between good and better designs necessitates a criterion which will compare
and evaluate the designs. This criterion is defined by a function that takes a
specific value for any given design and it is called objective function. This
objective function depends on the design variables (see equation (6.1)).
Equation 6.1 refers to a minimization problem. A maximizing problem of the
function F(s) can be transformed into a minimization problem of the objective
function -F(s). An objective function that is to be minimized it is often called as
the weight function.

Selecting the objective function is a very important step. It is as important
as the proper selection of the design variables. Possible objective functions
reported in the literature are: minimizing the cost, the weight optimization
problem, the energy losses problem and maximizing the profit. When these
functions are applied as a single-objective in the optimization problem they
form a single-objective design. Also, in many cases the formulation of the
optimization problem is defined with the simultaneous optimization of two or
more objective functions that form conflicting targets. As an example, of this
type of optimization problem is the case where the objective is to find an
optimum design with minimum weight and simultaneously to have minimum
stress or displacement fields in some parts of the structural system. These
type of problems are called optimization problems with multiple objective
functions (multi-objective design or Pareto optimum design).

6.5 Design variables

A fully defined design requires the correct selection of certain parameters
called design variables. A design is called infeasible when it does not fullfil the
requirements of the problem while when the requirements are fulfilled the
design is called feasible.

A feasible design is the one that is able to be implemented and not

necessarily the best. In order to tackle the mathematical problem correctly we
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ought to have selected the correct design variables. The incorrect selection of
the design variables in the worse case it will give an infeasible design. As the
‘degrees of freedom’ of the mathematical model of the structure of the
optimization problem is increased, it is desirable to select more design
variables that are necessary for the problem formulation. In such problems it
is possible to remove the additional design variables by designating to them

specific values for the next steps of the optimization procedure.

6.6 Discrete and continuous design variables

The design variables which are used in structural design optimization due to
manufacturing limitations are discrete (Makris et al. 2006) since
cross-sections have to belong to a certain predefined set provided by the
manufacturers. There are also cases where for the same problem the design
variables are mixed, continuous and discrete, e.g. in a topology-sizing
optimization problem where the design variables include nodal coordinates
(continuous) as well as beam cross-sectional sizes (discrete). With the
general formulation of Eq. (6.1), the design variables may have continuous,

discrete or integer values, or a combination of them, with the restriction:

X eX, fori=1,..n (6.3)

where X; is the set of x;, which may be continuous or discrete. When discrete
design variables are only used, then the available set of values is clearly
defined. When continuous design variables are considered, then the above

restriction is usually written as:
x"<x<xY (6.4)

where x" and x” are two vectors of length n containing the lower and upper
bounds of the design variables, respectively.

Various methods have been proposed for dealing with mixed problems,
with continuous and discrete design variables (Bremicker et al. 1990). Usually
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discrete variables are handled as equivalent continuous variables, and at the
end of the optimization process the design variables are given the appropriate
discrete values, as close as possible to the optimal continuous values (Hager
and Balling 1988). In case of a discrete problem where the design space can
be univocally arranged for all the characteristics of the cross sections, the
above method can give a good approximation of the discrete optimum
solution. Nevertheless, in realistic engineering problems this may not be the
case. Most the methods that have been proposed convert the mixed problem
to a series of continuous problems that are solved consecutively (Cai and
Thierauf 1993a; Cai and Thierauf 1993b; Fu et al. 1991).

6.7 Constraint Functions

The design of a structural system is achieved when the design parameters
take specific values. Design can be considered any arbitrarily defined
structural system, such as a circular cross section with a negative radius, or a
ring cross section with a negative wall thickness, as well as any non-
constructible building system. All engineering or code provisions are
introduced in the mathematical optimization model in the form of inequalities
and equalities which are called constraint functions. These constraint
functions in order to have meaningful contribution on the mathematical
formulation of the problem should be at least dependent on one design
variable. The constraint functions that are usually imposed on the structural
problems are stress and strain constraints, whose values are not allowed to
exceed certain limits. Sometimes the engineers impose additional constraint
functions that may be useless, which they are either dependent on others or
they remain forever in the safe area, this is due to the existence of
uncertainties on the definition of the problem or due to inexperience. The use
of additional constraint functions may result to calculations requiring additional
computational effort without any benefit especially in the case of mathematical

programming methods that they require to perform sensitivity analysis.

One inequality constraint function g;(s)<0 is considered as active at the
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point s'in the case that the equality is satisfied, i.e. g,(s)=0. Accordingly, the

above constraint function is considered as inactive for the design s” for the

case that the inequality is strictly satisfied, i.e. gj(s*)<0. The inequality

constraint function is considered that it is violated for the design s'if a positive

value that gj(s*)>0, corresponds to the value of the constraint function.

Similarly, an equality constraint function hj(s) is considered that it is violated

for the design s’ if the equality is not satisfied, i.e. h, (s*);tO.Therefore, an

equality constraint function might be active or violated. From all the
description provided related to the active or the inactive constraint functions it
is clear that any feasible design is defined by active or inactive inequality
constraint functions and active equality constraint functions.

At each step of the optimization process it is unlikely that all constraint
functions are active. The engineers are not able to determine in advance
which of these functions will become active and which of them will become
inactive at each step. For this reason, when solving optimization problems it is
necessary to use different techniques to address more effectively the
constraint functions, techniques that greatly improves the efficiency of the
optimization procedure and reduce significantly the time required for the
calculations. Especially when the problem is relatively large, i.e. the
formulation of the problem is defined with many design variables and
constraint functions, any possibility of reducing the calculations of the values
required and the derivatives of constraint functions has significant impact on
the efficiency of the performance of the optimization procedure. So it is crucial
to identify at each step of the optimization procedure the constraint functions
that are located within the safe area, i.e. they are inactive, which they do not
affect the process of finding of an improved design in order to continue the
optimization process with only the active constraint functions.

An active constraint function suggests that its presence significantly affects
the improvement of the current design. By definition, the equality constraint

functions should be fulfiled at each step of the optimization procedure;
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therefore they are considered always among the active constraint functions
(Arora, 1989; Gill and Murray, 1981). An active inequality constraint function
means that at this stage it should be fulfiled as equality or even
approximately. When a constraint function is inactive then it means that its
presence is not important at that part of the optimization procedure, since the
active constraint functions fullfil the needs of the design. This does not mean,
though, that this constraint function is redundant as in another optimization
step can be activated. Usually, in order to increase the effectiveness of the
mathematical algorithms, only the active constraint functions are taken into
account. On the other hand other optimal design methods like the fully-
stressed design method are based on exploiting the presence of active
constraint functions.

In order to identify the active constraint functions the values of the constraint
functions should be normalized first (Vanderplaats, 1984) to have a single
reference system regardless of the type of the constraint function. For
example, it is likely that the value of a displacement constraint function to take
values in the order of 0.1-2.0 cm, while the value of a stress displacement
constraint function to take values is in the order of 25,000 kPa, so readily it is
apparent that it is necessary to homogenize the sizes of the two constraint
functions. The normalization of the value constraint functions takes place in

accordance with the following relations:

g;-9

9}

for a constraint function limited with a lower bound, g'j <g, and:

g, () = <0 (6.5)

9 -9
j

g, () = <0 (6.6)

for a constraint function limited with an upper bound, g; sgj“. Thus, if the

normalized value of the constraint function is equal to +0.50 then it violates its
permissible value by 50%, while if its normalized value is equal to -0.50 then

this constraint is 50% below the allowable value. Usually among the active
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constraint functions are included those with normalized value greater than -0.1
to -0.01 (Arora, 1989). Furthermore, it is also allowed a small tolerance when
the constraint functions violate the minimum allowable value (-0.005 to 0.001)
since the process of simulation, analysis, design and construction involves

many uncertainties.

6.8 Global and local minimum

A common problem for all mathematical optimization methods is that due to
the deterministic nature of the operators used they may be directed to
identifying a local minimum, in contrast to the methods that are based on
probabilistic operators where random search procedures are implemented
and they are more likely to locate the global minimum of the problem at hand.
The definitions of the local and the global minimum in mathematical terms can

be as follows:

Local minimum. A point s*in the design space is considered as a local or a

relative minimum if the design satisfies the constraint functions and the
relationship F(s) <F(s) is valid for every feasible design point in a small region
around the point s*. If only the inequality is valid, F(s')<F(s), then the point s*

is called as a strict or a unique or a strong local minimum.

Global minimum. A point s* the design space is defined as the global or

absolute minimum for the problem at hand if this design satisfies the
) <

constraint functions and the relation F(S )_ F(S) is valid for every feasible

design point. If only the inequality is valid. F(S )<F(S ) then the point s* is

called as a strict or a unique or a strong global minimum.

If there is no constraint functions then the same definitions can be used,
but they are valid throughout the design space and they are not restricted only
in the region of feasible designs. Generally it is difficult to foretell in advance
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the existence of local or global minimum in every optimal design problem.
However, if the objective function F(s) is continuous and the region of feasible
designs is nonempty, closed and bounded, then there is a global minimum for
the objective function F(s) (Arora, 1994). The region of feasible is defined as
not empty when there are no conflicting constraint functions or when there are
not redundant constraint functions. If the optimization algorithm cannot to
identify any feasible point then it can be said that the region of feasible
designs is empty and therefore the problem should be reformulated by
removing or defining some constraint functions to be more flexible. The region
of feasible designs is defined as closed and fixed when the constraint
functions are continuous and there are not ‘strict’ inequality constraint
functions (g(s)<0). The existence of minimum designs is not cancelled if these
conditions are not satisfied, simply the minimum designs cannot be
established mathematically, but these optimum designs can be obtained

during the optimization process.

6.9 Types of structural optimization problems

There are mainly three classes of structural optimization problems: (i) sizing;

(ii) shape; and (iii) topology optimization.
6.9.1 Sizing Optimization

In sizing optimization problems the aim is mainly to minimize the weight of the
structure under certain behavioral constraints on stresses and displacements.
The design variables are most frequently chosen to be dimensions of the
cross-sectional areas of the members of the structure. Due to engineering
practice demands the members are divided into groups having the same
design variables. This grouping of elements results in a trade-off between the
use of more material and the need of symmetry and uniformity of structures
due to practical considerations. Furthermore, it has to be taken into account
that due to fabrication limitations the design variables may not be continuous

but discrete since cross-sections belong to a certain predefined set, provided
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by the manufacturers. In this dissertation we are mainly occupied with this

category of optimization problems.
6.9.2 Shape Optimization

In structural shape optimization problems the aim is to improve the
performance of the structure by modifying its boundaries and therefore its
shape. This can be numerically achieved by minimizing an objective function
subjected to certain constraints (Hinton and Sienz (1994); Ramm et al.
(1994)). The design variables are either some of the coordinates of the key
points in the boundary of the structure or some other parameters that
influence the shape of the structure. When shape optimization is considered,

the structural domain is not fixed but has a predefined topology.
6.9.3 Topology Optimization

Structural topology optimization assists the designer to define the type of
structure, which is best suited to satisfy the operating conditions for the
problem at hand. It can be seen as a procedure of optimizing the rational
arrangement of the available material in the design space and eliminating the
material that is not needed. Topology optimization is usually employed in
order to achieve an acceptable initial layout of the structure, which is then
refined with a shape optimization tool. Various methods have been proposed
for topology optimization problems, employing the following main approaches
(Hinton and Sienz 1993): (i) Ground structure approach (Pedersen 1993;
Schwefel 1981); (i) homogenization method (Bendsoe and Kikuchi 1988;
Hinton and Hassani 1995; Suzuki and Kikuchi 1993); (iii) bubble method
(Eschenauer et al. 1993); and (iv) fully stressed design technique (Van Keulen
and Hinton 1996; Xie and Steven 1993). The first three approaches behave
as normal optimization techniques. On the other hand, the fully stressed
design technique is not an optimization algorithm in the conventional sense,
as it proceeds by removing inefficient material, and therefore optimizes the

use of the remaining material in the structure, in an evolutionary process.

167



6.10 Genetic Algorithms

Evolutionary algorithms (EA) are able to handle complicated optimization
problems at the expense of more optimization cycles. Their rapid development
made feasible the solution of complex and realistic nonlinear structural
optimization problems. Evolutionary—based optimizers do not require the
calculation of gradients of the constraints, as opposed to mathematical
programming algorithms, and thus structural design code checks can be
implemented in a straightforward manner as constraints. Several recent
publications using different algorithms for the optimum seismic design of steel
structures can be found in the literature. For example, Liu et al. (2006), and
Rojas et al. (2007), presented seismic multi-criteria design approaches
considering reliability-based design methodologies using a genetic algorithm
(GA). Another popular optimization algorithm is the evolution strategies (ES)
which has been successfully used by several researchers (Lagaros et al.
2002, among others). A promising option would also be the use of the
harmony search algorithm which imitates the musician who searches for a
better state of harmony. This algorithm had been recently used to optimize
large-scale steel frames (Hasancebi et al. 2010, Lagaros and Papadrakakis
(2011)).

In this study the optimization problem is solved using a genetic algorithm.
GA is a general search and optimization methodology inspired by the process
of natural selection (Goldberg 1989) and is currently the most widely used
evolutionary algorithm. The algorithm is based on Darwin’s theory of
evolution, with the central concept being that one could start with a primordial
mess and end up with the incredibly diverse set of biological solutions seen
today. Its metaphor to engineering optimization, results to a numerical tool
that can be used for general purposes and does not need the calculation of
gradients as traditional mathematical optimizers do. Implementations of this
model typically use fixed-length character strings (binary or real valued) to
represent their genetic information, together with a population of individuals

which undergo mutation and crossover in order to guide the search process
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towards the optimum. A string, which represents a member of the genetic

population, is referred as a genotype or a chromosome.

6.10.1 The three main steps of the basic GA

Step O initialization : The first step in the implementation of any genetic
algorithm is to generate an initial population. In most cases the initial
population is generated randomly. In this study in order to perform a
comparison between various optimization techniques the initial population is
fixed and is chosen in the neighborhood of the initial design used for the
mathematical programming method. After creating an initial population, each
member of the population is evaluated by computing the representative
objective and constraint functions and comparing it with the other members of

the population.

Step 1 selection : Selection operator is applied to the current population to
create an intermediate one. In the first generation the initial population is
considered as the intermediate one, while in the next generations this

population is created by the application of the selection operator.

Step 2 generation (crossover—mutation) : In order to create the next
generation, crossover and mutation operators are applied to the intermediate
population to create the next population. Crossover is a reproduction operator,
which forms a new chromosome by combining parts of each of the two
parental chromosomes. Mutation is a reproduction operator that forms a new
chromosome by making (usually small) alterations to the values of genes in a
copy of a single parent chromosome. The process of going from the current
population to the next population constitutes one generation in the evolution
process of a genetic algorithm. If the termination criteria are satisfied the
procedure stops, otherwise, it returns to step 1.

The steps of the GA-based design algorithm we used in this dissertation
are briefly summarized as follows:
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1. Initialization : Random generation of an initial population of the vectors of
the design variables s; (j=1,.., m). The vectors are encoded as binary
strings.

2. Fitness evaluation - “Analysis steps” : perform all necessary
calculations to assess the capacity of the structure. If some problem
constraints are violated, penalize the objective function. The analysis step
and the calculation of the penalties are discussed in the paragraphs that
follow.

3. Selection, Generation and Mutation : Apply the GA operators (selection,
generation, mutation) to create the members of the next generation tj
(=1,..., m).

4. Final check : Stop if a pre-specified number of generations has been
reached, or a convergence criterion has been met, otherwise return to step
2.

6.11 Methods for handling the constraints

Although genetic algorithms were initially developed to solve unconstrained
optimization problems, during the last decade several methods have been
proposed for handling constrained optimization problems as well. The
methods based on the use of penalty functions are employed in the majority of
cases for treating constraint optimization problems with GA. In this study
methods belonging to this category have been implemented and will be briefly
described in the following section.

The methods based on the use of penalty functions are employed in the
majority of cases for treating constraint optimization problems with GA. In this
study methods belonging to this category have been implemented and will be

briefly described in the following section.

6.11.1 Method of static penalties

In the method of static penalties the objective function is modified as follows:
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M (a) i d
F’(s):{F (s),if se R 67)

F™(s)+ p-viol ™ (s),otherwise

where p is the static penalty parameter, viol is the sum of the violated
constraints and F is the objective function to be minimized, both normalized in

[0,1], while F is the feasible region of the design space.

viol(s) = Zm: h;(s) (6.8)

The SlJJr; of the violated constraints is normalized before it is used for the
calculation of the modified objective function. The main advantage of this
method is its simplicity. However, there is no guidance on how to choose the
single penalty parameter p. If it is chosen too small the search will converge to
an infeasible solution, otherwise, if it is chosen too large, a feasible solution
may be located but it would be far from the global optimum. A large penalty
parameter will force the search procedure to work away from the boundary
where the global optimum is usually located and divides the feasible region

from the infeasible one.

6.11.2 Method of dynamic penalties

The method of dynamic penalties was proposed by Joines and Houck (1994)
and applied to mathematical test functions. As opposed to the previous
method, dynamic penalties are implemented in this case. Individuals are

evaluated (at the generation g) by the following formula:
F'(s)=F"(s)+(c-g)>viol™(s)

viol(s) = Zm: h?(s) (6-9)

where ¢, a and b are constants. A reasonable choice for these parameters
was proposed as follows: ¢ =0.5-2.0, a= b= 1 or 2. For high generation
number, however, the (c-g)*component of the penalty term takes extremely
large values which make even the slightly violated designs not to be selected
in subsequent generations. Thus, the system has little chances to escape
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from local optima. In most experiments reported by Michalewicz (1991) the
best individual was found in early generations.

When a constraint is violated, a penalty p is calculated and used to
penalize the objective function. The penalty depends on the difference of the
value obtained from analysis with the acceptable threshold. Penalizing the
objective function will: (a) make the problem unconstrained, and (b) worsen
the fitness of the design and thus reduce the probability of its members to
participate in a future generation. In this work the objective function is

penalized as:
F(s) =max(p)F(s) (6.10)

where F(S) is the penalized objective function and max(p) is the maximum

value of the penalty p, obtained when one or more constraints have been
violated. The calculation of the penalty parameter p is very significant. A large
penalty will force the design procedure to work away from the region where
the global optimum is located, while a small penalty will make the algorithm
converge to an infeasible solution. Moreover, the penalty parameter adjusts
the weight of the penalty imposed on the objective function during the

optimization process. In our study the penalties are calculated as:

p:|q_qlim |/qlim (6.11)

where qim is the threshold value of the quantity on which the constraint is set,
and g is the value obtained during the “analysis” step.
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CHAPTER 7

Reliability-based optimum seismic design of structures

7.1 Introduction

This chapter discusses the use of simplified performance estimation methods
within the framework of an optimization algorithm. Such methods will allow to
make inexpensive estimates of the reliability-based constrains of the problem.
The proposed algorithm, called «GeneticStructuralOptimization_using_IDA-
SPO2IDA» (GSO_IDA-SPO2IDA), is efficient and is able to provide designs
with improved properties. The Genetic Algorithm (GA) serves as a search
engine capable of locating the most efficient building design that satisfies all
design requirements. More specifically, the resource-demanding IDA method
is replaced by the Static Pushover to Incremental Dynamic Analysis
(SPO2IDA) approach in order to provide fast estimates of the demand at
various performance levels. The design problem is examined with two
optimization formulations: the deterministic-based design optimization (DBO),
and the reliability-based design optimization (RBO). In the DBO formulation
the constraints are imposed directly on the engineering demand parameters
(EDP’s), e.g. interstorey drift, hinge rotations, stress resultants. In the RBO
case, additional constraints associated with the limit-state mean annual
frequencies (MAF's) of the EDP’s under consideration are implemented
instead. A three and nine-storey steel moment-resisting frames (SMRF) are

used to demonstrate the proposed methodology.

7.2 Literature review of approximate methods
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More specifically, Dolsek & Fajfar (2007) proposed the IN2 method, which is
a simplified procedure that combines nonlinear static analysis with the
response spectrum approach aiming to substitute the ‘exact’ |
Vamvatsikos & Cornell (2005) developed the SPO2IDA tool (Static Pushover
to Incremental Dynamic Analysis) in an effort to approximate the IDA curve
taking advantage information extracted from the static pushover backbone.
Han & Chopra (2006) proposed the MPA-based IDA method which in essence
is a variation of the Modal Pushover Analysis (MPA) method that aims to
provide inexpensive response estimations. Azarbakht and Dolsek (2007)
proposed the use of a limited number of ground motions, selected using
equivalent single-degree-of-freedom (ESDOF) systems. The ESDOFs are
used to identify a small number of records whose median IDA curve is close
to that of the full set of records. Dolsek and Fajfar (2007) proposed the IN2
method, a simplified procedure that combines nonlinear static analysis with
the response spectrum approach. In this work the SPO2IDA tool was
implemented for the evaluation of the designs generated by the genetic
algorithm. The SPO2IDA tool enables an accurate estimation of the fractile
IDA curves even close to collapse without needing any nonlinear dynamic
analysis. Latest research by Vamvatsikos et al. (2009) has shown that the
error introduced in the IDA estimation when the SPO2IDA tool is used is equal
to the accuracy achieved in the performance estimation of an IDA using ten
ground motions. Furthermore, SPO2IDA is easily attainable from the internet.
All the above methods are approximate and their results compare well to
those of IDA, while their cost and efficiency varies.

7.3 Approximate seismic performance-estimation met hods

7.3.1 The IN2 method

Simplified inelastic procedures used in seismic design and assessment
combine the nonlinear static (pushover) analysis and the response spectrum
approach. One of such procedures is the N2 method, which has been
implemented into the Eurocode 8 standard. The N2 method can be employed

also as a simple tool for the determination of the approximate summarized
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IDA (incremental dynamic analysis) curve. Such analysis is called the
incremental N2 method (IN2) (Dolsek and Fajfar 2007).

In general, an IN2 curve is intended to approximate a summarized IDA
curve and is not calculated for a single ground motion. The term
‘summarized’, when related to IN2 curves, applies only to mean or median
curves, since the proposed simplified approach is not intended for the
determination of dispersion. Therefore, default values for the dispersion
measures for randomness and uncertainty in displacement demand and
capacity have to be used. Simplified pushover-based approaches for
determination of approximate IDA curves have been explored also in
Incremental N2. IN2 method is a relatively simple nonlinear method for
determination of approximate IDA curves. IN2 method is, like the IDA
analysis, a parametric analysis method. An IDA curve is determined with
nonlinear dynamic analyses, while each point of an IN2 curve (approximate
IDA curve), which corresponds to a given seismic intensity, is predicted with
the N2 method. All limitations which apply to the N2 method apply also to IN2
method.

In order to determine an IN2 curve, first the ground motion intensity
measure and the demand measure have to be selected. The most appropriate
pair of quantities is the spectral acceleration and the top (roof) displacement,
which allow also the visualization of the procedure (Figure 7.1). Other relevant
quantities, like maximum storey drift, rotation at the column and beam end,
shear force in a structural element and in a joint, and story acceleration, can
be employed as secondary demand measures. They are related to roof
displacement and can be uniquely determined if roof displacement is known.
The secondary demand measures can be used, together with the main
demand measure, for performance assessment at different performance
levels.

Roof displacement and other relevant demand measures for a chosen
series of spectral accelerations are determined by the N2 method. This step
represents the main difference in comparison with IDA analysis because the

N2 method is used for the determination of seismic response. Therefore the
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shape of the IN2 curve depends on the inelastic spectra applied in the N2
method, which are based on the relation between strength reduction factor,
ductility and period (the R—u-T relation). If a simple R—u-T relation, based on
equal displacement rule in the medium- and long-period range, is used, the
IN2 curve is linear for structures with period higher than C T and bilinear for
structures with period lower than C T.

A more complex R—u-T relation was proposed for infill RC frames. In this
case IN2 curve is four-linear. Considering the piecewise linearity of the IN2
curve, only a few points have to be determined in order to obtain the complete
N2 curve.

Usually the inelastic spectra, used in the N2 method, represent mean
spectra and consequently the IN2 curve represents a mean curve. More
specifically, the R—u-T relation for infill frames represents an idealization of
the R—u-T relation, calculated for mean ductility given the reduction factor.
The schematic construction of the IN2 curve for a SDOF model in
acceleration-displacement (AD) format is presented in figure 7.1. The capacity
diagram (multi-linear curve) shown in figure 7.1 is characteristic for infill RC
frames and represents the idealized pushover curve of an equivalent SDOF
model. As an example, two points (P; and P;) of the IN2 curve, corresponding
to two different ground motion intensities, are schematically constructed with
the N2 method. The radial line from origin and crossing yield point represents
the elastic system with period T. Elastic seismic demand in terms of elastic
spectral acceleration (Sae,1 Or Sae2) and corresponding elastic spectral
displacement (Sqe.1 Or Sqe2 ) is determined as the intersection of this line with
the elastic spectrum for the appropriate ground motion intensity. The inelastic
displacement demand (Sq1 or Sq2) is then determined with the N2 method. It
corresponds to the point where the horizontal line, at the acceleration S,y ,
intersects the appropriate inelastic spectrum. A point of the IN2 curve (e.g. the
points P; and P,) is defined with the pairs: elastic spectral acceleration on the
Y-axis and the corresponding inelastic displacement demand on the X-axis
(figure 7.1). If inelastic displacements are determined for many levels of
elastic spectral acceleration, the complete IN2 curve can be obtained.
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Figure 7.1: Schematic construction of an IN2 curve. (Dolsek and Fajfar 2004)

7.3.2 Progressive incremental dynamic analysis

The aim of this methodology is to decrease the number of ground motion
records needed for the prediction of a median IDA curve (Azarbakht and
Dolsek (2007)). In addition to the MDOF model, which is employed in the IDA
analysis, the advantages of the simple model (e.g. the SDOF model), which is
not computationally demanding, are taken into account. Such an approach is
employed in many other approximate methods. These methods use the
response of the simple model, in combination with the pushover analysis, to
predict the seismic response of the MDOF model. However, the methodology
described employs the simple model only to predict the precedence list of
ground motion records. Single-record IDA curves are then calculated, step by
step using the MDOF model from the precedence list of ground motion
records until acceptable tolerance for the median IDA curve is reached. The

main steps of the methodology can be described as follows:

1. Select a set of ground motion records based on the earthquake

scenario. This is the same step as in an IDA analysis. The number of
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records within the given set can, if so desired, be high, since, when
using the methodology, there is no need to compute the seismic
response of the MDOF model for all records in order to obtain a good
prediction of the median IDA curve.

Create a MDOF mathematical model that can be used for the
simulation of the realistic seismic response of the structure under
investigation.

Define a simple mathematical model, e.g. a SDOF model. This model
should be a good representative of the linear and nonlinear
characteristics of the MDOF mathematical model, yet simple enough
for it to be possible to perform a large number of nonlinear time-history
analyses, without the need for very time-consuming calculations.
Compute single-record IDA curves for the simple model, for all the
ground motion records within the given set. Because of the simplicity of
the chosen simple model, this should not be a time-consuming task.
Based on the results obtained in step 4, arrange the ground motion
records within the given set in order to obtain a good precedence list.
This is an optimization problem. The objective of the optimization is to
minimize the differences between the ‘original’ and the ‘selected’
median IDA curves. The ‘original’ median IDA curve is obtained from all
the single-record IDA curves (step 4), whereas the ‘selected’ median
IDA curves are obtained only for the first s ground motion records from
the precedence list, where s is the number of ‘selected’ ground motion
records. The number of median IDA curves, based on the s ground
motion records, is thus equal to the number of ground motion records
in the set being used.

Compute a single-record IDA curve for the MDOF model, starting with
the first record from the precedence list. After computation of the
single-record IDA curves for the s" record from the precedence list
(where s is a number greater than or equal to two), compute the
‘selected’ median IDA curve and compare it with the ‘selected’ median
IDA curve obtained from the (s - 1)" records.

Repeat step 6 until the difference between the ‘selected’ median IDA



curves, determined for the s™ and (s -1)" records, is less than the
acceptable tolerance, and then stop performing the IDA analysis on the
MDOF model.

8. The ‘selected’ median IDA curve, calculated from the s single-record
IDA curves with dispersion responses based on SDOF IDAs, can be
used for further seismic performance assessment.

The described procedure can significantly reduce the number of nonlinear
time-history analyses needed to predict the median IDA curve with sufficient
accuracy. However, the efficiency of the procedure depends on the ability of
the simple model to predict the damage measure of the MDOF model, as well
as on the ability of the optimization algorithm to find the best precedence list
of ground motion records. The median IDA curve, obtained from the described
procedure by employing a limited number of ground motion records, is usually
a good approximation to the ‘original’ median IDA curve for the MDOF model,

which is calculated from all the single-record IDA curves.

The choice of the simple mathematical model is important, since the
precedence list of ground motion records is obtained from the IDA analysis on
the simple model. It is, therefore, desirable that IDA curves determined by
using the simple model do not differ significantly from the IDA curves
determined by using the MDOF model, although the problem is constrained by
the fact that analyses with the simple model should not be time consuming.
Note that the simple model cannot capture the failure mechanisms that are
present in the more realistic MDOF model. However, the ground motion
records, which can be used to predict a good median IDA curve for the simple
model, are just good representatives for the prediction of the median IDA
curve for the MDOF model.

It can also be mentioned that the procedure can be easily applied to other
problems, and not just to the problem of minimizing the number of records for
the sufficiently accurate prediction of the median IDA curve. For example, the
procedure can be applied for the selection of a certain number of records for a

purpose of an experiment as well as for a particular design purpose. For the
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latter case, many codes recommend using a certain number of records for the
prediction of the most critical actions and/or a different number of records
(usually more) for the prediction of the mean or median response. In this case,
the described approach can significantly reduce the bias in the seismic
response which is present because of the limited number of ground motion
records prescribed for nonlinear dynamic analyses (Azarbakht and Dolsek
2007).

7.3.3 MPA-based IDA

Summarized below are a series of steps used to estimate the peak inelastic
response of a symmetric-plan, multistory building about two orthogonal axes
to earthquake ground motion along an axis of symmetry using the MPA
procedure:
1. Compute the natural frequencies w, and modes ¢,, for linearly elastic
vibration of the building.

2. For the n"-mode, develop the base shear-roof displacement, Vpn -Umn,
pushover curve for force distribution according to the relation:

S, =mg,
where m is the mass matrix of the structure.

3. ldealize the pushover curve as a bilinear curve. If the pushover curve
exhibits negative postyielding stiffness, idealize the pushover curve as
elastic-perfectly-plastic.

4. Convert the idealized pushover curve to the force displacement for the
nth-“mode” inelastic SDF system:

F% -D, , by using the relations:
@:Vbn*y’ (7.1)
L, M,
u
__my 7.2
e rn¢?n ( )
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r, =g ml/gmg,. (7.3)

where M is the effective modal mass, ¢,, is the value of ¢, at the roof.

5. Compute peak deformation D, of the n"-“mode” inelastic SDF system

defined by the force deformation relation and damping ratiod,,. The

elastic vibration period of the system is :

12
T, = 27| Pw A (7.4)
sny

For a SDOF system with known T, and ¢, D, can be computed by

nonlinear response history analysis (RHA) or from the inelastic design
spectrum (Chopra, 2001).

6. Calculate peak roof displacement u_ associated with the n"-“mode”

inelastic SDF system from the relation:
u, =I.4.D, (7.5)

7. From the pushover database (Step 2), extract values of desired
responses r,: floor displacements, story drifts, plastic hinge rotations,
etc.

8. Repeat Steps 3-7 for as many modes as required for sufficient
accuracy. Typically, the first two or three ‘modes’ will suffice.

9. Determine the total response (demand) by combining the peak “modal”

responses using the SRSS rule (relation 7.6):

1/2
rz(z r,fJ (7.6)

In the MPA-based approximate procedure to determine IDA curves, the MPA
procedure is used to estimate seismic demands due to each ground motion at

each intensity level instead of nonlinear RHA. Although modal analysis theory
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is strictly not valid for inelastic systems, the fact that elastic modes are
coupled only weakly in the response of inelastic systems (Chopra and Goel
2002) permitted development of the MPA procedure. The MPA procedure
provides a computationally efficient, although approximate, alternative to non-
linear RHA.

In MPA, the effective earthquake forces (relations 7.7 and 7.8):

md+cd+fs(u,sign0j=—mi Ug (t) (7.7)

P ()= —miug(t) (7.8)

are expanded into their modal components. This spatial (height-wise)

distribution of the effective earthquake forces over the building is defined by

the vector s = mi and their time variation by ijg(t). The force distribution can

be expanded as a summation of modal inertia force distributions sp:

N
s=Y's (7.9)
=1

s, =I',mg, (7.10)

where ¢, is the nth-mode of natural vibration and T, =¢'mi /¢ mg . Thus

Pern(t) = =S, Ug (t) (7.11)

is the n™-mode component of effective earthquake forces.

In the MPA procedure, the peak response of the building to pesn(t) — or
the peak ‘modal demand r, — is determined by a non-linear static or
pushover analysis using the modal force distribution based on the relation:

s*n =m/n

at the peak roof displacement u,, associated with the n™-mode inelastic SDF
system. The peak modal demands r, are then combined by an appropriate
modal combination rule to estimate the total demand. This procedure is
directly applicable to the estimation of deformation demands (e.g. floor
displacements and storey drifts).
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The MPA procedure has been described in a convenient step-by-step form
beforehand. This approximate procedure has been shown to estimate seismic
demands to a useful degree of accuracy for the SAC 9- and 20-storey
buildings, generic frames (vertically ‘regular’ as well as vertically ‘irregular’) of
height varying from 3 to 18 stories.

Based on structural dynamics theory, the MPA procedure is
computationally attractive because it avoids non-linear RHA of the structure.
Instead, computing each modal demand r, requires one non-linear static
analysis of the structure and a non-linear RHA of a ‘modal’ SDF system; and
‘modal’ demands need to be determined only for the first few (generally 2 or 3)
‘modes’ of the structure. Because the MPA procedure leads to a unique SPO
for each mode, it bypasses the search for the ‘worst’ SPO mentioned earlier.
Furthermore, the elastic stiffness of the force—deformation curve for the modal
SDF system is uniquely defined as the modal frequency squared, thus
avoiding the complications in the simplified IDA procedure.

In applying MPA to obtain IDA curves for all fractiles, an n"-mode pushover
analysis of the structure is implemented only once. The resulting database
provides all the response information needed to estimate seismic demands
due to any ground motion scaled to any intensity level. The ‘modal’ response
is extracted from this database at the roof displacement u,, due to the
selected ground motion at the selected intensity level (Han and Chopra
(2006)).

7.4 The Static PushOver to Incremental Dynamic ana lysis (SPO2IDA)

method

According to the Incremental Dynamic Analysis (IDA) method the
mathematical model of the structure is subjected to a suite of ground motion
records incrementally scaled to different levels of seismic intensity
(Vamvatsikos et al. 2002). Recent research has shown that the scaling
practice is legitimate and introduces small bias on the prediction of the

structural response (Zacharenaki et al. 2009). The building’s capacity can be
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viewed using the curve of an EDP which characterizes the demand (e.g.
maximum interstorey drift ratio) versus an Intensity Measure (IM), e.g. the 5%-
damped, first-mode spectral acceleration S;(T1,5%), representing the seismic
intensity. A complete representation of the capacity is given through the
estimation of the 16%, 50% and 84% summarized curves. Performance limit-
states are defined on these curves by appropriate limits which are set on the
EDP values. The results of IDA can be combined with probabilistic seismic
hazard analysis in order to estimate the mean annual frequency (MAF) of a
limit-state being exceeded.

Based on the established method of using SDOF oscillators to approximate
MDOF systems, we have investigated the SPO-to-IDA connection for simple
oscillators. The SDOF systems studied were of short, moderate and long
periods with moderately pinching hysteresis and 5% viscous damping while
they featured backbones ranging from simple bilinear to complex quadrilinear
with an elastic, a hardening and a negative-stiffness segment plus a final
residual plateau that terminated with a drop to zero strength. The oscillators
were analyzed through IDA and the resulting curves were summarized into
their 16%, 50%, 84% fractile IDA curves which were in turn fitted by flexible
parametric equations (Vamvatsikos and Cornell 2005). Having compiled the
results into the SPO2IDA tool, which is available on line (Vamvatsikos 2002),
an engineer user is able to effortlessly get an accurate estimate of the
performance of virtually any oscillator without having to perform the costly
analyses almost instantaneously recreating the fractile IDAs in normalized
coordinates defined by the relation R=S4(T1,5%)/S.’(T1,5%), where

S/ (T,,5%)is the S,(T,,5%)value to cause first yield, versus ductility p.
The Static Pushover to IDA (SPO2IDA) tool (Vamvatsikos and Cornell

2006) provides an approximate estimation of the IDA curve using the
backbone of the static pushover (SPO). The SPO2IDA tool has been verified
using SDOF systems and MDOF structures and can be considered as a
powerful R-u-T relationship. More specifically, the static pushover is
approximated with a trilinear (figure 7.2a), or a quadrilinear, curve in order to
extract the parameters that describe the SPO curve (figure 7.2b). The

extracted parameters are then given as input to SPO2IDA to provide the
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fractile IDAs in normalized coordinates of strength reduction factor R versus
ductility y. The final approximate IDA curves S4(T1,5%)-6max coordinates with
the aid of simplified calculations on the available R-y data (Fragiadakis and
Vamvatsikos 2010).

In order to obtain an approximate IDA curve, first a static pushover (SPO)
with a lateral load pattern proportional to the first-mode is performed. The
SPO capacity curve is then approximated with a trilinear, or a quadrilinear,
envelope (e.g. figure 7.2b). The backbone of the SPO is described by five
parameters, shown in figure 7.2b. More specifically, the backbone initially
allows for an elastic behaviour up to Fy, then hardens with a non-negative
normalized slope until ductility u. while beyond this point a negative stiffness
segment starts having a slope -a.. These parameters are given as input to
SPO2IDA to obtain the median IDA curve and its fractiles. Since SPO2IDA
capacities are in dimensionless R-u coordinates, they have to be scaled to
another pair of IM-EDP coordinates, such as the 5%-damped, first-mode
spectral acceleration, S;(T1,5%) and the maximum interstorey drift ratio (Bmax).

The scaling from R-uy to S;(T1,5%)-6max is easily performed with simple

algebraic calculations:

S, (T,,5%) =R S [T,,5%) (7.12)

8,00t =HOMet (7.13)

roof

where B0 is the roof drift and SY*“(1,,5%) and 6% are the spectral

roof
acceleration and the roof drift at yield.

Once B0 IS known, 8.« can be extracted from the results of the SPO,
since for every load increment the correspondence between the two EDPs is
always available.

Note that bold fonts are used to denote quantities that differ in every

increment of the SPO and are available from its results. Thus the only

unknown parameters in Eq. 7.12 and 7.13 are SY®(T,,5%)and @’ . To

roof
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yield
determine Oroot , we assume that is equal to the yield roof drift of the SPO and

therefore after approximating the SPO curve is always available. S/*(T,,5%)

can be calculated if the elastic “stiffness” (or slope) of the median IDA curve
plotted with B,,f as the EDP is known. Thus the stiffness, Koof , is the median
stiffness value obtained using elastic response history analysis with a few
ground motion records, or alternatively by using standard response spectrum
analysis. Moreover, an approximate relationship for ki, IS proposed in
Fragiadakis and Vamvatsikos (2010):
_ 4r°H

S (7.14)
roof COT12 g

k

where H is the height of the building, T; is its fundamental period and Cy is
defined in ASCE-41 (2006) and is equal to the first mode participation factor.
This relationship is good for first-mode dominated structures, otherwise Cq will

be inaccurate and consequentlyk . will be inaccurate.

roof
Finally, SY*(T,,5%) will be:

gVield (7.15)

roof ~roof

S/e(T,,5%) =k

== quadrilinear
===trilinear

c ductility

Figure 7.2a: Definition of the parameters that define the backbone of the SPO

curve.
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Figure 7.2b: The SPO curve and its approximation with a trilinear model.

In summary, the process of producing an approximate IDA curve from a
single static pushover run involves the following steps. Initially perform a static
pushover analysis with a first-mode lateral load pattern and then approximate
it with a trilinear model. Next SPO2IDA will provide the IDA curves in
normalized R-uy coordinates which have to be transformed in terms of
Sa(T1,5%) versus Bmax. This requires the elastic slope of the actual IDA, Koot
when 6.t is the EDP. With the aid of Equations 7.12-7.15 we obtain the IDAs
in Sa(T1,5%)-6,00¢ cOOrdinates. The final IDA curves are obtained using the
mapping between 6., and Onax, available from the results of the static
pushover. Since SPO2IDA produces the median and the 16, 84% fractiles, a
single SPO run will provide the median and the corresponding dispersion
through the above calculations.

7.5 Mathematical formulation of the optimization p roblem

The problem formulation of Eq. 6.1 is a deterministic optimization problem,
since all constraints are deterministic, i.e. the value an EDP must not exceed

a prespecified threshold. On the other hand, a discrete reliability-based (RBO)

193



optimization problem is a problem where reliability-based constrains are also
included. In the latter case, the constraint is set on the probability that the
threshold value of the EDP will be exceeded. In earthquake engineering
problems, the limit-state mean annual frequencies (MAFs) can be used

instead of probabilities.

Thus an RBO problem is mathematically formulated as follows:

minF (s)
0,(9=0,i=1,...,1

: g (7.16)
subjectto ¢s;eR’,j=1,....m

hk (VEDP (S) < vllfirlgP (S))! k :1!"'!n

where hy are the n probabilistic constraints and v is the MAF of the kg limit-

state of the EDP, which usually is the maximum interstorey drift (Bmax)-

7.6 Outline of the “analysis” step

The steps of the GA-based design algorithm are given in detail in chapter 6 in
paragraph 6.10.

Analysis step refers to the step used to evaluate the performance of a
building design and not to a single, static or dynamic, finite element analysis.
The flowchart of the analysis step is shown in figure 7.3. According to the
flowchart, a number of design checks based on Eurocode 3 (EN 2005) and
Eurocode 8 (EN 2003) are taken into consideration. For every candidate
design, preliminary checks are performed first. These checks include
examining whether the design complies with the “strong-column-weak-beam”
philosophy. Checks whether the sections chosen are of class 1 are also
carried out in order to ensure that the members are able to develop their full
plastic moment and rotational ductility. Moreover, restrictions that ensure the
proper connection of beams and columns with respect to the geometry of their

cross-sections are performed.

The next step is to check the structure against load combinations that do
not contain seismic actions, e.g. gravity and live loads. For these
194



combinations, all EC3 checks regarding the capacity of beams and columns
must be satisfied. For example for columns against bending with the presence

of axial load, the following relationship should be satisfied:

Nsd + kyMsd
Zmianl,Rd Mpl,Rd

<1 (7.17)

where x., is the reduction factor for flexural buckling taken equal to 0.7

because moment-frame columns are rarely prone to buckling if well designed,
and ky is a correction factor to allow for the combined effect of axial load and
moment, taken equal to 1. Plastic capacities for each member section are

determined as:

Moira =Woify 7 7o (7.18)

Noira =Af, I (7.19)

where y,, and y,, are considered equal to 1.10 (ENV 1994). A number of

other checks ensuring that the design complies with all EC3 requirements for
the gravity load combination are also included. In every check where the
constraints are violated the resulting design is updated so as to obtain one

design that satisfies the check.

Subsequently, the capacity of the structure against seismic loads is assessed
by performing Static pushover or IDA. The gravity loads are present according
to the EC1 (ENV 1994) seismic load combination. The procedure followed to
obtain the capacity and the corresponding constraints depend on whether the
deterministic (DBO) or the probabilistic (RBO) formulation is implemented. For
the RBO case, the procedure and all calculations are discussed in the next
section. For the DBO case, performance criteria that refer to the local member
level, such as plastic hinge rotations or member chord rotations, can be used.

Alternatively, storey level criteria, such as on maximum interstorey drift, can
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also be adopted. Suggested values for plastic hinge rotations and maximum
interstorey drift values are given for steel moment resisting frames by FEMA-
356 (2000) and FEMA-350 (2000) respectively. Since nonlinear analysis is
performed, the P—A effects are taken into account explicitly. In the present
study, another restriction adopted is that the applied axial force on columns
should not exceed 50% of the member capacity given by Eq. 7.19, in order to

allow ductile structural behavior.

7.7 Risk-based calculations

The reliability-based formulation of Equation 7.16 requires the calculation of
the mean annual frequency (MAF) for a number of prespecified limit-states.
Usually in reliability-based optimization problems the thresholds are set on the
limit-state probabilities, i.e. the probability of the near collapse limit-state
should not be less than 90%. However, in earthquake engineering
applications it is preferable to set the constraints on the limit-state MAF. More
specifically, the reciprocal of the MAF is the return period, in years, that a
limit-state is exceeded and the MAF provides how many times in one year a

limit-state is exceeded.

In this work the EDP assumed is the maximum interstorey drift Omax, but
other EDPs, or a combination of EDPs, can be also adopted. The limit-state
MAF is denoted as v,s and is calculated using the total probability theorem
(Jalayer 2002):

v.s(edp <EDP)= | P(edp <EDP |IM =im)
0

M}dIM (7.20)
diM

Equation 7.20 is calculated numerically since the analytical integration is
not always possible. According to Dolsek and Vamvatsikos (2010) there are
two ways to calculate the MAF. The first is to calculate the probability that the
demand exceeds the capacity of the structure, called the direct or EDP-based
method, and the second is the indirect, or the IM-based, approach. The IM-

based approach refers to calculating the probability that the IM will be above
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the random IM capacity of the structure. In this work the IM-based approach
has been followed.

Here we examine the three-storey steel moment-resisting frame for the
Hazard curve and T;= 1.12 sec (figure 7.4a), and typical the median IDA
curves and its 16" and 84" fractiles obtained from the approximate procedure
(figure7.4b).

In order to calculate the conditional probabilities of Equation 7.20 using
P(IMc <IM[IM=im) (7.21)

the conditional building response statistics should be available. As response
statistics we refer to the conditional median and the 16%, 84% fractiles, which
are readily available if the IDA curves are known. In an optimum design
framework we use the IDA curves obtained with the aid of the SPO2IDA tool
and following the procedure discussed in the previous section. Typical curves
are shown in figure 7.4b.

Assuming a lognormal distribution, and if In(émax) and ,é are the logarithmic

mean and the standard deviation of émaxfor a given intensity S,(T1,5%), the

following expression can be used for the dispersion (Vamvatsikos and
Fragiadakis 2010):

A~

B=2(Ins2* -nsi®™ ) = (52" -ins ™) (7.22)

The performance objectives adopted in this study are that of ECS8, thus:
damage limitation (DL), significant damage (SD) and near collapse (NC). The
levels suggested in ECS8 refer to the recurrence of ground acceleration that
should be considered for performance-based calculations. In our study we
adopt the same levels and notation for the damage that a building sustains.
Therefore, the DL objective implies very light damage with minor local yielding
and negligible residual drifts within a period of 50 years corresponding to a
level of 50% probability of exceedance. SD and the NC objectives correspond
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to heavier damage states, as implied by their definitions. These levels
correspond to exceedance probabilities equal to 50%, 10% and 2% in 50
years; briefly denoted hereafter as 50/50, 10/50 and 2/50 for DL, SD, and an
NC limit states, respectively. The probabilistic constraints are applied on the
annual rate that the EDP is exceeded, as suggested in Eqg. 7.16. In particular,
the rates used for the 50/50, 10/50 and 2/50 levels are related to the return
period of the limit-state being exceeded as r=1/v, where v is obtained using
the Poisson formula, i.e. v.s = (-1/t)In(1-p). For example, for the DL objective
Voo = (-1/50) In(1-0.5) = 0.014 and 1. = 1/0.014 = 72 years. Therefore, the

constraints adopted in this paper will be (7.23):

Ty = 72yrs
Tgp 2 475yrs (7.23)
The 2 2475yrs

The conditional probability P (IMC <IM|IM= im) is finally calculated as:

P (IM, <IM [IM =im) =qn('”(9"m);;”(9max)J (7.24)

where 6y, is the drift limit considered for the corresponding performance
objective and ® is the cumulative probability function of the Gaussian

distribution.

At this point we consider that we can get increased accuracy using IDA and
SPO2IDA within the genetic algorithm due to the fact that small bias is
observed in IDA with intensity measure S,(T;) for the nine-storey steel

moment-resisting frame (LA9).
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7.8 Numerical results

The proposed methodology is demonstrated on a three- and a nine-storey
steel moment-resisting frames. The two frames and the decision variables
considered are shown in figures 7.5 and 7.6, respectively. Both frames are
benchmark problems, originally designed for a Los Angeles site according to
the 1997 NEHRP (National Earthquake Hazard Reduction Program)
provisions and are known in the literature as LA3 and LA9 buildings,
respectively. All sections are W-shaped, taken from tables of the American
Institute of Steel and Construction (AISC) in order to be consistent with the
original design. If full compatibility with the Eurocodes was desired instead,
European or British cross section tables could have been used. The three-
storey frame consists of four bays with span 9.15m and the height of every
storey is 3.96m. The nine-storey frame has five bays with 9.15m span, and a
basement. Apart from the first, all stories are 3.96m high, including the
basement. The height of the first storey is 5.49m.

The objective function of Eg. 6.1 and 7.16 is the total weight of the frame,

obtained as:
F(s)=rD AL (7.25)

where y is the specific weight of steel, A is the section area of the i member,
Li is the length of the i™ member and n is the total number of structural
members. The dimension m of the design variable vector s is m=5 and 13 for
the three- and the for nine-story frame, respectively. For the three-storey
frame the members are divided to five groups: three for the beams and two
groups for the columns (exterior and interior) as can be seen in Table 7.1 and
figure 7.5. Similarly, 13 groups were considered for the nine-storey frame: five
for the beams and four for the interior and the exterior columns, respectively
(table 7.2 and figure 7.6). The grouping was decided following the initial
design of each building (Foutch and Yun 2002), while, in general, this choice
lies on the experience and/or the preference of the designer.
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Figure 7.5: The three-storey steel moment resisting frame.

The effect of the internal gravity frames was explicitly considered with a
leaning column as suggested in the FEMA P-695 (2009) guidelines. The
columns are assumed elastic, while component models are positioned at the
beam ends allowing plastic rotations to develop according to the moment-
rotation relationship discussed in FEMA P-695 and assuming zero axial force.
All analyses were performed on the OpenSees platform (McKenna and
Fenves 2001). The modulus of elasticity was assumed equal to 200GPa and
the yield stress 235MPa. Geometric nonlinearities in the form of P-A effects
were included in our analyses explicitly. We also assume that sufficient lateral
bracing for beams and columns is present, allowing the cross sections to
develop their full plastic moment capacity without suffering of lateral torsional
buckling first. More details about the model used for the nine-storey frame can
be found in Fragiadakis and Vamvatsikos (2010).

Both frames are assumed to have rigid connections and fixed supports.
The permanent load is taken as G=5KN/m? and the live load is considered
equal to Q=2KN/m? The non-seismic load combination considered was
1.35G+1.50Q and the seismic combination was 1.0G+0.3Q+E, where E are
the seismic actions. The EDP adopted is the maximum interstorey drift, Omax,
and the thresholds were 0.6, 1.5, and 3% for the DL, SD and NC objectives,

respectively.
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Figure 7.6: The nine-storey steel moment resisting frame.

The genetic algorithm employed for solving the optimization problem
required 50 generations of a population size equal to 30 members. For the
selection function the rank option was used, while the crossover fraction was
0.8 and the migration function was assumed equal to 0.2. For the mutation of
the individuals the Gaussian mutation was used. The deterministic (DBO) and
the reliability-based (RBO) optimization procedures were considered for both
frame buildings. The results of the optimized structures are shown in Tables 1
and 2. For the three-storey frame the optimum designs have material volumes
equal to 3.9m*® and 4.10m? for the deterministic and the reliability-based
procedure, respectively, while for the nine-storey frame the corresponding
optimum design volumes are 25.75m?® and 27.34m?>. It is clear that for both
buildings the deterministic design procedure leads to designs with less

material volume, since the reliability-based procedure takes under
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consideration the problem uncertainties and thus requires heavier cross-

sections to satisfy these requirements.

Figure 7.7a shows the history of the optimization process for the three-
storey building. For the three-storey frame, the GA algorithm converged to the
optimum approximately after 35 generations for both the DBO and the RBO
cases. The minor differences in the optimization histories of the DBO and the
RBO formulation arise from the different constraints imposed to every design

that is generated randomly by the genetic algorithm.

Moreover, to validate the accuracy and demonstrate the efficiency of the
proposed methodology, we compare the optimization history of the proposed
algorithm to that of using in every iteration a full IDA analysis instead of the
proposed simplified procedure. In the full IDA case, a suite of ten ground
motion records have been used. The records have been selected from a bin
of relatively large magnitudes, between 6.5-6.9, and moderate distances
ranging from 18km to 32km. The comparison of the optimization histories is

shown in figure 7.7b for the three-storey steel frame.

Table 7.1 Optimal design results for the three-storey building.

DBO optimized design (volume=3.9m °)

Storey / Storey / External Storey / Internal
Beams | |

Group Group columns Group columns
1/DV1 | W33x118 | 1/DV4 | W14x120 | 1/DV5 W14x233
2/DV2 | W27x94 | 2/DV4 2/DV5
3/DV3 | W21x57 | 3/DV4 3/DV5

RBO optimized design (volume=4.1m 3)
1/DV1 | W33x118 | 1/DV4 | W14x145 | 1/DV5 W14x257
2/DV2 | W27x84 | 2/DV4 2/DV5
3/DV3 | W21x68 | 3/DV4 3/DV5
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Table 7.2 Optimal design results the nine-storey building.

DBO optimized design (volume=25.75m °)

Storey / Storey / External Storey / Internal
Group Beams Group columns Group columns
0-2/DV1 W36x182 0-3/DV6 | W14x398 | 0-3/DV10 | W14x398
3-5/DV2 W33x241 4-5/DV7 | W14x370 4-6 / DV11 | W14x370
6-7 / DV3 W27x178 6-7/DV8 | W14x132 7-8/ DV12 | W14x132
8/DV4 W21x201 8-9/DV9 | W14x132 8-9/DV13 | W14x132
9/DV5 W21x223
RBO optimized design (volume=27.34m °)

0-2/DV1 W40x183 0-3/DV6 | W14x426 |0-3/DV10 | W14x426
3-5/DV2 W36x182 4-5/DV7 | W14x426 |4-6/DV11 | W14%x426
6-7 / DV3 W33%x169 6-7/DV8 | W14x211 7-8 / DV12 | W14x257
8/DV4 W27%x217 8-9/DV9 | W14x109 8-9/DV13 | W14x109
9/DV5 W21x132

According to the figure 7.7b, for the three-storey frame, the proposed

methodology achieves satisfactory results with respect to the full IDA
procedure, resulting to optimum designs with material volumes equal to 3.9m?
and 4.2m?, respectively. Again, the small differences observed were expected
and are due to the random nature of the GA algorithm and the approximations
inherent in static pushover methods. A comparison of the median IDA curves
of the optimum designs of the standard IDA and the approximate SPO2IDA-
based procedure is shown in figure 7.8. The good agreement demonstrates
the capacity of the approximate SPO2IDA method to reproduce the results of
IDA and is in agreement with results published elsewhere (e.g. Vamvatsikos
and Cornell 2005, 2006, Fragiadakis and Vamvatsikos 2010). So, here we
present the three-storey SMRF for Generation evolution for the DBO and the

RBO formulations using simplified methods (figure 7.7a) and the comparison
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of the optimization histories using full-IDA and the proposed method (figure
7.7b).
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Figure 7.7a: number of GA generations versus volume for the DBO and the

RBO formulations.
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Figure 7.7b: number of GA generations versus volume using full-IDA and the
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In the sequel we give the median IDA curves using the full-IDA and the

approximate SPO2IDA-based case for the three storey SMRF-.
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Figure 7.8: Maximum interstorey drift ratio versus 1* mode spectral
acceleration. Three-storey SMRF: Median IDA curve using the full-IDA and
the approximate SPO2IDA-based case.

For the three-storey frame, an Intel Core 2 Duo processor required 1.5
weeks to run the deterministic problem formulation (DBO) using the
standard/full IDA procedure, while the proposed pushover-based deterministic
algorithm required 12 hours. In both cases, the analysis was terminated after
50 generation, while a population size equal to 30 was adopted. In total 1850
and 1910 pushover analyses were performed for the DBO and the RBO
problem, respectively, while the RBO problem was solved after 12.6 hours.
Since the cost of performing full IDA analysis is prohibitive for the engineering
practice, the proposed algorithm is a very good alternative as it drastically
decreased the computational time and provided close estimates of the
response using a state-of-the-art seismic performance estimation method. In
the near future, the constantly increasing computing power is expected to
make the application of such methods even more appealing.

Figure 7.9 compares the profiles of median maximum interstorey drifts for

the DBO and the RBO optimum designs of the three-storey steel frame. The
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drift distribution provides an insight to the height-wise distribution of the
damage. For both DBO and RBO designs and for every limit-state, the median
drifts are close to the deterministic threshold.

However, for the RBO case this was achieved implicitly, since the
constraints were set on the MAF and not on the drift. Figure 7.9d compares
the drift demand of the DBO and the RBO design using the ratio of 6Gnyax
demand of the two design procedures. The two design formulations
converged to building configurations with close properties and therefore the
difference in the drift demand is not significant.

Here we present the three-storey SMRF: Drift profiles for optimum design
for the damage limitation (DL) limit-state (figure 7.9a), structural damage (SD)
limit-state (figure 7.9b), and near collapse (NC) limit-state (figure 7.9c). ratio of
DBO over RBO maximum interstorey drifts for the three limit-states (figure
7.9d). The vertical dashed lines in (7.9a), (7.9b) and (7.9c) show the
deterministic drift threshold.

We present the nine-storey SMRF: Drift profiles for optimum design for the
damage limitation (DL) limit-state (figure 10a), (b) structural damage (SD)
limit-state (figure 7.10b), and (c) near collapse (NC) limit-state (figure 7.10d)
and the ratio of DBO over RBO maximum interstorey drifts for the three limit-
states (figure 7.10d). The vertical dashed lines in (7.10a), (7.10b) and (7.10c)
show the deterministic drift threshold.

In figure 7.8 we observe that the curves of the results of the maximum
interstorey drift ratio versus 1* mode spectral acceleration for the three-storey
SMRF and for the two methods:

a) median IDA curves using the full-IDA and
b) the approximate SPO2IDA-based case, are approximately similar.

In figure 7.9 we also see the distribution of the maximum interstorey drift
ratio along the height of the frame for the three limit-states of the three-storey
SMRF and for the two methods:

a) Deterministic-based optimization (DBO) and

b) Reliability- based optimization (RBO), are approximately similar.
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Figure 7.9a: Maximum interstorey drift ratio versus storey number for the
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In figure 7.10a, 7.10b, 7.10c the profiles of the drifts versus the maximum
interstorey drift ratio of the nine-storey are presented for the two methods:
a) Deterministic-based optimization (DBO) and

b) Reliability- based optimization (RBO), are approximately similar.

Therefore for larger more complicated building designs, the two procedures
are likely to converge to designs that differ. For all three performance levels
considered, the height-wise drift distribution differs, while for the DBO design
the critical stories are the third and the fourth and for the RBO building the
maximum demand is observed at the top (seventh and eighth storey).
Moreover, for both buildings, the drift thresholds are reached for every
performance level.

Finally, Table 3 shows the limit-state MAFs and in parenthesis the
corresponding return periods. Also, with bold fonts we show the cases that the
corresponding MAF thresholds have been violated. For both frames the RBO
designs satisfy the constraints of Equation 7.17, while the DBO designs
violate them for the SD and NC limit-states. Regarding the RBO buildings that
have been designed having explicit limits on the allowable MAFs, it seems
that the SD and NC limit-states are somewhat close to the thresholds, i.e. 475

and 2475 years respectively.

Table 7.3: Mean annual frequencies for the DBO and the RBO formulation.

In parenthesis the corresponding return periods T are given.

Design objective DBO RBO RBO expectations
Three-storey steel frame
DL 0.00435 (230 yrs) 0.00425 (235 yrs) -
Sb 0.00183 (547 yrs) 0.00174 (575 yrs) -
NC 0.00040 (2478 yrs) | 0.00034 (2921 yrs) o475
Nine -storey steel frame
DL 0.0295 (340 yrs) 0.00142 (702 yrs) -
Sb 0.0295 (340 yrs) 0.00142 (702 yrs) a5
NC 0.0012 (834 yrs) 0.00040 (2530 yrs) 2475
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CHAPTER 8

Conclusions and future research

8.1 Contributions of this study

This study presents an investigation on the seismic loading of structures and
on a design methodology that results on optimized designs. It begins with a
general overview of the methods applied to define the external loading for
structural design. Then proceeds until a presentation of the intensity
measures, followed by the different interpretations that are given by earth
scientists and engineers of the first mode spectral acceleration (Sa(T1,5%)).
The seismic hazard curve of spectral acceleration and the seismic records
used for design are discussed together with the three types of accelerograms:
natural, synthetic and artificial. Emphasis is given on the natural records
because they are the most representative of strong ground motions, since a
limited strong motion database makes it difficult to find natural unscaled
earthquakes at the desired intensity level near structural collapse. The
obtained results in this study revealed that the use of synthetic records is a
reliable alternative natural accelerograms in high intensities. The advantages
of the different types of intensity measures are presented as opposed to the
first-mode spectral acceleration, which is usually used as the main intensity
measure when the structure experiences seismic loading.

A methodology for the evaluation of the bias introduced due to record
scaling in incremental dynamic analysis (IDA) has been presented. We have
compared response estimations obtained using unscaled natural and

synthetic records against those of IDA. Our comparison was based on



calculating conditional bootstrap confidence intervals through a novel
approach. A variety of structures has been considered and the overall
conclusion of this study is that the bias IDA introduces with IM= Sa(T,) is
small and acceptable for engineering calculations. However, there are
structural systems, e.g. stiff oscillators at large limit-states, where IDA fails to
give unbiased response estimates. In this context, our findings are briefly
summarised as follows:
e Current ground motion databases contain only few ground motions
capable to produce large inelastic demands on structures with periods
that exceed 0.5sec. Hence the used synthetic records as well is

necessary.

e The results of the bias assessment show that the SDOF oscillators
underestimate the Sa capacity of IDA for first mode periods T,=0.1, 0.3
and 0.5sec, while IDA gave unbiased response estimates for SDOFs with

T,=0.7, 1.0 and 1.5sec. Here there were issues at high ductilities.

e For the three- and nine-storey steel moment resisting frames IDA does

not bias the seismic capacity estimates.

Furthermore, the performance-based seismic design of steel moment-
resisting frames has been investigated and a novel reliability-based
optimization (RBO) algorithm has been proposed.

e |t was shown that deterministic and reliability-based criteria can be easily
adopted within the performance-based design concept which enables the
engineer to define the mean annual frequency (MAF) of preset
performance levels as a design criterion. Within this context, a common
language can be used between engineers and stakeholders in setting
appropriate requirements for the design of a building. The proposed
algorithm uses the static-pushover-to-incremental-dynamic-analysis
(SPO2IDA) method as an approximate performance estimation tool in an

effort to speed up the probabilistic calculations.

e It was also shown that the implementation of structural design code
checks within the proposed design framework is possible and designs that
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meet seismic design code provisions can be obtained in a straightforward
manner. A genetic algorithm was implemented to solve the resulting

optimization problem.

¢ While in deterministic-based optimization (DBO), stress and displacement
constraints are considered in accordance with the design code safety
factors, in the RBO case probabilistic constraints are incorporated instead.
The obtained designs can be quite different from those obtained within a
deterministic optimization framework as shown in the case of the nine-
storey steel frame. Therefore, the proposed RBO formulation can really
ensure optimal weight, providing a truly reliability-based design procedure
applicable to real-world structures leading to safe and economic designs
which should be preferred to the deterministic-based (DBO) alternative.

8.2 Future research

e The antiseismic methods of design with irregular plan view structures has
always been an important problem for the engineers. The application of
the proposed design methodology to this type of structures could lead to

usefull conclusions.

e The design procedures which are based in non-linear methods of analysis
posess increasing computational cost. Recent advances on computational
methods for reducing the cost of the analysis and design such problems
or alternatively reliable approximate methods evaluation of inelastic
displacements, are necessary for the implementation of non-linear
methods of analysis for design problems in everyday practice. Regardless
of future developments in the field of computational engineering, the
methods presented in this thesis are very likely to become especially
popular in the coming years given the growth of computational power of

modern computers.
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e In recent years significant developments in the field of earthquake
engineering related to new, improved design procedures have emerged.
Such design procedures involve the development of computational tools
that make feasible the incorporation of nonlinear analysis methods in
order to account for extreme seismic actions. This design approach can

be easily applied in engineering practice.
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