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Abstract

Computational geometry is a branch of computer science, in particular algorithms
design, that studies problems of geometric nature. This area has gained enor-
mous attention over the years due to its various applications in computer graphics,
robotics, geographic information systems and other important fields.

The application that motivated the study of this thesis lies in the field of electronic
design automation. In order to achieve an accurate simulation of an integrated
circuit, some parasitic components of the circuit need to be modeled. An important
step of this procedure involves the calculation of the largest empty cube that can
be placed among the conductors considering a given center. This calculation must
be repeated numerous times and, therefore, an efficient algorithm is required.

This problem is closely related to fundamental problems of computational geome-
try, such as the search of the largest empty rectangle among a set of points or the
nearest neighbor problem, both of which apply in many areas, like pattern recog-
nition, data mining and material manufacturing. In this thesis, we describe these
and other related problems and outline some of their proposed solutions.

After a general overview is provided to the reader, the main subject of this thesis
is introduced. The first part focuses on Manhattan geometries, where all obstacles
as well as the requested cube are axis aligned. The data structure that is used
for their representation is called octree. The algorithm focuses on inserting the
obstacles in the proper tree nodes, such that each search query examines only
the obstacles that are located in the neighborhood of the query point. When the
nearest obstacle to the query point is identified, the largest empty cube that abuts
this obstacle is calculated.

Afterwards, this algorithm is generalized for the case of non-Manhattan geome-
tries. Now, the obstacles can be polygonal or rotated rectangular cuboids and the
requested cube is no more axis aligned. It can be rotated by an angle ¢ around
the z axis, where ¢ is the direction of one of the obstacles’ edges.

Finally, some accelerating techniques are proposed and an experimental study is
conducted in order to evaluate the performance of the algorithm. More specifically,
the algorithm is implemented in C++ and various input sets are used to assess
the time performance and the memory usage of the program during the creation
of the octree and the execution of the queries.

Keywords

computational geometry, cube, largest empty cube, 3D, Manhattan geometries,
non-Manhattan geometries, obstacles, data structures, octree






Ilepiindn
H vroloyiotnt| yewpetpla elvon €vag xAddog TN EMOTAUNG UTOAOYLOTMY, CUYXE-
AEWEVAL TOU OYEBLAOUOL ahyopliuwy, Tou UEAETAEL TEOBAAUNTA YEWUETEIXAS QUOTC.
Auth 1 meployt| €yel TPOCEAXUGEL TO EVOLUPEPOY GTO TEQUOUN TWY YEOVWY AOYW
TWV TOXIAWOY EPUEUOY®Y TNG O TN YRUPXT] UTOAOYLOTWY, TN POUTOTIXY %ot dAAOUC
Topelc.

H eqopuoyy| mou evénvevoe 0 Yehétn authAc Tng epyaoiaug apopd TNV TEQLOYY| TNG
oyedloomne NAEXTEOVIX®Y xUXALUdTLY. TTpoxewévou va emtevydel o oxe3rc mpo-
OOUOLWOT) EVOC OAOXANEWUEVOU XUXADUATOS, XUTOLEG TOPUCITIXEC CUVICTWOES TOU
mpeneL v poviehonomndoiv. Evo onuovtind Briue tng dradwactog authg Teptioud-
VEL TOV UTOAOYIGHO TOU PEYLOTOU GOELOU xUB0U UE BEDOUEVO XEVTPO TOU UTOPEL Vo
Tonovetniel avdueca oToug aywyols. Autdg o uTohoylouoS TRETEL Vo etavalngUet
TOMES POPEC %L, ETOUEVLC, EVOG ATOB0TXOSC ahydptipog elvan amapaitnToc.

Autéd to mpEoBhnua elvar 0TEVE GUVBEDEUEVO UE VEUEALDON TEOBAAUTA TNG UTOAOYL-
OTNAG YEWUETPLAG, OIS 1) avallATNoT ToU PEYIoTOoU ddetou opoywviou avdueca oe
ornuela xan To TEOBANUA Tou TANCLEGTEPOL Yeltova, Ta onola Bploxouv eqoupuoyy| oe
ToAOUC TOUElS, OTKC 1) ovary VOELoT) TROTOTWY, 1) EE6pLET BESOUEVELV XOL 1) XUTAOXEUT
LAV, XE QUTHY TNV €pyaoia, TERLYPAPOUNE auTd xat Shho GYETIXG TEOBAUTY Xt
OXLAYPUPOUUE AATOLEG AT TIC TPOTEWOUEVEG AVCELS TOUC.

N ouvéyela, TapouctdleTal To xupiwg Yépog Tng epyasiag. Apyixd, EmMXEVTE®VO-
woote oTig yewpetpieg Manhattan, émou o {ntoduevoc xUPog xou dhar To EUMOOLAL
ebvon evduypouuiopéva pe toug d&oveg. H dour| 8edouévewy mou yenotuonolettar o-
voudleton octree. O alyodprduoc otnplleton 6NV ELCAYWYT TWV EUTOdIWY GTOUC
xatdhhnhoug xouBoug Tou BévTpou, €tol woTe xdde avalhtnon va e€eTdlel uévo T
YELTOVIXS EUTOBLY TOU BOCPEVOL XEVTEOU. ‘OTay TO TANCLECTERO EUTOOLI0 EVIOTUOTEL,
unoloyileton o uéyloTog ddetog x0Bog Tou epdnteTon ot autd. ‘Eneita, o akyoprduog
yvevixeVetar yia non-Manhattan yewyetplec. Tao eundoia unopel vo etvor moAuywvixd
1) Tepto TeoupéVa optoymvia TapalAnheTineda YUew and Tov dEova z xaTd ywvia ¢,
OTIOU @ O TEOGAVATOMOUOE TNG OXUNC XATOLOL EUTOdIOL.

Téhog, mpotelvovton xdmoleg TeyVineg fehtioTonolnong xa axoloudel Lo TELUUATIXT
UEAETN Yo TNV 0&LoAOY o™ TN ElB00TE Tou ahyopiluou. Luyxexpuuéva, UVAOTOLOUUE
Tov ahybprduo oe C++ oL YeNoYomoloUuE BLdpopa GET EIGOBOU Yiol VoL aloAOYY-
GOUUE TN YPOVIXT ETUBOCT Xou TN YENOT TNE UVIUNG XATE TNV XATACKEUT TOU DEVTPOU
X0 TNV TROYUOTOToMon TV ovalnTRoEWY.

AéZeic KAsdid

umohoyio Tt YewueTpla, xUBog, uéyloTog doetog xUBog, 3D, Manhattan yewpetplec,
non-Manhattan yewyetpleg, eundodia, douéc dedopévwy, octree
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Chapter 1

Introduction

1.1 Problem Statement

Computational geometry is a branch of computer science, which emerged from the
field of algorithms design and analysis. It is devoted to the study of problems
of geometric nature and its goal is to offer efficient algorithmic solutions. Its
applications extend across numerous domains, such as computer graphics, robotics,
geographic information systems and others.

One of the fundamental problems in computational geometry concerns the com-
putation of the largest area rectangle that can fit among obstacles in the plane.
This problem applies in the fields of electronic design automation, geographic in-
formation systems, etc. and has received a lot of attention over the years. In the
case where the obstacles are two-dimensional points and the requested rectangle
axis aligned, Chazelle et al. [9] and Aggarwal et al. [6] have proposed interesting
solutions with O(nlog®n) and O(nlog®n) time performance respectively.

There are many variants of this problem that may concern the dimensions of the
space and the nature of the obstacles, which can be points, segments, polygons,
cuboids and others. Moreover, another variation concerns the orientation of the
requested rectangle, which can be axis aligned or not. Other problems include the
search of the largest empty square among obstacles or the largest empty cube in
the case of the three-dimensional space.

This thesis focuses on the study of one such variant: Imagine we have a number
of obstacles in the three-dimensional space. Given a query point, the goal is to
find the largest empty cube, whose center is the query point and which is empty,
i.e. does not contain any part of the obstacles in its interior. This thesis covers
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both the cases where the obstacles are axis aligned cuboids (chapter 3), as well as
polygonal or rotated cuboids (chapter 4).

It is obvious that there must be at least one point of contact between the largest
empty cube and an obstacle. Otherwise, the cube could be enlarged until it touched
one and, thus, it would not be the largest possible empty cube. This observation
demonstrates the equivalence of this problem to finding the nearest obstacle to a
query point. This problem, also known as the nearest neighbor problem, is also
very important in the field of computational geometry and has many applications
in the area of pattern recognition, computer vision and databases.

A simple solution to this problem could be to compute the distances between the
query point and all obstacles and identify the nearest one. This algorithm is linear
to the number of cuboids, but it is not efficient when we deal with geometries
with millions of cuboids, where the process of finding the largest empty cube must
be realized for millions of different centers. Therefore, we need a more efficient
algorithm. One of the main characteristics of this algorithm must be the restriction
of the search for the nearest obstacle only in the neighborhood of the query point.
This technique can significantly reduce the query time and achieve a much better
performance. In order to achieve that, we need a space management technique for
a convenient storage of the obstacles. The data structure that we selected is the
octree, since it offers a simple yet efficient division of the space.

1.2 Motivation

The problem that motivated the study of this thesis lies in the field of electronic
design automation. Multilayered integrated circuits present an increased density
and the electromagnetic coupling effect among conductors influences a lot the per-
formance of the circuit. Furthermore, in very large scale integrated (VLSI) circuits,
there is important coupling among interconnects. Ideally, wire only connects the
circuit elements without affecting their performance. However, a real wire has
resistance, capacitance and inductance, which introduce parasitic effects. In or-
der to achieve an accurate circuit simulation, these parasitic components must
be modeled. Among these three parameters, capacitance has received the most
attention, because of its major influence on time delay, power consumption and
others [1]. The need for fast computational methods that simultaneously achieve
great accuracy has led to advanced research in the field of VLSI circuits.

One method that can be used for modeling the parasitic capacitances, a procedure
also known as capacitance extraction, is called floating random walk (FRW) algo-
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rithm. This algorithm presents many advantages, such as good scalability, tunable
accuracy and low memory usage [2]. In order to compute the capacitances related
to each conductor, a Gaussian surface is constructed to enclose it and, based on the
Gauss theorem and other methods, the charge of the conductor is computed. This
computation involves sampling the gaussian surface and using each sample point
as starting point for a walk. Each walk may include many hops. More specifically,
the sample point serves as the center for the construction of a conductor free cube.
That cube’s surface is then sampled and another sample point is selected and used
for the construction of another empty cube, etc. The charge of the conductor is
computed as the statistical mean of the sampled values on the Gaussian surface,
which are produced by the mean of the sampled values of the first cube’s surface
etc. The hops stop when the under examination sample point belongs to a con-
ductor’s surface. If sufficient walks start from a conductor’s Gaussian surface then
the charge of the conductor is accurately computed and the coupling capacitance
between conductors is given from the statistical mean of some weight values that
are calculated during the walks [2].

Figure 1.1: Example of two random walks [2]

It is obvious that an important step of this algorithm includes the computation
of a cube that has the sample point as its center and which does not contain any
conductors. In order to achieve satisfying efficiency, this cube should be as large
as possible. Therefore, if we imagine the conductors as obstacles and the sample
point as a query point, the problem is translated into finding the largest empty
cube with a specific center, which is exactly the topic of this thesis.
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1.3 Overview

The structure of this thesis is the following:

Chapter 2. Spatial Data Structures and Related Problems

Chapter 2 consists of two main sections. The first section presents the basic
data structures for spatial representation. More specifically, we offer a description
of quadtree, octree, R-tree and Voronoi diagram, which are all widely used in
numerous applications in the field of databases, geographic information systems,
etc. The second section reviews a variety of problems that are related to the
topic of this thesis. These problems are fundamental in the area of computational
geometry.

Chapter 3. Finding the Largest Empty Cube in Manhattan Geome-
tries

This chapter introduces the main topic of this thesis. First of all, a description of
Manhattan geometry is given and the problem statement is presented in details.
The data structure that we selected to use for the spatial representation is called
octree. The first step of the algorithm is the creation of the octree by inserting the
obstacles in the tree and placing them in the proper leaf nodes. The tree changes
dynamically during the insertion and leaf nodes may obtain children and become
internal, if they correspond to a lot of obstacles. Afterward, the tree is traversed
in order to identify the nearest obstacle to a query point and then compute the
largest empty cube that can fit among the obstacles. After the reader is acquainted
with the basic steps of the algorithm, some techniques are proposed in order to
accelerate its performance. Finally, a simple example illustrates the steps of the
algorithm in practice.

Chapter 4. Finding the Largest Empty Cube in Non-Manhattan Ge-
ometries

Chapter 4 covers the cases of non-Manhattan geometries. We first present some
useful background, such as how to distinguish the visible and non-visible edges
of a polygon or how to rotate points around another point or an axis. Then, we
present the reviewed steps of the algorithm of chapter 3, which can now apply to
non-Manhattan geometries as well. The requested cube may not be axis aligned,
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but rotated by an angle ¢ around the z axis. The orientation ¢ of the cube is
one of the directions of the obstacles. This restriction may not always lead to
the largest cube of any direction. In the last section of this chapter, we present a
short analysis to demonstrate the maximum possible difference between the cube
produced by the algorithm and the actually largest cube of any direction.

Chapter 5. Practical Implementation and Experimental Results

After the theoretical analysis of the algorithm in the preceding chapters, we im-
plement it in C'++ and perform certain experiments to evaluate its performance.
First of all, we describe the environment and the input sets we used for our exper-
iments. Afterwards, we conduct the experiments and compare the execution time
for various input sets and number of queries. Moreover, we experiment with data
sets that contain obstacles of multiple directions and, finally, evaluate the impor-
tance of an algorithm parameter (the number of the obstacles that can correspond
to each leaf node) in its performance.
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Chapter 2

Spatial Data Structures and Related
Problems

2.1 Spatial Data Structures

Spatial data include roads, cities, parts of CAD systems, images etc. It is obvious
that there are many applications that require storage, retrieval and processing
of this type of data. VLSI design, geographic information systems (GIS), urban
planning, environmental monitoring, resource management are only some of the
numerous examples [16]. The need for an efficient representation and storage
of spatial data quickly led to the development of data structures that use the
properties of the data, in order to achieve efficient memory management and good
query performance.

Some of the main spatial data structures are presented in the following section.
In particular, we describe the quadtree, the octree, the R-tree and the Voronoi
diagram.

2.1.1 Quadtree and Octree

Quadrees are one of the first data structures that were used for higher-dimensional
data. They were introduced by R. Finkel and J. L. Bentley in 1974 [3]. A quadtree
is a rooted tree, where each node has either exactly four children (internal node)
or no children at all (leaf node). The root corresponds to a square or a rectangle
and each one of its children corresponds to one of its quadrants. Therefore, the
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squares or rectangles of the leaves form a subdivision of the square or rectangle of
the root.

The decomposition of space takes place recursively and the parent node may be
divided in subspaces of equal or different sizes, according to the input data. The
subdivision occurs when the capacity of each cell surpasses a predefined maximum
capacity. For example, if we have a point set as an input, we may define a limit
of one point per cell and, as a result, if there are two or more points in a cell,
it is divided in four subcells. We can also define a number for the times the
decomposition process is applied. In that case, the decomposition stops after a

number of steps, otherwise its resolution depends on the properties of the input
data [16].

In the following figure, we can see the correspondence between the spatial parti-
tioning and the nodes of a quadtree.

NE NW SW E

Figure 2.1: Example of quadtree [3]

Quadtrees can store a wide variety of data, such as points, polygons, edges and re-
gions. Thus, they are useful in various fields of applications. First of all, quadtrees
can be used in image processing and image analysis. The root of the tree rep-
resents the whole image and the subdivision of each parent node continues until
each leaf contains blocks of pixels that have the same value, either all have value
0 or value 1. Another application includes geographic information systems, where
quadtrees store the information about the geographic characteristics of an area of
interest. Quadtrees can also be used for answering range queries, as they perform
well in practice, although they are not the best solution from a theoretical point
of view. Additional examples include among others nearest neighbor search and
mesh generation for the simulation of the function of circuits designs [3].

It is obvious that this data structure offers a simple spatial representation that
is appreciated in multiple applications. Its main disadvantage is that the result-
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ing tree is not always balanced. There may be cases of point sets, for example,
where the points are unevenly distributed and the recursive subdivision produces a
quadtree that is quite unbalanced. However, its simplicity in terms of insertion and
search queries and the fact that, in many cases, extremely unequally distributed
input data are rare, renders it a satisfactory solution for many problems.

The three dimensional analog of quadtree is called octree. In this case, each
internal node has exactly eight children and the rest of the nodes do not have any
children (leaves). The three-dimensional object that corresponds to the root of
the tree is recursively subdivided into octants, suboctants etc, until a condition
for the termination of the subdivision is met.

Octrees are mainly used for the representation of 3D space and 3D objects. They
can be applied to computer graphics and color quantization. More specifically,
the color quantization algorithm of Gervautz and Purgathofer (1988) is based on a
predetermined subdivision of the RGB (red, green, blue) space into levels of octants
[18] Other examples include spatial indexing and nearest neighbor searching in
three dimensions.

2.1.2 R-Tree

R-trees were introduced by Guttman in 1984 in order to handle geometrical data,
such as points, surfaces, line segments, volumes, etc. They are an hierarchical
data structure based on B+ trees. Their main characteristic is that they group
nearby objects and use bounding rectangles for their representation. More specifi-
cally, each internal node corresponds to the minimum bounding rectangle (MBR)
that bounds its children and the leaves have pointers directly to the object of
the database. R-trees are a dynamic data structure, which implies that global
reorganization is not required for insertions or deletions [4].

One of the main advantages of R-trees is that they are balanced, i.e. all their
leaves are at the same height. In order to achieve the best performance, R-trees
have a predefined maximum limit M and a minimum limit m on the number of
entries of each node.

Searching in R-trees is simple. We begin from the root node and each time we
examine only the children of the current node, whose MBR overlaps with the given
query object (rectangle, box, etc). In that way, some subtrees are never examined.
In order to achieve a good searching performance, it is important to ensure that
there is not much overlap between MBRs and that they cover the least possible
empty space. If the opposite happens, then, during the searching, only a few
subtrees are pruned and the rest of them need to be examined. Therefore, the
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Figure 2.2: Example of data MBRs and their MBRs [4]

Figure 2.3: The corresponding R-tree [4]

performance is not satisfying and that is one of the main disadvantages of this
data structure.

Insertions in R-trees start by examining the root node and then traversing the
tree, searching for the appropriate leaf that can host the new entry. When the leaf
is found, the new entry is inserted and all internal nodes that belong to the path
from the leaf to the root are updated accordingly. In case that the leaf is already
full, it is split into two new nodes and its entries are distributed in these nodes.
The split procedure must be realized carefully in order to avoid "bad splits" (see
figure below). Guttman proposed several algorithms for the insertion in R-trees.
For example, linear split algorithm selects two rectangles of the node that are far
away from each other and then assigns the rest of them to the node that requires
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the least enlargement.
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Figure 2.4: An example of a bad split (left) and a good split (right) [5]

In the following years, different variants of R-trees were introduced: R*-tree, R*-
tree, Hilbert R-tree, X-tree, etc. R-trees have been used for the organization of
multi-dimensional data in a wide range of applications. Besides VLSI design, which
was their initial application, R-trees also contribute to geographic information sys-
tems for the representation of cities, buildings, etc. Many kinds of databases, such
as image, music or video databases, rely on R-trees for the storage and retrieval
of data. Finally, R-trees have proven to be very efficient for manipulating moving
points and trajectories [4].

2.1.3 Voronoi Diagram

Let’s assume we have n sites, which can be points, line segments, etc, and we assign
every point to its closest site, with closeness being defined by a metric distance,
e.g. Euclidean distance. In that way, we create a subdivision, which is called
Voronoi diagram. A schematic example is given at the following figure: We have n
points (sites) and the Voronoi diagram that results from the use of the Euclidean
distance is shown in the following figure.

A simple algorithm can compute the Voronoi diagram of n sites in O(n2logn)
time. At first, it computes the bisector of each pair of points (sites), i.e. the
perpendicular bisector of the line segment that connects the two points. In that
way, the space is divided into half planes. If we take the intersection of all the half-
planes that resulted from the bisector of a site s and any other point and contain
the site s, we find the Voronoi cell that corresponds to that site. We can compute

each Voronoi cell in O(nlogn) time (see also [3|) and, thus, the total complexity is
O(n?logn).
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Figure 2.5: Voronoi Diagram |[3]

Of course, there are faster algorithms, such as Fortune’s algorithm, which has
O(nlogn) complexity. Fortune’s algorithm is optimal for the problem, since the
problem of sorting n numbers is reducible to the computation of the Voronoi
diagram. Thus, a Q(nlogn) limit is imposed. The main idea of the algorithm
involves a horizontal line, which starts from the top of the plane and is swept
towards the bottom. During sweeping, the algorithm maintains the information
concerning the part of the Voronoi diagram above the sweep line that cannot be
influenced by sites below the sweeping line. The reader can also see [3] Chapter 7
for a detailed presentation of the algorithm.

There are multiple variations of Voronoi diagrams. One of them computes the
division of the space, where all points of each cell have the same site that is farther
than any other. In another example, higher-order Voronoi diagrams have n-th
order cells which contain points that have the same n nearest neighbor. Moreover,
Voronoi diagram can be generalized for higher-dimensions. The definition remains
the same: Each site has a corresponding cell, which contains the points that are
closer to that site than any other. However, the complexity of its computation can
be as high as O(nW 21) for d dimensions and its construction can be complicated
because of degeneracies and numerical inaccuracies [19].

One of the initial problems for which Voronoi diagram was used is the following:
Imagine the map of a city which depicts the n post offices of the area as n points.
If we assume that the cost and the quality of the service of each post office are the
same and that people reasonably select the post office that is the nearest to their
house, Voronoi diagram offers a subdivision of the city, such that all people in the
same region would select the same post office to post their letters. Similar questions
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arise when we need to estimate the number of clients a new shop would attract,
if the sites represent the competitor shops of the city, and in social geography,
when we want to study the economic activities in a country, e.g. what is the
trading area of certain cities [3]. Of course, Voronoi diagrams are not only used in
geography. They are applicable in robotics, machine learning, geometry and many
other fields.

2.2 Related Problems

There are many problems of computational geometry that deal with questions
closely related to the topic of this thesis. Of course, they are not only useful
in mathematics, but arise in many real-world situations, too. In the following
sections, we present some of these problems. We give a short description of the
problem, present some techniques and methods that are used for its solution, which
often involve some of the data structures we analyzed above, and, finally, mention
some of its applications.

2.2.1 Largest Empty Rectangle Among Points
Description of the Problem

Given a rectangle containing n points, we want to find the largest - area subrectan-
gle with sides parallel to those of the original rectangle that can be placed among
the n points.

Solution

This problem has received a lot of attention in computational geometry and there
are various proposed solutions. We will present the general idea of the solution of
Chazelle et al. [9], which achieves O(nlog®n) time and O(nlogn) space.

First of all, we notice that the largest area subrectangle must have all its sides
restricted by either at least one of the n points or the bounding rectangle. In the
opposite case, the edge that does not contain at least one point or part of a bound-
ing rectangle’s edge can be shifted such that the subrectangle is enlarged.

This algorithm is based on a divide and conquer technique. The n points are
sorted by their z-coordinate and then they are divided into two halves by -
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Figure 2.6: Example of the largest empty rectangle problem [20]

coordinate. The algorithm solves the problem recursively for each set of points:
St = {p1,...,Pn/2} and Sy = {Pin/2j41,---,0n}. The bounding rectangles for
each recursive call are adjusted as follows: Each call that corresponds to the first
set (smaller x values) has x|,/| as the right edge of the bounding rectangle, while
each call that corresponds to the second set has x|,/24+1 as the left edge of the
bounding rectangle. These calls determine the largest empty rectangle with all
four supporting points or edges in one half or the other.

We now need to examine the remaining cases: The rectangles that have three
supporting points or edges in one half and one point in the other and the rectangles
that have two supporting points or edges in each half. We then compare the largest
empty rectangle of each category and we find the largest empty rectangle among
the n points. Chazelle et al. proved in [9] that the largest rectangle with three
supporting points or edges in one half and one in the other can be computed in
O(n), while the largest rectangle with two supports in each half needs O(nlog®n)
time.

The recursive solution gives [9]:
T(n) <2T(n/2)+ C(n) + D(n)

where C(n) = O(n) is the required time for rectangles with three supports in
one half and one in the other and D(n) = O(nlog®n) is the required time for the
rectangles with two supports in each half. As a result, T'(n) = O(nlog®n) is the
total time complexity of the algorithm.

Applications

This problem is applicable in many areas. For example, in material manufacturing
we can consider a piece of sheet metal, fabric or plastic, as the rectangle and
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some faulty points on its surface as the n points. In that case, the solution to
the largest empty rectangle problem reveals the largest-area rectangular piece of
material that can be salvaged. Another application concerns floor space planning.
The rectangle is a floor or a room of the house, the n points are permanent objects,
such as pillars, or forbidden areas and the goal is to find the largest available space
for placing equipment, etc.

2.2.2 Largest Empty Rectangle Among Rectangular Obsta-
cles

Description of the Problem

Given a rectangle containing smaller rectangular obstacles, the goal is to find the
largest empty subrectangle that can be placed among them. All rectangles have
the orientation of the original rectangle.

Solution

Handa et al. [11]| propose a solution for this problem considering that the rectangle
is an FPGA (Field - Programmable Gate Array) surface and the task is to find
the largest rectangular empty area on that surface. The rectangular surface has x
columns and y rows and each cell of the array is a cell of the FPGA. They use a
positive number to represent each empty cell and a negative for each occupied cell
of the matrix. The positive number equals the total number of empty contiguous
cells above and including the current one in that column, while the negative number
equals the total number of contiguous occupied cells in the right and including the
current cell. An example of the representation of cells with positive and negative
numbers is given in the following figure.

An empty rectangle is called maximal if it cannot be fully covered by any other
empty rectangle. Handa et al. [11] use a staircase data structure for the rep-
resentation of maximal empty rectangles. An example of this data structure is
presented in the following figure.

Each staircase contains a collection of overlapping maximal empty rectangles. The
staircase is constructed row by row from top to bottom and each row is scanned
from left to right direction. A staircase is maximal if it cannot be extended down or
to its right. Otherwise, the rectangles of the extended staircase cover the rectangles
of the current staircase and, thus, it is not maximal. Once a maximal staircase
is constructed, we can check all of its rectangles to see if they are maximal and
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Figure 2.7: Representation of obstacles with negative numbers and empty space
with positive numbers. (figure taken from [11])

0

Figure 2.8: Example of staircases of maximal empty rectangles. (figure taken from

[11])

all maximal rectangles are reported. This procedure is realized for each maximal
staircase. This algorithm is generally fast and its worst performance occurs when
a staircase needs to be made at every column in every row. In that case, we have
the worst case performance of O(zy). The space complexity of the algorithm is

O(min(z,y)).

Applications

As we already mentioned, one application concerns the FPGA. If the original
rectangle is an FPGA surface, we can think of the rectangular obstacles as the
tasks that run on the FPGA at a specific moment. A task remains on the FPGA
until it finishes its execution and it is then removed and the space it occupied can
be used by a next task. The solution of the largest empty rectangle problem can
quickly reveal an available space large enough for the placement of the following
task.
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2.2.3 Largest Rectangle Containing a Query Point
Description of the Problem

Given a rectangle that contains n points and a query point, the goal is to find the
largest subrectangle that contains the query point and none of the n points. The
orientation of the subrectangle is the same as the original rectangle’s.

Solution

An algorithm for this problem is introduced by Gutierrez et al. [20]. This algorithm
uses an R-tree for the storage of the points and uses the properties of the minimum
bounding rectangles (MBRs) of the R-tree to avoid inspecting as many nodes as
possible. The algorithm consists of two main steps.

Figure 2.9: Example of the largest rectangle containing a query point [20]

Step 1. First of all, a set of points C is created. After the examination of
the parent nodes of R-tree’s leaves, we include in C' the most distant points of
each node’s MBR to the query point. An example is illustrated in the following
figure.

The points of C' most probably are not part of the set of the actual n points.
Using C' as input, the algorithm computes the largest rectangles that contain only
the query point and none of the points of C'. These rectangles are called CERs
(candidate maximum empty rectangles). As illustrated in the corresponding figure,
not all CERs are the largest empty rectangles that contain the query point. More
specifically, the figure shows two CERs, A and B. It is obvious that both rectangles
cannot be enlarged and yet B is not the largest rectangle containing ¢, since A is
larger.
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Figure 2.10: The query point ¢, the MBRs of the R-tree: Ry, Ry, R3 and R, and
the most distant points for each one. The set C that corresponds to this figure is

the C' = {p1, p2, P3, P4, 5, D6 } |20]

Step 2. Having computed all the CERs, the algorithm sorts them according to
their area, form largest to smallest. Then, for each CER, it accesses the leaves of
the R-tree that contain the real points (the points that belong to the initial set of
n points) that intersect with that CER. These real points form a set C’. Using this
set as input, the algorithm computes the largest rectangles that contain only the
query point. These rectangles are called MERs (maximum empty rectangles) and
are similar to CERs except from the fact that MERs are produced using real points.
MERs are always smaller or equal than the CER from the processing of which they
were produced. The largest rectangle among these MERs is considered a candidate
solution. As more CERs are processed, we update the candidate solution, keeping
each time the one with the largest area. When the CER processing terminates, the
candidate solution is the largest rectangle containing only the query point.

Applications

We can consider many applications of this problem in a wide range of areas. First
of all, in data mining, we often need to check if certain ranges of values appear
together. One representative example described in [20] concerns the database of a
bank, where the amounts of money and the dates of each deposit are stored. We
can consider a graph for the data, which represents the amount of money on the
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x axis and the dates on the y axis. By selecting a certain amount of money and a
specific date as a query point and finding the largest empty rectangle around that
point, we can discover if there is a period of time without any deposits of a specific
range of money. If, for example, for a period of time there are no deposits of more
than one million dollar, we could assume that this may indicate the beginning of
an economic crisis.

Another example is related to GIS (Geografic Information Systems) applications.
Assume we want to construct a new building in a city at a specific location. If
the city is the original rectangle and the already existing constructions are the n
points, then the computation of the largest empty rectangle containing the location
in which we are interested can reveal the limits that are imposed on the size of
the new building. Finally, other applications include electronic design automation,
such as the design of physical layout of integrated circuits, etc.

2.2.4 Largest Empty Maximal Hyper-Rectangle in Multi-
Dimensional Space

Description of the Problem

This problem constitutes the generalization of the largest empty rectangle problem
in many dimensions. The formulation of the problem is the following: Consider
a d-dimensional space with n points contained in a d-dimensional box. The goal
is to find the largest hyper-rectangle that is located inside the box and does not
contain any of the n points. The bounding box and the requested hyper-rectangle
are both axis-aligned.

Solution

There are several variations of this problem. In particular, the goal may be to find
the largest empty hyper-rectangle or the maximal empty hyper-rectangles that are
large enough or even all maximal empty hyper-rectangles. A hyper-rectangle R is
considered maximal, if there does not exit another empty hyper-rectangle R’ such
that the entire R falls within the interior of R’. A maximal empty hyper-rectangle
(MHR) has all its 2d surfaces bounded, which means that each surface contains at
least one point or part of the boundary.

The main idea of the algorithm proposed by Ku et al. [10] is as follows. We
begin with an empty set of points. That means that the whole bounding rectangle
constitutes one and only MHR. Then, we add incrementally the n points, one point
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at a time, and maintain a set with the existing MHRs. Every time a new point is to
be added, we identify all the MHRs that contain the point. If the point is located
on the surface of a MHR, then the MHR is just updated with the new bounding
point. However, if the point is in the interior of the MHR, the latter has to be
deleted since it is no longer empty. For each such deleted MHR, we can create new
empty hyper-rectangles by splitting it at the reference point. More specifically,
if we split each such MHR at the reference point along each dimension, we get
2d new empty hyper-rectangles. If these hyper-rectangles are maximal, then they
are inserted in the set of the existing MHRs. In case that the goal is to find the
MHRs that are large enough, then MHRs that are not sufficiently large are not
even inserted in the MHRs set.

Applications

This problem arises in data mining, where there are datasets with k attributes.
These form a k-dimensional space and the largest empty hyper-rectangle denotes
the range of attributes where there are no data tuples. This can be useful, as
described in [10], in the example of medical databases, where the attributes of
the database are symptoms of diseases. In that case, the empty hyper-rectangle
indicates the absence of the corresponding symptoms for a certain disease and that
could be used in studying or finding a cure for that disease.

Moreover, in a multi-processor machine, processors are connected in a hyper-cube
mesh. We can consider the processors as a multi-dimensional space, where the
n points represent n busy processors. For each requested job in the system, it is
necessary to find a mesh of connected processors of a certain size that can satisfy
the job. Therefore, the problem is equivalent to computing the largest empty
hyper-rectangle in this multi-dimensional space of the mesh of processors.

2.2.5 Nearest Neighbor Problem
Description of the Problem

Given n points in the space, find the point that is the closest to a specific query
point. Closeness can be defined with the use of a distance metric, such as Euclidian
distance, Manhattan distance etc, or any other dissimilarity function, according to
which the less similar the points are, the larger the returned value of the function
is.
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Solution

One approach presented in [23| uses the Voronoi diagram in order to solve the
closest point problem. Assume we have n points. First of all, we construct the
Voronoi diagram. Each cell of the diagram contains all points that have the same
nearest neighbor. Thus, the only task is to find to which Voronoi cell the query
point belongs. If that cell is identified, the problem is solved.

In order to find the correct cell, first of all, a horizontal line is drawn through each
vertex of the diagram and the plane is partitioned into slabs (see the following
figure).

Figure 2.11: Example of slabs in a Voronoi diagram [23]

A preprocessing that sorts the Voronoi points according to their y coordinates
allows the identification of the correct slab in O(logn) time using binary search,
since there are at most 2n — 3 slabs [23|. Each slab can contain up to O(n) line
segments, because the whole Voronoi diagram has O(n) segments. Therefore, the
polygon to which a point belongs can be identified in O(logn) time.

INL N

Figure 2.12: Example of one slab [23]
A different approach uses R-Trees for the solution of this problem. The algorithm

presented in [24] introduces two useful distance metrics: MINDIST and MIN-
MAXDIST. The first one is defined as the minimum possible distance of a query
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point () and an object O, while the second one corresponds to the minimum of the
maximum possible distances between () and O. These metric distances impose a
lower and upper bound on the actual distance of O from @ [4].

A more formal definition of these metrics follows [4]: Imagine a rectangle R in
the d-dimensional Euclidean space, whose major diagonal endpoints are the points
S(s1,...,84) and T'(ty,...,tq) and let’s denote R as R = (5,7). If the Euclidean

distances are squared for simplicity, we get the following definitions:

Definition 2.1. MINDIST: The MINDIST of a query point ) and a rectangle
R = (5,T) is defined as:

d
MINDIST(Q, R) = Y _|g; — rf?
=1

where:
S; if q; < S;

q; otherwise

Definition 2.2. MINMAXDIST: The MINMAXDIST of a query point ) and a
rectangle R = (S, T) is defined as:

MINMAXDIST(Q, R) = min [ |g —rmg|* + Y |gi — rM;|?

1<k<d
itk
1<i<d
where:
s if gp < 2t
rmy = .
tr otherwise
and:

i Sitti
M, = Si lf(]iZ‘Q
t; otherwise

The algorithm includes pruning of the tree which is based on the following crite-
ria.

1. Anobject O is pruned if there is an object O’ such that MINDIST(Q, mbr(O))
is greater than MINMAXDIST(Q, mbr(0")), where mbr(O) is the minimum
bounding rectangle of an object O.
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Figure 2.13: Example of MINDIST and MINMAXDIST [4]. If the query point is
inside a rectangle, then its MINDIST from that rectangle is 0.

2. An object O is discarded, if the actual distance from the query point () to
O is greater than the than MINMAXDIST(Q, mbr(0")), where O" is another
object.

3. An object O is discarded, if MIDIST(Q, mbr(0O)) is greater than the actual
distance of @) to another obstacle O'.

The branch-and-bound traversal algorithm [24] starts from the root of the tree
and for each node: If the node is internal, the node’s children minimum bound-
ing rectangles are sorted according to their MINDIST into an active branch list.
That listed is pruned based on criteria 1 and 2 and this procedure is performed
recursively for each member of the active branch. When we reach a leaf node, we
compute the actual distance between the query point and each obstacle and we
update a variable that maintains the nearest object so far. Finally, we apply an
upward pruning according to the third criterion. For a more detailed description
of the algorithm, the reader can refer to [4] or [24].

Applications

This problem has numerous applications. It arises, for example, in the area of
computational geometry when we need to find the closest pair of points on a
plane. Other areas include pattern recognition, e.g. recognition of written or
printed characters in order to convert them into computer - readable text, as well
as computer vision and databases, e.g. content-based search of images in large
databases. Another example is the use of nearest neighbor search for plagiarism
detection and suggesting the correct spelling in spell checking applications.
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2.2.6 k-Nearest Neighbors Problem

Description of the Problem

This problem is similar to the Nearest Neighbor problem, except that we are
not looking for the nearest neighbor of a query point, but for its £k > 1 nearest
neighbors. Its description is the following: Given a set of n points in the space and
a query point, we wish to find the k points that are closest to the query point.

Solution

Shamos [23] introduces a solution for the k-Nearest Neighbors problem using a
k-th order Voronoi diagram. As already mentioned, the order k£ Voronoi diagram
consists of cells that contain all points that have the same k nearest neighbors.
Assume we have n points. First of all, we construct the k-th order Voronoi diagram,
which has m = O(k(n — k)) vertices. We then need to find the cell to which the
query point belongs. According to the analysis of the previous section, this can be
done in O(logm) = O(logn) time. The complexity of displaying the result is O(k),
therefore, the total complexity of the algorithm is O(maz(k,logn)). The required
storage is O(k?*(n — k)?) [23].

Another approach presented in [4] uses R-Trees for the solution of the k-Nearest
Neighbors problem. This solution is similar to the procedure that was analyzed for
the Nearest Neighbor problem, with the modification that each time we maintain
the k nearest obstacles and use the furthest one among them in order to perform
the pruning.

Applications

The k-Nearest Neighbors problem arises in many cases, such as the classification of
objects in pattern recognition. In that case, every object is classified into groups
according to the voting of its k neighbors and the class in which the majority
of these neighbors belong. Therefore, it is obvious that there is a need for fast
computation of the nearest neighbors of each object. Another application, also
in the area of pattern recognition, is regression. In that example, every object
is assigned a specific value according to the average of the values of its k-nearest
neighbors.

35



2.2.7 All Nearest Neighbors Problem

Description of the Problem

Given n points, we need to find the point that is closest to each one. The closeness
is again defined with the use of a distance metric, such as Euclidian or Manhattan
distance.

Solution

One naive solution of this problem includes computing the distance of each point
to all other points and keeping the shorter distance among them, which reveals
the nearest neighbor. This approach requires the computation of n? distances and,
therefore, has a complexity of O(n?), which is not satisfying as it is proven that
the lower bound for this problem is O(nlogn) [23].

Shamos [23| introduced the use of Voronoi diagram for the solution of the problem
in O(nlogn). More specifically, based on the definition of Voronoi diagram, the
edges of each cell are part of the perpendicular bisector of the internal point of the
cell and its nearest neighbors. That means that the perpendicular bisector of a
point p; and its nearest neighbor p; will also partially coincide with an edge of p;’s
Voronoi cell. Therefore, for each point p;, we can examine the edges of its cell and
find the nearest one, which corresponds to its nearest neighbor p;. In that way,
the nearest neighbor of a point requires only the examination of all edges of its
cell. It is known that Voronoi diagram has n cells - one for each point. The total
number of the diagram edges is O(n) and, since each edge belongs to two cells, it is
examined twice. So, the total complexity of the search is O(n), if we have already
constructed the diagram. Voronoi diagram can be constructed in O(nlogn) time
(see 2.1.3) and, thus, the total complexity of this approach is O(nlogn), which
renders it optimal.

Applications

As mentioned in [15|, we can use the all nearest neighbors problem for the esti-
mation of the entropy of a system or process based on certain observations. The
entropy observation is very useful in areas such as image analysis and speech
recognition. In order to estimate the entropy, we firstly need to find the nearest
neighbor of each point of our dataset. Then, the estimation is made based on the
distribution of the distances between each point and its nearest neighbor.
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Chapter 3

Finding the Largest Empty Cube in
Manhattan Geometries

3.1 Manhattan Geometry

According to [21], a pattern has a Manhattan geometry if the following conditions
are satisfied: First, all objects are rectangles and if two rectangles share an entire
edge, they are merged into one. Second, all edges of rectangles have either hor-
izontal or vertical orientation. Third, all edges have length > d, where d is the
minimum size of the pattern. An example of a Manhattan geometry is presented
in the following figure. This definition is easily extended in the 3D space.

Figure 3.1: Example of Manhattan geometry [21]
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3.2 Description of the Problem

Our input is a query point, some rectangular cuboids as obstacles and a bounding
box of the cuboids. The goal is to find the largest empty cube that has the given
point as center and is located entirely inside the bounding box.

It is obvious that there must be at least one point of contact between the cube
and an obstacle or the bounding box. In the opposite case, the cube could be
enlarged until it touched an obstacle or the bounding box and, thus, it would not
be the largest cube. This observation leads to the conclusion that the problem
of finding the largest empty cube with a given center is equivalent to finding the
nearest obstacle (could be the bounding box, too) to the query point.

There are many possible solutions to this problem. The simplest one is to find the
distances between the query point and all obstacles (including the bounding box)
and then take the smallest one, which corresponds to the nearest obstacle. This
algorithm is linear to the number of cuboids, but it is not efficient enough when
we deal with geometries with millions of cuboids, where the process of finding the
largest empty cube must be realized for millions of different centers.

Therefore, we need a more efficient algorithm. One of the main characteristics of
this algorithm must be the restriction of the search for the nearest obstacle only in
the neighborhood of the query point. This technique can significantly reduce the
query time and achieve a much better performance. In order to achieve that, we
need a space management technique for a convenient storage of the obstacles. The
data structure that we selected is the octree, since it offers a simple yet efficient
division of the space. In the following sections, we present some basic definitions
and a detailed description of the proposed algorithm.

3.3 Main Idea of the Algorithm

The algorithm uses an octree for the representation of the three-dimensional space.
The root of the tree represents the cell of the space which contains the obstacles.
In our case, we can select the root to be the bounding box that is given as an
input. Each node of the tree maintains a list, which is called candidate list and
contains all the obstacles, such that given any query point inside the cell its nearest
obstacle is in the list.

Each query begins with the traversal of the tree, in order to find the right leaf.
Then, the distance of the query point and every obstacle of the leaf’s candidate list
is computed and the nearest obstacle is obtained. The distance of that obstacle and
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the query point determines the largest possible side of the empty cube and along
with the center of the cube, which is the query point, we have all the required
information. We notice here that, since we work in Manhattan geometries, the
requested cube will always have its sides parallel to the bounding box, i.e. parallel
to the three cartesian planes.

3.4 Definitions

In this section, we are going to introduce some definitions, which are necessary for
the comprehension of the algorithm.

Definition 3.1. Given a rectangular cuboid A, we call Z,,;,(A) and Z,,4,(A) the
minimum and the maximum x coordinates of A, y,nin(A) and Y,ne:(A) the minimum
and the maximum y coordinates and, finally, 2, (A) and 2,4 (A) the minimum
and the maximum z coordinates.

Z A

Zl'l’lélX

..........

Figure 3.2: Rectangular cuboid

Definition 3.2. The z — distance between two rectangular cuboids A and B is
defined as the maximum of the values i, (B) — Tmar(A) and pin(A) — Tinae(B).
The y — distance and the z — distance are defined similarly.

Definition 3.3. The x — distance between a point P and a rectangular cuboid
A is defined as the maximum of the values x,,;,(A) — x(P) and x(P) — Zyax(A).
The y — distance and the z — distance are defined similarly.
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Definition 3.4. The distance d between two rectangular cuboids is defined as the
maximum of the x — distance, y — distance and z — distance of the cuboids.

A A
y d= Xamin = XN max y d= Xamin ™ KN max
1
N A N| A
—Ir
i i | '
1 1 | |
1 1 \ |
1 1 \ 1
1 | > + 1 >
xN max xA min X xA min 'xN max X
A A _ _
y d= X gmin ~ XV max y d= Kamin ™ XN max
A
N AN
i 1
1 | |
1 1 : 1
I : . ' ! X
X A min XN max X X Amin X max

Figure 3.3: Some simple examples for the calculation of the distance between an
obstacle A and a cell N (also see [2]). Same applies to 3D geometries.

Definition 3.5. The distance d between a point P and a rectangular cuboid A
is defined as the maximum of the x — distance, y — distance and z — distance
between the point and the cuboid.

Definition 3.6. The size of a spatial cell is defined as the maximum of its length,
width and height.

Definition 3.7. The domination relationship between two cuboids is defined as
follows: A cuboid A dominates a cuboid B regarding a spatial cell, if each point
of the cell is closer to cuboid A than B [2]|. It is obvious that, in this case, B can
never be the nearest neighbor of any point in the cell.
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Figure 3.4: Calculation of the distance between a point P and an obstacle A. The
distance here equals to the x — distance. Same applies to 3D geometries.

3.5 Detailed Description of the Algorithm

The algorithm consists of two parts: The first part contains the necessary methods
for the creation of the octree. The required input includes the geometry of the
obstacles and the bounding box. The resulting octree is then available to the
second part, which is responsible for the execution of the queries. Therefore, we
create the tree once and, then, each time we need to find the largest empty cube
with a specific center, we can directly use the methods of the second part without
needing to reconstruct the tree.

3.5.1 Creating the octree
Inserting obstacles into the tree

As we have already mentioned, each node of an octree corresponds to a subdivision
of space, also called spatial cell. In the beginning of the algorithm, the tree consists
only of a root node, which corresponds to the bounding box that is given as an
input. The candidate list of the root node is initially empty.

We examine successively all the obstacles and insert them into the tree. Each
obstacle is first inserted into the root node. In order to determine if the obstacle
belongs to the cell in which it is being inserted, we need to perform some checks.
We analyze the necessary checks in the following section. In case that the obstacle
belongs to the cell, if the latter has children, it is inserted recursively into each
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child node. If the cell is a leaf node, the obstacle is inserted in its candidate list.
When the length of the candidate list exceeds a predetermined limit, and given
that the height of the tree is less than a threshold, the leaf node is divided into 8
octants, which become its children, and all the obstacles of its candidate list are
inserted into the child nodes.

Algorithm 1 Inserting a cuboid into a tree node

procedure INSERT(cuboid A, node N)
d «+ distance(A, N) > Distance according to Def. 3.3
if d > DistanceThreshold(N) then return

1:

2

3

4: if IV is a leaf node then

5: CHECK(A, N)

6 if (tree height < HeightThreshold) and (N’s candidate list’s length
7 > CandidateListThreshold) then

8
9

DIVIDE(N) > Divides the cell N into 8 equal octants
: for each cuboid a of N’s candidate list do
10: for each child N; of N do
11: INSERT(a, N;)
12: else
13: for each child N; of N do
14: INSERT(A, NV;)
15: return

Checking the obstacles

First of all, for each node, we maintain a value, such that if any obstacle’s distance
to the node is larger than that value, it cannot belong to the candidate list, since
there must be another obstacle that is located nearer. Therefore, we use this
value as a threshold when inserting obstacles into nodes in order to reject some
of them. If an obstacle does not belong to the cell, the recursion of the insertion
terminates.

The calculation of this critical value is simple: It equals the distance to the nearest
obstacle so far plus the size of the cell. This value expresses the maximum possible
distance between the nearest cuboid to the cell and any point located inside the
cell. It is obvious that if an obstacle is located further than this distance, then
it can never be the nearest one, since, no matter which point we select, there is
going to be at least this one obstacle that is nearer. Every time a new obstacle
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is inserted into a candidate list, we update the value, if the sum of its distance to
the cell and the cell’s size is smaller than the current value.

However, even if a cuboid is not rejected in the previous step, i.e. it is located in
the cell’s neighborhood, there are cases where it can never be the nearest obstacle
of any point in the cell. That happens if a cuboid is dominated (see Def. 3.7) by
another cuboid regarding the cell and, thus, any empty cube contacts the second
cuboid prior to the first.

In order to check if there is such a cuboid, we need to traverse the candidate list
once, before inserting the under examination obstacle. For each cuboid of the list,
we check if it dominates or is dominated by the current cuboid. If either one of
these relationships holds true, the cuboid that is dominated by the other should
not be in the candidate list. If this is the case for the current cuboid, then the
check stops and it is not inserted in the candidate list. Otherwise, the cuboid that
is already part of the list, gets removed from it. The procedure that realizes the
domination checking is described in the following section.

Algorithm 2 Checking the cuboids

procedure CHECK (cuboid A, node N)
d + distance(A, N) > Distance according to Def. 3.3
if d > DistanceThreshold(N) then return

1:

2

3

4 for each cuboid a of N’s candidate list do

5: if DOMINATES(a,A,N) then return

6 else if DOMINATES(A,a,N) then

7 Remove a from N’s candidate list

8 Insert A at the end of N’s candidate list

9: if d + size(N) < DistanceThreshold(N) then
10: DistanceT hreshold(N) < d + size(N)

11: return

Domination Checking

Assume we want to check if the obstacle A dominates the obstacle B regarding
the cell N, i.e. if every point of N is closer to A than B according to the metric
distance defined in Def. 3.4. If B is entirely or partially inside the cell NV, then it
certainly cannot be dominated by another cuboid.

In the opposite case, the first step is to compute the minimum possible size of a
cube whose center is located in N and which contacts the obstacle B. That simply
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means that we need to find the points of NV that are closest to B. Given the fact
that we deal with Manhattan geometries, these points will either be part of a side,
part of an edge or a vertex of V. The minimum possible size of the cube centered at
these points equals the distance(B, N), where the distance is calculated according
to Def. 3.3. The next step is to see what is the distance of A from all these points
of N that are the closest to B (Again the distance is calculated according to Def.
3.3). If the distance of A from all these points is smaller than the one of B, then
any cube centered at any of these points would contact A before B.

In order to examine if this holds true, we can "inflate" B by d = distance(B, N)
and create in that way the cuboid B’. This new cuboid will have x,,;,(B’) =
xmzn(B)_da ymzn(Bl> - ymzn(B)_d> Zmin(B,) = Zmzn(B)_dy xmaa:(B/) = xmaz(B)+
d, Ymaz(B') = Ymaz(B) + d and z00(B’) = 2mae(B) + d. The contact area of B’
and N reveals the closest points to B, i.e. the points such that a cube with a
center at any of them and a side distance(B, N) contacts B. We then "inflate" A
by distance(B, N) and call the new cuboid A’. An example of a two-dimensional
case is given in the following figure.

If A’ contains the entire contact area of B’ and N, then all these points are closer
to A than to B. Furthermore, we notice that, since these are the closest points to
B, all the remaining points of N will also be closer to A than to B. Therefore,
in that case, A dominates B. If A’ does not contain the entire contact area of B’
and N, then the points that are external to A’ will be closer to B than to A and,
thus, A does not dominate B.

i_ ________ f ________ i d = distance(B,N)

! d; A .
| v 4 |
| | d |
| ' d Y d |
v d [Ald - —-p B - —--p
E<—————> -1 X i
| : d )
E A| d? ___E _________ i __________ B __:
I v

N contact area

Figure 3.5: Checking if A dominates B regarding N: We can see the "inflated"
obstacles A’ and B’ (dashed rectangles) and the contact area of B’ and N. A’ con-
tains the contact area, therefore A dominates B. Similar applies to 3D geometries.
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Algorithm 3 Checking if A dominates B

function DOMINATES(cuboid A, cuboid B, cell N)
d « distance(B, N) > Distance according to Def. 3.3
if d < 0 then return false © B is internal to N, cannot be dominated

1:

2

3

4: B’ < B inflated by d

5: A’ + A inflated by d

6 Find the contact area of B’ and N

7 if A’ contains the contact area of B’ and N then
8 return true

9: else

10: return false

3.5.2 Executing queries
Tree traversal

The search for the largest empty cube with a given point as a center begins from
the root of the tree. While the under examination node is not a leaf, we proceed
to examining the child whose spatial cell contains the query point. Therefore, the
traversal of the tree will not need to examine more nodes than the height of the
tree. After the correct leaf has been located, we search its candidate list to find
the nearest obstacle.

Algorithm 4 Tree traversal

1: function TRAVERSE(node N, point P)
2 while N is not a leaf node do

3: for each child N; of N do

4: if P belongs in N; then

5: N «+— Nz

6 return N

Searching the candidate list

The searching of the candidate list is quite simple. The list is traversed linearly
and the distance between each one of its members and the query point is computed
according to the Def. 3.4. The smallest distance value corresponds to the nearest
cuboid, which determines the size of the produced cube: Each side of the cube
equals the double of that distance.
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3.6 Techniques for better query performance

3.6.1 Sorting the cuboids of the candidate list

One technique that can significantly reduce the traversal of the candidate list is
to keep its cuboids sorted based on their distance from the spatial cell. This sort
takes place only once, when creating the octree. Of course, it slightly slows down
the construction of the tree, but it offers an advantage during the search, which is
crucial, since we may have numerous queries.

The main idea of this method is to prune some cuboids, which we know that do
not need to be examined. We start traversing the list from the beginning and keep
the distance between the point and its nearest cuboid so far. The pruning is based
on the fact that if the distance of a cuboid from the cell d is larger than the nearest
distance so far d,,;,, then its distance from any point inside the cell would be at
least d. Therefore, this cuboid is certainly further than the nearest we have so far
and there is no need to be examined. This is also true for all the obstacles that
follow in the candidate list, since their distance from the cell is even larger. As a
result, once the distance of the under examination cuboid from the cell becomes
larger than the nearest distance so far, the list traversal terminates. One even
stricter criterion is to examine if the distance of the cuboid from the cell d plus
the minimum distance between the query point and the boundary dyuery point 1S
larger than d,,;,. This criterion leads to an earlier pruning of the candidate list
and, therefore, less obstacles are examined.

dz
d
< —>]
d, query point

d,

v

Figure 3.6: The least square size that is absolutely required in order to reach
an obstacle that is located in the exterior of the cell equals the minimum of the
distances dy, da, ds, ds. Here, dgyery point = do. Similarly, in three dimensions we
consider the distances in the z dimension as well.
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Algorithm 5 Searching the candidate list (sorted)

1: function SEARCH(node N, point P)

2 DistanceT oNearestObstacle < oo

3 for each cuboid a of N’s candidate list do

4: DistanceT oObstacle < distance(a, P) > Distance according to Def.3.4
5: if DistanceT oObstacle < DistanceT oN earestObstacle then

6 DistanceT oNearestObstacle < Distancel oObstacle

7 if distance(a, N) + dguery point > DistanceToNearestObstacle then

8 break -

9 return 2 - DistanceT oN earestObstacle > Cube size

3.6.2 Quick access to the neighboring cells

Another technique that can accelerate the query time includes the use of pointers
to the neighboring cells for each cell node. More specifically, for each cell we store
all the other cells that share a common side, an edge or even a point. However,
since these cells can be numerous, we select to keep pointers only to the cells of
the same size as the current one and only if there is not such cell, we have pointers
to neighboring cells of bigger size. This method creates a network that links all
the neighboring cells.

This structure does not offer any advantages when we make the first query. How-
ever, the main application of our algorithm, which is described in the introductory
chapter, ensures that each query point will not be very far from the previous one.
Therefore, we can use the structure we created in order to move from cell to cell
without traversing the whole tree from the root every time. In particular, the
first search must be conducted by traversing the whole tree. Each following search
starts from the previous leaf node and moves across the neighbors network towards
the correct cell. If this cell is an internal tree node, we just traverse its subtree
until a leaf node is found. As a result, the full traversal of the tree is avoided and
the appropriate cell is quickly located.

3.6.3 Ciritical box

Finally, we notice that there are instances where the distance of some sides of the
bounding box from their nearest obstacle is comparatively large. That means that
there are many query points, such that their corresponding largest cube contacts
the bounding box, before any other obstacles. For some of these points we can
easily avoid the traversal of the octree and the search of the candidate list, based
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on the following observation.

Assume we call mbr the minimum bounding box of the obstacles, i.e. the box that
bounds all the cuboids and is the minimum volume box that has that property. If a
point’s distance from the initial bounding box is smaller than its distance from the
mbr, then the derived cube will certainly contact the initial bounding box before
any obstacle. We call critical box, the box whose sides are equidistant from the
corresponding sides of the initial bounding box and the mbr. It is obvious that if
a point is located outside the critical box, then it is certainly nearer to the initial
bounding box and there is no need of examining the obstacles.

Therefore, before the creation of the tree, we can simply compute the critical box
and then use it as a reference to determine if a query point requires a tree traversal
or not. In fact, we can also set the root of the tree to correspond to the critical
box, since, according to this technique, all tree queries will concern internal points
of the critical box. As a result, this method avoids tree search for some points, as
well as decreases the size of the root and, as a consequence, the size of the nodes.
This may lead to smaller leaves with shorter candidate lists and, thus, accelerate
the query time.

bounding box A
dyl i
Critieal by T kT !
| @i i
i ; |
| mbr i
dxl i dxl B d | d
.- Pl ---—- > < __{2_,;4___)6_2_,
i ;‘ I
[ |
S < T
dy2t

Figure 3.7: A simple example with two obstacles (A and B), their minimum bound-
ing box (mbr), the initial bounding box and the critical box. Same applies to 3D
geometries.
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3.7 Example

3.7.1 Creation of the tree

In this section, we present a simple example that illustrates the main steps of
the algorithm. The example is in two dimensions, but the same applies in three
dimensions as well. We have five obstacles, A, B, C', D and E. In the following
figure, we can see their topology.
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20
A
10
bounding box
0 10 20 30 40 50 60

Figure 3.8: Topology of the five obstacles
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Step 1

First of all, we compute the minimum bounding rectangle (mbr) of the obstacles,
which is the smallest rectangle that contains all obstacles. In our case, the mbr is
defined by the inequalities 10 < z < 50 and 10 < y < 50.

Step 2

The critical box is the rectangle whose sides are equidistant from the corresponding
sides of the initial bounding box and the mbr. Therefore, it is defined by the
inequalities 5 <z < 55 and 5 <y < H5.

60

50

40

30

20

10 mbr

;

1 I
critical box
_____________________________________________________ 4

bounding box
0 10 20 30 40 50 60

Figure 3.9: The minimum bounding rectangle and the critical box of the obstacles
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Step 3

We create the root of the octree, which corresponds to the critical box {5 < x <
55,5 <y < 55}. The candidate list is initially empty.

Step 4

We insert the obstacles in the octree. Assume that for our example we have selected
the size limit of each candidate list to be 3 obstacles.

Step 4.1 We insert the obstacle A. The candidate list of the root is empty and
A is located inside the root cell. Therefore, it is inserted in its candidate list.

Step 4.2 We insert the obstacle B. It is located inside the root cell and, thus,
it belongs in its candidate list.

Step 4.3 We insert the obstacle C'. It is located inside the root cell and, thus,
it belongs in its candidate list.

5<x<55
5<y<55

candidate list :
A,B,C

root .

Figure 3.10: Tree after Step 4.3

Step 4.4 We insert the obstacle D. It is also located inside the root cell and,
thus, it belongs in its candidate list. However, if we insert it in the root’s candidate
list, its size will surpass the threshold of 3 obstacles per list. Therefore, the root
cell needs to be divided.
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Step 4.4.1 Since we work in two dimensions, we divide the root cell into four
equal parts in order to create a quadtree. Its analog in three dimensions is the oc-
tree. The four subrectangles are the following: LL (LowerLeft) : {5 < x < 35,5 <
y < 35}, LR (LowerRight) : {35 < ax < 55,5 <y <35}, UL (UpperLeft) : {5 <
x < 35,35 <y <b55}and UR (UpperRight) : {35 < x < 55,35 <y < 55}.
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Figure 3.11: Division of the root cell into four equal subrectangles: LL
(LowerLeft), LR (LowerRight), UL (UpperLeft), UR (UpperRight).

Step 4.4.2 We insert each obstacle of the root’s candidate list into its child
nodes.

Obstacle A:
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It is located inside the LL subrectangle, thus it belongs to its candidate list. It is
also inserted in the candidate list of all other three subrectangles, since they are
all empty.

Obstacle B:

It belongs to the UL subrectangle and, as a result, we insert it into its candidate
list. However, we can easily see that B dominates A regarding UL (also see Algo-
rithm 3), since any square centered in UL will contact B before A, and, therefore,
we remove A from the candidate list. The candidate list of the other subrectangles
contains only the obstacle A so far. We need to check the domination relationship
between the obstacles A and B in respect of the remaining subrectangles LL, LR,
UR, using the Algorithm 3. As far as the LL rectangle is concerned, A does not
dominate B, neither B dominates A, therefore they both belong to its candidate
list. Similarly for the LR rectangle. However, we can see that B dominates A re-
garding U R. More specifically, if we "inflate" both A and B by distance(A, UR),
the inflated B’ covers the whole common area of the inflated A" and the UR rect-
angle (See also the following figure for a schematic illustration). Therefore, we
insert B into U R’s candidate list and we remove A.
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Figure 3.12: Domination checking: B dominates A regarding UR (See also algo-
rithm 3)

Obstacle C':

The obstacle C belongs to UL and, thus, we insert it in its candidate list. As
far as UR is concerned C' dominates B, and, as a result, we remove B and insert

C. Their is no domination relationship between the conductors regarding cells LL
and LR, thus they all belong to their candidate list.

Obstacle D:

It belongs to LL. It dominates C' regarding LL and so C'is removed from its list.
Moreover, we observe that it dominates A, B and C' regarding LR as well. Thus,
we remove A, B and C from the candidate list and insert D. D is also inserted
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in the candidate list of the remaining rectangles, since there is no domination
relationship with the rest of the obstacles.

The tree, as it is formed so far, is illustrated in a following figure.

<55
root . <y<55
55x<35 35<x<55 5<x<35 35<x<55
5<y<35 <y< <y< <y<
IL: y IR 5<y<35 UL - 35<y<55 UR 35<y<55
candidate list candidate list candidate list candidate list
A,B,D D B,C,D C,D

Figure 3.13: Tree after Step 4.4.2

Step 4.5 We insert the obstacle E. The root is no more a leaf node, thus we
insert F into all of its children. F is located inside the UR rectangle and, thus,
it belongs to its candidate list. We observe that E also belongs to the candidate
list of LR as it is not dominated by any obstacle regarding that cell. However,
C dominates E regarding UL and LL and, as a result, £ is not inserted in their
candidate lists.

Step 5

We sort the obstacles of every candidate list according to their distance from the
corresponding cell. More specifically, the obstacles that are located inside the cell
are in the beginning of the list and are followed by the remaining obstacles sorted
by increasing distance.

The final form of the tree after the insertion of all conductors and the sorting of
the candidate lists is presented in the following figure.
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55x<35 35<x<55 5<x<35 35<x<55
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candidate list : candidate list : candidate list : candidate list :
A,D,B D,E B,C,D E.C,D

Figure 3.14: The tree that corresponds to the topology of the example

3.7.2 Search of the largest square

Assume we are given the point (35,38) and we need to calculate the largest empty
square with that center.

Step 1

We check if the point is located outside of the critical box. In that case, the point
is certainly nearer to the bounding box than to any obstacle and we do not need
to examine the tree. The side of the largest square is given as the double of the
distance between the point and the boundary. However, in our case, the point is
located inside the critical box.

Step 2
We need to traverse the tree, until the leaf node that contains the point is identified.

The point is located inside the root node and, thus, we examine all of its children.
It is easily observed that (35, 38) belongs to UR rectangle.
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Step 3

The distance between the point and the obstacles of the candidate list is com-
puted.

Obstacle E :

x — distance = max (T gmin — Tpoint> Tpoint — TEmaz) = max(40 — 35,35 —50) =5
y — distance = max(Yemin — Ypoints Ypoint — YBEmaz) = max(46 — 38,38 — 50) = 8
distance(point, ) = maz(x — distance,y — distance) = max(5,8) = 8

Obstacle C':

x — distance = max(Tomin — Tpoints Tpoint — LOmaz) = Max(26 — 35,35 —29) = 6
y — distance = max(Ycmin — Ypoint: Ypoint — Yomaz) = Max(37 — 38,38 — 45) = —1
distance(point, C') = max(x — distance,y — distance) = max(6,—1) = 6

Obstacle D:

x — distance = max (T pmin — Tpoints Tpoint — LDmaz) = Max(26 — 35,35 —29) = 6
y — distance = max(Ypmin — Ypoints Ypoint — YDmaz) = mazr(16 — 38,38 — 27) = 11
distance(point, D) = max(x — distance,y — distance) = max(6,11) = 11

Step 4

The side of the largest square is defined by the closest obstacle to the point. In
our case, the closest obstacle is C' and its distance from the center is 6. Therefore,
the largest empty square with that point as center has a side of 2 x 6 = 12.

3.8 Comments

The example of the previous section, although simple, illustrates the main steps of
the algorithm. It is two-dimensional, but the differences with the three-dimensional
case are minor. It is obvious that this algorithm offers a method to limit the number
of obstacles that need to be examined when searching for the largest empty cube.
For example, in our case, we examined only three of the five obstacles. Of course,
here the difference is not important, but in cases of thousands of obstacles, there
is a major improvement in the running time of the algorithm.
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Figure 3.15: The largest empty square centered at (35, 38)
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Chapter 4

Finding the Largest Empty Cube in
Non-Manhattan Geometries

4.1 Non-Manhattan Geometry

In the previous chapter, all geometries were Manhattan, which means that the
obstacles were rectangular cuboids with axis parallel edges. This chapter examines
non-Manhattan geometries. We can describe this type of obstacles as follows:

Imagine a two-dimensional polygon on a plane parallel to the xy plane, i.e. whose
points have constant z value. This polygon, also called ring, accompanied by two
values called height and thickness can fully define our obstacles. More specifically,
each obstacle consists of the points whose x and y coordinates are inside the
polygon and whose z coordinates satisfy the relationship:

height < z < height + thickness

The polygons that we examine are always considered convex.

For the purposes of the following analysis, we can consider the simplest case of
these polygons, which are rectangles rotated by an angle ¢ around the z axis. We
choose this type of polygons in order to offer simplicity to our description and
given that it leads to no variation of the main ideas of the algorithm.
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4.2 Description of the problem

The problem in non-Manhattan geometries is the following: Given a set of obsta-
cles, like the ones described in the previous section, and a boundary box, the goal
is to find the largest empty cube with a given center that can be placed among
them. The main difference with Manhattan geometries is that, in this case, the
cube is not necessarily axis aligned.

The application that motivated our study, as described in the introductory chapter,
requires the calculation of the largest cube that has its top and bottom sides
parallel to the xy plane (constant z), property that holds true for all the obstacles,
and is rotated by an angle ¢ around the z axis. This angle is the direction of one of
our obstacles, or, in the general case where we do not have rectangular obstacles,
the direction of an edge of one obstacle. This practically means that we need to
limit our search only on those cubes that have the direction of one of the obstacles
and ignore the rest. In that way, there is increased chance that the cube and its
closest obstacle share a common side, instead of an edge or a vertex. It is true that
this cube will not necessarily be the largest one possible, but it is the appropriate
one for our application.

4.3 Useful Background

4.3.1 Visible edges

Imagine we have a two-dimensional polygon A and a point P, regarding to which
we need to find all of A’s visible edges. We will examine each edge separately. For
each edge, we call Vi (z1,y1, 21) the first vertex, according to a clockwise traversal
of the polygon, and V,(zs, y2, 22) the second vertex with z; = zo. We call (x,y, 2)
the coordinates of point P.

Assume M is the vector that starts from a point of the edge and ends at the
observation point P. We can choose, without loss of generality, the start of M to
be the vertex V;.

Therefore, we can easily compute M:

—

M:(x—xhy—yl,Z—Zl)

We define N as the vector that is perpendicular to the edge and lies on a plane
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Vi
Figure 4.1: Polygon A and point P

parallel to the zy plane. Therefore, it is obvious that N can be computed as the
cross product of the unit vector €, = (0,0,1)T and V; V5.

x y
N=éxViVo=| 0 0

Tog —T1 Y2 — MW

= (—y2 +y1, 22 — 1, O)T

O = N

Figure 4.2: Vectors M and N

In order to examine if the edge V;Vg is visible from P, we need to calculate the
dot product of vectors M and N.

M-N= (r—21) (=y2 +31) + (y — v1) (22 — 1)
=—2 (2 — 1) +y (2 — 21) + T1y2 — T2y

61



According to [22], an edge V1 V5 is visible from a point P if and only if the above
dot product is positive: M - N > 0.

4.3.2 Rotation around a point

A transformation that will be useful in the following study is the rotation of a
vertex V' (v,,v,) around a point P(p,,p,) by an angle ¢. Let’s call this point
origin. This rotation is composed by three simpler transformations:

Translation of the vertex V' to the origin. The resulting point V'(v, v, ) is
the following;:
Vp = Vs — Pa

[ —
’Uy—’l}y Dy

Rotation of the point V' around the origin by an angle ¢. We called

V" (vy,v,) the point that results from the rotation of V’ around P.

vy =V, - Cos P — v, - sin ¢

no__ o0 ’
Uy = U, - SIng + v, - cos ¢

Translation of VV” back to its original position. Now, we need to translate
V" back to its original position. We call V the rotated vertex V' around P.

2
VR, = Uy 1 Pz
/)

In the case of a three dimensional point V(v,,vy,v,), if we keep unchanged the
third coordinate v, and rotate the point V,,,;(v,, ) around the origin (0,0), the
resulting point Vz(vg,,Vr,,v:) is equal to the rotation of point V' around the z
axis.
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4.3.3 Largest axis aligned empty square adjoining a line seg-
ment

Assume we have a point P and a line segment AB on the zy plane and we need
to find the largest axis aligned square that does not contain any point of AB. Of
course, the square contacts AB. In the opposite case, it could be enlarged until it
contacted AB and, therefore, would not be the largest. AB can have any direction.
An example is given in the following figure.

A

Figure 4.3: Example of a line segment AB, a point P and the largest axis aligned
square

Depending on the relative position of P and AB, the possible cases are the follow-
ing: Either one vertex of the square contacts AB, or a vertex of AB contacts an
edge of the square. Of course, AB may share more than one point with an edge
of the square.

In order to deal with the first case illustrated in the Figure 4.4, we need to examine
if there is an intersection of AB and the lines with slope 1 and —1, which are the
diagonals of the square.

We call (p,, p,) the coordinates of P, (a,,a,) the coordinates of A and (b,,b,) the
coordinates of B.

The equation that describes AB can be written in a parametric form as fol-
lows:
r=a, + k(b, — a,) (4.1)

y = a, + k(b, — ay) (4.2)
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Figure 4.4: Three possible topologies of the line segment AB and the point P and
the corresponding largest squares

If0<k<1, (x,vy) is located on the line segment AB. If k < 0, the point belongs
to the extension of the line segment from point A, else if £ > 1, it belongs to the
extension from B.

The line that has slope 1 ({;) and contains the point P(p,,p,) is described by the
following parametric equation:
T=p,+t (4.3)

y=py+1i (4'4)

Similarly, the line with slope —1 (l3) that contains the point P(p,,p,) is described
by the following parametric equation:

T=p,+t (4.5)
y=py—t (4.6)
The next step is to compute the intersection points of AB with lines [; and [, if
there are any.
Intersection of AB and /;. When inserting the = value from (4.3) in (4.1) and
the y value from (4.4) in (4.2), we get:
Pr+t=a,+ k(b —ay) (4.7)

py+t=a,+k(b, —ay) (4.8)
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(4.8) — (4.7):

Py — Dz = ay + k(by — ay) — ay — k(by — a,) = k = (py = p:) — (ay — aa) (4.9)

(by = bs) — (ay — az)

given that (b, — b;) — (ay, — a,) # 0. If (b, — b)) — (ay, — a;) = 0 there is no
intersection point.

If 0 <k <1, 1[; and AB have an intersection point, which is given from equations
(4.1) and (4.2) if we replace the value of k from (4.9). That means that this point
could be a possible contact point between the largest empty square and the line
segment. If that holds true, the largest empty square will have center at P and
side equal to 2 ‘xintersection - pz|

A

Figure 4.5: In the first case, the square that is defined by the intersection point is
indeed the largest possible one. In the second case, the square is not valid, since
it contains points of AB in its interior. The correct square is calculated after the
examination of the line with slope —1 as well.

If £ < 0, [; intersects the extension of AB from the part of A and the closest point
of AB to that intersection point is A (see also the following figure). Therefore, the
length of the diagonal with slope 1 of the square is not restricted by the line segment
AB. In that case, we examine the restrictions imposed to the square size by point
A. A permits a square side less or equal to 2 - maz (|ay — psl, |ay, — yl).

Similarly, we deal with the cases where £ > 1. We now examine the restrictions
imposed by point B and compute a side limit of 2 - max (|b, — pz|, |by — pyl)

Intersection of AB and [,. The intersection point of AB and [y, if any, is
computed similarly to the previous section. We insert the z value from (4.5) in
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Figure 4.6: Example where the £ < 0 and the intersection point lies on the exten-
sion of AB nearer to A.

(4.1) and the y value from (4.6) in (4.2), we get:
P+t =ay+ k(b —ay) (4.10)
py —t =a, + k(b, —ay) (4.11)
(4.10) + (4.11):

(pe +1py) — (az + ay)

p"’py a’+k( a)+ay+ (y ay):> (bx+by)_(a;p+ay>

(4.12)

given that (b, + b,) — (ay + a,) # 0. If (by +b,) — (a, + a,) = 0 there is no
intersection point.

If 0 <k <1,y and AB have an intersection point, which is given from equations
(4.1) and (4.2) if we replace the value of k from (4.12). This intersection point
limits the side of the square to the value 2 - |Z;uersection — Pel-

If £ < 0, 5 intersects the extension of AB from the part of A and the closest point
of AB to that intersection point is A. Therefore, the length of the diagonal with
slope —1 of the square is not restricted by the line segment AB. However, the
square side may be restricted by point A: A permits a square side less or equal to
2-max (|ay — psl,|ay, — pyl), otherwise A is located inside the square.

Similarly, we deal with the cases where £ > 1. We now examine the restrictions
imposed by point B and compute a side limit of 2 - max (|b, — p.|, |by — pyl)

The examination of the intersection of [; and AB provides an upper limit on the
size of the square. Similarly, the examination of the intersection of I, and AB
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provides another upper limit. The size of the largest empty square must satisfy
both; it is provided, therefore, by the lower value of the two limits.

Although in the previous paragraphs we referred to the cases of the first type
of Figure 4.4, we actually covered all possible instances. Indeed, the other cases
correspond to values of k less than 0 or greater than 1, where the size of the square
is bounded by the endpoints of the line segment.

4.3.4 Axis aligned cube with given center C' that contacts
an obstacle A

In this section, we will calculate the size of the empty cube that has C' as its center
and contacts the obstacle A. First of all, we will compute the size of the cube if it
contacts the upper or lower side of the obstacle. As we mentioned, each obstacle
has a bottom side with constant z value: z,;,(A) = height and a top side with
constant z value: z,.,(A) = height + thickness. Similarly to the Def. 3.3, we
compute the value of z — distance:

z — distance = max(zmin(A) — 2(C), 2(C) = zZmaz(A))

This value expresses the distance of the center C' of the cube from the obstacle, if
the cube adjoins the lower or upper bound of the obstacle. It is obvious that its
side will, in this case, equal twice the z — distance.

We now need to check the size of the cube if we assume that it adjoins any of the
remaining sides of the obstacles. In that case, the z dimension does not influence
the result and we can, therefore, work in two dimensions in order to simplify the
problem. First of all, we take the projection of the obstacle on the xy plane and the
two-dimensional point C,,,; that corresponds to C' if we ignore the z coordinate.
Then, we search for the square with center C,,,; that contacts the polygon.

For that purpose, we examine each edge of the obstacle’s polygon: Based on the
analysis of section 4.3.3, the square with center C,,,; that adjoins each edge of the
obstacle’s polygon is calculated. In that way, each edge imposes an upper limit
on the size of the empty square, since it already contacts the edge and, therefore,
cannot be enlarged anymore. The restrictions of all edges must be satisfied and,
thus, the smallest square side is required.

So far, we have computed two values for the size of the requested cube: one value in
case it contacts the obstacle on its upper or lower side and one value if it contacts
any of its remaining sides. The value that ensures that the cube contacts the
obstacle is the largest between the two. Therefore, this is the requested size of the
cube.
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4.3.5 Smallest axis aligned empty cube with center inside a
given cell N that contacts an obstacle A

Given a rectangular axis aligned cuboid (cell) N and an obstacle A outside of N,
we want to find the size of the cube that has its center inside N and contacts A.
In other words, if we imagine all the largest empty cubes with center inside N, we
need to find the smallest one among them. The size of this cube, as will be shown
in a following section, will be very useful for the elimination of certain obstacles
from the insertion in some tree nodes, which will accelerate the performance of the
algorithm.

To begin with, we will compute the size of the cube if it adjoins the upper or
lower side of the obstacle. As we mentioned in the previous section, each obstacle
has a bottom side with constant z value: z,;,(A) = height and a top side with
constant z value: z,..(A) = height + thickness. Likewise, the cell has a bottom
side zpyin(N) and a top side zq. (V). Similarly to the Def. 3.2, we compute the
value of z — distance:

z — distance = maz(zZmin(A) = Zmaz(N), Zmin(N) — Zmaz(4))

This value expresses the distance of the center of the cube from the obstacle, if
the cube contacts the lower or upper bound of the obstacle, and corresponds to a
cube size of twice the z — distance.

We now need to compute the cube that could adjoin the remaining sides of the
obstacle. The following figure illustrates a simple example of a cell N and an
obstacle A. These are their projections on the xy plane, since the third dimension
is not important for now.

Figure 4.7: Example of a cell N and an obstacle A

The requested square may not be unique. We claim that, in all cases, there will
be at least one such square that satisfies one of the following:
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a) It will have its center on a vertex of the cell N and will contact a point of an
obstacle’s edge, or

b) It will have its center on a cell’s edge and will contact a vertex of the obstacle
A.

Indeed, if both the center and the contact point are internal edge points, we can
move toward the vertices of the edges and, if these edges are not parallel, at least
one of these moves will lead to a smaller square, since the edges approach each
other (See the following figure for an illustration). If the edges are parallel, moving
toward the vertices will result in a square of same size, that will also satisfy either
(a) or (b). Thus, in all cases, the requested square satisfies one of (a) or (b)
sentences.

edge 2

Figure 4.8: The arrows show a move that leads to smaller squares: The square
centered at ' has both its center and contact point in the internal of the edges
and it is larger than the one centered at 3 whose contact point is an end point.

As a consequence, it suffices to examine only the squares that are defined by
all possible pairs edge-vertex, where each pair consists of a cell’s edge and an
obstacle’s vertex or an obstacle’s edge and a cell’s vertex. For each such pair, we
compute the empty square that is centered at the pair’s point and contacts the
pair’s edge (the contact point can be internal or end point). Each pair imposes in
that way an upper limit to the square size. Since all restrictions must be satisfied,
we keep the smallest value among them, which corresponds to a cube side twice
that value.

Finally, we compare the aforementioned value with the z — distance. The size
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of the axis aligned cube with center C' that contacts A is equal to the largest
value.

4.3.6 Largest axis aligned empty cube with center inside a
given cell N that contacts an obstacle A

In this section, we will compute the maximum cube with center inside a cell N
that contacts an obstacle A. This computation of the cube is very similar to
the procedure that was analyzed in the previous section for finding the minimum
empty cube with center inside /N that contacts A.

First of all, we compute the z — distance = max(zmin(A) — Zmaz(N), Zmin(N) —
Zmaz(A)), which is equal to half the side of the cube, if the cube contacts the
obstacle on its upper or lower side. Then, we find the maximum cube if it contacts
one of the remaining sides of A.

For reasons similar to the ones analyzed in the previous section, the cube will
satisfy one of the following sentences:

a) It will have its center on a vertex of the cell N and will contact a point of an
obstacle’s edge, or

b) It will have its center on a cell’s edge and will contact a vertex of the obstacle

A.

Therefore, we construct all edge - vertex pairs like before, but we consider only the
edges and the vertices of A that are visible from the cell. The remaining edges and
vertices, since they are not visible, can lead to a cube which is not feasible, because
it will definitely contain some points of the obstacle in its interior. Moreover, it
will likely be larger than the one defined by the visible edges and points and it will
alter our result. Thus, we find all the visible edges using the method described in
section 4.3.1. Then, we find the visible points. These are the vertices that belong
to at least one visible edge.

The following steps are approximately the same as the previous section’s: For
each pair, the corresponding cube is constructed based on section 4.3.3. The
appropriate cube is the largest one among them. Finally, this value is compared
with the z — distance and the largest one determines the size of the largest empty
cube that contacts A and has center in V.
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4.4 Detailed Description of the Algorithm

In the case of non-Manhattan geometries, we create multiple octrees, one for each
possible orientation of the cube. The application that motivated this algorithm
guarantees that there will be only a few different directions and, thus, the number
of octrees will be small. Of course this approach causes a memory overhead.
However, given that there are only a few octrees and that this method offers
simplicity to the solution and a good performance, it can be neglected.

4.4.1 Creating the octrees

First of all, we need to identify all possible cube orientations. This can be easily
realized by examining linearly all the obstacles and finding the direction of each
one, since the orientation of the cube can only be one of the directions of the
obstacles or the obstacles’ edges. Then, for each direction, an octree must be
created.

Each octree represents the whole space that contains the obstacles rotated by an
angle —¢ around the z axis, where ¢ is the direction that corresponds to the
specific octree. Thereby, when the largest axis aligned empty cube is identified in
the rotated geometry of an octree, it actually corresponds to a cube of direction ¢
in the original geometry. In that way, we can always perform the searching for the
largest axis aligned empty cube, which is simple and efficient, and actually find
cubes of any of the possible directions.

The construction of each octree requires a preprocessing of the obstacles. Before
their insertion in the root of the tree, i.e. before the first call of the function insert,
each obstacle must be rotated by an angle —¢ around the z axis, where ¢ is the
angle that corresponds to the current tree.

The critical box is rotated be —¢ as well. Since the root of the octree must always
correspond to an axis aligned spatial cell, we cannot use the rotated critical box as
the root. One solution is to create its minimum bounding rectangle and consider
that to be the tree’s root. However, our experiments showed that this approach
is not that effective. A different approach with better results is presented in the
following figure, where we can see the projection of a rotated critical box on the
xy plane. First of all, we compute an axis aligned rectangle that is located totally
in the inside of the critical box (see T}). The extension of its sides creates a space
partition. Each rectangle that intersects with the rotated critical box defines a root
for an octree. In that way, more octrees are created, but each obstacle belongs to
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only a few of them. As a result, there is not important memory overhead, since
these multiple octrees are comparatively small.

minimum bounding rectangle
| =

critical b

Figure 4.9: The axis aligned spatial cells 1%, T, T3, Ty, T, T and 1% are the roots
of the octrees that are created for this rotated critical box.

After that, the creation of each octree presents an important resemblance with the
case of the Manhattan geometries. More specifically, the algorithm for the insertion
of an obstacle into a tree node (Algorithm 1 of section 3.5) and the algorithm that
performs the checking of the cuboids before the insertion (Algorithm 2 of section
3.5) are almost the same. For completeness, we cite them again, after performing
some minor changes. On the other hand, the algorithm for the domination checking
presents certain differences.

Inserting obstacles into the tree
The only difference of this function with the corresponding one of chapter 3 is that

we first compute the minimum bounding box of the obstacle A. We then use the
distance between that bounding box and the cell as a first indication whether A
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should be examined or not. If that distance is greater than a distance threshold,
then the distance of the cell from the actual obstacle A would be at least the same
and the obstacle does not belong to this cell, as it is not in its neighborhood.

Algorithm 6 Inserting a cuboid into a tree node

procedure INSERT(cuboid A, node N)
d < distance(mbr(A),N) > Distance according to Def. 3.3
if d > DistanceThreshold(N) then return

1:

2

3

4: if N is a leaf node then

5: CHECK(A, N)

6 if (tree height < HeightThreshold) and (N’s candidate list’s length
7 > CandidateListT hreshold) then

8
9

DIVIDE(N) > Divides the cell N into 8 equal octants
: for each cuboid a of N’s candidate list do
10: for each child N; of N do
11: INSERT(a, NN;)
12: else
13: for each child N; of N do
14: INSERT (A, IV;)
15: return

Checking the obstacles

The goal of these checks is to determine if an obstacle A belongs to cell N’s
candidate list. The difference between the following algorithm and the one of
Manhattan geometries (see also section 3.5.1) concerns the update of the variable
DistanceThreshold. The purpose of this value is the following: If any obstacle A’s
distance from the cell is greater than DistanceT hreshold, then the largest empty
cube will certainly touch another obstacle before A.

More specifically, the distance of A from the cell N in non-Manhattan geometries
actually refers to the side d of the smallest cube that touches A and has its center
inside N. That value expresses the least size of the cube that is required in order
to approach and contact A.

As far as the computation of DistanceThreshold is concerned, let’s imagine an
obstacle B and call D the size of the largest cube that contacts B with center
inside V. D can be computed based on the detailed analysis of section 4.3.6.
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Figure 4.10: Two dimensional projection of cell N, obstacle B and the largest
empty cube that contacts B with center C' inside V.

In order to ensure that any axis aligned cube contacts B before A, we just need
to check if d > D. If that inequality holds true, A is definitely outside of any
cube that touches B and, therefore, in no case A is the nearest neighbor of a
cell’s point. As demonstrated in Algorithm 7, DistanceThreshold is updated
in order to store the minimum of all possible values D that correspond to the
obstacles. Thereby, more obstacles will be rejected after the inequality checking
d > DistanceT hreshold.

In the following algorithm, we prefer to use half the values DistanceT hreshold
and d that were described in the previous paragraphs, since they express better
the notion of the distance between the center of the cube and the contact point.
Moreover, that offers better consistency with the algorithm of the previous chap-
ter.
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Algorithm 7 Checking the cuboids

procedure CHECK (cuboid A, node N)
d « distance(A, N) > Half the cube size of section 4.3.5
if d > DistanceThreshold(N) then return

1:
2
3
4 for each cuboid a of N’s candidate list do
5: if DOMINATES(a,A,N) then return
6
7
8
9

else if DOMINATES(A,a,N) then
Remove a from N’s candidate list
Insert A at the end of N’s candidate list

: D < mazDistance(A, N) > Half the cube size of section 4.3.6
10: if D < DistanceThreshold(N) then
11: DistanceThreshold(N) < D
12: return

Domination Checking

Before the insertion in the candidate list, each obstacle must be checked in order
to see if it dominates or is dominated by another obstacle. Assume we want to
check if obstacle A dominates obstacle B regarding cell N, i.e. if every cube with
center inside N contacts A before B. If B is entirely or partially inside the cell N,
then it certainly cannot be dominated by another cuboid.

In the opposite case, we check if each cube contacts A before B. Of course, it is
not feasible to examine all possible cubes. Fortunately, it suffices to examine only
some specific cases:

Case a. If the smallest empty cube that touches B, as calculated from section
4.3.5, contacts the upper or lower side of B:

Similarly to Manhattan geometries, we "inflate" B by z — distance. Since in non-
Manhattan geometries this is not as easy to calculate as in Manhattan geometries,
we follow a different approach. We will only consider the points of B, which
inflated by z — distance contact the cell N. That means that we do not need to
examine the points of B that are located further than z — distance from the cell.
These points form a polygon. We take its vertices and "inflate" each one of them
by z — distance. The cube that is created for each vertex has a common area with
cell N.

Because obstacle A may be not-axis aligned and we cannot "inflate" it that effec-
tively in order to check if the "inflated" A contains the common areas, a different
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method is applied. First of all, we notice that if we select any point inside the
common area and form a cube of side twice the distance of the obstacle B, it will
definitely contact B. In order to be sure that B is dominated by A, we must check
all these possible cubes. Fortunately, it is enough to check the cubes with center
the vertices of the common areas, since these are the extreme cases and if this
holds true for them, it will also hold true for all their remaining points.

As a result, we consider the vertices of each common area and, for each one, we
create a cube, with center that vertex, that adjoins A, according to section 4.3.4.
If the side of that cube is smaller than twice the z — distance, then A dominates B
regarding that point. If this holds true regarding all these extreme points, then it
will also hold true for all points of the common area. Moreover, due to convexity
and the nature of the obstacles, B is dominated by A regarding all the remaining
points of cell N as well.

Case b. If the smallest empty cube that touches B, as calculated from section
4.3.5, contacts any of the remaining sides of B: In that case, we only need to
examine the cubes whose two dimensional projection on the xy plane is a square
that belongs to one of the following categories:

b.1) It has its center C' on a vertex of the 2D projection of the cell and their contact
point within a visible from C' edge of the projection of B.

In that case, we work on the cell’s edge that contains C'. We need to examine all
the points of the edge, whose z coordinates are between B’s height — distance and
height +thickness+ distance, where distance equals half the side of the cube that
adjoins B. Of course, we only examine the points that are located on the edge
of the cell and not the ones on its extension. Then, we take the two points with
the minimum and the maximum 2z coordinates. These are the extreme points. For
each point, we create a cube that adjoins the obstacle A, according to 4.3.4. If the
size of both cubes is less than the size of the corresponding cube that is required
in order to reach B, i.e. 2-distance, then A dominates B regarding those points.
Due to convexity and to the nature of obstacles, it will also dominate it regarding
the remaining points of the edge that we had to examine. If for one of these two
points, the cube that adjoins B is smaller than the one that adjoins A, then B is
not dominated by A.

b.2) It has its center C' on the projection of a cell’s edge and its contact point with
the projection of B is one of its visible from C' vertices.

That vertex of B’s 2D projection corresponds to a vertical edge of B in the three
dimensions. Similarly to Manhattan geometries, we "inflate" that edge of B by
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distance along the three axes in order to create an axis-aligned cuboid, where
2 - distance is the least side of the cube that is required to reach that edge. Then,
we compute the common area of this inflated edge and the surface of the cell.

Afterwards, we take the vertices of this common area and for each one of them we
compute the cube that is required to reach A considering this vertex as its center.
This cube can be calculated according to section 4.3.4. If all these cubes have a
side less than 2 - distance, which means they reach A before B, B is dominated by
A regarding these points. In the opposite case, if for one of these points the cube
that corresponds to A is larger than 2 - distance, B cannot be dominated by A.
If B is dominated by A regarding all these extreme points, due to the convexity
and the nature of the obstacles, it will also be dominated regarding the remaining
points of the common area.

To sum up, if A dominates B regarding these points (the vertices of the common
areas), it will also dominate it for all points inside the common areas, since these
are the extreme cases. Furthermore, it will dominate it regarding all the remaining
points of the cell due to convexity of the obstacles. Indeed, if A is closer than B
to all the vertices we examined then, due to the nature of the obstacles, it will be
closer to the remaining points as well.
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Algorithm 8 Checking if A dominates B

1:
2
3
4
5:
6
7
8
9

10:
11:
12:
13:
14:

15:
16:
17:
18:
19:
20:
21:

22:
23:
24:
25:

26:
27:
28:
29:
30:
31:
32:
33:

34:

function DOMINATES(cuboid A, cuboid B, cell N)

d « distance(B, N) > Half the size of the cube of 4.3.5
if d < 0 then return false © B is internal to N, cannot be dominated

if d equals z — distance then > Case a
Find the points of B, which inflated by d contact N
These points form a polygon, take its vertices
Inflate each vertex by d
Find the common areas of the inflated vertices and cell N
for each common area do
Take all vertices
for each vertex do
Find the cube with center the vertex that reaches A >4.3.4
if the cube’s side is larger than 2d then
return false

return true

else > Case b. We examine the 2D projections on the xy plane
Find all visible edges of B > According to 4.3.1
Find all visible vertices of B
for all pairs visible edge(B)-vertex(N) do > Case b.1

Find the vertical edge of IV in 3 dimensions that contains the vertex.
Create the line segment, part of the edge, with z > height — d and

z < height + thickness 4+ d, where height and thickness are B’s parameters

Take the points with the minimum and maximum 2z coordinates
Create the cubes that adjoin A with these points as centers
if a cube’s side is larger than 2d then

return false > A does not dominate B

for all pairs visible point(B)-edge(N) do > Case .2
Find the vertical edge of B that contains the point
Inflate the edge by d along the three axes
Find the common area of the inflated edge and cell N
for each vertex of the common area do
Find cube with that vertex as center that adjoins A > See 4.3.4
if the side of the cube is larger than 2d then
return false > A does not dominate B

return true
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4.4.2 Executing queries

The search for the largest empty cube with a given point C' as a center requires the
examination of one octree per possible orientation. First of all, for each orientation,
we find the tree whose root contains the query point. The, for each tree, a traversal
is performed until the leaf node that contains the point is identified.

Algorithm 9 Tree traversal

1:
2
3:
4:
5.
6

function TRAVERSE(node N, point P)

while N is not a leaf node do
for each child N; of N do
if P belongs in N; then

return N

Then, we search its candidate list to find the nearest obstacle. More specifically,
we traverse the candidate list and compute the largest empty cube with center
C' that adjoins each obstacle, based on section 4.3.4. That cube is the largest
empty cube of direction ¢ in the original geometry, where ¢ is the corresponding
angle of the specific octree. In that way, we find the largest empty cube for each
possible direction ¢. The largest one among them is the requested cube with center

C.

Algorithm 10 Searching the candidate list (sorted)

1:
2
3
4:
5:
6
7
8
9

10:

function SEARCH(node N, point P)

DistanceT oNearestObstacle < oo
for each cuboid a of N’s candidate list do
DistanceT oObstacle < distance(a, P) > Distance according to 4.3.4
if DistanceT oObstacle < DistanceT oN earestObstacle then
DistanceToNearestObstacle < DistanceT oObstacle
if a outside of N then
if distance(a, N)+dguery point > DistanceToNearestObstacle then
break - > Distance according to 4.3.5

return 2 - DistanceT oNearestObstacle > Cube size
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4.5 Techniques for better query performance

The same techniques that were described in the case of Manhattan geometries
apply in non-Manhattan geometries as well. More specifically, a sorting of the
obstacles of each candidate list can be performed based on the least cube size with
center inside the cell that is required in order to make contact with the obstacle.
As a result, the traversal of the candidate list can terminate earlier if the remaining
obstacles are located far from the query point. Moreover, the use of pointers for
quick access of the neighboring cells of each node and the use of the critical box
that can avoid the whole tree traversal for some query points offer a performance
acceleration. More details for these methods can be found in chapter 3.6.

4.6 Maximum difference between the produced cube
and the largest cube of any direction

The empty cube that is created by this algorithm has the orientation of one of the
obstacles’ edge. This restriction was imposed by the application that motivated
our study. However, from a theoretical point of view, this cube may not actually
be the largest one possible. We will provide a short analysis that demonstrates the
greatest possible deviation between the cube that is produced by our algorithm
and the actually largest cube of any direction.

Let’s work in two dimensions in order to have a more comprehensive view via
figures. First of all, imagine a geometry of rectangular obstacles in two dimensions
that are all axis aligned. This is the case of Manhattan geometry that was analyzed
in chapter 3. However, now we will not limit the largest empty square to be axis
aligned, but, instead, it can have any direction.

In the following figure, we present the example of one obstacle and a query point.
If we construct an axis aligned square, then its contact point with the obstacle is
one of its vertices and the side of the square will be dv/2.

In figure 4.12, we can see the same obstacle and query point as before, but now we
can create a square of any direction. Let’s connect the query point with the closest
vertex of the obstacle and call the length of this line segment d. It is obvious that
d somehow determines the size of the square. Any square, regardless its direction,
cannot have a side greater than 2d. If that were true, the square would certainly
contain vertex V in its interior. Thus, the largest square is achieved when its side
equals 2d. That practically means that V' equals the middle of a square’s side,
since, in that case, half the square size is d, thus the square has a side of 2d.
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Figure 4.12: Example of an obstacle and the largest square of any direction

It can be proven that if V' equaled any other point of the square’s side, its size
would be smaller. More specifically, we select a random point on the square’s
size. Its distance from the query point is d. Given that the hypotenuse of a
triangle is larger than any of its other sides, we easily realize that this square’s
half side is smaller than d. Therefore the square’s size is less than 2d and it is not
optimal.

To sum up, the largest square is obtained if the contact point V' equals the middle
of the square’s side. In that case, the side of the square has length 2d, where d
is the distance between V' and the query point. By the same logic, the minimum
square is obtained when V' equals a vertex of the square. Now, half the diagonal
equals d, therefore the side of the square is dv/2. As a result, in the worst case
scenario (figure 4.11), i.e. when the deviation between the produced square and
the largest possible one is the greatest, the relation between the square of our
algorithm and the actual largest square would be 1 : /2. In terms of squares’
area, this difference translates to a square of double area.
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Figure 4.13: d' < d & 2d' < 2d < the square is not optimal

Similarly, in the three dimensions, given a query point and an obstacle, the cube
that adjoins the obstacle is the smallest one if its contact area with the obstacle
is only a point and in particular one of the cube’s vertices. This case is analogous
to figure 4.11 in two dimensions. In that case, if we call the distance between the
query point and the contact point d, i.e. the cube diagonal is 2d, the cube has
side of length 2d/+/3, since the diagonal of a cube equals /3 times its side. The
largest possible cube is the one whose half side equals d (its contact point with
the obstacle is the middle point of one of its sides), and, thus, its side is 2d. The
relation between the worst case cube size and the largest one is 1 : V3.

The above analysis applies when the obstacle is a polygon with edges of any direc-
tion, as well. In this case, again the largest square could have up to /2 times the
side length of our algorithm’s square and the largest cube up to v/3 times.

If there are more obstacles in the space, the described scenario is still the one that
produces the largest difference between the two results. However, in this case,
the largest possible cube that is permitted by one obstacle may be restricted by
another, and, thus, the difference between the largest cube of any direction and
the actually constructed one may be smaller.
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Chapter 5

Practical Implementation and
Experimental Results

5.1 Implementation

The language that was used for the implementation of the algorithm is C++.

5.1.1 Data Structures

The main data structures of our program concern the description of the obstacles
and the tree nodes. The data structure for the obstacles is the following:

Obstacles

struct Obstacle {
Ring polygon;
double distance to cell;
Id id;
Box<Point 3> mbr;
double direction;
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Detalils

polygon: Ring is a data structure that is used to describe a polygon. It stores
the vertices of the polygon, considering a clockwise traversal.

distance to cell: The value distance_to_cell is used to represent the half
side of the smallest axis aligned empty cube that can abut this obstacle. For its
calculation, the methodology of section 4.3.5 is applied.

id: FEach obstacle is characterized by a distinct integer. If we have n obstacles,
their ids range from 0 to n—1. This number is used to identify which is the nearest
obstacle to the query point, i.e. which obstacle the largest empty cube abuts. More
specifically, for each query, our program returns a pair with the largest empty cube
(size, center, angle) as the first element and the id of the nearest obstacle as the
second. Thereby, not only the largest empty cube is calculated, but the obstacle
that restricts its size is identified as well.

mbr: This field stores the minimum bounding rectangle for each obstacle. If
the obstacle is axis aligned, then its mbr equals the obstacle itself. Otherwise,
the mbr is the smallest axis aligned rectangle that contains the obstacle in its
interior. Box<<Point 3> represents a three-dimensional axis aligned rectangle. In
particular, it stores the minimum values of z, y and z and the maximum values of
x, Yy, z. In that way, the 3D rectangle is fully defined.

direction: This field stores the direction of the obstacle. This variable is valid
only if the obstacles are rectangular cuboids of any direction. In case of polygonal
cuboids, the edges are not necessarily parallel and each one should be examined
separately.

Nodes of the octree

struct Octree_node{
Box<Point 3> cell;
double size ;
double distance threshold;
unsigned int height;
std :: vector<Octree node> children;
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Octree node * mneighbors [3]|[3][3];
std :: vector<Obstacle> candidate list;

}s
Details

cell: This field contains the coordinates of the corresponding spatial cell of the
node. Specifically, each node corresponds to an axis aligned rectangular cuboid in
the three-dimensional space. If we store its minimum and maximum z, y and z co-
ordinates, then all the information that is needed for its description is known.

size: This field stores the value of the largest side of the spatial cell. It equals
the greatest value among its length, width and height. Although the computation
of this value is easy, we chose to store it in the data structure, because this value
is used very often in the code. In that way, the code is simpler and redundant
calculations are avoided.

distance threshold: This value is used during the decision making whether
an obstacle belongs to this cell’s candidate list or not. If the smallest axis aligned
cube with center inside the cell and which adjoins the obstacle has a half side that
is larger than this value, then it definitely cannot belong to the cell’s candidate
list, since this value guarantees that there is an obstacle closer than that.

height: This value expresses the height of the node in the octree. The root
corresponds to height 0, its children to height 1 and so on. In order to avoid a
very tall tree, which slows both its creation and the execution of the queries, we
selected to impose a limit on the height of the tree. This limit depends on the
input size: There is a higher limit for larger inputs and the other way around.
When the tree reaches that height, the nodes of that height are no more divided
into subcells, independently of the candidate list length.

children: Each node has eight pointers, one for each of its child nodes.

neighbors: If we select to use the neighbors network in order to move faster
from point to point, this structure is necessary. The array contains pointers to the
cells that share a side, an edge or a vertex with the current cell and are of the
same size. If a cell of the same size does not exist then the next larger one is used.
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The pointer neighbors[1][1][1] corresponds to the tree node itself, while the rest to
its neighbors.

candidate list: This vector contains the obstacles that belong to the node.
The elements of this vector are all the candidate nearest obstacles of any query
point that is located inside the spatial cell.

5.1.2 Libraries

Our code makes use of the library boost.geometry for the representation of some
geometric elements and in order to perform certain actions, such as check whether
two polygons intersect, etc.

5.2 Experiments

5.2.1 Experimental Enviroment

The experiments are executed on a Pentium(R) 2.93GHz Dual-Core processor,
with 4GB RAM. The operating system is CentOS (6.4), equipped with GNU C++
4.7.2 compiler. The compilation uses optimization level 3. All of our programs
are single threaded, however, the construction of multiple octrees in the case of
non-Manhattan geometries facilitates a possible multithreaded execution.

5.2.2 Input

Our program will be executed with inputs of two categories. The first one contains
only obstacles of Manhattan geometry. The second one contains obstacles of two
directions: axis aligned and rotated by 45° around the z axis rectangular cuboids.
All cuboids are of random dimensions and randomly distributed in space. Each of
these categories includes many input sets, each of which has a different number of
obstacles. The experiments examine the performance of the algorithm regarding
the execution time and the memory usage of the program.
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5.2.3 Measurements

This chapter presents the performance of our program. Specifically, we study
separately the two main parts of the algorithm: the creation of the tree and the
execution of the queries. As far as the creation of the tree is concerned, for each
input category, we have created input sets of various sizes. The smallest ones have
less than 100 obstacles, while the largest have hundred thousands or more than a
million obstacles. Our measurements include the required time for the execution of
the program as well as some representative examples of the memory usage.

Then, we study the time needed for the execution of the queries. We perform
queries with random query points. The first experiment includes executing the
same number of queries on input sets of different sizes, in order to study the
variations depending on the input size. Afterwards, we select one input set and
perform different numbers of queries. Thereby, we can observe the scaling of the
execution time, when the number of queries increases.

Finally, we study the influence of the parameter C'andidate ListT hreshold, which
is the limit of the length of each tree node’s candidate list, on the creation of the
tree and the execution of the queries. More specifically, we execute the program
with a specific input set and a specific number of queries. We select various values
of the parameter and for each one we measure the execution time that is needed
for the creation of the tree and the search of the largest empty cube for each query
point and, then, we compare the results.

5.3 Results

5.3.1 Time performance
Creation the octree

First of all, we examine the time performance of the algorithm regarding the
construction of the octree. Table 5.1 presents the results for Manhattan geometries
for various input sizes. The C'andidate ListT'hreshold equals 100 in all cases.

Table 5.1: Time Performance (Manhattan Geometries)

Number of Obstacles 38 501 2449 16663 99936 665509 1251627
Execution Time (sec) 0.003 0.139 1.117 11.077 96.162 869.301 2205.090

87



Remarks. We notice that the time needed for the construction of the octree
increases with the size of the input, as expected.

The second experiment examines the time performance in non-Manhattan geome-
tries. We have rectangular obstacles with random size and one of the two possible
directions: axis aligned or rotated by 45° around the z axis. The value of the
variable C'andidate ListT hreshold equals 100.

Table 5.2: Time Performance (Non-Manhattan Geometries)

Number of Obstacles 30 522 1401 7557 16779 100241 333688
Execution Time (sec) 0.005 0.350 1.179 11.102 29.272 499.07 4197.72

Remarks. In the case of non-Manhattan geometries, we observe that more time
is needed for the construction of a tree with almost the same number of obstacles.
This is mainly due to the fact that we need to construct multiple octrees, in order to
cover each existing direction. Moreover, if the obstacles are not axis aligned, more
computations are generally required. For example, a non-axis aligned obstacle has
in general more visible edges if we observe it from the interior of a spatial cell than
the axis-aligned.

Execution of queries

The following tables represent the time performance of the algorithm when nu-
merous queries are executed. More specifically, as far as the first two tables are
concerned, we used the input sets from the tables 5.1 and 5.2, after creating the
corresponding octree, we executed the same number of queries for all inputs. The
number of queries we selected is 10 million in order to be able to observe any
performance differences in details.

Table 5.3: Queries Execution (Manhattan Geometries) - 10 million queries

Number of Obstacles 38 501 2449 16663 99936 665509 1251627
Execution Time (sec) 18.777 14.363 15.871 22.190 21.122 33.599  51.141

Remarks. We notice that there is not important difference between the execu-
tion times for different input sets. Generally, the execution time tends to increase
as the input size increases. This behavior is due to the bigger height of the tree,
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Table 5.4: Queries Execution (Non-Manhattan Geometries) - 10 million queries

Number of Obstacles 30 522 1401 7557 16779 100241 333688
Execution Time (sec) 24.707 25.171 30.174 34.464 42.112 43.881 58.747

which may require longer traversal. Moreover, in geometries with many obstacles,
for example in the case of 1251627 obstacles, there is larger probability their space
density to be higher. Thus, more obstacles correspond to each octree node and the
search of the largest cube requires the traversal of a longer candidate list.

We will also study the performance of our program when different numbers of
queries are executed. We will use the input set of 16663 obstacles in the case
of Manhattan geometries and we will perform various queries and observe the
results. Then, we will perform the same study in non-Manhattan geometries using
the input set of 16779 obstacles, almost the same as in Manhattan geometry.

Table 5.5: Execution of queries

Number of queries 103 10*  10° 10 107 108 10°
Manhattan (sec) 0.001 0.015 0.146 1.998 21.312 215.539 2662.320
Non-Manhattan (sec) 0.002 0.035 0.422 4.252 42.134 412.740 4348.341

Remarks. In the above table, we can observe the expected results. First of all,
we notice that the execution of queries in non-Manhattan geometries requires more
time than the execution of the same number of queries in Manhattan geometries.
This result is anticipated, since in non-Manhattan geometries, multiple trees are
created and in order to find the largest empty cube, a traversal of one tree per
angle must be realized. Therefore, here, we have two possible orientations and,
thus, two trees are examined for each query. We can see that this leads to double
execution time compared to Manhattan geometries, where the tree is unique.

Furthermore, we notice that the relation between different numbers of queries and
the execution times for the same geometry is almost linear. For example, 10 million
queries of the first input set need 21.312 sec, while ten times this number (100
million queries) require almost ten times this execution time (215.539 sec).
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Influence of the parameter CandidateListThreshold

An important parameter of the algorithm is the limit of the length of each cell’s
candidate list. We experiment with various values of this parameter and present
the results in the following table for both the creation of the tree and the execution
of the queries. In all executions, we use the same input and, more specifically, the
Manhattan geometry of 16663 obstacles. The number of queries that we execute
equals 10 million. Finally, we impose a limit on the height of the tree, which, for
this input size, equals 4, since it is enough for an efficient storage of the obstacles
in most cases.

Table 5.6: Influence of the parameter Candidate ListThreshold

Parameter Value 5 20 50 100 200 500 1000
Creation of tree (s) 63.900 14.592 12.1213 11.105 12.076 15.033  20.014
Queries execution (s) 15.904 16.393  17.066 21.980 26.084 61.847 118.448

Remarks. First of all, let’s observe the time needed for the execution of the
queries. As expected, for the same number of queries, the less the length of the can-
didate list, the faster the queries execution. This is easy to understand. Although
smaller candidate lists lead to taller trees, the traversal of each candidate list is
realized significantly faster and, therefore, much better results are obtained.

As far as the time that is required for the construction of the octree is concerned,
the values may not seem reasonable when examined for the first time. However,
the following remarks help understand their behavior: When the length of the
candidates’ list is small, the nodes of the tree divide many times in order to achieve
the desired candidates list’s length or to reach the imposed height limit of the tree.
So, it is reasonable to notice a decreasing time when starting from small values of
Candidate ListT hreshold and increasing them. However, after the parameter gets
larger than a value, the time that is needed for each node division is that long that
causes a delay of the construction of the tree. In particular, each division leads
to reinserting all the members of the candidate list to each of the node’s children.
When the candidate list has length 500 or 1000, it is obvious that this procedure
causes an important time delay. This also holds true for the insertion of any new
obstacle, since a domination checking must be performed for each existing element
of the candidate list.
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5.3.2 Memory Usage

Our final experiment studies the memory usage of the program. The following
table presents the memory usage in the case of Manhattan obstacles for various
input sizes. The memory usage is expressed in MB.

Table 5.7: Memory Usage

Number of Obstacles 38 201 2449 16663 99936 665509 1251627
Memory Usage (MB) 0.048 1.599 9.708 65.79 374.8  981.2 1549.5

Remarks. We observe that as the input size increases the program needs more
memory during its execution. This memory is used for the representation of the
octree, which has more nodes as the number of obstacles gets larger. In all the
above cases, we consider the value of CandidateListT hreshold to be 100.
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