
National Technical University of Athens 

School of Mechanical Engineering 

Department of Fluids 

Laboratory of Innovative Environmental Technologies 

 

 

 

 

 

 

 

Development and optimization of a concentrating 

photovoltaic/thermal cogeneration system 
 

Doctoral Dissertation 

 

IOANNIS K. KARATHANASSIS 

Mechanical Engineer, M.Sc. 

 

 

 

 

 

 

 

 

PhD Supervisors:  

G. Bergeles, NTUA Emeritus Professor  

E. Kakaras, NTUA Professor 

E. Papanicolaou, NCSR “Demokritos”  

Researcher A’  

 

 

 

 

 

 

Examination Committee: 

G. Bergeles, NTUA Emeritus Professor 

E. Kakaras, NTUA Professor 

D. Papantonis, NTUA Professor 

S. Tsangaris, NTUA Professor  

D. Bouris, NTUA Assistant Professor 

V. Belessiotis, NCSR “Demokritos”  

Researcher A’  

E. Papanicolaou, NCSR “Demokritos”  

Researcher A’  

 

 

 

 

 

 

 

 

Athens, April 2015 
 



ii 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Approval  of  the  doctoral  dissertation  from  the  School  of  Mechanical  Engineering  of  

National Technical  University  of  Athens  (NTUA)  does  not  imply  acceptance  of  the  

opinions  of  the  author (Law 5343/1932, Article 202). 

 

The present work was financially supported by the Special Account for Scientific Research of 

the National Technical University of Athens. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 



iii 
 

 
The investigated CPVT system. 

 
 
 
 

 
 
 
 
 
 
 

“How often have I said to you that when you have eliminated the impossible,  
whatever remains, however improbable, must be the truth?” 

 
- Sherlock Holmes 
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Summary 
 

The term “photovoltaic/thermal cogeneration systems” refers to integrated configurations that can 

simultaneously produce electrical and thermal energy, using the solar irradiation. The scope of the 

present doctoral dissertation is the theoretical and experimental evaluation of a linear Concentrating 

Photovoltaic Thermal (CPVT) system. The system comprises three distinct constituents, namely the 

optical device to concentrate solar irradiation, the solar-cell module and the active cooling system. 

Concentrated solar irradiation is incident on the active surface of the solar-cell module at the backside 

of which, a suitable cooling device (heat sink) is thermally bonded to extract excess heat. The most 

significant parameters that affect the operation of a CPVT system are the intensity of the solar 

irradiation and the temperature of the solar cells. It is consequently of vital importance that an 

appropriate active cooling system be designed such as to allow the solar cells to operate under high 

irradiation intensity, but within a moderate temperature range. 

Special attention was given to the selection and design of an appropriate cooling device. At a first 

stage, several heat-sink layouts were evaluated using three-dimensional, computational fluid dynamics 

and heat transfer models in terms of, among others, thermal resistance, temperature uniformity of the 

heated surface and cooling fluid pressure drop. The configurations taken into consideration can be 

divided into two general groups based on the cross-section of the ducts employed for the flow of the 

cooling fluid (water): configurations with orthogonal and circular ducts, respectively. The 

configurations with orthogonal ducts include heat sinks with channel width in the micro- 

(microchannels) and the mini-scale (minichannels), respectively. Besides, the evaluated configurations 

with circular ducts comprise tube-on-plate heat sinks with bent tubing in a serpentine layout embedded 

within a solid plate. 

The most promising heat-sink designs were subsequently optimized using a novel, muti-objective 

optimization procedure which allows the determination of the optimal heat-sink geometrical 

parameters through the use of a genetic algorithm. In addition, a manifold system suitable for the 

distribution and collection of the working fluid from the cooling device was also designed and 

manufactured. The optimal devices were manufactured of aluminum bars and were experimentally 

evaluated. The performance evaluation of the manufactured heat sinks comprised the measurement of 

the induced fluid pressure drop (hydrodynamic performance) and the substrate temperature for 

constant heat-flux heating and negligible heat losses. 

In reference to the development of the integrated CPVT system, the main focus initially was on 

the procurement of appropriate materials and the manufacturing of the custom-made components 

required for the development of the prototype system. More specifically, high-reflectivity anodized 

aluminum sheets and custom-made concentrating solar-cell modules were assembled. Special attention 

was given to the procurement and evaluation of a suitable thermally- conductive adhesive for bonding 

the heat sink onto the solar cells module, as a thermal bond of high quality has a beneficial impact on 

both the system performance and reliability. The manufacturing drawings for the concentrating system 

were created using a CAD software (Dassault Solidworks) and subsequently the metallic components 

comprising the system were manufactured. The optical quality of the parabolic trough was 

experimentally evaluated with the use of an appropriate measuring device that bears a grid of sensors 

(photodiodes), so that the irradiation distribution on the receiver surface and the achieved 
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concentration ratio can be determined. Besides, the main factors that have a significant effect on the 

trough optical quality were designated using a ray-tracing software (Lambda TracePro).   

An experimental rig was developed for the evaluation of the integrated CPVT system. The rig 

comprises a closed hydraulic circuit, which is connected with the system under evaluation and allows 

the adjustment of the working fluid volumetric flow rate and inlet temperature. Besides, all the 

physical quantities necessary for the evaluation of the system performance (environmental conditions, 

fluid flow rate, temperatures, electricity voltage and current) are measured through instruments. The 

experimental evaluation led to the determination of the solar-cell modules voltage-current curves and 

temperature factor, as well as the electric and thermal efficiency of the system. In addition, the main 

thermal losses mechanisms were identified and the CPVT system thermal performance was compared 

to that of flat-plate thermal collectors, commercially available in the Greek market. 

Finally, a computational code was developed in FORTRAN for the dynamic simulation of the 

CPVT system long-term performance. A dynamic theoretical model was formulated that allows the 

prediction of the system energetic and exergetic efficiency, as well as its output in a daily, monthly or 

annual basis. The CPVT system characteristics are taken into account by the model in a parametric 

manner, which makes possible the determination of the system optimal operating parameters. In 

addition, the constituents characteristics that have the most significant impact on the system exergetic 

performance are highlighted.  

The complete design, manufacturing and evaluation procedure of the integrated CPVT system and 

the system sub-components clearly elucidated the advantages of concentrating photovoltaic/thermal 

applications. Furthermore, the know-how gained allows the identification and effective treatment of 

the technical aspects associated with such systems. Suggestions to further enhance the efficient 

operation of novel CPVT applications are given as recommendations for future research. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 



vii 
 

Περίληψη 

 

Με ηνλ όξν “θσηνβνιηατθά/ζεξκηθά ζπζηήκαηα” αλαθεξόκαζηε ζε νινθιεξσκέλεο δηαηάμεηο 

πνπ έρνπλ ηε δπλαηόηεηα ηαπηόρξνλεο παξαγσγήο ειεθηξηθήο θαη ζεξκηθήο ελέξγεηαο, 

ρξεζηκνπνηώληαο ηελ ειηαθή αθηηλνβνιία. Σηόρνο ηεο παξνύζαο δηδαθηνξηθήο δηαηξηβήο είλαη ε 

ζεσξεηηθή θαη πεηξακαηηθή δηεξεύλεζε ελόο πξσηόηππνπ ζπγθεληξσηηθνύ θσηνβνιηατθνύ/ζεξκηθνύ 

ζπζηήκαηνο γξακκηθήο εζηίαζεο. Τν ζύζηεκα απνηειείηαη από ηξεηο δηαθξηηέο ζπληζηώζεο: ηε 

δηάηαμε ζπγθέληξσζεο ηεο αθηηλνβνιίαο, ηε ζπζηνηρία ειηαθώλ θπςειώλ θαη ην ελεξγεηηθό ζύζηεκα 

ςύμεο (ςύθηξα).  Η ειηαθή αθηηλνβνιία, κε ηε ρξήζε παξαβνιηθνύ αλαθιαζηήξα, ζπγθεληξώλεηαη 

ζηελ επηθάλεηα ηεο ζπζηνηρίαο θπςειώλ, ζην πίζσ κέξνο ηεο νπνίαο είλαη πξνζθνιιεκέλε θαηάιιειε 

ςύθηξα (heat sink) ε νπνία απάγεη ηελ πεξίζζεηα ζεξκηθήο ελέξγεηαο. Οη θπξηόηεξεο παξάκεηξνη πνπ 

επεξεάδνπλ ηε ιεηηνπξγία ελόο ζπγθεληξσηηθνύ θσηνβνιηατθνύ/ζεξκηθνύ ζπζηήκαηνο είλαη ε έληαζε 

ηεο πξνζπίπηνπζαο ειηαθήο αθηηλνβνιίαο θαη ε ζεξκνθξαζία ησλ ειηαθώλ θπςειώλ. Σπλεπώο, θαηά 

ηε ζρεδίαζε ελόο ζπζηήκαηνο ζα πξέπεη λα ιεθζεί κέξηκλα γηα θαηάιιειν ζύζηεκα ςύμεο, ώζηε λα 

είλαη δπλαηή ε ιεηηνπξγία ησλ θπςειώλ ππό πςειή ζπγθέληξσζε αθηηλνβνιίαο, αιιά ζε ειεγρόκελν 

ζεξκνθξαζηαθό εύξνο. 

Ιδηαίηεξε έκθαζε δόζεθε ζηελ επηινγή θαη ζρεδίαζε ηεο πιένλ θαηάιιειεο δηάηαμεο απαγσγήο 

ζεξκόηεηαο. Αξρηθά, αμηνινγήζεθαλ, κε ρξήζε κνληέισλ ππνινγηζηηθήο ξεπζηνδπλακηθήο, δηάθνξνη 

ηύπνη δηαηάμεσλ, έρνληαο σο θξηηήξηα, κεηαμύ άιισλ, ηε ζεξκηθή αληίζηαζε πνπ εκθαλίδνπλ, ηε 

ζεξκνθξαζηαθή νκνηνκνξθία ζηε ζεξκαηλόκελε επηθάλεηα θαη ηελ πηώζε πίεζεο πνπ πξνθαινύλ ζην 

εξγαδόκελν κέζν.  Οη δηαηάμεηο πνπ ειήθζεζαλ ππ’ όςηλ κπνξνύλ λα ρσξηζηνύλ ζε δύν επξύηεξεο 

θαηεγνξίεο αλάινγα κε ηε δηαηνκή ησλ αγσγώλ πνπ ρξεζηκνπνηνύληαη γηα ηε δηέιεπζε ηνπ ςπθηηθνύ 

κέζνπ (λεξό): δηαηάμεηο κε αγσγνύο νξζνγσληθήο θαη θπθιηθήο δηαηνκήο, αληίζηνηρα. Σηηο δηαηάμεηο 

νξζνγσληθήο δηαηνκήο πνπ δηεξεπλήζεθαλ πεξηιακβάλνληαη ςύθηξεο πνπ ρξεζηκνπνηνύλ θαλάιηα κε 

πιάηνο ζηελ πεξηνρή ηεο κηθξν-θιίκαθαο (microchannels) θαη ηεο κίλη-θιίκαθαο (minichannels). 

Αληηζηνίρσο, νη δηαηάμεηο θπθιηθήο δηαηνκήο πνπ δηεξεπλήζεθαλ πεξηιακβάλνπλ ςύθηξεο ηύπνπ 

«ζσιήλα-ζε-πιάθα» (tube-on-plate) κε ζσιήλσζε ζε καηαλδξηθή δηακόξθσζε βπζηζκέλε εληόο 

πιάθαο κε απιαθώζεηο.  

Αθνινύζεζε ε δηαδηθαζία βειηηζηνπνίεζεο ησλ πην απνδνηηθώλ ςπθηηθώλ δηαηάμεσλ, θαηά ηελ 

νπνία αλαπηύρζεθε νινθιεξσκέλε κεζνδνινγία πνιύ-θξηηεξηαθήο (multi-objective) βειηηζηνπνίεζεο 

ε νπνία, κε δεδνκέλε ηε ζπλνιηθή επηθάλεηα ησλ δηαηάμεσλ θαη κέζσ ηεο ρξήζεο γελεηηθνύ 

αιγνξίζκνπ, νδήγεζε ζηνλ πξνζδηνξηζκό ησλ βέιηηζησλ γεσκεηξηθώλ παξακέηξσλ. Επηπξνζζέησο, 

ζρεδηάζηεθε ην ζύζηεκα πξνζαγσγήο-απαγσγήο ηνπ ςπθηηθνύ ξεπζηνύ. Οη βειηηζηνπνηεκέλεο 

ςύθηξεο θαηαζθεπάζηεθαλ από ηεκάρηα αινπκηλίνπ θαη αμηνινγήζεθαλ πεηξακαηηθά. Η αμηνιόγεζε 

πεξηιάκβαλε ηε κέηξεζε ηεο πηώζεο πίεζεο ηνπ ςπθηηθνύ δηακέζνπ απηώλ (πδξνδπλακηθή απόδνζε) 

θαη ηε κέηξεζε ηεο ζεξκνθξαζίαο κεηάιινπ γηα ζέξκαλζε κέζσ ζηαζεξήο ζεξκνξξνήο (ζεξκηθή 

απόδνζε) ζε ζπλζήθεο ακειεηέσλ ζεξκηθώλ απσιεηώλ.  

Αλαθνξηθά κε ηελ αλάπηπμε ηνπ νινθιεξσκέλνπ ζπγθεληξσηηθνύ θσηνβνιηατθνύ/ζεξκηθνύ 

ζπζηήκαηνο πξαγκαηηθήο θιίκαθαο, ζε πξώην ζηάδην δηελεξγήζεθε εκπεξηζηαησκέλε έξεπλα αγνξάο 

ώζηε λα εμαζθαιηζζεί ε πξνκήζεηα ησλ θαηάιιεισλ πιηθώλ θαη ε δπλαηόηεηα θαηαζθεπήο ησλ 

κεηαιιηθώλ ζπληζησζώλ πνπ απαξηίδνπλ ην ζπγθεληξσηηθό ζπζηήκα. Πην ζπγθεθξηκέλα 

εμαζθαιίζηεθε ε πξνκήζεηα θύιισλ αλνδησκέλνπ αινπκηλίνπ πςειήο αλαθιαζηηθόηεηαο θαη 

ζπζηνηρηώλ (panels) ειηαθώλ θπςειώλ εηδηθήο ζρεδίαζεο. Ιδηαίηεξε έκθαζε δόζεθε ζηελ πξνκήζεηα 
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θαη αμηνιόγεζε ηνπ θαηάιιεινπ πιηθνύ γηα ηελ πξνζθόιιεζε ηεο ςύθηξαο ζηε ζπζηνηρία θπςειώλ, 

θαζώο ε επηηπρήο ζεξκηθή ζύδεπμε έρεη επεξγεηηθή επίδξαζε ζηελ απόδνζε θαη ηελ αμηνπηζηία ηνπ 

ζπζηήκαηνο. Με ηε ρξήζε ινγηζκηθνύ ηξηζδηάζηαηεο ζρεδίαζεο (Dassault Solidworks) αλαπηύρζεθαλ 

ηα κεραλνινγηθά ζρέδηα ηνπ ζπγθεληξσηηθνύ ζπζηήκαηνο θαη ζηε ζπλέρεηα θαηαζθεπάζηεθαλ όιεο νη 

κεηαιιηθέο ζπληζηώζεο πνπ απαξηίδνπλ ην ζύζηεκα. Η νπηηθή πνηόηεηα ηνπ παξαβνιηθνύ πιαηζίνπ 

αμηνινγήζεθε πεηξακαηηθά κε ρξήζε θαηάιιειεο δηάηαμεο, ε νπνία θέξεη  πιέγκα αηζζεηεξίσλ 

(θσηνδηόδσλ), ώζηε λα πξνζδηνξηζηεί ε θαηαλνκή ηεο πξνζπίπηνπζαο αθηηλνβνιίαο ζηελ επηθάλεηα 

ηνπ απνξξνθεηή θαζώο θαη ν επηηπγραλόκελνο δείθηεο ζπγθέληξσζεο.  Επηπιένλ, κε ηε ρξήζε 

θαηάιιεινπ ινγηζκηθνύ «ηρλειαζίαο αθηίλσλ» (Lambda TracePro), πξνζδηνξίζηεθαλ νη βαζηθνί 

παξάγνληεο πνπ επεξεάδνπλ ηελ νπηηθή πνηόηεηα ηνπ παξαβνιηθνύ πιαηζίνπ. 

Γηα ηελ πεηξακαηηθή αμηνιόγεζε ηνπ νινθιεξσκέλνπ ζπζηήκαηνο αλαπηύρζεθε θαηάιιειε 

πεηξακαηηθή δηάηαμε. Η δηάηαμε πεξηιακβάλεη θιεηζηό θύθισκα λεξνύ, ην νπνίν ζπλδέεηαη 

πδξαπιηθά κε ην ππό αμηνιόγεζε ζύζηεκα θαη επηηξέπεη ηελ αμηνιόγεζε ιεηηνπξγίαο ηνπ ζπζηήκαηνο 

γηα δηάθνξεο ηηκέο ηεο παξνρήο θαη ηεο ζεξκνθξαζίαο εηζόδνπ ηνπ ςπθηηθνύ ξεπζηνύ. Επηπξνζζέησο, 

όια ηα απαξαίηεηα γηα ηελ αμηνιόγεζε ηνπ ζπζηήκαηνο θπζηθά κεγέζε (πεξηβαιινληηθέο ζπλζήθεο, 

παξνρή ξεπζηνύ, ζεξκνθξαζίεο, ηάζε θαη έληαζε ξεύκαηνο) κεηξώληαη κέζσ δηαθξηβσκέλσλ 

κεηξεηηθώλ νξγάλσλ. Από ηελ πεηξακαηηθή αμηνιόγεζε πξνέθπςαλ νη θακπύιεο ηάζεο-έληαζεο θαη  ν 

ξπζκόο κείσζεο ηεο απόδνζεο ησλ ζπζηνηρηώλ ειηαθώλ θπςειώλ σο ζπλάξηεζε ηεο ζεξκνθξαζίαο 

ιεηηνπξγίαο, θαζώο θαη ν ειεθηξηθόο θαη ζεξκηθόο βαζκόο απόδνζεο ηνπ ζπζηήκαηνο γηα 

δηαθνξεηηθέο παξακέηξνπο ιεηηνπξγίαο. Επηπξνζζέησο, πξνζδηνξίζηεθαλ νη βαζηθνί κεραληζκνί 

ζεξκηθώλ απσιεηώλ από ηνλ απνξξνθεηή ηνπ ζπζηήκαηνο θαη ε ζεξκηθή απόδνζε ηνπ ζπζηήκαηνο 

ζπγθξίζεθε κε επίπεδνπο ειηαθνύο ζεξκηθνύο ζπιιέθηεο πνπ είλαη εκπνξηθά δηαζέζηκνη ζηελ 

ειιεληθή αγνξά. 

Τέινο, γηα ηε δπλακηθή πξνζνκνίσζε ηεο ιεηηνπξγίαο ηνπ νινθιεξσκέλνπ 

θσηνβνιηατθνύ/ζεξκηθνύ ζπζηήκαηνο αλαπηύρζεθε ππνινγηζηηθόο θώδηθαο ζε γιώζζα FORTRAN, ν 

νπνίνο έρεη ηε δπλαηόηεηα πξόβιεςεο ηεο απόδνζεο (ειεθηξηθήο-ζεξκηθήο θαη εμεξγεηαθήο) ηνπ 

ζπζηήκαηνο. Τν ππνινγηζηηθό κνληέιν πνπ αλαπηύρζεθε είλαη δπλακηθό θαη επηηξέπεη ηελ πξόβιεςε 

ηεο παξαγόκελεο από ην ζύζηεκα ηζρύνο ζε σξηαία, κεληαία θαη εηήζηα βάζε. Τν κνληέιν ιακβάλεη 

ππ’ όςηλ ηα ραξαθηεξηζηηθά ηνπ ζπζηήκαηνο κε παξακεηξηθό ηξόπν, ώζηε λα είλαη δπλαηόο ν 

θαζνξηζκόο ησλ βέιηηζησλ παξακέηξσλ ιεηηνπξγίαο θαη ν πξνζδηνξηζκόο ησλ ζπληζησζώλ ηνπ 

ζπζηήκαηνο πνπ έρνπλ ηε ζεκαληηθόηεξε επίδξαζε ζηε εμεξγεηαθή απόδνζε. 

Η νινθιεξσκέλε δηαδηθαζία ζρεδηαζκνύ, θαηαζθεπήο θαη αμηνιόγεζεο ηόζν ηνπ νινθιεξσκέλνπ 

ζπζηήκαηνο, όζν θαη ησλ επί κέξνπο ππν-ζπζηεκάησλ θαηέδεημε κε ζαθήλεηα ηα πιενλεθηήκαηα ηεο 

ηερλνινγίαο ησλ ζπγθεληξσηηθώλ θσηνβνιηατθώλ/ζεξκηθώλ ζπζηεκάησλ. Επηπιένλ, ε ηερλνγλσζία 

πνπ απνθηήζεθε επηηξέπεη ηελ αλαγλώξηζε θαη αληηκεηώπηζε όισλ ησλ ηερληθώλ πξνθιήζεσλ πνπ 

ζρεηίδνληαη κε ηέηνηνπ είδνπο ζπζηήκαηα. Πξνηάζεηο ώζηε λα εληζρπζεί πεξαηηέξσ ε απνδνηηθή 

ιεηηνπξγία πξσηόηππσλ θσηνβνιηατθώλ/ζεξκηθώλ ζπζηεκάησλ δίλνληαη σο ζέκαηα γηα κειινληηθή 

έξεπλα. 
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Nomenclature   

 
a   fin thickness to channel width ratio    

A   area, m2 

Ar    Archimedes (or Richardson) number 
2Re

Gr
Ar   

Be   Bejan number

gen

gen

S

S
Be










,
 

Cp   pressure coefficient 
Cp   specific heat, J/kgK 
CR   concentration ratio 

De   Dean number ReDe  

D   tube diameter, m  

Dh   channel hydraulic diameter 
 chch
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h
HW
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D
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xE    rate of exergy, W 

F   focal length, m   

f   friction factor  22 wLpDf i   

g   gravity acceleration, m/s2 
G   solar radiation flux, W/m2 

Gr   Graetz number 
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h   heat transfer coefficient 
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I   electric current, A 
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k*   non-dimensional turbulent kinetic energy 
FDk
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L   length, m 
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Ns   Entropy generation number
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m   fin parameter 
wsWk
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m

2
  

m    mass flow rate, kg/s 

n   solar cell ideality factor 

Nu   Nusselt number 
fk

Dh
Nu


  

p   pressure, Pa 

PI    performance index 
f

Nu
PI ove  

P   power, W 

Pr    Prandtl number 



Pr   

P   perimeter, m 
q   electron charge, C 

q   heat rate per unit length, W/m 

q     heat flux, W/m2 

R   tube radius, m 

Ra   Rayleigh number Ra=GrPr 

Rc   tube radius of curvature, m 

Re   Reynolds number for internal flow 



Dw

Re  

ReL   Reynolds number for external flow 


Lw
Re  

R   electrical resistance, Ω 
Rf   fouling resistance, m2K/W 
Rth   thermal resistance, K/W 
s   unwound coordinate, m 
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i
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s
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genS    entropy generation rate, W/mK 

St   Stanton number 
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t   thickness, m 

t   time 
T   temperature, K 

T*   non-dimensional temperature 

f

i

k
Dq
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T




*

 

ts   solid substrate thickness, m 
U   value uncertainty 

U0   thermal losses coefficient 

V    volumetric flow rate, m3/s 

V   electric voltage, V 
W   width, m 
u,v,w   velocity constituents, m/s 

w*   non-dimensional axial velocity 
w

w
w *  

x,y,z   streamwise, vertical and spanwise coordinate respectively, m 
X*    non-dimensional span-wise coordinate  
Y*   non-dimensional height-wise coordinate  
Z*   non-dimensional streamwise coordinate  
 

Greek symbols 
 
α   absorptance 
β   cell temperature coefficient 
β   thermal expansion coefficient, K-1 
γ   receiver intercept factor 

δ   radius ratio 
cR

R
  

ε   emittance 
εel   electrical efficiency 

εfin   fin efficiency 
ε0   optical efficiency 
εth   thermal efficiency 
εΙΙ   exergetic efficiency 

κ   dynamic viscosity, Pas 

κt   turbulent viscosity, Pas 

λ   kinematic viscosity, m2/s 
ξ   density, kg/m3  
ξ   reflectivity 
ζ   Stefan-Boltzmann constant, W/m2K4 

η   transmittance  

ηw   wall shear stress 

0

tan
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y

u
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σ   turbulent frequency 
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σ   vorticity 
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σ*   non-dimensional vorticity 
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Abbreviations 
 
a   aperture, ambient 
adh   adhesive 

al   aluminum 
ave          average 
b   beam 
BR   blowing ratio 
c   contraction, cold 
cal   caloric 
ch   channel 
cond   conductive 

conv   convective 
cs   cross section 
d   diffuse 
d    developing 
dest   destroyed 
dt   time step  
e   expansion 

el   electric 
eff   effective 
ext   external 
f   fluid 
FC   forced convection 
FD   fully developed 
gen   generated 

gl   glass 
h   high fin density, hot 
hs   heat sink 
hy   hydrodynamic 
HTR   heat transfer 
gen   generation 
i   number of section 
i   inlet, inner 

inc   incident 
init   initial 
ins   insulation 
int   interface 
l   low fin density 
lam   laminar 
max   maximum 

MC   mixed convection 
MPP   maximum power point 
NC   natural convection 
o   outlet, outer 
OC    open circuit 
opt   optical 
ove   overall 

pl   plate 
proj   projection 
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PV    photovoltaic 
rec   receiver 
ref   reference 
refl   reflector 
res   residual 

s   series, section 
s   solid, substrate 
SC   short circuit 
scat   scattered  
sh   shunt 
tang    tangential 
TC   thermocouple 

th   thermal 
turb   turbulent  
tot   total 
w   wall 
κ   microchannel  
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Chapter 1                                                                         Introduction 
 

 

 

 

1.1 Energy today 

 

The intense human activities of the last half-century have a detrimental impact on the natural 

environment. Global warming has been identified as an ominous consequence of the twentieth century 

industrialization and constitutes one of the major concerns of the modern world, while also the “Living 

planet Index”, a metric of the planet’s biological diversity has declined by about 30% since 1970 [1.1]. 

The present total energy consumption (2012 values) exceeds 12000 Mtoes; approximately 47% of the 

total is intended for heating, 17% for electricity and 27% for transport. Residential and industrial 

sectors account for the 41% and 44% respectively of the total energy intended for heating [1.2]. Oil 

remains globally the leading fuel as it meets approximately 33% of the global energy needs (Fig. 1.1). 

The three fossil energy sources in aggregate meet 80% of the global demand [1.3]. Coal is the most 

abundant fossil fuel, in terms of reserves to production ration, while oil and natural gas reserves have 

also increased over time [1.1]. At least 70% of CO2 emissions, which have a major contribution to 

global warming, are due to the combustion of fossil fuels [1.4].  In order to constrain climate change, a 

shift from carbon intensive energy production to clean energy is essential.  Renewable forms of energy 

account today for 2.4% of the global energy consumption, but especially regarding power generation 

their contribution rises to 4.7%.  

 

 
Fig. 1.1 Historical variation of the global energy consumption [1.3]. 

 

The United Nations framework convention on climate change through the Kyoto protocol [1.5] has 

set binding objectives for the time period 2008-2020, regarding the mitigation of greenhouse-gases 

emissions, on the industrialized nations that signed the treaty. With regard to the European Union in 

particular, the target is for the energy use to have been reduced by 20% by the year 2020, while a 20% 
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share of the total energy consumption must be met by renewable resources [1.1, 1.6]. In addition, 

renewables must account for 10% of the energy consumed in the transport sector [1.6].  Member states 

that will not meet these goals could face financial penalties from the EU. 

Another important factor that makes the shift to non-fossil resources a necessity is energy-

production security. As depicted in Figure 1.2, oil price has reached a historical peak in the last years 

despite the fact that the oil reserves worldwide have actually increased since 1992, as depicted in the 

inset of Fig. 1.2. The peak price of oil in recent years was up to two orders of magnitude higher than 

the cost of extraction, which implies that reasons not related to technical limitations determine modern 

oil prices. It can be therefore deduced that global energy market and thus the cost of energy production 

can be manipulated by corporate strategies and be prone to the localized nature of global reserves 

[1.7]. The most secure way to ensure the security of energy supply is through national energy 

independence. 

 

 
Figure 1.2 Historical variation of oil price [1.3].  

 

1.2 Market penetration of solar technologies 

 

In theory, the energy potential of solar irradiation, which is approximately equal to 1.42∙109 TWh 

per year, surpasses any other form of primary energy currently in use globally, as it exceeds the total 

primary energy consumption by approximately 7000 times. Solar thermal and photovoltaics are the 

two dominant categories of applications nowadays in order to exploit solar energy. Global venture 

capital and private equity investment in solar applications totaled $2.3 billion in 2010 [1.8]. Despite 
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the rapid growth of the solar energy market in the last thirty years, its contribution to the total energy 

mix can be still considered negligible.  

Approximately 40 GW of photovoltaics had been installed by the end of 2010 [1.8, 1.9], with 

Germany accounting for the 44% of the installed capacity. The most commonly used raw material is 

silicon with 80% of the cells being manufactured of silicon wafers, while the remaining 20% almost 

entirely accounts for thin film cells. Modern commercial “silicon” modules use cells of polycrystalline 

or monocrystalline silicon, thin films are made of amorphous silicon or CIGS or CdTe, while high 

efficiency multijunction cells are manufactured from elements in the groups III-V of the periodic 

table, which are exclusively intended for concentrating applications. Efficiencies of typical modules of 

each type are shown in Table 1.  
 

Table 1.1 Efficiency of average-production commercial solar-cell modules (2010 values) [1.8]. 

Technology 
Commercial Module 

Efficiency 

Monocrystalline silicon 14% 

Multicrystalline silicon 14% 

CdTe 11% 

a-Si 6% 

CIGS 11% 

Low concentration CPV (η=20% silicon cells)  15% 

High concentration CPV (η=38% MJ cells) 29% 

 

China and Taiwan account for the 59% of total production of PV cells (2010 values). Europe is the 

second largest cell producer with 13% of global production. 17.4 GW of photovoltaics were shipped in 

2010 [1.8], with 95% of the shipments being for silicon solar cells. The vast majority (80%) of these 

shipments was intended for Europe, in order to cover the increased demand arisen due to tax benefits. 

According to 2012 values, module price is estimated at $0.85/Wp for Chinese multicrystalline silicon 

modules and $1.01/Wp for non-Chinese monocrystalline silicon modules [1.10, 1.11]. Regarding 

Concentrating photovoltaics, the global installed capacity was 90MW (demonstration and commercial 

plants) at the end of 2012 accounting for the 0.1% of total PV deployment. The majority of the 

commercial plants, 75% of the total capacity, is located in Spain [1.12]. The cost of CPV technology is 

decreasing in the years after 2010 due to the growth of the production volume and at the end of 2012 it 

was estimated to be at 3.0 ± 0.7 $/W. Based on current predictions this figure could be as low as 1.5 

$/W by 2020 [1.13]. 

The globally installed solar thermal applications at the time being primarily comprise flat collectors 

for heat production and large-scale concentrated solar power (CSP) plants for electricity production.   

The total estimated capacity of flat-plate solar thermal collectors based on collector area amounted to 

185-195 GWth [1.2, 1.9] in 2010, with approximately 80% of this installed in China. The prevailing 

technologies regarding solar thermal systems are the evacuated-tube and the glazed flat-plate 

collectors with 56% and 11% market share, respectively. The market growth of CSP experienced a 

significant idle time period in the last twenty years, as after the construction of plants with a total 

capacity of 350 MW in California in the late 1980s, new plants have only very recently been built, in 

the years 2007-2010. At the end of 2010, the global capacity of CSP was about 1300MW with 39% in 

the US and 57% in Spain. Parabolic trough technology accounts for approximately 96% of the total 

capacity [1.8, 1.14]. Globally, the regions that are suitable for installation of CSP applications lie in 
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latitudes within 35o about the equator, as the criterion of high direct insolation (at least 2200 

kWh/m2/year) must be fulfilled. In addition, significant areas of flat and unoccupied lands are required 

for the installation of the solar fields. From an economic point of view, a major drawback regarding 

the deployment of CSP is the very high capital cost, which represents 80% percent of the total 

investment cost. Recent estimates place the capital cost for a CSP plant in the range $3000-7500/kW 

where the upper limit refers to plants with thermal energy storage. 

Different technologies can be compared in terms of levelized cost, a metric that takes into account 

the construction cost, as well as the annual operation,   maintenance and fuel costs. As depicted in Fig. 

1.3, the levelized cost for power generation using solar technologies is still high in comparison to 

fossil-fuel technologies, with the exception of single-cycle gas turbine. It is evident that lowering the 

high capital cost is a vital requirement for solar technologies. Wind and hydropower, among 

renewable-energy technologies, appear more competitive at the time being. However, it must be 

mentioned that there are additional cost factors associated with fossil-fuel technologies that are not 

taken into account by the levelized-cost metric. These cost factors refer to the negative environmental 

impact of applications that use conventional fuel at a local level through air pollution and at a global 

level through the emission of greenhouse gases. Referring to the power supply and industrial sectors, 

the cumulative amount of CO2 emissions was equal to 22.2 Gt in 2004 [1.15] and is expected to be 

approximately equal to 24.3 Gt in 2030. Considering that cost of CO2 in 2030 is forecasted as high as 

58$(2012)/t [1.16], it is made clear that the implementation of renewable-energy technologies offers a 

considerable cost reduction potential.  

 

 
 
Fig. 1.3 Levelized cost of various technologies (2008$/MWh). The difference between minimum and maximum 

values is due to the large discrepancies in the construction cost (CC: combined cycle, IGCC: Integrated 

gasification combined cycle). 

 

The “learning curve” analysis can be applied to assess an industry’s future potential for cost 

reductions. This method draws an empirical relationship between cost reduction and volume of 

manufacturing [1.13]. Regarding solar technologies, the learning curve has a rate of 21% for PV, 7% 
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for CSP, 20% for solar thermal applications and 20% for CPV [1.9, 1.13, 1.17]. For comparison, the 

curve for wind turbines is 8%. These figures indicate that there is a wide margin for cost reduction 

provided that the solar market expands accordingly. In addition, the cost for greenhouse gas emission 

mitigation associated with fossil-fuel technologies in conjunction with energy policy incentives that 

have been undertaken by many governments in favor of green energy deployment, enhance the 

viability of solar technologies from an economic point of view. For example the European Union has 

implemented a number of legislation measures in this direction, such as electricity feed-in laws, 

renewable energy certificates, subsidies, tax incentives, pollution tax exemptions grants and loans.  

According to the predictions of the European Photovoltaic Industry Association, global PV 

capacity is expected to rise to 1000-1845GW by 2030 depending on the political commitment [1.18]. 

Total CSP installation capacity could reach 137 GW, while solar thermal technologies could account 

for as much as 60Mtoe of energy by 2030 [1.9]. Solar energy technologies in aggregate are projected 

to meet 11% of global energy consumption by 2040. 

 

1.3 Objectives of the thesis 

 

In view of the above and as a contribution to the ongoing effort for promoting research in the area 

of solar energy utilization, an investigation that addresses all the main aspects related to design, 

optimization manufacturing and operation of a linear Concentrating Photovoltaic/Thermal (CPVT) 

system is conducted in the present thesis. The system under investigation simultaneously produces 

electricity and heat at temperatures suitable for domestic hot water and space heating. Heat is in fact a 

by-product of the limited efficiency of the direct solar energy conversion to electricity, which is being 

exploited through the use of a properly designed heat exchanging device. During the design procedure, 

various engineering challenges must be addressed regarding all the system sub-components and proper 

materials must be selected, in order to ensure an, as much as possible, robust and efficient operation of 

the prototype system. The three main components of the CPVT system are the reflectors along with 

supporting frame on which they are mounted, the solar cell module and the cooling device (heat sink). 

Especially regarding the solar-cell cooling device, for which the research undergone worldwide until 

now is relatively limited, a thorough investigation of various designs must be conducted. Based on 

these key technical parameters, the main objectives of this work are the following:  

 

 Understanding of the physics associated with all the components of the CPVT system, such as 

concentrator optics, solar cell performance characteristics, e.g. effect of operating temperature 

and irradiation intensity on the produced power, and heat transfer in the cooling system. 

 

 Development of experimental rigs and modification of already existing ones so that various 

systems sub-components can be experimentally evaluated.   

 

 Sizing of the system and selection of appropriate materials for its sub-components, e.g. 

determination of the system aperture area and geometrical configuration, the receiver overall 

dimensions, selection of the reflector material, the PV module components and the thermally 

conductive adhesive resin. 
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 Comparative evaluation of different cooling devices using computational fluid dynamics. 

Proposal of novel heat-sink designs suitable for linear CPVT systems. In addition, design of an 

appropriate manifold system for an efficient supply and return of the cooling fluid (water).  

 

 Optimization of the geometry of the most attractive heat sink designs using multi-objective 

algorithms. Fabrication of the optimal heat sink configurations and evaluation of their 

hydrodynamic and thermal performance. 

 

 Characterization of the concentrator optical efficiency through concentration-ratio measurements 

and ray tracing simulation. 

 

 Manufacturing of a fully integrated CPVT system and evaluation of its thermal and electrical 

performance. Characterization of the main energy loss mechanisms.  

 

 Development of a transient model for the estimation of the system long term performance. 

Exergetic optimization of the integrated system. 

 

As will be thoroughly discussed in the following chapters, the engineering issues raised above are 

properly addressed in the framework of the present thesis. The research activities conducted and the 

respective findings refer to two main axes, namely the investigation, development and experimental 

evaluation of novel cooling devices and the implementation and evaluation of all the aspects of 

performance of a prototype parabolic trough CPVT system. 

  

1.4 Thesis structure 

 

The content of the present thesis has been divided into eight chapters. Following this introductory 

chapter, background information regarding the basic principles of operation of solar cells is provided 

in Chapter 2. The effects of concentrated irradiation and elevated operation temperature on the cell 

efficiency are clarified. Besides, the advantages of irradiation concentration are reported and a survey 

on the recent research on CPV and CPVT systems is presented. Finally, the angles that characterize 

the position of a specified point on earth in relevance to the sun beams of incident irradiation are 

identified and correlations necessary for sun tracking and inevitable optical losses are given. 

Different active cooling configurations suitable for extracting the excess heat from a CPVT system 

are evaluated in Chapter 3. A number of different plate-fin and tube-on-plate heat-sink designs are 

investigated using three dimensional numerical models. Special focus is given to designs that tend to 

enhance heat transfer by inducing beneficial secondary flow patterns. The distinctive flow and 

temperature fields that arise within each configuration are thoroughly illustrated and the heat transfer 

rates achieved are quantified. The various designs are comparatively evaluated using a number of well 

established criteria, such as the thermal resistance, the induced pressure drop and the entropy 

generation rate. Finally, the effect on the heat-sink performance of a potential heat transfer 

enhancement technique, namely the use of jet streams in cross flow, is examined.    

The optimization procedure, construction and evaluation of the heat-sink designs, most favorable in 

terms of induced pressure drop and thermal resistance, are presented in Chapter 4. The heat-sink 

geometrical parameters are optimized using a stochastic multi-objective technique. Optimal (non-
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dominated) solutions produced by the optimization procedure are further evaluated in order to reach a 

single optimum for each geometry. The design and fabrication of a manifold system that induces low 

pressure drop and ensures uniform distribution of the cooling fluid is also discussed. Experimental 

results regarding the induced pressure drop and the solid wall temperature distribution are presented in 

a comparative fashion, in order to point out the strengths and drawbacks of the two manufactured 

cooling devices. The distinct flow and temperature fields that emerge within the devices are illustrated 

with the use of three-dimensional models.  

Chapter 5 provides a comprehensive illustration of the design procedure for the CPVT system. 

Special attention is given to the design and manufacturing of the system supporting frame and an 

experimental and numerical (ray-tracing) evaluation is conducted in order to estimate the system 

optical efficiency. In addition, the critical properties and performance characteristics of all the system 

sub-components are discussed in detail and all the materials used throughout the system 

manufacturing are reported. 

The experimental performance evaluation of the integrated CPVT system is discussed in Chapter 

6. The developed experimental rig and instrumentation used are thoroughly described. Different 

receiver configurations are tested employing the two novel cooling devices and solar cells of different 

dimensions. Regarding the system electrical performance, the characteristic IV curves are obtained 

and the effect of temperature on the cell performance is quantified. The system electrical and thermal 

efficiencies are measured, under steady state conditions, for variable operating parameters and the 

thermal losses through the glass cover and the insulation are determined. The transient thermal 

behavior is characterized through the measurement of the system response time, while the incidence 

angle modifier is measured in order to account for the effect of non-perpendicular incident irradiation 

on the system performance.   

A theoretical model suitable for the prediction of the CPVT system long-term performance is 

described in Chapter 7.The formulation of the mathematical model and the considered geometrical 

and operational parameters of the system are given in detail. The effect of heat capacity is taken into 

consideration in the thermal balances and thus the model is able to capture the transient behavior of 

the system. Besides, the model is validated using available experimental data. The annual yield of 

system variations with different receiver designs is obtained and the respective annual efficiency is 

calculated. In addition, a parametric analysis is conducted in order to point out the sensitivity of the 

system efficiency on the main sub-component characteristics and to determine the flow rate and 

aperture area that maximize the system exergetic efficiency.   

The main findings and conclusions drawn in the present study are summarized in Chapter 8. Based 

on the experience gained, recommendations are made for future research on aspects that present great 

interest from an engineering point of view and could contribute to the improvement of the overall 

CPVT system performance.  
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Chapter 2                The basics on Photovoltaic Engineering 
 

 
 

 

2.1 Solar cells – Current state of technology 

  

As it was stated in Chapter 1, the cell type (Fig. 2.1) that at the moment dominates the 

photovoltaics market is the silicon cell. Silicon is in abundance on earth, however not in a pure form, 

but as silicon dioxide in the form of quartz or sand. In order to separate the oxygen, silicon dioxide is 

heated together with carbon powder, coke and charcoal to a temperature of 1800-1900°C. This 

procedure produces carbon monoxide and 98% pure silicon. The raw silicon (polysilicon) is further 

purified in chemical processes. Different procedures must be consequently followed for the production 

of either mono- or polycrystalline silicon wafers, as illustrated in Fig. 2.2. In order to produce mono-

crystalline silicon, the polysilicon is melted in a quartz crucible at around 1420°C. A seed crystal with 

a defined orientation is dipped into the silicon melt and slowly drawn upwards out of the melt.  As 

drawn upwards, the crystal grows into a cylindrical mono-crystal, which is subsequently cut to form 

semi-round or square bars. The bars are divided to thin wafers using wire saws [2.1]. Poly-crystalline 

silicon is produced by the controlled solidification of the polysilicon melt see (Fig. 2.2). The melt is 

cast into a cuboid block, which cools evenly in one direction. During the solidification process 

homogeneous silicon crystals are formed, with grain sizes from a few millimeters to several 

centimeters. The grain boundaries constitute crystal defects and consequently the efficiency of 

polycrystalline solar cells is somewhat lower than that of mono-crystalline cells. The silicon blocks are 

subsequently sawn into bars, and then cut into wafers [2.1].   

Once the silicon wafers are created, their upper surface is negatively doped (refer to paragraph 

2.2) using phosphorous diffusion.  After the application of an additional anti-reflective coating, 

metallic contacts are printed to both sides of the silicon wafer to enable the electrical current flow. A 

fine metal grid is used on the side facing the sun, so as not to limit the semiconductor area. The lines 

(contact fingers) have a typical width of about 0.1-0.2mm in this process. Two collector contact lines 

(busbars) run across the thin contact fingers.  

 

 

Fig 2.1 Types of commercial solar cells: poly- and monocrystalline silicon, thin film, III-V multi-junction. 
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Fig. 2.2 Silicon solar cells manufacturing procedure [2.1]. 

 

Thin film cells represent a small yet non-negligible part of the Photovoltaic (PV) market. Their 

manufacturing procedure is quite different in comparison to silicon cells, as photoactive 

semiconductors are applied as thin layers to a glass substrate. Amorphous silicon, copper indium 

diselenide (CIS) and cadmium telluride (CdTe) are the most commonly used semiconductor materials, 

while the methods used include vapor deposition, sputter processes and electrolytic baths. Besides, 

while crystalline solar cells are interconnected externally to a module, thin-film cells are 

interconnected during the coating and layering process. The electrical contact is created on the back 

with an opaque metal coating, while a highly transparent and conductive metal oxide layer serves as a 

front contact [2.1]. 

None of the aforementioned two cell types can withstand operation under high concentrated 

illumination (>100x, i.e. 100suns). On the other hand, the III-V cells are specifically designed in a 

tandem structure (multi-junction cells), as depicted in Fig. 2.3, in order to obtain very high efficiency 

under high sunlight concentration (400x). Cells of this type are manufactured from materials of the 

third and fifth element group of the periodic table such as indium gallium arsenide (InGaAs), indium 

gallium phosphide (InGaPh) or germanium. These semiconductors have band gaps that cover a large 

part of the solar spectrum [2.2]. A multi-junction cell usually comprises two to five layers with 

different band gaps that convert different parts of the solar spectrum to electricity. These sub-cell 

layers are connected in series and thus they must generate equal amounts of current, in order to 

achieve the maximum cell efficiency. This characteristic cell architecture poses a critical issue in the 

manufacturing precision required, as the subcell-layers lattices must be matched and this increases the 

cell cost.  
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Fig. 2.3 Typical structure of a triple-junction solar cell [2.2]. The energy values on the figure correspond to the 

bandgap of each layer. 

 

As depicted in Fig. 2.4 [2.3], the efficiency of III-V cells (purple line) is higher in comparison to 

monocrystalline silicon cells (blue line), with a top efficiency of 44.4% for triple junction cells. It is 

interesting to notice that single junction GaAs cells have achieved an efficiency of 29.1%. The 

reliability and performance degradation of non-silicon concentrator cells is a major concern, as they 

must prove reliable for a period of 25-30 years in order to be competitive with silicon cells. Indoor 

tests performed by Agora [2.4] on GaAs cells showed a possibility of 65% for a reliability time span 

of 25 years. However, a prototype module tested outdoors proved reliable for only 7080 hours.  

 

 
 

Fig. 2.4 Histogram of research-cell efficiencies [2.3]. 

 

2.2 Principle of operation of a silicon solar cell.  

 

A solar cell is in fact a diode comprising two differently doped semiconductor layers.  The layer 

directly exposed to sunlight is negatively doped (n-type), meaning that there is a surplus of electrons 
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in the specific layer, while the layer below is positively doped (p-type) having a surplus of electron 

holes. A junction is formed at the interface of the p-type and n-type layers, called a p-n junction, Fig. 

2.5. Electrons and holes have the tendency to diffuse across the p-n junction and consequently an 

electric field builds up at the unction to prevent this movement [2.5]. If an external voltage is applied 

to the p-n junction, a current is produced known as diode or dark current ID: 
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where I0 is the diode saturation current, V is the applied voltage, k is the Boltzmann constant, q is the 

electron charge and n is the ideality factor, a number between 1 and 2 that typically increases as the 

current decreases [2.6]. 

 

 
 
Fig. 2.5 Schematic and equivalent circuit of a solar cell.  

 

Under illumination, the incoming photons brake electron bonds and create electron-hole pairs. The 

released electrons are pulled by the electric field toward the n-type layer, while the holes migrate 

toward the p-type layer. If the two layers are connected through a load, current flows from the n-doped 

layer towards the p-doped layer and power can be extracted from the cell. A solar cell can be modeled 

using an equivalent circuit comprising a constant current source, a diode and two resistances 

corresponding to the series Rs and shunt Rsh internal resistances. The current I produced by the cell 

under illumination is the difference of the photocurrent and the dark current [2.7]. 
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where IL is the light generated current, which is equal to the short circuit current for an ideal solar cell. 

The open circuit voltage of the cell is given by the following relation [2.8]: 
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The series resistance of the cell is primarily determined by the bulk resistance of the semiconductor 

material and the metallic electrodes and by the contact resistance between the front and back metallic 
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contacts and the semiconductor [2.6]. The shunt resistance is owed to the material impurities in the 

vicinity of the p-n junction that cause partial shorting. Proper design of solar cells dictates that the 

shunt resistance must be much larger and, respectively, the series resistance must be much smaller 

than the external load resistance, so that only a small amount of power is dissipated within the cell. A 

comprehensive review of the common methodologies used for the determination of the series and 

shunt resistances from the characteristic Current-Voltage (I-V) curves of the silicon solar cells can be 

found in [2.9]. 

The behavior of a solar cell is characterized through I-V curves, such as the one depicted in Fig. 

2.6. There is a characteristic point at the curve of Fig. 2.6 where the product of the current and voltage 

becomes maximum; this point is referred to as the maximum power point. Furthermore, the potential 

building up at the terminals of an un-connected cell is known as open circuit voltage VOC, while the 

current produced by the cell operating at an infinitesimally small load, is known as short circuit 

current ISC, respectively. The efficiency of a solar cell is determined as the electric power produced by 

the cell under operation at the maximum power point to the incoming solar radiation. An additional 

factor indicative of the cell quality is the fill factor FF defined as the power produced at the maximum 

power point to the maximum power that could be ideally produced by the solar cell. Fill factors values 

above 80% indicate high cell efficiency. In conclusion, the cell efficiency obtains the following 

equivalent forms: 
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                   (2.4) 

 

where VMPP, IMPP are the voltage and current produced by the cell at the maximum power point, while 

G is the irradiation intensity and Acell the cell area. 

 

 
Fig. 2.6 I-V curve of a typical silicon solar cell. 

 

It must be noted that if the cells are connected in series in a module, as it is common in linear 

Concentrating Photovoltaic (CPV) systems, the module current and thus efficiency are determined by 

the worst performing cell in the module (affected e.g. by local overheating or partial shading). The 
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most important effects of partial shading on series-connected silicon solar cells, such as multiple 

maximum power points and current mismatch losses, are discussed by Maki et al. [2.10]. The 

placement of bypass diodes between the solar cells, in order to isolate the ones with poor performance, 

has a beneficial effect on the module efficiency. In an array of solar cells, a bypass diode can be 

connected in parallel with each cell, as depicted in Fig. 2.7. Under normal operation, the diodes act as 

open circuits and thus the equal current produced by each cell flows through all the cells of the array. 

In the case of a current mismatch, e.g. due to a cell of the array being shaded, the diode provides a 

current path around the poorly performing cell and consequently the current produced by the module 

is not significantly affected.   

 

 

Fig. 2.7 Electrical connection of bypass diodes in an array of silicon cells. 

 

2.3 Concentrating Photovoltaic (CPV) systems 

 

The concept of concentrating photovoltaics is to use an optical device in order to focus sunlight 

onto a cell (or cell module) of small overall dimensions, serving as the receiver of the system. Thus, 

the cell area and consequently the required raw material are reduced by a factor equal to the 

concentration ratio CR [2.11, 2.12]. A major advantage of the substitution of semiconductor material 

by inexpensive reflective material (e.g. anodized aluminum) is the significant reduction of the overall 

system cost. With regard to the optical devices utilized, CPV systems can be grouped into two 

categories, namely point-focus and line-focus systems. Point-focus systems employ paraboloid dishes, 

Fresnel lenses or heliostats to focus sunlight, while parabolic mirrors and linear Fresnel lenses or 

mirrors are used by linear focus systems [2.11].  Schematics of the most typical concentrator 

configurations, which are also adopted by exclusively solar thermal systems [2.13], are depicted in 

Fig. 2.8 [2.14]. A wide variety of optical devices and variations of the main concentrator designs 

shown in Fig. 2.8 that have been proposed for the implementation of novel CPV systems can be found 

in the review article by Chong et al. [2.15]. 
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Fig. 2.8 Typical optical devices used in concentrated solar power applications [2.14]. 

 

There were less than thirty companies worldwide that manufactured CPV systems in 2012 [2.16, 

2.17]. The vast majority of them had developed point focus systems that employed Fresnel lenses as 

primary concentrators and, usually multi-junction, III-V solar cells at the receiver, as depicted in 

Table  2.1 [2.16, 2.18]. The systems efficiency lay in the range of 17-30%, while the cell efficiency in 

the range 27-39%, respectively. The lower efficiency of the integrated system is obviously due to the 

losses arising from the cell interconnection into a cell module and the quality of the optical device. 

Another common issue that leads to performance deterioration is cell overheating. The small overall 

dimensions of CPV cells facilitate the mounting of finned heat sinks in order to dissipate surplus heat 

to the environment. It must be noted that most of system efficiencies shown in Table 2.1 are reported 

by the manufactures and are not necessarily field proven.  

 Extensive field measurements have been published by (Soitec) Concentrix [2.19, 2.20] for a 

100KW power plant in Spain that verify annual system efficiency approximately equal to 23% (Fig. 

2.9a). In addition, the monthly plant efficiency in months of high insolation was measured up to 26% 

and showed no deterioration through the years 2009-2011 [2.20]. Besides, a 30 kW CPV system 

manufactured by Daido Steel and located in Japan was reported to achieve a peak efficiency of 24% 

[2.21]. 
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Table 2.1 Commercial high concentration CPV systems characteristics and efficiencies (ηm: module efficiency, 

ηs: system efficiency [2.16, 2.18]. The cell efficiencies are 39% for Emcore, 38.5% for Spectrolab and 35% for 

Azur [2.22]. 

Company Concentrator Cell supplier CR ηm [%] ηs [%] 

Arima Eco Energy Fresnel lens Spectrolab 476 22-25 - 

Concentrix Solar Fresnel lens Azur 385 27 23.5 

Daido Steel  Fresnel lens Azur 550 23 21 

Delta Electronics  Fresnel lens Spectrolab 470 26 23 

Emcore  Fresnel lens Emcore 500 - 27 

Energy Innovations Fresnel lens Emcore 1440 28.8 23-25 

Enfocus Engineering  Fresnel lens - 300 20 - 

Green and Gold  Fresnel lens Emcore 1370 34 28 

INER  Fresnel lens Spectrolab 476 23 20 

Opel International  Fresnel lens Spectrolab 500 26-28 - 

Pyron Solar  Fresnel lens Spectrolab 500 22 21 

Sharp Fresnel lens Sharp 700 - - 

SolarTec  Fresnel lens ENE 600 20 17 

Sol3G  Fresnel lens Azur 476 24 22.7 

Abengoa  Fresnel lens Spectrolab 2000 - - 

Isofoton  Total Int. Refl. lens - 1000 25 23 

GreenVolts  Micro-dish Spectrolab 625 28.5 - 

Solfocus Micro-dish Spectrolab 500 25 23 

Solar Systems  Dish (dense array rec.) Spectrolab 500 35 30 

Cool Earth Solar Dish (dense array rec.) - 400 30 - 

Menova Energy  Fresnel reflector Emcore 1450 26.4 23.2 

 

Gómez-Gil et al. [2.23] conducted a comparative evaluation between three nearby located 

photovoltaics power plants comprising of fixed and tracking conventional (flat) and concentrating 

photovoltaic systems, respectively. The power plants were compared in terms of energy production (in 

kWh per Wp of installed power) by also applying a correction for the irradiation level, in order to allow 

a straightforward comparison. It must be noted that the concentrating system uses 500x Fresnel lenses 

and it is the second largest installation in the world with an overall capacity of 1.5 MW. The yield of 

single and dual-axis tracking CPV systems were higher by 22.3% and 25.2%, respectively, in 

comparison to the reference fixed PV system. On the other hand, the yield of the CPV system 

exceeded that of the reference system by only 0.6% indicating that there is a considerable margin for 

improvement regarding CPV technology. Saito et al. [2.24] compared a Fresnel lens CPV system 

developed by Sumitomo Electric Industries to a polycrystalline conventional PV module. The two 

modules were mounted on the same tracking mechanism and the daily yield of both was recorded. It 

was established that the CPV module had a twofold yield (in Wh per m2 of the system aperture area) in 

comparison to the flat module, with conversion efficiency approximately equal to 30%. Siaw et al. 

[2.25] optimized the electrical interconnection between the cells in a dense array receiver of a point-

focus system. The optimization criterion was to minimize cell current mismatch due to the non-

uniform irradiation on the receiver. A prototype system that was manufactured and employed planar 

reflectors and Emcore triple junction cells achieved very high instantaneous efficiency equal to 34%. 

High efficiency multi-junction cells are designed to exploit the typical solar light spectrum. Thus, the 

optical devices of high concentration point-focus systems, apart from being geometrically precise, 

must also not alter the irradiation spectrum at reflection. Consequently, the concentrator 

manufacturing materials must be of high quality and therefore the cost of the optical device increases.  
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For this reason, sun spectral splitting devices have been proposed to be used in conjunction to 

concentrators for CPV systems employing single junction cells, in order to reduce overall cost [2.26]. 

These devices act as selective absorbers that allow only the part of the solar spectrum that matches the 

cell bandgap to pass. Thus, the conversion efficiency is increased and furthermore the cell operating 

temperature is reduced, as the solar irradiation that cannot be converted to electricity is reflected by 

the splitting device.   

  

 
Fig. 2.9 CPV systems that employ different optical devices: (a) Point-focus Concentrix system using Fresnel 

lenses, (b) linear parabolic trough Euclides prototype, (c) linear Entech system using Fresnel reflectors. 

 

Few installations and demonstration prototypes that achieve low to medium concentration 

(CR<100) have been developed worldwide. The only parabolic trough linear CPV system for which 

there are available technical specifications and performance data in the open literature is the 

EUCLIDES system (Fig. 2.9b) that has been developed by the Polytechnic University of Madrid 

[2.27, 2.28]. The prototype system had a total aperture area of 42 m2 and a geometrical concentration 

ratio of 32x. Commercially available concentrator silicon solar-cell modules were mounted on the 

receiver, which also incorporated a plate fin heat dissipator. The single module efficiency was 

measured equal to 14%, while the efficiency of the interconnected modules in the 24m long receiver 

was approximately equal to 10.6%. As reported recently by Vivar et al. [2.28], the first two 

generations of EUCLIDES system proved inadequate to operate reliably under real outdoor conditions 

due to problems associated both with the concentrator and the solar-cell modules. In addition, the 

authors of [2.28] illustrate all the critical issues and challenges posed during the construction of a CPV 
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system both, in terms of appropriate materials and manufacturing processes. A third generation 

EUCLIDES system has been manufactured with two receivers operating at 12x and 24x concentration 

and nominal output of 2 kW. The improved solar cell modules achieved efficiencies of 17.4% (24x) 

and 16.6 (12x) as interconnected receiver modules under uniform illumination, nevertheless the 

system efficiency, as measured in two test sites, was approximately equal to 11%. A linear Fresnel 

lens CPV module (Fig. 2.9c) has been commercialized in 2012 by Entech [2.29]. The module, with 

overall dimensions 100 x 165 x 15 cm, comprises six linear acrylic lenses that focus irradiation at 20x 

on respective arrays of silicon cells with specially designed front contact. Due to the heavy 

metallization of the cell front contact, a refractive prismatic optical device has been incorporated into 

the module that increases the cell efficiency to 18-20%.  

Low concentration static CPV systems have been manufactured by few research groups in order to 

demonstrate the feasibility of the manufacturing at a very low cost.  Baig et al. [2.30] report the design 

and manufacturing process of a small prototype CPV with a concentration ratio of 3, suitable for 

building integration. The system employs an asymmetrical compound parabolic reflector and mono-

crystalline silicon solar cells. Hatwaambo et al. evaluated a 3.6x [2.31] compound parabolic 

concentrator system, while Sangani et al [2.32] investigated a 2x V-trough system. Grasso et al. [2.33] 

proposed a methodology, based on the levelized cost of energy, to determine the maximum cost of the 

concentrator with a specified optical efficiency, in order for low concentrating CPV systems to be 

financially competitive with standard PV modules. The authors manufactured a scaled CPV system 

with a concentration ratio of 5 using a static modified prism compound parabolic concentrator and 

commercial silicon cells. The system optical performance was evaluated and the cost for the 

concentrator was determined. 

Lack of proper standardization is a vital issue that hinders the development of commercial CPV 

systems, as at the present there are no universally accepted test methods to certify the electrical 

efficiency of a CPV system under standard conditions [2.34]. It is consequently difficult for a product 

to achieve high market penetration without guarantee of its performance and reliability.   

 

2.4 Solar cell behavior under concentrated illumination 

 

Operation of solar cells under concentrated illumination offers an additional advantage in terms of 

efficiency. As it has been theoretically and experimentally established [2.11, 2.35], the short circuit 

current and the open circuit voltage increase in a linear and a logarithmic manner, respectively, in 

proportion to the irradiation intensity: 

 

sun,SCconc,SC ICRI  1                     (2.5) 

 

CRln
q

kT
VV sun,OCconc,OC  1                    (2.6) 

where CR is the concentration ratio and ISC,conc, VOC,conc are the short circuit current and open circuit 

voltage, respectively, for operation under concentrated irradiation. The effect of illumination increase 

on the cell characteristic I-V curve is shown in Fig. 2.10a. The logarithmic increase of the open circuit 

voltage is expected considering Eq. (2.3), as VOC has a logarithmic dependence on the photocurrent IL 
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[2.12]. By taking into consideration Eqs. (2.5) and (2.6), Eq. 2.4 describing the cell efficiency 

becomes:  
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Finally, the ratio of the cell efficiency under concentration to that at typical irradiation is: 
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The cell fill factor increases as a function of the concentration ratio [2.36] and thus both factors at the 

right hand side of Eq. (2.8) are larger than unity proving the beneficial impact of elevated illumination. 

It must also be noted that the illumination distribution profile also has an effect on cell efficiency. 

Franklin and Coventry [2.37] tested a concentrator silicon cell under uniform illumination of 30 suns 

along the entire cell width and under partial illumination of 90 suns in the central third of the cell. The 

cell open- circuit voltage and efficiency decreased by 4.5% in the latter case.  

However, Eq. (2.8) is valid only in the ideal case where the cell operating temperature is 

maintained constant for different levels of irradiation. In reality, high irradiation concentration induces 

elevated operating temperature. The cell temperature affects the p-n junction “built-in” potential, 

which is formed due to the existence of the electric field in that region [2.7].  Increase of the cell 

temperature leads to decrease of the built-in potential, a trend also followed by the open-circuit 

voltage, which in fact decreases in a linear manner. On the contrary, increase of the cell temperature 

leads to the reduction of the semiconductor band gap energy, which allows a greater part of the 

incident energy to interact with the semiconductor material and produce electron-hole pairs [2.7]. 

Thus, the generated photocurrent and short-circuit current increase with temperature [2.8]. 

Nevertheless, this effect is negligible in comparison to the decrease of the cell open circuit voltage, as 

depicted in Fig. 2.10b. In a real operating solar cell, the series resistance also increases with 

temperature, due to the different thermal expansion coefficient of the electric contact and the bulk cell 

material, and in fact in a linear manner [2.38].   Besides, it has been experimentally confirmed that the 

cell fill factor decreases with temperature [2.11] due to the effect of the series resistance [2.12]. The 

net effect of temperature increase is a linear decrease of the cell efficiency:   

 

  refcellrefref,cellcell TT  1                   (2.9) 

 

where the temperature coefficient βref can be experimentally determined and it primarily depends on 

the cell material  [2.39]. Typical values of βref for silicon solar cells range between 0.003 and 0.005 

[2.8]. 
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Fig. 2.10 Effect of (a) irradiation intensity and (b) temperature on a silicon cell  current-voltage (I-V) curve 

[2.8]. 

 

Braun et al. [2.40] theoretically investigated the combined effect of concentrated illumination and 

elevated temperature on the solar cell efficiency. It was concluded that the efficiency penalty 

decreases logarithmically with irradiance concentration. Materials with high band gap energy, such as 

III-V semiconductors, under extreme concentration (>1000x) could have a minor efficiency decrease. 

Vossier et al. [2.41] experimentally investigated the possibility of operating III-V cells rated for 

concentration of a few hundred suns under extreme concentration up to 3000x. The cell efficiency 

degradation at 3000x ranged between 25%-50% of the peak efficiency at 400-500x. In addition, it is 

reported in [2.42] that the temperature distribution, apart from its absolute value, has a non-negligible 

effect on the cell performance. The authors of [2.42] tested three cells with equal average temperature, 

yet with uniform, Gaussian and anti-Gaussian temperature profiles. It was established that the 

Gaussian distribution enhances the cell efficiency by 1.52%, whereas the anti-Gaussian distribution 

decreases the cell efficiency by 3.31%, in comparison to the uniform one. The authors attributed this 

effect to the local temperature at the cell busbar region, which is vital to the cell efficiency.  

Apart from the efficiency deterioration, the mechanical impact of temperature on a solar-cell 

module can be significant, as the module consists of materials in contact (glass, semiconductor, 

electrodes etc.) that have considerably different thermal expansion coefficients. Thus, the materials 

when heated undergo dimensional changes of different magnitude and consequently mechanical 

stresses build up that can lead to cracking of the cells or the glass cover, as well as detachment of the 

metallic contacts. Even though overheating might not lead to immediate destruction of the module it 

will certainly reduce its life expectancy due to mechanical fatigue. 

 
2.5 Cooling techniques 

 
Cooling is a major concern regarding the design of concentrating photovoltaics, as the integration 

of a heat dissipating configuration can have a beneficial impact on the system electrical efficiency. A 

wide variety of cooling configurations that could potentially be suited for the cooling of solar cells are 

presented in the review articles by Du et al. [2.43] and Royne et al. [2.44].  Besides, Micheli et al. 

[2.45] focused on the cooling options for concentrating photovoltaics that are made available through 

micro and nano-technology, such as micro-fins (or micro-channels) configurations, micro heat pipes 

and the use of carbon nanotube suspension as cooling fluid. Royne and Dey [2.46] proposed an active 

cooling system for densely packed cells comprising a grid of impinging jets. An optimization 
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methodology, based on analytical models, was formulated in order to determine the layout and 

geometrical parameters of the cooling nozzles that maximize the cell electrical output. Barrau et al 

[2.47] proposed a hybrid device that combines the techniques of impingement jets and microchannel 

flow for cooling a dense array of solar cells under high concentration. A parametric study was 

conducted in order to determine the optimal flow rate for which the net electrical output, by also 

taking into account the required pumping power, was maximized. The hybrid scheme was proven to 

produce a more uniform temperature distribution at the cooled surface in comparison to straight 

rectangular microchannels. Rahimi et al. [2.48] experimentally evaluated the performance of a water-

cooled silicon cell module.  Microchannels of hydraulic diameter 0.667mm were machined onto a 

Plexiglas plate, which was subsequently bonded to a module with overall area 13x26 cm2. Indoor 

testing using a solar simulator of 1000 W/m2 showed that the cell power output increased by 30% for a 

volumetric flow rate of the coolant equal to 198 mL/min. Although, single-phase flow is considered in 

the vast majority of studies, two-phase cooling has also been proposed as an effective technique that 

allows the irradiation concentration to be much higher, exceeding even 1000x, depending on the 

cooling fluid and the flow rate [2.49, 2.50].  

The alternative technique of directly immersing a properly insulated PV module into the cooling 

fluid has also been examined. Han et al [2.51] conducted a comparative study in terms of optical 

transmittance and cooling capacity, in order to evaluate the applicability of different fluids for 

immersion cooling. Zhu et al. [2.52, 2.53] experimentally investigated the cooling effectiveness of 

direct immersion of a solar cell module under concentrated sunlight (CR=160-200) into a liquid. Initial 

indoor tests [2.52] using dimethyl silicon oil as a coolant showed promising results as the convective 

heat transfer coefficients achieved were higher than 3000 W/m2K. Zhu et al. [2.53] subsequently 

conducted an outdoor evaluation of an integrated system using a dish reflector capable of 250x 

concentration and a glass tube receiver, where a silicon cell module was immersed into deionized 

water. It was established that the cell temperature was kept under 50oC for a cooling flow rate and inlet 

temperature equal to 2.23m3/h and 30oC, respectively, while the overall convective heat transfer 

coefficient was equal to 6000 W/m2K. However, the efficiency of the module was significantly 

decreased after two days of operation due to the chemical effects of the immersion fluid on solar cells. 

A further experimental evaluation of the fluid immersion technique was conducted by the same 

research group on a linear Fresnel reflector CPV system with low concentration (10x) [2.54].  

 

2.6 Concentrating Photovoltaic Thermal (CPVT) systems 

 

   The integration of an active cooling system into the receiver of a CPV system, apart from increasing 

the  system electrical efficiency, makes the surplus heat available for utilization in other applications, 

where heat at temperatures in the range 60-80oC can be exploited,  such as water and space heating, 

(adsorption or desiccant) cooling [2.55, 2.56] or even desalination though membrane distillation [2.57, 

2.58]. The reduced receiver dimensions, in comparison to a flat-plate solar thermal collector, render 

concentrating systems ideal for high-temperature operation as heat losses are limit ed, a beneficial 

feature in terms of system overall efficiency.However, the concept of simultaneous production of heat 

and electricity has been applied to flat-plate collectors as well. Various flat PVT designs are reviewed 

in [2.59-2.62]. 
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Fig 2.11 Prototype CPVT systems: (a) Parabolic trough [2.65], (b) Fresnel reflector [2.68], (c) sealed separate 

arrays of Fresnel reflectors with two receivers [2.69], (d) building integrated Fresnel lens [2.71]. 

 

Few examples of integrated CPVT systems can be found in the open literature. Early studies by 

Chenlo and Cid [2.63] and Gibart [2.64] outlined the manufacturing procedure for prototype linear 

CPVT systems based on the Fresnel lens and the parabolic reflector technologies, respectively. 

Rectangular ducts were used to extract surplus heat in both studies. Coventry [2.65] designed and 

manufactured a parabolic trough linear CPVT system with a geometrical concentration ratio equal to 

37 (Fig. 2.11a). The receiver comprised an array of custom designed mono-crystalline silicon cells 

cooled by water flowing inside an aluminium tube. The tube had internal fins in order to enhance heat 

transfer and a specially manufactured outer cross section with a flat lower surface so that the cell array 

can be adhered. The system achieved thermal and electrical performance equal to 58% and 11%, 

respectively, for mass flow rates in the range 37.5-42.5 mL/s. Li et al. [2.66] evaluated the overall 

performance of a 2m2 prototype linear CPVT system manufactured at Yunnan university (Kunming) 

and which used a parabolic reflector to concentrate solar radiation up to 31 suns. Three different types 

of cells (monocrystalline silicon, “super cells” and GaAs) were tested. The heat sink used for the 

cooling of the cell array was similar to that reported in [2.65]. The system employing the GaAs cell 

array obtained a maximum overall efficiency of 50.6%, with 41.7% and 8.9% attributed to the thermal 

and electrical efficiency, respectively.  

Yongfeng et al. [2.67] performed a separate experimental evaluation for a variation of the system 

investigated in [2.66], that achieves a concentration of 10x. The measured efficiency of the GaAs cells 

was 9.5% and the thermal efficiency of the system was 34%. Rossel et al. [2.68] manufactured a two-

axis tracking 11x CPVT system, as depicted in Fig. 2.11b. The system has an overall aperture area of 

3.6 m2 and employs Fresnel reflectors to concentrate irradiation onto a silicon cell module thermally 

bonded to a water cooled channel.  The daily thermal efficiency of the system, without electricity 
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production, was measured higher than 60%. Vivar et al. [2.69] report the performance evaluation of a 

Fresnel reflector linear system with concentration ratio 20x. A module of the system resembles a fully 

sealed case, which encloses two arrays of Fresnel reflectors that concentrate irradiation on two “micro-

receivers” consisting of an array of silicon solar cells bonded to cylindrical tubes (Fig. 2.11c). Daily 

measurements established an average overall efficiency of 58% (50% thermal-8% electrical).  

Chemisana et al. [2.70] proposed a design for a CPVT system that utilizes a linear Fresnel lens and 

a CPC (compound parabolic concentrator) as primary and secondary concentrators respectively. The 

system achieves a maximum concentration of 10x. A typical rectangular channel served as the cooling 

device with water flow inside it under laminar flow conditions. The electrical performance of the PV 

array and the thermal performance of the cooling system were experimentally evaluated and the data 

were compared against theoretical and numerical models. A 25x Fresnel lens linear CPVT system was 

integrated into a greenhouse in the University of Wageningen, as reported by Sonneveld et al. [2.71]. 

Fresnel lenses were mounted onto the top glazing of the green house and concentrated the solar 

irradiation on tracking hollow beams, which were supported by the steel frame of the green house 

(Fig. 2.11d). Silicon solar cells were thermally bonded on the beams and water was circulated through 

them. Daily performance measurements showed an overall efficiency of 67% (56% thermal and 11% 

electrical). Nevertheless, the system optical losses (equal to 30%) were excluded from the calculation 

of the efficiency.   

Chaabane et al. [2.72] manufactured a linear CPVT system that comprises an asymmetric 

compound parabolic reflector and a mono-crystalline silicon solar cell module thermally bonded to a 

rectangular duct. The performance evaluation of the system showed that the maximum obtained 

thermal and electrical efficiencies were equal to 16% and 10%, respectively. Du et al. [2.73] evaluated 

the performance of an 8x linear Fresnel reflector system. At the system receiver, a silicon cell module 

was bonded to a tube-on-plate heat sink with a U-shaped tube. Hourly measurements illustrated that 

the system thermal and electrical efficiencies under steady state conditions were approximately equal 

to 39% and 8% for coolant flow rates larger than 0.035 kg/s. Kandilli [2.74] designed and evaluated a 

novel CPVT system based on the concept of irradiation spectral decomposition. The system comprises 

a paraboloidal dish reflector, a solar cell, which is laminated to a spectral splitting optical device and 

placed at the focal spot of the concentrator, and a vacuum tube serving as a secondary “thermal” 

receiver. The visible part of the irradiation is absorbed by the solar cell and converted to electricity, 

whereas the infrared and ultraviolet parts are reflected by the spectrum splitting device onto the 

vacuum tube to produce heat. The energetic and exergetic total efficiency of the system were 

measured equal to 7.3% and 1.16% respectively. Kribus et al. [2.75] proposed a miniature point-focus 

system with aperture area less than 1m2 that uses a dish concentrator and high efficiency triple 

junction cells operating at concentration of 500x. Nevertheless, although the system was reported to be 

under construction, experimental data of the system actual performance have not been published yet. 

The evaluation of low-concentration, static CPVT systems has also been reported by a number of 

researchers. Kong et al. [2.76] manufactured a low concentration static linear CPVT system that 

employs a Fresnel lens and flat reflectors, as primary and secondary concentrators respectively, with a 

geometrical concentration ration of 5.7. For a single daily measurement, the system was reported to 

achieve peak electrical and thermal efficiencies equal to 10% and 56% respectively for a flowrate 

equal to 72 Lt/h. Brogren et al. [2.77] discuss the optical properties of the main components (reflector, 

glazing cells) comprising a 4x compound parabolic concentrator photovoltaic thermal system. The 
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system optical efficiency was measured to be equal to 71%, while the system electrical and thermal 

output were measured equal to 330W/m2 cell area and 2300W/m2 cell area, respectively.  

Nilsson et al. [2.78] focused on the annual performance of a static photovoltaic-thermal system 

employing asymmetrical parabolic concentrators, in order to be efficient regardless of the sun altitude. 

The annual electrical of the system was estimated at 373 kWh/m2 cell area, while the thermal yield 

was 145 kWh/m2 glazed area. It was mentioned by the authors that the thermal bond between the 

cooling tube and the receiver has a significant effect on the system performance. Bernardo et al. [2.79] 

experimentally evaluated the performance of a low-concentrating parabolic CPVT system (CR=7.8) 

that has been designed and developed at the university of Lund. The receiver of the system is made of 

aluminium and has a V-shaped cross section, which allows two arrays of silicon solar cells to be 

adhered at the oblique surfaces. The cooling fluid (water) flows inside the receiver through a properly 

machined passage. From a thermal performance point of view, the optical efficiency and the heat loss 

coefficient of the system were measured equal to 45% and 1.9 W/oCm2, respectively. The maximum 

electrical efficiency was 6.4%. Künnemeyer et al. [2.80] manufactured a static low-concentration V-

trough CPVT module comprising four arrays of polycrystalline cells cooled by water flowing inside 

channels formed by the corrugated reflector frame. The overall efficiency of the system was in the 

order of 30%. 

 

2.7 Solar angles and tracking 

 

Since only the direct part of solar radiation can be reflected, it is necessary for concentrating solar 

systems with  concentration ratios larger than 3 [2.81] to track the sun position during the daytime. 

The position of the sun in reference to a location with known spatial coordinates can be specified with 

the use of two angles referred to as the zenith θz and the solar azimuth angle γs, respectively. As 

depicted in Fig. 2.12, the zenith angle is defined as the angle between the vertical and the line to the 

sun, whereas the solar azimuth angle is defined as the angular displacement from south of the 

projection of the sun’s position on the horizontal plane. Analytical correlations for the determination 

of the solar angles at a specified location and time of the year can be found in various solar 

engineering handbooks [2.82, 2.83].  

 

 
 

Fig. 2.12 Reference system for the position of the sun. 
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In order to maintain solar irradiation constantly perpendicular to the collector aperture, it is 

required that the solar position is followed along both the azimuthal and vertical planes (two-axes 

tracking). The incidence angle in the case of two-axes tracking is maintained equal to zero at all times 

and thus no optical losses associated with the collector orientation in relevance to the sun are 

introduced. Point-focus systems employ exclusively two-axes tracking systems, as the sunlight must 

be concentrated in a three-dimensional manner (Fig. 2.13a). On the other hand, linear-focus systems 

allow for single-axis tracking, along the vertical plane, which reduces the complexity of the utilized 

tracking system and thus the maintenance and operation cost (Fig. 2.13b). 

 

 
 

Fig. 2.13 Large-scale installations of (a) dual and (b) single-axis tracking concentrating solar power applications 

[2.84,2.85]. 

 

 However single-axis tracking introduces optical losses, as the beam irradiation incidence angle θ 

to the reflector aperture is generally not equal to zero. Two loss mechanisms are associated with 

single-axis tracking, known as cosine and end losses, respectively. Cosine losses arise, in the case of 

non-perpendicular incidence, as the irradiation flux intercepted by the reflector aperture is smaller in 

comparison to beam radiation, as depicted in Fig. 2.10a. The actual intercepted irradiation results as 

[2.86]: 

 

cosbGG                     (2.10) 

 

where Gb is the direct beam radiation and θ the incidence angle. In addition, as depicted in Fig. 2.10b, 

a part of the non-perpendicular irradiation is reflected beyond the edge of the receiver and 

consequently its initial part remains un-illuminated.  The un-illuminated length le of the receiver can 

be calculated using the relation [2.86]: 

  

tanfle                     (2.11) 

 

where f is the focal length of the linear reflector. The contribution of end effects on the deterioration of 

the collector performance can be easily quantified through a correction factor: 

 

                                                                                               

                                                                                                (2.12)  
rec

effrec

A
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 where Arec,eff =Wrec(l-le)is the receiver illuminated area. In general, the overall influence of non-

perpendicular sunlight incidence on the efficiency of a concentrating system can be evaluated using 

the Incident Angle Modifier (IAM), as will be discussed in more detail in paragraph 6.3.2.3. The 

incidence angle that is required for the determination of the optical losses can be derived from the 

following simple analytical correlation for a linear, single-axis tracking, concentrating system at a 

specified time of the year and location. The system is also assumed to be horizontal, which is true in 

the vast majority of cases): 

 

 coscoscossinsincos                     (2.13) 

 

where δ is the sun declination, φ is the location latitude and ω is the hour angle. At a specified hour 

and day, ω and δ are known [2.84]. 

 

 

Fig 2.10 Optical losses associated with single-axis tracking in a linear-focus system: (a) cosine losses, (b) end 

losses. 

 

2.8 Concluding remarks 

 

The discussion provided in this chapter leads to the deduction that although concentrating 

photovoltaics have reached the stage of commercial production, there are only few demonstration 

prototypes in regard to concentrating photovoltaic/thermal systems and the specific technology has not 

achieved a level of notable level of maturity until now. The main implementation issues that have been 

identified are the effect of the concentrated illumination distribution on the efficiency of the solar 

cells, the high temperature gradients that tend to develop within the receiver materials and the lack of 

innovative designs in respect to the cooling system.   

The focus of the present work is to give further insight and to narrow the technological gap in 

respect to the implementation of CPVT systems. The main goal of the thesis is the successful 

development of a novel prototype CPVT system. The parabolic shape has been chosen for the 

concentrator, as it offers ease of manufacturing compared to paraboloid surfaces considering that it is 

actually a two dimensional shape extruded along the third dimension. Besides, it was considered that a 

parabolic trough with custom-made geometrical characteristics would be simpler to manufacture 

compared to a Fresnel lens, as it only requires machining of metallic items. In addition, parabolic 

concentrators usually achieve medium sunlight concentration (CR≈10-50), which is preferable in the 

case of demonstration CPVT systems, as the receiver materials are not being subject to extreme 
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thermal loading that could compromise the reliable operation of the prototype system. Special effort 

has been made for the designation of the desired characteristics of the cooling system, as will be 

discussed in detail in the following chapter, so that the manufacturing of novel cooling devices of high 

thermal and hydrodynamic performance can be made feasible.  
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Chapter 3    Investigation of cooling devices suitable for CPVT systems 
 

 

 

 

 

3.1 Cooling configurations 

 

The flow and heat transfer characteristics of heat-sink configurations suitable to serve as the active 

cooling system of a linear CPVT system will be numerically investigated in this chapter. The selection 

of the designs to be evaluated was primarily dictated by the structural constraints posed by the nature 

of the application, i.e. the cooling of a solar cell module, and the available manufacturing capabilities. 

From a manufacturing/structural point of view, the main criteria that were taken into consideration for 

the design of the cooling devices were the following: 

 compact and lightweight layout 

 reliable and leak-proof operation, viz. development of low internal pressure  

 ease of fabrication using conventional machining and thus low cost 

 convenient  layout for thermal bonding to the solar cell module 

 single inlet/single outlet arrangement for the cooling fluid so that  the design of an elaborate 

manifold system is not required (in compliance to the criterion that the device must be compact) 

 capability of the design to be scaled up, e.g. in order to be suitable for a linear CPVT system of 

larger overall length. 

 

 
 



Chapter 3. Cooling devices appropriate for CPVT systems 

 

3.2 

 

 
 

 
 
Fig. 3.1 Geometric layout of the plate-fin heat sinks: (a) FWl (low-fin density minichannels), (b) FWh (high-fin 

density minichannels), (c) FWμ (microchannels), (d) VWt, (e) VW, and (f) VW-JICF. 

 

Apart from complying with the constraints posed above, the devices considered are evaluated in 

terms of thermal and hydrodynamic performance in order to designate the most efficient design. The 

following heat sink configurations have been evaluated in the course of the present thesis and relevant 

results will be presented in this chapter: 

 

Plate-fin heat sinks (Fig. 3.1) employing: 

 straight minichannels of rectangular cross-section (FWl, FWh) (Figs. 3.1a-b) 

 straight microchannels of rectangular cross-section (FWμ) (Fig. 3.1c) 
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 tapered minichannels of smoothly-varying channel width (VWt) (Fig. 3.1d) 

 minichannels of  stepwise-varying channel width (VW) (Fig. 3.1e) 

 minichannels of stepwise-varying channel width and cold fluid injection (Jets In Cross-Flow or 

JICF) (Fig. 3.1f)   

 

Tube-on-plate heat sinks (Fig. 3.2), employing serpentine tubing mounted on a rectangular plate with: 

 a single U-bend or two-pass (2P) (Fig. 3.2a) 

 consecutive U-bends or four-pass (4P) (Fig.3.2b)  

and considering, in both cases, tubes partially or fully embedded within the plate. 

 

 
 

 
 

Fig. 3.2 Geometrical layout of the tube-on-plate configurations: (a) two-pass (2P), and (b) four-pass (4P). 
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3.2 Formulation of the numerical models 

 

3.2.1 Governing equations 

 

The investigation in reference to the proposed cooling configurations is conducted in terms of 

three-dimensional numerical simulations. The typical governing equations associated with fluid flow 

and heat transfer that express the conservation of mass, momentum and energy are reduced to 

appropriate forms based on assumptions that have been established to be valid for heat-exchanging 

applications. Namely, the governing equations are simplified based on the following assumptions 

 

(1) steady fluid flow and heat transfer, 

(2) incompressible fluid, 

(3) negligible viscous dissipation and radiative heat transfer 

 

As will be discussed in detail in the following paragraphs, the prevailing flow and heat transfer 

conditions differ in the examined cooling configurations. Based on the heat-sink layouts, laminar 

forced convection or laminar mixed convection is expected to occur in the plate-fin configurations, 

depending on the channel hydraulic diameter, while turbulent forced convection is expected in the 

tube-on-plate configurations, respectively. In the simplest case of laminar flow under forced 

convection conditions, the Navier-Stokes and energy equations obtain the following forms [3.1, 3.2]: 

 

(continuity)        0V
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(momentum)          VpVVV
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The effect of natural convection is not taken into account in the above formulated equations. However, 

in the case where buoyancy forces affect the flow field, the momentum equation must be modified 

accordingly: 

 

(momentum)           gVpVVV
t


 




                (3.5)                       

 

Where Δρ=ρ-ρref and  0,,0 gg 


. With reference to the fluid density, the Boussinesq approximation 

is applied [3.3]: 

 

 refrefref TT                     (3.7) 

 

where ρref is a reference density evaluated at a reference temperature Tref. 
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With respect to turbulent flow under forced-convection heating conditions, case which refers to 

tube-on-plate configurations, the governing equations obtain the following forms [3.4]: 
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The Reynolds Averaged Navier-Stokes (RANS) equations formulated above contain the Reynolds 

stresses terms jiuu    and the turbulent heat flux TuC ip   . The Shear Stress Transport (SST) k-ω 

model introduced by Menter [3.5] is used for the calculation of these terms. The SST is a two-equation 

turbulence model based on the eddy-viscosity concept and thus the above mentioned terms are 

determined through the use of the turbulent viscosity μt, which for the k-ω model is defined as: 

 




k
t                    (3.11) 

 

where the turbulent kinetic energy k and the turbulent frequency ω are determined by the additional 

transport equations introduced by the model. Furthermore, the SST model uses appropriate blending 

functions in order to switch between the k-ω and the k-ε model formulations depending on the distance 

from the wall; therefore the k-ω formulation is used in the near-wall region in order to avoid the use of 

any extra damping functions, while the k-ε formulation is used in the fluid-core region. The additional 

equations introduced for the turbulent kinetic energy k and the turbulent frequency ω, as well as all the 

additional relations and coefficients used by the model are listed in [3.6, 3.7].   

It must be noted that the transient term is included in the governing equations, Eqs. (3.1)-(3.5) and 

(3.8)-(3.10), despite the fact that the flow and heat transfer are considered steady, as false transient 

time-stepping is used for the control of convergence, instead of explicit under-relaxation [3.7]. Thus, a 

proper physical time scale is selected in each case, equal to the 20% of the fluid residence time inside 

the heat sink in order to ensure convergence. 

 

3.2.2 Boundary conditions 

 

Appropriate hydrodynamic and thermal boundary conditions for the governing equations are 

imposed in accordance to the operating conditions of the heat sink.  Fig. 3.3 illustrates the 

computational domain for a simplified geometrical layout of the most common type of the heat sinks 

considered, along with the typical boundary conditions applied to the numerical models representing 

the considered cooling devices. It must be noted that the same types of boundary conditions apply to 

all the configurations, while the surfaces where they are imposed differ due to the layout of each heat 

sink and the possible existence of symmetry and will be specifically mentioned for each configuration 
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discussed in the following paragraphs. Besides, heat transfer was treated as conjugate in all cases with 

heat conduction and convection occurring in the solid and fluid domains, respectively. 

 

 

Fig. 3.3 Computational domain for the simplified heat sink geometry.  

 

The imposed boundary conditions as depicted in Fig. 3.3 are the following:  

A uniform velocity profile is imposed at the prescribed inlet of the fluid domain:   

 

,0z    ,iww   ,u 0  0v                             (3.12) 

 

whereas the average static pressure is taken equal to zero at the domain outlet 

 

,Lz     0avep                             (3.13) 

 

A no-slip boundary condition is imposed on the fluid-wall interface: 

 

0 wvu                    (3.14) 

 

A symmetry boundary condition (or adiabatic wall in the case of heat transfer) is applied on both the 

outer, parallel to the main flow, vertical planes of the domain. Furthermore, all the rest outer surfaces 

of the domain, apart from the bottom side, are also treated as adiabatic  
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At the bottom surface of the solid domain, a constant heat flux is applied: 
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The fluid temperature at the inlet is given, while at the outlet the temperature values are extrapolated 

using a constant gradient: 
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Finally, at the solid- fluid interface, continuity of both temperature and heat flux is imposed: 
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The set of governing equations along with the boundary conditions are fully coupled and solved 

simultaneously using the finite volume-based CFD package ANSYS CFX (v.13) [3.7].  

 

3.2.3 Non-dimensional numbers 

 

Three non-dimensional quantities are extensively used in paragraph 3.4, where the numerical 

results regarding the heat-sink configurations are presented, in order to demonstrate the prevailing 

flow and heat transfer conditions in each case. The quantities are namely the Reynolds, Archimedes 

and Nusselt numbers. 

The Reynolds number used in this work is defined on the basis of the duct hydraulic diameter Dh as 

follows: 

 


 hDw

Re                    (3.21) 
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where w  is the average flow velocity in the duct and ν is the fluid dynamic viscosity. The hydraulic 

diameter is also used as the characteristic length scale in all the non-dimensional numbers reported. 

The tube internal diameter is used as length scale for circular cross sections, while the hydraulic 

diameter for rectangular cross-sections is defined as: 
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 where A and P are the duct cross-section and wetted perimeter, respectively. Especially regarding the 

configurations that do not maintain a constant cross-section, an averaged Reynolds number Re  is 

defined for the configurations of smoothly-varying tapered channels (Fig. 3.1d) based on the average 

channel hydraulic diameter, whereas, for the channels of stepwise-varying width (Fig. 3.1e), the 

different flow conditions in each heat-sink section i of constant hydraulic diameter are characterized 

by a different Reynolds number iRe . The available theoretical correlations (e.g. in [3.8]) for the 

calculation of hydrodynamic and thermal quantities also make use of the duct hydraulic diameter as 

characteristic length and thus are used for comparison throughout the presented results.  

The non-dimensional parameter that quantifies the relative strength of free and forced convection 

in mixed convection flows is the Archimedes number (also referred to as the Richardson number by 

other authors) defined as [3.9]:  

 

2Re

Gr
Ar                     (3.23) 

 

The Grashof number Gr is indicative of the magnitude of the buoyancy forces relative to that of the 

viscous forces [3.9]: 
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where q   is the average wall heat flux and β is the fluid volumetric thermal expansion coefficient. 

The Nusselt number expresses the ratio of convective to conductive heat transfer normal to a 

specified boundary and constitutes an illustrative way to quantify the heat transfer rate inside the heat-

sink configurations under different flow conditions. The distribution of the local Nusselt number 

values is utilized in the present analysis, in order to point out the effect of characteristic geometrical 

features of the configurations on the heat transfer rate. The local Nusselt number is defined as: 
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The local convective heat transfer coefficient  *Zh  can be determined from the following relation: 
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where   Zq and  *

w ZT  are the circumferentially averaged wall heat flux and temperature values 

along the (non-dimensional) streamwise coordinate Z*, which can be calculated, respectively, as 

follows: 
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and P is the channel perimeter.  *

f ZT  is the local fluid bulk mean (mixing cup) temperature defined 

as: 
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where w  is the mean, streamwise flow velocity inside the channel. 

 

3.3 Selection of the main operating and geometrical parameters 

 
The numerical investigation of the cooling devices has to be conducted in a uniform manner to 

allow for a straightforward comparison among them. Thus, all the heat-sink designs must be of the 

same overall dimensions and, in addition, they must operate under similar conditions. During the 

initial sizing of a CPVT system, the aperture area, which is a design variable, must be designated. As 

will be discussed in detail in chapter 5, the aperture area of the present CPVT system (module) was 

selected equal to 1.0m2. Considering that the typical “one-sun” normal incident solar irradiation on a 

sun-tracking plane for a clear day is equal to 1.0 kW/m2 and postulating that the system optical losses 

are negligible (ηopt=1.0), the irradiation on the system is 1.0 kW. 
 In a second stage, the overall dimensions of the heat sink had to be assigned, which would also 

determine the system geometrical concentration. The total active length of the heat sink was selected 

equal to 0.5 m, which is the maximum processing length that the milling machine used for the 

fabrication of the actual devices can handle in a single pass. The heat sink must have an adequate 

length, in order to allow for a measurable inlet-outlet temperature difference to be attained for a heat 

rate corresponding to the aperture area.  The total width of the heat sink had to be maintained 

relatively small in order to avoid optical losses due to aperture shading by the receiver. In 

concentrating solar applications, the shading losses should not exceed 5% [3.10]. On the other hand, 

the heat sink cannot be made extremely slender for a number of practical reasons, such as: 

 the need for device rigidness,  

 the need for selection of an appropriate concentration ratio so that the solar cells can operate 

efficiently,  
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 prevention of possible solar radiation spillage if the solar band at the focal line is wider than the 

receiver,  

 prevention of reduced thermal performance due to the decrease of the available heat transfer area.  

Taking into account the technical aspects of suitable materials for the manufacturing of the solar-

cell modules and the heat sink, the active width of the heat sink was selected equal to 0.06 m and 

consequently the system concentration ratio resulted equal to 33.The heat sink material selected for the 

present analysis is aluminum due to its high thermal conductivity (kal= 237 W/mK), its corrosion 

resistance and its good machinability in conventional cutting processes. The excess heat to be 

extracted by the heat sink resulted equal to 850 W and the respective heat flux equal to 28.33 kW/m2 

by considering the irradiation incident on the system aperture, whereas a rough estimate of the solar-

cell modules efficiency was about 15%. Nevertheless, the absolute value of the imposed heat flux is 

not particularly important as the temperature values presented in the results are given in a non-

dimensional form.  

Water was selected as the cooling fluid with temperature at the heat sink inlet equal to the standard 

tap temperature (Tf,in=298 K). The cooling fluid flow rate for the evaluation of the cooling devices was 

selected using a graphical optimization procedure proposed by Foli et al. [3.11] that results to minimal 

thermal resistance and pumping power for a specific cooling device. A one-dimensional model 

(discussed in detail in paragraphs 3.6 and 4.2) was developed, in order to calculate the device thermal 

resistance and required pumping power based on the heat sink geometrical and operating conditions. 

These two quantities (Rth and Ppump) are indicative of the heat-sink thermal and hydrodynamic 

performance respectively, as will be discussed in paragraph 3.6. It must be noted that strictly heat 

sinks employing arrays of rectangular channels of equal channel width and fin thickness were 

considered for the optimization procedure. As depicted in Fig. 3.4, the quantities in question were 

plotted for a wide range of the cooling fluid flow rate and, as can be seen, they are of mutually 

opposing trends, both, nevertheless, tending to asymptotic values. According to the method, which is 

similar to the “intersection of asymptotes” method proposed by Bejan [3.12], the tangent lines must be 

drawn at the maximum (points A and B in Fig. 3.4) and minimum curvature points (points A’ and B’ 

in Fig. 3.4) of each curve and the intersection of the tangents corresponds to a specific value of the 

flow rate (points C and C’ in Fig. 3.4). The optimal flow rate range lies between the two values 

produced by following this procedure for the thermal resistance and the pumping power curves.  

In the present case, it was found that the minimum optimal flow rate is approximately equal to 30 

mL/s (3∙10-5 m3/s) for the three test cases considered, while the maximum flow rate lies in the range 

58-65 mL/s. The minimum value of 30 mL/s was finally selected in order to produce a larger fluid 

temperature rise through the cooling device, as this would facilitate the subsequent experimental 

measurements. It was also taken into account that the volumetric flow rate that represents realistic 

operating conditions, as stated by the EN12975-2 [3.13] standard, for flat plate solar thermal collectors 

is equal to 20 mL/s. The thermophysical properties of water were regarded as constant in cases 

considered and were evaluated at the fluid overall mean temperature, which was estimated prior to the 

simulations through a global thermal balance.  
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Fig. 3.4 Variation of the heat-sink thermal resistance and required pumping power with the cooling fluid 

volumetric flow rate. 

 

3.4 Numerical investigation of the various configurations 

 

The numerical results illustrating the flow and temperature fields that arise in the various cooling 

configurations considered are presented in this paragraph. In order to facilitate the interpretation of the 

results all the quantities of interest are presented in non-dimensional form and, furthermore, the 

coordinates are properly non-dimensionalized as X* (horizontal direction), Y* (vertical direction), Z* 

(streamwise direction) using respective characteristic lengths for each configuration studied.  

 

3.4.1 Plate-fin heat sink with Fixed Width (FW) channels (Figs. 3.1a-c) 

 

A practice commonly employed in various heat exchanging devices, in order to increase the overall 

heat transfer rate, is the use of extended surfaces, such as fins or pins, with a proper geometrical layout 

so that the ratio of the area available for heat transfer to the overall volume of the device is maximized. 

From a heat transfer point of view and for a constrained heat-sink width, it is beneficial to decrease the 

fin spacing, in order to employ as many additional heat-transfer surfaces as possible. The lower limit 

for the fin spacing is posed only by the manufacturing capabilities and it is feasible to construct plate-

fin heat sinks employing channels with dimensions in the microscale (Dh≤1.0 mm). Although 

microchannel cooling is well-suited to the thermal management of electronics, its use can be extended 

to concentrating solar applications where there is also demand for high heat flux dissipation. Single 

phase liquid forced convection is the most commonly encountered flow condition in microchannel 

heat sinks [3.14]. However, two-phase or gas flow have also been considered as summarized in [3.15]. 

The preferred manufacturing materials for the devices are copper, aluminum and silicon.  
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Tuckerman and Pease [3.16] were the first to introduce the concept of liquid cooling by utilizing 

microchannels. They created three different heat sink configurations by chemically etching parallel 

channels onto silicon chips. Their experimental evaluation showed that the thermally superior 

configuration was able to dissipate a flux of 790 W/cm2. Harms et al. [3.17] conducted an analytical 

and experimental evaluation of laminar flow and forced convection inside a heat sink of total 

dimensions 2.5 cm x 2.5 cm incorporating deep microchannels with an aspect ratio (Hch/Wch) of 4.1. 

They pointed out that microchannels with a high aspect ratio exhibit enhanced thermal and 

hydrodynamic performance. Moreover, they demonstrated that the multiple-channel configuration 

exhibits superior thermal performance for a given pressure drop, in comparison to a single-channel 

heat sink designed for turbulent flow. The various methods available for the manufacturing of metallic 

microchannel heat sinks ranging from conventional machining to lithography were illustrated by Lu et 

al. [3.18]. The authors of [3.18] managed to manufacture copper microchannel heat sinks by 

compression molding with mold inserts. The experimental evaluation of the manufactured specimens 

showed that the experimental data for both the friction factor and overall Nusselt number were in 

agreement with conventional theory.  

Park and Punch [3.19] experimentally evaluated the overall performance of microchannel heat 

sinks with hydraulic diameters in the range 106μm<Dh<307μm for Reynolds numbers up to 800. 

Regarding the induced pressure drop, their experimental results of the friction factor were in 

agreement with conventional theory. On the other hand, regarding heat transfer under constant heat 

flux conditions, the obtained average Nusselt number values deviated from the theoretical ones. The 

authors of [3.19] attributed these deviations to the effect of viscous dissipation. Wang and Feng [3.20] 

measured the overall Nusselt number for heat sink configurations with channel widths in the range 

0.2-0.8mm for different heating conditions. Fully developed turbulent heat transfer was observed at a 

region of the Reynolds number in the range of 1000-1500. The transition was attributed to the effect of 

the fluid thermophysical properties on the local Reynolds number. Lee et al. [3.21] evaluated the 

thermal performance of microchannel heat sinks for a wide range of channel hydraulic diameters 

(Dh=318μm-903μm) and Reynolds number (Re=300-3500).  

Experimental data and numerical predictions obtained using the continuum approach were found 

to be in close agreement. In a further study, Lee and Garimella [3.22] focused on the thermally 

developing flow in microchannels and derived correlations for predicting the local Nusselt number for 

a specified channel aspect ratio and dimensionless thermal entrance length. Peng and Peterson [3.23] 

presented experimental results for the friction factor and the average Nusselt number for microchannel 

single flow in both the laminar and turbulent flow regimes. The microchannels hydraulic diameters 

were in the range 0.133-0.367 mm and empirical correlations for the prediction of flow friction and 

heat transfer were proposed for the specified geometrical parameters. Jajja et al [3.24] evaluated the 

thermal performance of different heat sinks suitable for electronics‟ cooling with channel widths in the 

range 0.2-1.5mm. The heat sinks were made of copper and had the same fin thickness and channel 

height. The measurements showed that a very low thermal resistance of 0.033 K/W was achieved by 

the high channel density heat sink for a volumetric flow rate of 1 L/min.  

Loh and Chu [3.25] compared experimental data for the pressure drop induced by minichannel 

heat sinks of different geometrical parameters against numerical predictions and commonly used 

theoretical correlations. It was concluded that both numerical results and Darcy correlations are valid 

for the prediction of the induced pressure drop. The thermal performance of a minichannel heat sink 
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has also been experimentally investigated in two-phase flow conditions by Wang et al. [3.26]. The 

experiments showed that the bubbles created due to fluid boiling were accumulated in the channel 

cross-section, reduced its wettability and thus the dissipated heat flux. Zhang et al. [3.27] 

manufactured three microchannel heat sink configurations of different geometrical layout using 

chemical etching and evaluated their transient thermal performance. The specimen employing U-

shaped microchannels was proven to have the smallest response time for reaching steady state for a 

specified heat flux.  

There is a large number of numerical studies in the available literature that discuss the 

thermohydraulic performance of microchannel heat sinks [3.28-3.41]. An early study by Fedorov and 

Viskanta [3.28] illustrated the temperature field and heat flux distribution inside a microchannel heat 

sink. Toh et al. [3.29] investigated the hydrodynamic and thermal performance of microchannel heat 

sinks with different hydraulic diameters under various flow and heating conditions. The 

thermophysical properties of the cooling fluid were considered as temperature dependent and the 

obtained numerical predictions compared well with experimental results. Chen et al. [3.30] and Zhuo 

et al. [3.31] evaluated the thermal performance of heat-sink configurations employing microchannels 

of triangular, rectangular and trapezoidal cross-sections. The trapezoidal microchannels were found to 

achieve superior thermal performance. A similar study was conducted by Gunnasegaran et al. [3.32], 

with the exception that a model of the entire heat sink was used, instead of a unit cell, in order to 

demonstrate that the temperature distribution along the heat sink width is uniform. Qu and Mudawar 

[3.33, 3.34] numerically investigated the three-dimensional laminar flow and heat transfer inside two 

heat sink configurations having channel widths of 57 μm and 231 μm with respective channel heights 

of 180 μm and 713 μm. Different heat sink materials were also selected for the two configurations, 

namely silicon and copper, respectively. The numerical analysis demonstrated that the average 

temperature rise along the flow direction, in both the fluid and solid part of the heat sink can be 

considered as linear. The numerical procedure was validated against the experimental evaluation that 

was also conducted for the second heat sink configuration, as close agreement was found between the 

predicted values and the experimental data for the heat sink temperature distribution and pressure 

drop.  

The numerical results of Li et al. [3.35] regarding friction factor and Nusselt number values were 

in agreement with conventional theory. Numerical simulations were performed for both constant and 

variable fluid thermophysical temperatures and the predictions were validated using available 

experimental data. Choi et al. [3.36] conducted a comparative evaluation of microchannel heat sinks 

with channel walls of high aspect ratio (AR=8) that have intermittent gaps. Two variations of the 

configurations were considered with one and two cooling fluid passages respectively. The numerical 

predictions, which were verified through experimental data for some of the configurations considered, 

showed that the introduction of gaps in the channel walls enhances heat transfer. The configurations 

with two passages and the higher gap density considered obtained a thermal resistance of 0.03 K/W 

for a mass flow rate of 2kg/min.  Ryu et al. [3.37] formulated a three-dimensional numerical model 

and optimized the geometrical parameters of a microchannel heat sink in terms of thermal resistance 

for a constrained pumping power using a random search technique. It was found that the channel 

width had the most significant effect on thermal resistance.  

Farnam et al. [3.38] examined the effect of the channel geometrical parameters on heat transfer 

under the constrain of constant pressure drop. A similar unconstrained investigation was performed by 
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Li and Peterson [3.39]. Kosar [3.40] focused on the effect of the substrate material on the heat sink 

thermal behavior. The Nusselt number distribution for low conductivity materials was found to deviate 

from the expected for constant heat flux heating due to the significant effect of axial heat transfer. Wei 

et al. [3.41] illustrated the effect of geometry deviation from a perfect rectangular cross section, which 

could result due to limitations of the manufacturing procedure, on pressure drop and heat transfer. It 

was shown that a 5o angle in the fin slope (fin with an angle larger than 90o) results to slightly (7%) 

lower pressure drop and up to 45% decreased thermal performance in comparison to rectangular 

channels. 

 Finally, two-layered, stacked microchannel heat sinks in cross-flow have also been evaluated, and 

it was established that the solid temperature increase along the heat-sink length is less steep in 

comparison to single-layer ones. Hence lower thermal resistance and increased performance can be 

achieved [3.42, 3.43].  

A theoretical approach for the performance prediction of microchannel heat sinks was followed by 

a number of researchers [3.44-3.47].Tsai and Chen [3.44] proposed a one-dimensional model in order 

to predict the thermal and hydrodynamic performance of a microchannel heat sink. The model was 

validated against experimental results. Fischer and Torrance [3.45] used a one-dimensional model to 

optimize the cross section curvature of non-rectangular channels in terms of thermal resistance.  Zhao 

and Lu [3.46] used a fin approach, a porous medium approach and a two-dimensional numerical 

simulation to predict the temperature distribution and the overall Nusselt number achieved by a 

microchannel heat sink. Kim et al. [3.47] also used one and two-equation theoretical models for the 

prediction of heat transfer in microchannel heat sinks.  

In general, the open literature is quite extensive on the subject of microchannel cooling and 

additional references concerning the flow and heat transfer inside microchannels can be found in 

review papers on high heat flux cooling technologies such as those by Agostini et al. [3.48], Ebadian 

and Lin [3.49] and Khandlikar and Bapat [3.48]. In the review article by Agostini et al. [3.48], it is 

concluded that the major drawback of microchannel cooling is the increased required pumping power. 

Ebadian and Lin [3.49] report that a heat flux removal up to 1430 W/cm2 can be achieved by the use of 

microchannels, however the associated pressure drop penalty is also emphasized by the authors. 

Khandlikar and Bapat [3.50], after reviewing the open literature on jet impingement, microchannel and 

spray cooling, state that the use of microchannels is at the moment the most viable option for high-flux 

removal. A review of the most common configurations with different geometrical layouts of extended 

surfaces, such as annular, elliptical, longitudinal and pin fins, can be found in [3.49].  Experimental 

studies regarding single or two-phase flow and heat transfer in minichannels and microchannels of 

various cross sections were summarized by Mehendale et al. [3.52]. It is interesting to mention that 

most studies included in [3.52] report flow transition to the turbulent regime for a critical value of the 

Reynolds number approximately equal to Rec=2300. In addition, the authors reported a number of 

methods suitable for manufacturing heat sinks in the microscale.  

More recently, Dey et al. [3.53] reviewed a number of experimental studies conducted in reference 

to micro-flows. The authors distinguished the studies based on whether their findings were in 

agreement with classical macroscale theory regarding flow friction and heat transfer or not. It was 

reported that especially for smaller channel hydraulic diameter the effect of wall roughness on both 

pressure drop and heat transfer could be significant even in the laminar flow regime. The effect of 

surface roughness on microchannel flow and heat transfer is also discussed in [3.54-3.55]. Wagner and 
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Khandlikar [3.54] state that relative roughness ε/Dh is indicative of the effect of surface roughness on 

fluid flow. In addition, Shen et al. [3.55] measured lower values of the Nusselt number than the ones 

predicted by theory for a channel surface relative roughness equal to 4-6%. In the review article by 

Khan and Fartaj [3.56] it is stated that the classical correlations for liquid fluid friction are valid for a 

channel hydraulic diameter in the range 0.25mm≤Dh≤1.00mm, whereas the conventional correlations 

can predict heat transfer for a hydraulic diameter even as small as 0.001mm. The authors also inferred 

that a possible cause for the deviation between a number of experimental findings and theory is the 

effect of measurement uncertainty and especially to that associated with the actual dimensions of the 

microscale geometry.  

Furthermore, the effect of axial conduction in the fluid region regarding flow in microchannels is 

non-negligible for low values of the Peclet number (Pe<100) and for configurations with thick walls 

and low channel length-to-height ratio [3.57]. Rosa et al. [3.58] thoroughly reviewed the possible 

causes for the discrepancies observed between experimental findings and theory. The authors reached 

the solid conclusion that flow in microchannels can be fully predicted by conventional theory provided 

that the effect of various parameters, such entry length, temperature dependent properties and surface 

roughness, which can be considerable when microscale geometries are in question are properly taken 

into consideration. In addition, the thermohydraulic performance of multiple-channel heat sinks is 

more probable to deviate from theory due to flow maldistribution and three-dimensional conjugate 

heat transfer arising from the manufacturing non-ideality of the actual configurations.   

The effect of natural convection is negligible in microchannels due to the small length scale but 

can be considerable in channels with hydraulic diameter in the mini-scale. Heat transfer under mixed 

convection conditions in horizontal rectangular channels has been investigated by few researchers. 

Cheng et al. [3.59] theoretically investigated laminar mixed convection of a large Prandtl fluid in 

horizontal channels under constant heat flux. They demonstrated that the buoyancy effect enhances 

heat transfer and reduces the thermal entry length in comparison to pure forced convection. 

Furthermore, they concluded that the characteristic minimum that appears in the Nusselt number 

distribution at the thermally developing flow region is due to the combined entry- and secondary-flow 

effect. Nonino and Del Giudice [3.60] applied a finite-element procedure to predict laminar water flow 

and mixed convection in a duct of aspect ratio 0.5, under asymmetrical heating on different sides of 

the duct by means of a uniform heat flux. In the cases of two-surface heating they observed 

oscillations in the local Nusselt number, which they attributed to the instability of the temperature 

distribution on the heated walls. Chou [3.61] introduced a vorticity-velocity formulation of the Navier-

Stokes equations to numerically examine the effect of the circumferential heat flux distribution on the 

laminar mixed convective air flow in a square duct. The greatest heat transfer enhancement was found 

to occur for a channel where the lower symmetrical half relative to the center-plane of the cross 

section had conductive walls, while the upper half was kept adiabatic. In a later study, Chou [3.62] 

focused on the heating of a rectangular channel under the thermal boundary condition of axial constant 

heat flux with circumferentially uniform wall temperature. The author considered thermal developing 

flow of air and water inside horizontal channels of various aspect ratios, ranging from 0.2 to 5, and it 

was demonstrated that, for high Rayleigh numbers, the Nusselt number distribution exhibits two local 

extrema and that the local maximum value occurs close to the location of the secondary flow 

maximum intensity. In general, it was concluded that the secondary flow induced by buoyancy 

significantly enhances heat transfer. 
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The results presented in this paragraph refer to plate-fin configurations comprising parallel 

channel arrays of different hydraulic diameters. The main objectives are to illustrate the emerging flow 

and temperature fields and to clarify the effect of the channel length scale on the basic flow and heat 

transfer characteristics.  

 

3.4.1.1 Geometry and computational domain 

 

The layout of the three FW configurations considered, along with their basic geometrical 

parameters are depicted in Figs. 3.1a-c. The heat sinks are denoted as FWl (low-fin density), FWh 

(high-fin density) and FWμ (microchannels) with corresponding hydraulic diameters of 9.60 mm, 4.11 

mm and 0.86 mm, respectively. Mixed convection conditions are expected to occur in the FWl 

configuration as the Archimedes number was calculated equal to 1.24 indicating that the inertial and 

buoyancy forces are nearly counterbalanced. On the other hand, the Archimedes number is negligibly 

small in the other two configurations and pure forced-convection conditions are expected to prevail. 

The simulation of the entire configuration bears a great computational cost, especially in the case of 

the microchannel heat sink. By taking advantage of the existing symmetry instead, the computational 

domain is reduced to half of the microchannel width and half of the fin thickness [3.22, 3.29, 3.35, 

3.37, 3.43], having the form depicted in Fig. 3.3, whereby the top lid thickness is not included in the 

domain. Considering the upper surfaces of the heat sink as adiabatic is actually an accurate 

representation of the real heating conditions. It is impossible to manufacture the heat sink as a one-

piece component using conventional machining. Consequently, the heat sink is manufactured with its 

upper part open and the top lid is subsequently attached in place, usually by welding or mechanically 

clamping its edges to the two extreme fins of the heat sink body. The top lid is not in direct contact to 

the inner fins and thus there is no thermal bond between them which would have led to significant 

contact thermal resistance and significantly hindered heat transfer.  

In order to further reduce the computational time, the domain for the microchannel configuration 

was truncated to a total length of L=0.1m, which exceeds the thermal entry length by more than five 

times. This simplification is valid since the pressure distribution and both the bulk fluid and bottom 

wall temperature distribution in the fully-developed region are linear along the flow direction [3.8]. 

The set of governing equations (3.1), (3.3)-(3.5) along with the boundary conditions, Eqs. (3.12)-

(3.20) were solved on the computational domain, with a convergence criterion of 10-6 set for the root 

mean square (RMS) mass, momentum and energy residuals. 

 

3.4.1.2 Validation of the numerical model  

 

Prior to the presentation of the numerical results, it is essential to confirm that the developed 

numerical model (as formulated in paragraph 3.3) can accurately predict the laminar flow and heat 

transfer in microchannels.  For this reason, the experimental data presented by Qu and Mudawar [3.34] 

for the streamwise wall temperature distribution of a microchannel heat sink were compared against 

the predictions produced by the numerical model for a computational domain, depicted in Fig. 3.4a, 

that matched the dimensions of the actual test device. The authors did not construct a separate heat 

sink test device but instead machined twenty-one microchannels of hydraulic diameter equal to 353 

μm directly onto a copper block which also served as housing for the cartridge heaters that provided 
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the constant heat flux heating. As can be noticed in the computational domain, three rectangular slots 

were cut laterally from the actual copper block, in order to provide a more uniform heat flux 

distribution, as stated by the authors. Wall temperature was measured exactly at the same height as the 

top edge of the slots, as shown in Fig. 3.5a.  The experimental evaluation covered a wide range of 

flow conditions within the laminar regime and furthermore two values (100 and 200 W/cm2) were 

considered for the imposed heat flux. Figs 3.5b-c present the axial wall distribution produced by the 

numerical model along with the experimental measurements in four streamwise locations. Good 

agreement is established and the predictions are expected to lie within the experimental uncertainty 

associated with the measured quantities and especially with the microchannel dimensions due to the 

manufacturing precision, which cannot be less than 20μm for conventional machining. Nevertheless, 

the experimental uncertainties were not reported by the authors of [3.34]. The local minima that can be 

discerned in the numerical results are due to the effect of the slots on the temperature field, as their 

axial locations coincide with the respective locations of the slots (see also Fig. 3.5a).   

 

 

 

  
 
Fig. 3.5 (a) Experimental setup of [3.34]. Comparison of the numerical predictions for a single microchannel 

against the experimental results of [3.34]. Longitudinal temperature distribution of the solid substrate: (b) q=100 

W/cm
2
, (c) q=200 W/cm

2
. 
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3.4.1.3 Grid independence study 

 

The computational domain was discretized using a structured hexahedral grid. The grid was locally 

refined toward the channel inlet, where the flow is hydrodynamically and thermally developing, as 

depicted in Fig. 3.6a. A non-uniform grid arrangement was employed across the domain cross-section 

as the grid was locally refined in the near-wall regions (Fig. 3.6b), in order to capture the steep 

velocity and temperature gradients. Numerical tests were conducted using grids of increased density in 

order to verify the grid independence of the results. The comparative results regarding the overall fluid 

pressure drop, the maximum bottom wall temperature and the overall value of the Nusselt number, 

respectively, for the three FW configurations are presented in Table 3.1. As can be seen, the 

intermediate grid used in each case is adequate for the production of accurate values of the quantities 

in question (maximum discrepancy of 1.6% with respect to the fine grid results for the case of the 

microchannels) and hence was used to produce the results presented below. 

 

               
 

Fig 3.6 Topology of the computational grid employed for the unit cell of the FW configurations: (a) detail view 

at the channel inlet and (b) cross-sectional view. 

 

Table 3.1 Grid independence study for the straight-channel configurations. 
FWh Coarse Intermediate Fine 

Elements 1.00∙10
6
 1.52∙10

6
 2.37∙10

6
 

Pressure drop [Pa] 74.0 74.3 74.8 

Tmax [Κ] 310.0 310.1 310.0 

Nu [-] 7.36 7.41 7.46 

FWl Coarse Intermediate Fine 

Elements 0.9∙10
6
 1.46∙10

6
 2.08∙10

6
 

Pressure drop [Pa] 10.3 10.6 10.8 

Tmax [Κ] 315.5 315.6 315.8 

Nu [-] 12.48 12.66 12.66 
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FWμ Coarse Intermediate Fine 

Elements 1.00∙10
6
 1.67∙10

6
 2.34∙10

6
 

Pressure drop [Pa] 7459.0 7668.5 7789.5 

Tmax [Κ] 306.3 306.3 306.3 

Nu [-] 6.47 6.47 6.54 

 
3.4.1.4 Flow and temperature fields 

 
The results referring to the FW configurations are presented in a comparative manner. In order to 

have a clearer outlook on the effect of geometry on the flow development, the convention has been 

made to non-dimensionalize the streamwise coordinate using the hydraulic diameter of the FW l 

configuration for all cases. The development of the vertical profile of the axial velocity in each 

configuration is presented in Fig. 3.7. In reference to the FWl het sink (Fig. 3.7a), it is evident that the 

profiles are asymmetric with the maximum axial velocity obtained approximately at Y*=0.2. The 

distorted profile shape is indicative of the effect of the buoyancy forces, which is manifested as a 

distinct secondary flow pattern (longitudinal rolls). The topology of the secondary flow is discussed in 

detail in paragraph 3.4.3.9. On the other hand, the profiles corresponding to the FWh and FWμ 

configurations (Figs. 3.7b-c) exhibit a flat symmetrical form typical of rectangular channels with high 

aspect ratio. It is evident that the fully developed profiles are in perfect agreement with theoretical 

predictions [3.8]. Besides, the flow reaches hydrodynamic full development very rapidly, especially in 

the case of the microchannel heat sink, where a fully developed profile could be already detected 

4.8cm (Z*=5) downstream of the inlet.      
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Fig. 3.7 Vertical velocity profile development: (a) FWl, (b) FWh, (c) FWμ. 

 

The temperature field that develops in the fluid and solid regions of the heat sinks is illustrated in 

Fig. 3.8. The cross-sectional temperature contours at the streamwise location Z*=10 (Fig. 3.8a) reveal 

that the temperature fields that arise within the FWh and FWμ heat sinks are qualitatively similar, 

whereas the respective field arising within the FWl configuration exhibits some distinct variations. As 

can be seen in the contour plot referring to the FWl configuration, the fluid core maintains the inlet 

temperature, while a considerably thicker boundary layer in comparison to the FWh and FWμ 

configurations develops at the near wall region, which is indicative of the inferior thermal 

performance of the FWl heat sink. In addition, the effect of natural convection (Ar=1.24) due to which 

water of higher temperature is pushed toward the upper part of the channel causes the upper thermal 

boundary layer to attain a larger thickness than the lower one. On the contrary, the fluid core is heated 

in the other two configurations and the minimum wall-fluid temperature difference occurs in the FWμ 

heat sink. In fact the flow has reached full thermal development in the case of the FWμ heat sink. As 

shown in Fig. 3.8b, the lateral temperature gradient at the channel bottom wall (Y*=0) is negligible in 

all configurations and therefore it can be deduced that the heat flow is exclusively in the upward 

direction, hence maintaining the solid substrate temperature uniform across its width.  

In reference to the temperature gradient along the streamwise direction, the FWl configuration 

exhibits a steep gradient in the developing flow region close to the channel inlet and subsequently the 

rate of temperature change decreases considerably. On the contrary, the temperature gradient remains 

relatively constant for the larger channel part in the FWh and FWμ configurations. Fig. 3.8c depicts the 

streamwise distribution of the circumferentially averaged wall temperature. The steep increase of the 

wall temperature in the first part of the FWl channel (Z*<10) is once again evident. Downstream of 

Z*=10 the temperature increase rate is much smaller due to the beneficial influence of the buoyancy-

induced secondary flow on heat transfer. Regarding the FWh configuration, two regions of non-linear 

and linear temperature increase can be discerned in the distribution marking the developing (Z*<12) 

and fully developed flow regions (Z*>12), respectively. Besides, the solid temperature increases in a 

linear manner throughout approximately the entire length of the FWμ configuration as the flow reaches 

full thermal development very rapidly. As expected the FWμ heat sink achieves the lowest wall 

maximum temperature, primarily due to the additional heat transfer surfaces and secondarily due to 

the accelerated flow in comparison to the two other configurations. 
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Fig. 3.8 Temperature contour plots: (a) at the channel cross section (Z
*
=10) and (b) at the channel bottom wall.  

(c) Streamwise distribution of the wall temperature. 
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Fig. 3.9a presents the circumferentially averaged Nusselt number distributions for the FW 

configurations considered. Regarding the FWh and FWμ designs, the respective distributions indicate 

pure forced convection conditions and the fully developed values are in agreement with the theoretical 

prediction (NuFD=6.31). Heat transfer appears more enhanced in the FWl configuration due to the 

effect of buoyancy and the Nusselt number values after reaching a minimum point characteristic of 

mixed convection conditions [3.59], exhibit a slightly increasing trend. This behavior is indicative of 

the fact that the flow does not reach full thermal development until the outlet of the heat sink. 

However, the Nusselt number values can be misleading due to the use of a different hydraulic 

diameter in each case. The distribution of the heat transfer coefficient instead (Fig. 3.9b), which is 

independent of the geometrical parameters, reveals that heat transfer is significantly enhanced in the 

FWμ configuration due to the increased heat transfer area. 

 

  
 

Fig. 3.9 (a) Streamwise distribution of (a) the average Nusselt number and (b) the average heat transfer 

coefficient for the fixed-width configurations.  

 

3.4.2 Tapered channels with smoothly varying width (VWt)(Fig. 3.1d) 

 

Morega and Bejan [3.63] illustrated that the maximum temperature at the base of a plate-fin heat 

sink can be decreased by gradually varying the cross-section of the fins in a wedge-like form. It was 

reported that a plate-fin heat sink with fins of non-uniform thickness, increasing in the streamwise 

direction, can have approximately 15% lower hotspot temperature in comparison to an identical one 

employing fins of fixed thickness under the same heating and flow conditions. In addition, the 

temperature distribution at the heat sink bottom surface was also found to be more uniform. The 

authors proposed an optimization procedure to determine the optimal plate sharpness parameter, which 

designates the fin thickness distribution, using a two-dimensional numerical model for the fin heat 

conduction, uncoupled from the heat convection to the cooling fluid. For constant heat-flux heating, 

the sharpness parameter was found to obtain an optimal value of 0.42, which was established to be 

insensitive to the fin height and the length. In addition, Hung and Yan [3.64] in their numerical 

investigation, illustrated that tapering the channel width along the flow direction improves the thermal 

performance of a microchannel heat sink in comparison to maintaining a constant channel width, for a 

constrained pumping power. In a later study [3.65], the same authors developed an optimization 
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procedure using the simplified conjugate gradient method in order to obtain the optimal value of the 

channel “tapering” ratio Wo/Wi, considering a linear decrease of the channel width. 

In view of the above, a plate-fin heat sink employing tapered channels of smoothly Varying Width 

(VWt) is investigated in this paragraph, in order to point out the differences in the emerging flow and 

temperature fields in compared against the FW configurations presented in paragraph 3.5.1. The 

effect of the varying channel hydraulic diameter on heat transfer is discussed as well.  

 

3.4.2.1 Geometry and computational domain  

 

The heat sink layout is shown in Fig. 3.1d, where the wedge-like profile of the fins is clearly 

evident with the minimum and maximum thickness obtained at the heat-sink inlet and outlet, 

respectively. For a constrained overall volume of the fin (equal to t x H x L) the fin thickness must 

vary according to the relation [3.63]: 

 
a

L

z
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t
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 1                   (3.30) 

 

where the fin sharpness parameter a is equal to 0.42 and t is the average fin thickness. The latter was 

chosen equal to 2.4mm so that the average channel width and fin thickness of the VWt configuration 

are equal to the respective dimensions of the FWh configuration and thus the effect of the fin tapering 

can be elucidated in a clear manner. In addition, the constraints posed by conventional machining 

processes would render the manufacturing of more slender VWt fins infeasible. 

 

  
 

Fig. 3.10 Heat-sink configuration with gradually developing channel width: (a) computational domain and (b) 

approximation of the fin profile. 
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In accordance to the FW configurations, the unit cell of the device comprising half the channel 

width along with half the fin thickness served as the computational domain for the simulations (Fig. 

3.10a). The cross-sections of the fluid and solid domains were varying in a gradual manner as dictated 

by Eq. (3.30), while the total width of the domain is maintained constant. The distribution of the half 

fin thickness along the streamwise coordinate is depicted in Fig 3.10b. The set of governing equations 

(3.10), (3.12)-(3.14) along with the boundary conditions (3.20)-(3.28) were solved on the 

computational domain, with a convergence criterion of 10-6 set for the root mean square (RMS) mass, 

momentum and energy residuals. 

 

3.4.2.2 Grid independence study 

 

The computational domain was discretized using an unstructured hexahedral grid of increasing 

density towards the channel outlet, where the fluid domain obtains its minimum cross-section. The 

grid elements at the cross-stream direction were of varying width, so that the channel width and the fin 

thickness were discretized with the same number of elements throughout the domain length despite the 

variation in their hydraulic diameter. The grid independence of the results was verified by monitoring 

the discrepancy in characteristic quantities using grids of increasing density. By increasing the number 

of grid elements from 0.79∙103 to 1.65∙103 a discrepancy of 3.2% was detected in the values of the 

overall coolant pressure drop. The respective value for a grid of 3.22∙103 elements differed by 0.8%. 

Regarding heat transfer, the values of the overall averaged Nusselt number produced by the coarse and 

the intermediate mesh number exhibit a variation of 0.6%. The variation in the values produced by the 

intermediate and the fine grid was equal to 0.08% respectively. 

 

3.4.2.3 Flow and temperature fields 

 

The flow within the heat sink is expected to be constantly accelerating due to the decreasing 

hydraulic diameter and thus full hydrodynamic and thermal development cannot be reached. The 

velocity profiles at the channel horizontal mid-plane (Y*=0.5) at different streamwise locations are 

depicted in Fig. 3.11a. It must be noted that the X* coordinate has been non-dimensionalized using the 

channel width at the inlet, so that the channel narrowing in the streamwise direction is pointed out 

(X*<1). As can be seen, the channel width close to the outlet (Z*=120) is approximately 40% of the 

respective value at the inlet, while the maximum velocity is more than 38% higher than the fully 

developed value obtained by the FWh configuration (compare Figs. 3.7b and 3.11a). The horizontal 

profile retains a parabolic shape in all the streamwise locations considered.  

Inevitably, the increased flow velocity is associated with increased pressure drop penalty and 

consequently the overall coolant pressure drop through the VWt configuration is approximately 56% 

higher than in the case of the FWh configuration (as will be shown in paragraph 3.6). As depicted in 

Fig. 3.11b, the rate of pressure loss, as illustrated though the pressure coefficient, is not linear as in the 

case of fixed rectangular channels but exhibits a gradually steeper gradient along the streamwise 

direction. The pressure loss rate obtains its maximum gradient, which also becomes linear, 

approximately after Z*=95, as the fin thickness increases linearly downstream of this location as well 

(see Fig. 3.10b). 
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Fig. 3.11 (a) Development of the horizontal velocity profile (Y*=0.5). (b) Streamwise distribution of the 

pressure coefficient.  

 

Fig. 3.12 depicts the development of the vertical temperature profiles along the streamwise 

direction at the channel symmetry plane (X*=1). The linear part of the profile for Y*<0 corresponds to 

the solid substrate, while the temperature profile in the fluid part clearly exhibits the thermal boundary 

layer growth near the bottom surface, where the heat transfer primarily takes place. The increase in the 

fluid temperature in the vicinity of the top wall is due to the lateral heat flux, combined with the 

reduced mass flux (reduced axial flow velocities) in the boundary layer of the upper wall of the 

channel. The constant decrease of the channel cross-sectional area affects the development of the 

thermal boundary layer and the temperature difference between the channel bottom wall (Y*=0) and 

the fluid core is constantly decreasing as the axial coordinate increases, indicating an increase in the 

heat transfer rate. The temperature field arising within the VWt configuration is further elucidated 

through temperature contour plots on selected cross-flow planes (inset of Fig. 3.12a), which elucidate 

the redistribution of thermal energy as the fin thickness increases and the lateral thermal boundary 

layers approach each other. The wall temperature distribution depicted in Fig. 3.12b exhibits a non-

linear behavior with varying gradient along the streamwise coordinate, whereas the average (bulk) 

fluid temperature increases in a linear manner after Z*=30. However, the maximum wall temperature 

is reached at the heat sink outlet, as in the case of FW configurations. The relative wall temperature 

rise in reference to the fluid inlet temperature (Tw,max-Tf,i) is decreased by 14% compared to the FWh 

configuration and thus it is confirmed that the VWt configuration achieves superior thermal 

performance.  
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Fig. 3.12 (a) Development of the vertical temperature profile (X
*
=1). (b) Distribution of the circumferentially 

averaged wall and fluid temperature.  

 

Fig. 3.13 depicts the circumferentially averaged heat transfer coefficient for the VWt configuration, 

along with the derived Nusselt number (using the average channel hydraulic diameter as a length 

scale). As can be a seen, the distributions exhibit a characteristic minimum point at Z*=17.0 due to the 

thermal entrance effect after which the beneficial influence of the channel increasing aspect ratio on 

heat transfer becomes evident [3.8]. More specifically, downstream of the minimum point, an 

increasing trend can be clearly discerned up to approximately Z*=100.0 and succeeded by a slightly 

decreasing trend due to the fact that the channel width remains relatively constant in that part of the 

channel. The overall heat transfer coefficient of the VWt configuration is higher by 11% than that 

obtained by the FWh configuration. 

 

 
 
Fig 3.13 Streamwise distribution of the circumferentially averaged heat transfer coefficient and Nusselt number. 
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3.4.3 Plate-fin configuration with channels of stepwise varying width (VW) (Fig. 3.1e) 

 

3.4.3.1 Literature survey – Extended surfaces and flow-area contraction phenomena 

 

It is commonly employed practice in heat exchanging devices, and in an effort to increase the 

overall heat transfer rate, to disrupt the thermal boundary layer development along the heat transport 

surfaces and/or to provoke secondary-flow patterns [3.66]. These can arise, among others, due to the 

morphology of the device geometry, the effect of buoyancy forces or by some external excitation (e.g. 

surface vibration) [3.67, 3.68]. If the topology of these patterns is such as to allow free-stream fluid 

entrainment toward the heated surfaces, then the overall heat transfer rate is significantly enhanced 

due to the intense thermal mixing [3.67]. Research in the field of heat transfer enhancement is still 

ongoing especially regarding heat exchanging configurations employing extended surfaces, which are 

the most commonly encountered technique in industrial applications. Various fin designs have been 

proposed and investigated, e.g. wavy, louvered, corrugated or offset-strip fins and a comprehensive 

overview of the flow and heat transfer behavior of characteristic plate-fin configurations can be found 

in [3.69] and [3.70]. In addition, techniques used for heat transfer enhancement through control of the 

prevailing flow conditions are reported in the review articles by Jacobi and Shah [3.68] and Bergles 

[3.71].  

A simple way to enhance the overall heat transfer rate in heat exchanging devices is the 

introduction of a flow-contracting geometry [3.72]. Two basic configurations of flow-contraction, 

typically encountered in heat dissipation applications, are the forward facing step and the flow 

entrance into an array of parallel fins, with the latter having been primarily investigated under forced 

convection conditions and using air as the cooling medium [3.73-3.75]. The two-dimensional flow 

over a forward-facing step exhibits three characteristic regions: a separation zone adjacent to the step 

salient corner, a recirculation zone at the step tip, and a re-attachment section downstream of the step. 

It is reported, [3.76, 3.77], that whereas the salient corner vortex is formed even for creeping flows, 

the tip vortex is detected only beyond a critical value of the Reynolds number. The formation of the 

separation bubble immediately downstream of the leading edge is a feature also encountered in the 

flow around blunt plates. The studies of Djilali [3.73] and Rahnema et al. [3.74] focused on the two-

dimensional laminar steady flow around an array of plates and demonstrated two main findings: the 

linear increase of the separation bubble length with the Reynolds number (for a constant blockage 

ratio) and the significant heat transfer augmentation in the reattachment region. Marty et al. [3.78] 

expanded the two-dimensional steady-flow calculations to unsteady flow as well. They reported that 

the heat transfer for high Re numbers was enhanced by 50% in comparison to an infinite plate due to 

the unsteadiness of the recirculation bubble and they confirmed their numerical predictions by 

experimental measurements. 

The three-dimensional nature of separated flows in the case of a geometrical confinement 

generates a complex velocity field manifested by the formation of distinct vortex structures [3.72, 

3.79-3.81]. Stüer et al. [3.72] used the hydrogen bubble technique and particle tracking velocimetry to 

visualize the laminar three-dimensional flow ahead of a forward facing step. Their experiments were 

conducted in an open water channel, wide enough to exclude the side wall influence; it was concluded 

that the separation bubble at the step base corner is of the open type and that the entrained fluid, after 

undergoing a helical movement in the spanwise direction, is released over the step and transformed 
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into a longitudinal vortex in a quasi-periodic manner. A similar observation was made by Largeau and 

Moriniere [3.79] who experimentally examined turbulent air flow over a forward facing step in an 

open channel. They noticed a structure similar to a horseshoe vortex in front of the step and came to 

the conclusion that the flow passes the step over paths of approximately the same spanwise distance.  

Wilhelm et al. [3.80] performed a computational analysis of the three-dimensional, laminar, 

incompressible flow of a Newtonian fluid over an infinite, in the spanwise direction, forward-facing 

step. The simulation was initialized with a two-dimensional solution and three-dimensional 

perturbations of different kind and intensity were superimposed. The formation of pairs of longitudinal 

counter-rotating vortices downstream of the step was established and it was observed that a 

characteristic sequence of streaks also appeared downstream of the step, marking the paths of fluid 

entrainment over the step. The topology of this streaky pattern was found to be closely related to the 

longitudinal vortices, as a periodic pair of counter rotating vortices was always located between two 

paths of fluid entrainment. Barbosa-Saldaña et al. [3.81] also investigated numerically the three-

dimensional laminar forward-facing step flow using a finite volume method. They examined the effect 

of increased Reynolds number on the magnitude and location of the salient and tip vortices detected 

immediately upstream and at the edge of the step respectively, but they did not report the emergence 

of any periodic longitudinal vortices.  

The effect of flow confinement on the local and overall heat transfer rate has been discussed by a 

number of researchers. Yaghoubi and Velayati [3.75] in their numerical investigation of the three-

dimensional turbulent air flow and conjugate heat transfer around an array of rectangular parallel 

plates of finite thickness established that the flow was symmetric in that configuration. Consequently, 

they conducted their computations with respect to various plate geometrical parameters (aspect ratio, 

blockage ratio and spacing) on a reduced domain containing a half-section of the plate. The authors 

concluded their study by numerically deriving analytical correlations regarding the reattachment 

length and the overall Nusselt number. It was pointed out that the overall Nusselt number increases 

with the blockage ratio. Zhang et al. [3.82] conducted a numerical analysis in order to capture the 

topology of the unsteady three-dimensional flow around cascading blunt-plate arrays. The effect of the 

end walls was not taken into consideration as periodic conditions were imposed along all directions. 

The emergence of longitudinal vortices was established, which were furthermore found to interact and 

extract energy from the spanwise vortices that constitute a two-dimensional feature of the flow.  

Yanaoka et al. [3.83] numerically investigated the three-dimensional laminar fluid flow and heat 

transfer around a blunt plate inside a square channel in order to point out the effects of the lateral 

walls. The blockage ratio defined as the ratio of the plate thickness to the channel width was equal to 

10%. An interesting result of the study was the detection of a horseshoe vortex in the vicinity of the 

side wall downstream of the plate edge, resulting in a thinning of the thermal boundary layer in that 

region and significant enhancement of the local Nusselt number values. For Re=450 (based on the 

plate thickness) the flow became unsteady and a single hairpin vortex with a spanwise scale of 

approximately twice the plate thickness was formed downstream of the plate leading edge. The 

horseshoe vortex is a pattern also encountered in flows around unconfined surface mounted obstacles. 

Nakamura et al. [3.84] visualized the turbulent air flow around a 30mm cube using an oil-film method. 

They noticed the formation of the horseshoe pattern on the floor adjacent to both the front and side 

regions of the cube. It was also stated that the heat transfer on the base wall was significantly 

enhanced because of the influence of the vortex. The formation of the horseshoe vortex at the leading 
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face of an obstacle was also observed by Meinders and Hanjalić [3.85] who visualized the air flow 

around a matrix of equidistant cubes.  

Few studies are available in the open literature that discuss the effect of buoyancy on heat transfer 

in flow-contracting configurations. The published numerical and experimental results concerning 

laminar mixed convection over a forward-facing step are summarized in [3.86]. The effects of fin 

height and spacing on mixed-convection heat transfer around an array of longitudinal plates shrouded 

by a rectangular duct were investigated in depth in the experiments of Maughan and Incropera [3.87]. 

The bottom and upper duct walls were isothermally heated and cooled respectively. It was observed 

that for Reynolds numbers within the laminar regime and small fin height, the reduction of fin spacing 

reduced the overall heat transfer, despite the additional heat-transfer areas, due to the weakening of the 

buoyancy induced secondary vortices. However, the opposite trend was observed for fins of 

considerable height as the enhancement due to the extended surfaces had a decisive impact on the 

overall heat transfer rate.  

Chong et al. [3.88] conducted an experimental investigation of the laminar mixed convection 

inside a horizontal rectangular duct having a vertical longitudinal plate at the middle of its cross-

section. The imposed thermal boundary condition was that of axially uniform heat flux with 

circumferentially constant wall temperature. The authors concluded that heat transfer was enhanced 

with an increase in the Reynolds number, due to the increased impact of forced convection, while duct 

inclination was found to have either a beneficial or a hindering influence on heat transfer, depending 

on the orientation of the buoyancy force in comparison to the flow direction. More recently, Dogan 

and Sivrioglu [3.89] examined both numerically and experimentally the overall heat transfer from an 

array of longitudinal fins mounted inside a rectangular horizontal channel under mixed convection 

conditions. A constant heat flux was applied at the channel bottom wall, while the heat was dissipated 

through laminar air flow. The authors analyzed the effect of fin spacing and clearance gap between fin 

tips and the channel top surface on the average heat transfer coefficient inside the channel. They came 

to the conclusion that an optimal fin spacing exists that maximizes heat transfer, while a widening of 

the clearance gap had an adverse impact on heat transfer, a trend more pronounced for larger Reynolds 

numbers.   

In view of the above, a heat sink where additional fins are added in the original configuration mid-

length is investigated in this paragraph. The initial objective is to thoroughly investigate the effect of 

the flow-area contraction on the flow field by illustrating the topology of the emerging vortical 

structures and identifying the mechanisms that cause their onset. As mixed convection conditions are 

expected to occur in the first half of the heat sink, where channels are wider, for the operating 

conditions reported in paragraph 3.3 the complex flow field, resulting from the combined effect of 

buoyancy and flow-contraction is also analyzed for increasing values of the Archimedes number. 

Subsequently, the influence of the developing secondary flow pattern on the temperature field and the 

overall heat transfer rate of the heat sink are investigated for both pure forced and mixed convection 

conditions.  

 

3.4.3.2 Geometry and computational domain 

 

The relatively more complex heat-sink design to be addressed in this paragraph (Fig. 3.1e) 

comprises a series of rectangular channels with a stepwise width reduction occurring midway along 
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their length. Such a design was first implemented by Barrau et al. [3.90], albeit in a conceptually 

different configuration, namely in a jet impingement cooling device. Barrau et al. [3.90] manufactured 

a cooling device of overall area (2.5 x 6.0) cm2 that employs a vertical rectangular slot at the heat-sink 

mid-length, serving as the cooling fluid inlet and two symmetrical arrays of stepwise-varying width 

microchannels on either side of the slot, where the flow branches into. Such a design offers additional 

heat-transfer surfaces and disrupts the development of the cooling-fluid thermal boundary layer, which 

would lead to steep temperature gradients. Both these effects are expected to have a positive impact on 

the heat sink thermal performance; however, the presence of additional channels in the heat sink 

second section leads to a higher pressure-drop penalty. This conceptual design can ideally be further 

developed into (dendritic) tree-like structures with enhanced thermal performance, by adding more 

sections with channel widths that extend down to the microscale. However, the increasing complexity 

of such a structure also leads to prohibitively high manufacturing costs, which is a hindering factor for 

the use of such heat sinks in practical applications. Therefore, this paragraph refers to the simplest, 

two-section configuration, which is adequate for the investigation of the three-dimensional flow 

features in the transition between two consecutive sections of the heat sink. The channel width ratio 

Wch,1/Wch,2 is taken here equal to three, while the fin thickness Ww, which is maintained constant 

throughout the heat-sink length, is equal to the channel width of the second section. With respect to 

these geometrical constraints, the number of channels in each section can be explicitly determined 

through the relation: 
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where α =Ww/Wch and Whs is the total heat-sink width. The total channel height Hch is selected as the 

maximum structurally possible value for thermal performance purposes [3.8] and it is kept constant, 

resulting in channel aspect ratios equal to AR=2 and AR=6 for the upstream and downstream sections 

respectively. With the above choices, it turns out that the first and second sections consist of six and 

twelve channels, respectively, and are identical to the FWl and FWh configurations presented in 

paragraph 3.4.1.  

It is computationally expensive to model the entire heat-sink and therefore the computational 

domain was truncated by taking advantage of the existing symmetries. This had to be done with 

caution since, as Chiang et al. [3.91] have demonstrated, in the case of sudden contraction flows in 

perfectly symmetrical domains, critical values of the aspect ratio AR, contraction ratio (Wch,1/Bch,2) and 

Reynolds number exist, which lead to the onset of non-symmetrical flow features. The Reynolds 

number values arising from the flow conditions of the present study are sub-critical (as will be shown 

in paragraph 3.4.3.7) and thus symmetrical flow should be expected. Thus, a reduced, representative 

computational domain is defined as shown in Fig.3.14, consisting of a fluid and a solid sub-domain. 

Half the width of the first-section channel and the entire width of the second-section channel define 

the lateral extent of the fluid domain, while the solid domain is composed by the vertical fins (of half 

thickness) and the plate substrate. The set of governing equations (3.1)-(3.4) or (3.1) and (3.3)-(3.5) 

for the forced-convection and mixed convection cases, respectively, along with the boundary 

conditions (3.12)-(3.20) were solved on the computational domain,  with a convergence criterion of 

10-6 set for the root mean square (RMS) mass, momentum and energy residuals. 
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Fig. 3.14 Computational domain for the variable-width configuration: (a) Perspective view, (b) top detailed view 

of the flow-contraction region.  

 

3.4.3.3 Validation of the numerical model  

  

It is essential to evaluate the reliability of the computational code in predicting the flow field 

emerging in confined, flow-contracting geometries, in order to confirm the accuracy of the results 

obtained. Experimental results in configurations that are closely related to the present one could not be 

found, therefore suitable numerical solutions were sought instead. Barbosa-Saldaña et al. [3.81] 

investigated the three-dimensional confined laminar flow over a forward-facing step, which is a 

configuration that exhibits the closest resemblance to the unit cell of the present work. Therefore, for 

validation purposes, the dimensions of the unit cell and the boundary conditions are adjusted, as a no-

slip condition (wall) is placed at the base upstream of the step instead of a symmetry boundary, so as 

to match the corresponding configuration found in [3.81]. Fig. 3.15a indicates the flow configuration, 

along with the nomenclature as used in [3.81]. The step height s is taken equal to half the channel 

height H (H=2s) and the step is placed at a distance l=20s downstream of the channel inlet, while the 

channel total length L and width W are L=60s and W=4s, respectively. The Reynolds number Rest that 

characterizes the flow is equal to 800 based on the step height and the numerical grid consists of 

320000 cells.  

Axial velocity profiles are compared to published values at three representative positions, namely 

immediately upstream of the step (X/s=19.09), downstream of the step tip (X/s=20.08) and at the 

channel outlet (X/s=60). The streamwise velocity profiles along the Y direction in the middle of the 

channel spanwise direction are in very good agreement with the respective values of [3.81], as shown 

in Fig. 3.15. A small recirculation region is detected slightly upstream of the step base, where the axial 

velocity obtains negative values (Fig. 3.15b), while an additional recirculation bubble of greater 

magnitude is evident downstream of the step leading edge, as depicted in Fig. 3.15c. Both regions of 
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flow separation, which are distinct features of the flow over a forward-facing step [3.76], are well 

captured qualitatively and quantitatively. Finally, the flow obtains a parabolic profile, Fig. 3.15d, 

which, however, has not yet reached full development at the channel outlet.  

 

    
 

  
 
Fig. 3.15 Code validation for the case of Barbosa-Saldaña et al. [3.81]. (a) Computational domain. Vertical 

velocity profiles on the domain symmetry plane (Z/W=0.5) at Rest=800:  (b) immediately upstream of the 
vertical step wall, (c) downstream of the step edge (Um=0.617 m/s) and (d) at the channel outlet.  

 

The case of laminar mixed convection around a shrouded array of parallel fins investigated by 

Maughan and Incropera [3.87] was used in order to verify the accuracy of the numerical scheme in 

cases where the effect of natural convection is considerable. The particular experimental study has 

been selected among others in the open literature as bearing the closest resemblance to the present 

investigation. It focuses on the effect of fin spacing and fin height on the overall heat transfer rate for 

increasing values of the Rayleigh number. The temperature of the bottom wall and the vertical fins i s 

maintained constant at a prescribed value Tbot that also determines the value of the Raleigh number, 

while the temperature of the top wall Ttop is maintained constant in all cases and equal to the fluid inlet 

temperature (Ttop=293K). The overall Nusselt number is calculated by the expression: 
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where Q is the total heat transfer rate, Abot is the unfinned area of the bottom wall and H is the distance 

between the bottom and the top wall. 

The Nusselt number values obtained in the present numerical investigation were compared against 

the experimental ones for different values of the fin spacing s (0.5H,1.0H and 2.0H) and for a fin 

height Hf=0.9H. The computational domain used for the validation study is limited to half the cross-

section of adjacent fins for the two larger values of the fin spacing; however, the entire cross-section 

between fins is used for the closest fin spacing. The Reynolds number (based on the distance H) that 

characterizes the flow is equal to 1000 and the Rayleigh number lies in the range 3500  Ra  29700. 

The comparative results are presented in Fig. 3.16 and, as can be seen, good agreement is established 

between the predicted and the experimental values. The maximum discrepancy detected between the 

comparative values is approximately equal to the minimum uncertainty of the experimental data (7%) 

stated by the authors, with the exception of the values regarding the highest Rayleigh number value for 

fin spacing, namely s=H. The discrepancy in the specific case is approximately equal to 10% but, as 

can be detected in Fig. 3.16, the experimental value does not follow the expected increasing trend of 

the Nusselt number upon increasing Rayleigh number, indicating possibly an underestimation of the 

specific value during the experimental evaluation.  

 

 
 
Fig. 3.16 Validation of the numerical code with the experimental results of Ref. [3.87] for a shrouded array of 

parallel fins: Computed overall Nusselt number values for Re= 1000 and increasing Rayleigh number. 

 

3.4.3.4 Grid independence study-Forced convection conditions. 

 

A structured hexahedral grid was used for the discretization of the computational domain, with a 

non-uniform arrangement along the flow direction (Fig. 3.17), as smaller control volumes were placed 

in the vicinity of the geometry constriction, in order to fully resolve the complex phenomena that 
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occur in that region (Fig. 3.17a). On the other hand, a uniform grid arrangement was employed across 

the domain cross-section (Fig. 3.17b).  

 
 

Fig 3.17 Computational grid used for the simulations of the VW configuration: (a) detail view of the contraction 

area and (b) cross-sectional view. 

 

A grid-independency analysis was conducted to verify that grid density had no effect on the 

derived solution for the three Reynolds numbers investigated (Re1=519,1038,1557). Regarding the 

fluid domain, grids of increasing density (coarse-intermediate-dense) were selected, with 0.8, 2.1 and 

2.5 x 106 cells, respectively. The horizontal axial velocity profiles at the channel mid-height at 

locations in the vicinity of the contraction were chosen as suitable measures to quantify the 

discrepancies between the different grids. As depicted in Fig. 3.18, the effect of the contraction on the 

streamwise velocity profile at an upstream to the step position is well captured by all three grids for all 

the Reynolds numbers considered. However, at downstream locations the velocity profile is not 

adequately captured by the coarse grid even for the lowest Reynolds number case (Fig. 3.18a). On the 

other hand, the intermediate grid can accurately represent the flow features for Re=519 and Re=1038, 

as further grid refinement produces almost identical velocity profiles for both cases. For example, the 

discrepancy observed between the maximum velocity values produced by the intermediate and the 

dense grid for Re=1038 is below 0.8%. For Re=1557 (Fig. 3.18c), a slightly larger discrepancy of 

1.5% is observed between the maximum velocity values, despite the fact that the profiles produced by 

the two grids are in qualitative agreement.  Therefore the intermediate grid was selected for the 

production of results for Re=519 and 1038, while the dense grid was used for the case of Re=1557. A 

grid of 1.5 x 106 cells was initially tested for the discretization of the solid domain at Re=1557. A grid 

refinement to 2.3 x 106 cells produced an identical value of the bottom wall mean temperature, as the 

discrepancy between the values produced by the two grids was below 0.1%. Consequently, the initial 

grid was selected as adequate for the production of results in all cases. 
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Fig. 3.18 Effect of grid refinement. Axial velocity profiles at the channel mid-height (Y

*
=0.5): (a) Re1=519, (b) 

Re1=1038 and (c) Re1=1557. 

 

3.4.3.5 Grid independence-Mixed convection conditions 

 

The grid independence study was conducted for the case of the highest Archimedes number value 

(Ar1=5.82) considered and for Re1=667. The computational domain was discretized using a non-

uniform hexahedral grid, similar to that employed in the forced convection case. Uniform hexahedral 

elements were placed transversely to the flow direction, as uniform grid density is required in order to 

resolve buoyancy induced secondary-flow patterns [3.60, 3.92].  

 Three grids of increased density (coarse-intermediate-fine), consisting of 2.5, 3.6 and 4.6 x 106 

elements respectively, were tested in order to ensure grid independence of the solution. An increase of 

the grid density from 2.5 to 3.6 x 106 elements produced a relative difference of 1.5% to the overall 

fluid pressure drop value. A further refinement caused a relative discrepancy of 0.6%; besides, the 

horizontal profiles of the axial velocity at Z=0.5* were almost identical for all three grids considered 

(Fig. 3.19a). Regarding heat transfer, grid refinement from the coarse to the intermediate grid caused a 

variation of 2.7% to the value of the overall mean Nusselt number. A further refinement produced a 

variation of 1.3%. In addition, the bottom wall temperature distribution at X*=0.5 (Fig. 3.19b) was 

qualitatively captured by all three grids, with a maximum discrepancy between the values produced by 

the intermediate and the fine grid of 0.4%. Consequently, the intermediate grid, consisting of 3.6 x 106 

elements, was proven adequately accurate for the production of the results presented below.    
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Fig. 3.19 Grid independence study for Ar1=5.82 and Re1=667: (a) Horizontal velocity profile (Y

*
=0.5) at Z

*
=0.5, 

(b) bottom wall temperature distribution at X
*
=0.5 (centerline of the second section channel). 

 

3.4.3.6 Flow field-Forced convection conditions 

 

In order to facilitate the interpretation of the presented results, the coordinates have been properly 

non-dimensionalized so that the flow cross section is characterized by 0≤ X*≤1 (after contraction), 

while Z*<0 denotes locations upstream and Z*>0 downstream of the flow contraction respectively. 

The Reynolds number that characterizes the flow is defined using the hydraulic diameter in each 

section i (i=1,2) and results equal to Re1=519 and Re2=333 respectively for a volumetric flow rate of 

30 mL/s, with both values lying well within the laminar region. The streamwise velocity distributions 

in the upstream (larger Dh) and the downstream (smaller Dh) sections of the heat sink, on the vertical 

channel center planes (X*=1.5 and X*=0.5 respectively) are presented in Fig. 3.20. The flow velocity 

in the first section upstream of the contraction (channel aspect ratio of 2) develops from one of 

uniform distribution (Z*-26.042) into a parabolic profile (Fig. 3.20a), which has not yet reached full 

development at the location of the contraction. The velocity profile at Z*=-0.52 appears similar to the 

one at Z*= -5.21, due to the influence of the flow contraction which causes flow deceleration. On the 

other hand a fully developed velocity profile is formed at a distance of Z*15.63 downstream of the 

contraction (Fig. 3.20b). It is evident that the flow in the second section exhibits an almost flat fully 

developed velocity profile (on the Y-Z plane), due to the higher aspect ratio of the channel (channel 

aspect ratio of 6).  The fully developed profile obtained in the second section was compared against 

the analytical prediction given in [3.8] for the same aspect ratio and excellent agreement is found. This 

agreement indicates that by that distance (Z*>15.63), the three dimensional effects have become small 

and localized in the near wall regions. 
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Fig. 3.20 Vertical profiles of w-velocity at the (a) first (Z

*
<0) and (b) second section (Z

*
>0) of the unit cell.  

 

Vector plots on cross-flow and horizontal planes are created in the vicinity of the contraction, in 

order to point out the impact this has on the upstream velocity field (Fig. 3.21). As seen from Fig. 

3.21, the flow approaching the contraction branches symmetrically into two directions along the Y 

axis and the oncoming fluid is pushed towards the endwalls and the opposite duct corners; 

furthermore, the flow distribution on the horizontal (XZ) plane near the bottom wall, Fig. 3.21, reveals 

the presence of flow reversal in the endwall regions, due to the upstream deflection of the downwards 

moving fluid after the impingement on the respective endwall.  

 

 
Fig. 3.21 Effect of the contraction on the upstream velocity field (Z

*
<0) at Re1=519. 

 

The inset of Fig. 3.22a presents the distribution of the pressure coefficient Cp on the symmetry 

plane of the upstream channel (X*=1.5). The streamwise positive pressure gradient causes a strong 

deceleration of the flow and leads to final separation upstream of the contraction, whilst the negative 

pressure gradient in the vertical direction pushes the flow towards the endwalls. The fluid whirling 
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motion, Fig. 3.22a, which is created at the end wall regions upstream of the flow contraction, develops 

into X-direction-oriented vortices towards the vertical channel sidewall (X*=0) and thus two counter-

rotating vortices near the upper and lower walls of the channel are created. These are found to increase 

in strength, being continuously fed by the sideways deflected fluid. The vortices obtain maximum 

strength at the step location, where they are deflected into the longitudinal vortices V1-V2 (Fig. 3.22b) 

over the contraction (horseshoe type of vortices). Subsequently, downstream of the contraction the 

vortices decrease in strength and increase in size. The flow interaction with both the fin leading 

surface and the endwalls is an essential condition for the onset of the symmetrical horseshoe vortices 

flowing on both sides of the flow-contracting fin [3.93, 3.94]. The three-dimensional topology of the 

horseshoe vortex is shown in the detailed view of Fig. 3.22c, illustrating that the spiraling motion of 

the upstream boundary layer becomes more intense as the channel symmetry plane (X*=1.5) is 

approached.  

 

 
 



Chapter 3. Cooling devices appropriate for CPVT systems 

 

3.39 
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Fig. 3.22 Reference case (Re1=519): (a) Rolling up of the bottom wall boundary layer. (b) Vector plots on cross-

flow planes downstream of the contraction. (c) Three-dimensional streamlines originating from seed points at 

X
*
=1.42 and X

*
=1.5, respectively.  

 

The topology and magnitude of the secondary flow in the contraction region can be visualized 

even more clearly with the help of iso-surfaces of constant ωx and ωz vorticity, as presented in Fig. 

3.23. As can be seen, the symmetric vortex structure onsets at the intersections of the fin leading 

surface and the endwalls, as illustrated by the regions of high ωx vorticity depicted in Fig. 3.23a. The 

structure is then transformed over the contraction to a pair of ωz vortices which persist for a significant 

distance downstream of the contraction before breaking down (Fig. 3.23b). The presence of another 

vortical structure of considerable magnitude close to the flow-contracting fin sidewall is detected in 

Figs. 3.22b and 3.23b. However, these regions of high vorticity reduce in size further downstream due 

to the expansion of the horseshoe vortices.  It must be pointed out that vortices of this kind have been 

observed by Yanaoka et al. [3.83] in their numerical investigation of confined flow around a blunt 

plate. This coherent pattern attached to the fin sidewall (V3-V4 in Fig. 3.23b) emerges due to the 

effect of the endwalls on the form of the downstream recirculation bubble, as illustrated by the iso-

surface of the total vorticity depicted in Fig. 3.23c. The bubble appears distorted as the endwalls are 

approached and vortices V3-V4 are in fact the end branches of the same vortical structure. The source 

for the creation of this hairpin type of vortex is the parabolic flow reattachment on the fin sidewall 

[3.83]. 
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Fig. 3.23 Iso-surfaces of (a) the ωx and (b) the ωz vorticity (Re1=519). Three pairs of surfaces of equal magnitude 

(ωx=100-75-50 s
-1

, ωz=50 - 25 -12.5 s
-1

) and opposite sign are presented (red-maximum vorticity, blue-minimum 

vorticity). (c) Iso-surface of the total vorticity |ω|=200s
-1

. 

 

It is thus of interest to investigate the flow patterns that arise transversely to the channel side walls, 

where, even in the case of two-dimensional flow [3.73, 3.74], a characteristic recirculation region is 

clearly expected immediately downstream of the contraction. Fig. 3.24a presents streamwise velocity 

contours at different horizontal (XZ) planes in the vicinity of the geometry contraction, while Fig. 

3.24b shows the velocity profiles along the spanwise direction (X*) at the channel mid-height (Y*=0.5) 

at three different streamwise positions: within the recirculation region (Z*=0.10-0.25) and after the 

flow reattachment (Z*=0.50) respectively. The three-dimensional nature of the flow is yet again 

evident as the separation bubble on each plane is of different size and it is also established that the 

recirculation bubble is symmetrical to the channel mid-height plane (not shown). Besides, the size of 

the recirculation is relatively small, as the non-dimensional reattachment length 
*

,rZL  (defined as the 

streamwise distance from the contraction at which the wall shear stress τw vanishes) at the channel 

mid-height is found equal to 1.14. The small value of the reattachment length is attributed primarily to 
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the low Reynolds number (based on the fin thickness Ww [3.83]) which is found equal to 130. The 

reattachment-length value obtained by the present numerical calculations is also smaller than the 

experimental and numerical values for flow around a blunt plate at the same Reynolds number 

published by Ota et al. [3.95] and Yanaoka et al. [3.83] respectively. This is justified due to the high 

blockage ratio of the present study (BR=0.33) which tends to reduce the recirculation bubble size and 

has an overall stabilizing effect on the flow [3.75]. 

 

 
 

 
 
Fig. 3.24 Reference case (Re1=519): (a) W – velocity contours at different horizontal planes and respective 

bubble lengths 
*

r,zL , (b) Dimensionless axial velocity profiles along the spanwise direction. 
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The topology and magnitude of the entire secondary flow pattern has a crucial impact on the 

performance of the heat sink. It is therefore of use to further analyze the interaction between the 

longitudinal vortices and the recirculation bubble that forms downstream of the fin edge. It is shown in 

Fig. 3.24a that the bubble tends to reduce in streamwise length as the endwalls are approached. In fact, 

it disappears completely for Y* values larger than 0.82 (and respectively lower than 0.18).  Fig. 3.25 

elucidates the fact that the coherence of the bubble near the endwalls is destroyed due to the presence 

of the longitudinal vortices in that region. The action of these vortices is to bring high momentum fluid 

from the fluid-core region to the fin vertical wall, thus affecting the topology of the bubble. The 

longitudinal vortices are visualized using vorticity iso-surfaces, while streamlines are used in order to 

depict the downstream recirculation. As can be seen, the downstream recirculation bubble is present 

over most of the fin height, extending symmetrically from mid-height up to locations (along the Y 

axis) not influenced by the presence of the longitudinal vortices. Beyond these locations, the bubble 

breaks down as its energy is extracted from the vortices [3.82]. 

 
Fig. 3.25 Interaction of the downstream vortical structures (Re1=519). The vortices are visualized using ωz iso-

surfaces (of magnitude 12.5 s-1), while the bubble is illustrated through 3-D streamlines colored according to the 

axial velocity. 

 

3.4.3.7 Effect of the Reynolds number – Parametric analysis 

  

The flow-topology examination has been further extended to larger values of the Reynolds number 

–Re1=1038 and Re1=1557- corresponding to twice and three times the flow rate of the base case, 

respectively. The corresponding Reynolds number in the latter case is 390 using the fin thickness as a 

characteristic length scale.  The experimental investigation of Baker [3.93] revealed that no unsteady 

behavior of the horseshoe vortex did arise for Reynolds number values (based on the obstacle 

thickness) lower than 3000. Besides, numerical results for steady laminar confined flow around fins 

are available in the open literature for a value of the Reynolds number (based on the fin thickness) of 

400 [3.73, 3.83], even for lower values of the blockage ratio. Thus, the assumption of steady and 
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laminar flow remains valid for the entire range of the examined Reynolds numbers. However, a 

steady-state solution could not be attained for higher values of the Reynolds number (e.g. 

1850<Re<2000), as the steady-solver residuals exhibited a regular oscillatory pattern even for the 

dense grid considered, indicating non-convergence.  

 The objective of the present parametric investigation is to verify that the flow remains symmetric 

for the examined flow conditions. In order to examine the symmetric nature of the steady flow, a 

modified, extended computational domain was considered, comprising a full first-section channel 

divided into two by the additional fin inserted at its mid-length. It must be noted that the full domain 

comprised only fluid domains and was discretized using a grid consisting of twice number of elements 

of the fluid domains of the unit cell in each case.    

Fig. 3.26 depicts vorticity contours on two characteristic intersecting planes, which enable the 

characterization of the distinct flow features, for Re1=1557. As can be seen in Fig. 3.26a, the flow 

remains perfectly symmetrical and the vortex structures that were apparent in the base case can once 

again be observed (vortices V1, V2, V3 and V4 of Fig. 3.23b); however, the vortices have an 

increased magnitude which is maintained for a substantial distance downstream of the contraction. 

Besides, the horseshoe vortices lay closer to the duct opposite wall in comparison to the base case 

(Re1=519), which indicates a more intense fluid deflection after the flow impingement on the fin 

frontal surface. Fig. 3.26b illustrates that, as the streamwise distance from the contraction increases, 

the downstream regions of high vorticity (vortices V3-V4) tend to completely detach from the fin 

sidewall and to move towards the channel center plane, whilst approaching each other. Likewise, the 

corner vortices (V1-V2) move towards the channel vertical center plane and tend to align with the 

vortices V3-V4, reducing at the same time the distance between them. The existence of symmetrical 

flow in the full domain validates the choice of truncating the computational domain to half the width 

for the investigation of the base case. 

 

  
Fig. 3.26 Symmetry verification on a laterally extended domain (Re1=1557): Contour plots of the ωz vorticity on 

cross-flow planes at (a) Z
*
=2.5 and (b) Z

*
=5.0.  
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Fig. 3.27 presents the effect of the Reynolds number on the regions of the upstream and 

downstream recirculation bubbles. The minima of the pressure coefficient curves depicted in Fig. 

3.27a correspond to the location of the upstream bubble locus [3.93] and indicate that the bubble 

moves upstream as the Reynolds number increases. Furthermore, only the two higher values of Re1 

exhibit negative values of the Cp coefficient. This is due to the fact that the development of the 

recirculation leads to a local pressure drop to values lower than would have been attained without the 

presence of the fin, i.e. had the linear drop due to friction been extended to that location. Besides, an 

increase on the Reynolds number value causes an approximately linear expansion of the downstream 

recirculation to all three dimensions, a fact elucidated by the maximum bubble dimensions depicted in 

Fig. 3.27b for each Reynolds number value.  

 

  
 
Fig. 3.27 (a) Upstream pressure variation in the vicinity of the lower endwall. (b) Maximum dimensions of the 

downstream separation bubble vs. Re1. 

 

3.4.3.8 Temperature field and heat transfer-Forced convection conditions 

 

It is of importance from an engineering point of view to illustrate the impact of the contraction-

induced recirculation pattern on the overall thermal performance of the heat-sink configuration. For 

this reason, forced convection conditions are considered in this section, in order to rule out the 

emergence of buoyancy-induced secondary flow that has a significant effect on the flow field, as will 

be illustrated in a following section. The imposed heat flux is properly selected, so that the 

Archimedes number has a value much smaller than unity. It is ensured thereby that buoyancy forces 

are orders of magnitude smaller than inertial forces. 

It has been established that the flow remains symmetrical for the examined Reynolds number 

range and therefore the results concerning heat transfer are presented for the basic unit cell geometry 

(Fig. 3.14). Fig. 3.28 presents the temperature field in the flow contraction region on cross-flow, Fig. 

3.28a, and streamwise planes Fig. 3.28b. Fig. 3.28a shows the development of the channel cross-

section temperature distribution near the contraction, along the flow direction. The development of 

thermal boundary layers along the channel base and the side wall is clearly discernible for Z*<0. 

Downstream of the contraction (Z*>0), the isotherms appear distorted at the locations of the 

longitudinal vortices, as warm fluid from the wall boundary layers is mixed with cold fluid from the 
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channel core. A high temperature area is evident at the “eye” of the lower vortex increasing in size 

downstream. This topology is not present at the symmetry position near the top wall as that endwall is 

adiabatic; clearly the temperature distribution on the cross stream planes is not symmetrical about the 

Y*=0.5 plane. A closer examination of Fig. 3.28a also reveals fluid cooling occurring at the bottom 

thermal boundary layer immediately upstream of the contraction (e.g., see plot at Z*=-0.1).  This rather 

distinct temperature distribution can be explained by the presence of the reverse flow of cold fluid in 

the horseshoe-vortex region (Fig. 3.22c), which gives rise to axial heat transfer in the fluid thermal 

boundary layers and redistribution of thermal energy.  

Fig. 3.28b exhibits a detailed view of the temperature distribution along the flow direction, 

particularly in the contraction region. A sequence of overlapping warm and cold water layers is 

evident close to the endwalls.  The formation of characteristic streaks downstream of the contraction is 

accounted for, considering the entrainment back to the main flow of the elements of the fluid core that 

form the pair of horseshoe vortices which subsequently transform to longitudinal vortices downstream 

of the contraction. The fact that the distorted topology of the temperature contours, Fig. 3.28a, 

coincides with the streaks observed in Fig. 3.28b, also clarifies the effect of the vortices on the axial 

temperature distribution.  

 

 
 
Fig. 3.28 (a) Temperature contour plots on consecutive cross-flow planes in the vicinity of flow contraction and 

(b) on a longitudinal plane at X
*
=0.5. 

 

Fig. 3.29 presents contours of the wall heat flux normalized by the mean overall heat flux q   on the 

channel bottom wall (Fig. 3.29a) and on the fin sidewall (Fig. 3.29b), respectively. It is evident that 

the local wall heat flux at the bottom wall in the vicinity of the fin base obtains much larger values in 

comparison to the mean heat flux inside the heat sink (Fig. 3.29a), which is a clear evidence that heat 

transfer is significantly enhanced in the region  under the influence of the lower horseshoe vortex. An 

interesting feature that may be observed is a region of local flux reversal (heat transfer from the fluid 

to the heat-sink base) which develops near the channel wall immediately upstream of the contraction 

region. This is due to the cooling of the channel bottom wall under the action of the lower horseshoe 

vortex, while the fluid above and within the sidewall boundary layer maintains its elevated 

temperature. Although the occurrence of flux reversal is undesirable, the effect it has on heat transfer 

is localized and limited to a small area in the vicinity of the contraction. The effect of the horseshoe 
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vortex on heat transfer is also illustrated by the flux distribution at the fin sidewall, Fig. 3.29b, as the 

area influenced by the action of the lower vortex exhibits high local heat flux values. It is obvious, that 

the lower vortex predominantly contributes to the heat transfer enhancement due to the fact that this 

mainly takes place on the channel bottom wall, while the upper wall is adiabatic.  

 

 

 

 

Fig.  3.29 Wall heat flux contours at the contraction region: (a) Channel bottom wall, (b) fin sidewall.   
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Fig. 3.30a shows the averaged local Nusselt number values along the flow direction for the three 

values of the Reynolds number considered. The theoretical values of the Nusselt number [3.8] for 

thermally fully developed parallel flow in channels having aspect ratios equal to the heat sink first 

(AR=2) and second section (AR=6), respectively, are also plotted in Fig. 3.30a for the sake of 

comparison. As can be seen, close to the channel inlet and away from the contraction influence the 

Nusselt number distribution behaves like a typical thermal entry flow. As the contraction is 

approached, the distribution shows a rapid decrease in the range of axial locations -4<Z*<0. 

Nevertheless, this decrease of the heat transfer rate is not associated with a hot spot at the surface of 

the channel wall, as shown in Fig. 3.30b. The wall temperature in fact decreases prior to the 

contraction due to the influence of the second section and the action of the horseshoe vortices. On the 

other hand, fluid boundary layers of elevated temperature have developed adjacent to the walls. As a 

result, the temperature gradient dT/dy at the solid-fluid interface is considerably decreased in the 

specified region and consequently the heat flux (q”=-kdT/dy) and the Nusselt number values also 

decrease. The abrupt heat transfer augmentation in the contraction region is attributed to the flow 

impingement on the leading surface of the emerging fin. As can be seen from the inset of Fig. 3.30a, a 

second local Nusselt number maximum is observed due to the flow reattachment following the 

separation at the entrance to the second heat-sink section. 

Downstream of the contraction, the Nusselt number maintains relatively constant values, which 

are higher than those expected for fully developed parallel flow in a channel of AR=6 [3.8].This 

further heat transfer enhancement throughout the heat-sink second section is attributed to the presence 

of the two horseshoe vortices and especially of the one adjacent to the channel bottom wall . The 

vortex constantly feeds the heated bottom wall with cold fluid from the channel core causing 

disruption of the developing thermal boundary layer and thermal mixing. As a result, mixing zones 

consisting of cold and warm fluid layers emerge in the region of the boundary layer, which persist 

further downstream. If the channels of the first section were extended over the entire length of the heat 

sink and the flow remained parallel, the Nusselt number values would have gradually approached the 

fully developed value of 4.1. With the stepwise reduction of the channel hydraulic diameter however 

heat transfer is enhanced, as the aforementioned value is significantly exceeded.  

A closer look at Fig. 3.30a reveals that the obtained Nusselt number values for Re1=519 are higher 

that the respective for Re1=1038 at axial locations of Z*>18.This slightly decreased heat transfer rate 

(by approximately 4%) for Re1=1038 is attributed to the three-dimensional effects and more 

specifically the effect of the sidewall vortex V4 on heat transfer, whereby fluid of elevated 

temperature is drawn from the thermal boundary layer near the bottom wall toward the channel mid-

height (see Fig. 3.22b). Thus, the thermal boundary layer of the fin sidewall in the vicinity of the 

channel mid-height thickens locally and heat transfer is reduced. The effect appears to be significant 

for the two higher values of the Reynolds number as the Nusselt number values exhibit the same trend, 

while, on the contrary, the values for Re1=519 remain approximately constant. The influence of the 

sidewall vortex becomes more evident as thermal full development is approached and the Nusselt 

number tends to an asymptotic value. 
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Fig. 3.30 (a) Circumferentially averaged local Nusselt number distribution against the fully-developed, parallel-

flow result, (b) Wall average temperature at heat-sink first section (Z
*
<0). 

 

3.4.3.9 Flow Field-Mixed convection conditions 

 

For a volumetric flow rate equal to 30 mL/s, in accordance to the reference case for forced 

convection conditions, the imposed heat flux is gradually increased, so as to cover the entire range of 

achievable concentration ratios for parabolic trough CPVT systems that can obtain values up to 100x 

[3.96]. The flow conditions in each of the two sections i (i=1 or 2) of the VW configuration are 

characterized by the non-dimensional numbers summarized in Table 3.2. It should be taken in mind 

that the mean Archimedes number Ari and the corresponding Grashof number Gri are based on the 

circumferentially averaged heat flux, while the Reynolds number in each section Rei varies between 

the different cases, despite the fact that the flow rate is maintained constant. This is due to the 

variation of the fluid kinematic viscosity ν, which is evaluated at the fluid mean temperature in each 

case. Nevertheless, the Reynolds number for all three cases lies well within the laminar region.  

Considering the values of Table 3.2, it is reasonable to expect that buoyancy will have a significant 

impact on the flow within the first section of the heat sink where the respective buoyancy forces 

overpower the inertial forces in all cases.  
 

Table 3.2 Non-dimensional numbers for each heat-sink section i characterizing the examined cases. 

    Re   Gr   Ar 

q
''
 [kW/m

2
]  i=1 i=2   i=1 i=2   i=1 i=2 

28.3  559 359  4.11E+05 8.66E+03  1.32 0.07 

60.0  605 389  1.14E+06 2.37E+04  3.12 0.16 

100.0  667 429   2.59E+06 5.29E+04   5.82 0.29 

 

Considering mixed convection conditions, Fig. 3.31a reveals that buoyancy-induced longitudinal 

rolls that tend to draw fluid from the upper adiabatic wall towards the lower heated wall are present in 

the first section of the heat sink even for the lowest value of the Archimedes number, Ar1=1.32. In 

reference to the case of Ar1=1.32, the roll intensity appears to obtain maximum values at 

approximately Z*=-10.  The streamwise distribution of the maximum vorticity magnitude in the 

channel first section (Fig. 3.31b), away from the influence of the flow contraction, indicates that the 
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intensity of the rolls gradually increases until a maximum intensity is reached and then decreases as 

the contraction location is approached. This behavior, which has also been reported by Cheng [3.59], 

is dictated by the initially high and subsequently decreasing bulk temperature difference between fluid 

and channel wall [3.59], which consequently determines the intensity of the secondary flow. The 

location of the maximum roll intensity is shifted towards the channel inlet as the Archimedes number 

increases, while for Ar1=5.82 a second (local), albeit much flatter, peak in the value of the roll 

maximum intensity can be detected at approximately Z*=-9.0 

 

 
 

 
 

Fig. 3.31 Buoyancy-induced secondary flow: (a) Velocity vector plot indicating the presence of a longitudinal 

roll in the half cross section of the first-section channel, (b) Distribution of the roll maximum vorticity 

magnitude in the first section of the heat sink. 
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As shown in Fig. 3.31b the longitudinal buoyancy rolls maintain a considerable magnitude as they 

approach the region of flow contraction and therefore, they interact with the contraction-induced 

vortical structures, as depicted in Fig. 3.32a. The interaction of the rolls with the longitudinal vortices 

produces a non-symmetrical flow field in the contraction region, as becomes evident from Fig. 3.32b 

where three pairs of ωz-vorticity iso-surfaces of equal magnitude (50-40-30 s-1) and opposite sign are 

plotted. The lower “modified” horseshoe vortex appears to be of considerably larger magnitude than 

the upper one, which is significantly shrunk in comparison to the non-buoyant case. Fig. 3.32b reveals 

that the topology of the hairpin-type vortex (see Fig. 3.23c) is affected by the buoyancy forces as well. 

The lower branch is much more localized than the upper one and furthermore it exhibits a higher 

intensity than its counterpart, as illustrated by the extent of the iso-surfaces of the highest ωz-vorticity 

absolute value. The asymmetric topology of the hairpin vortex is primarily influenced by the distortion 

of the upstream velocity profile and the shift of the maximum velocity location under the channel mid-

height due to the effect of buoyancy forces.  

 

 

 

 
Fig. 3.32 Vortical structures obtained for mixed convection at Re1=559: (a) ωz -vorticity iso-surfaces    (ωz, 

vortex=30s
-1

, ωz, roll=8s
-1

), (b) ωz -vorticity iso-surfaces in the contraction region, (c) maximum intensity of the 

longitudinal vortices at Z
*
=1 vs. Ar1, (d) ωz –vorticity contours at Z

*
=-1.0. 
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Fig. 3.32c presents the variation of the maximum vorticity magnitude values at a specified 

sampling location downstream of the contraction (Z*=1.0) with the Archimedes number. Both the 

buoyancy roll and the lower horseshoe vortex are of clockwise rotation and therefore their interaction 

leads to a significant enhancement of the lower longitudinal vortex, which subsequently leads to heavy 

fluid mixing in the vicinity of the heated bottom wall at the heat sink second section. The opposite is 

true for the upper vortex, as it is counter-rotating to the respective buoyancy roll. Regarding the mixed 

convection cases, both vortices tend to gain in magnitude which increases in a linear manner as the Ar1 

number increases, albeit with the lower vortex exhibiting a relatively steeper increase with Ar1. This 

magnitude enhancement of both vortices is, to some extent, also due to the change in thermophysical 

properties with the fluid mean temperature in each case. As the mean fluid temperature increases, the 

kinematic viscosity obtains lower values and the Reynolds number increases, consequently affecting 

the intensity of the longitudinal vortices (see Table 3.2). Nevertheless, regarding the upper vortex, the 

action of the buoyancy induced roll, which significantly increases in intensity with Ar1, should 

counteract the effect of the increased Reynolds number. As depicted in Fig. 3.32d, the center of the 

roll moves toward the channel bottom wall as the Archimedes number increases and thus the influence 

of the roll on the upper vortex is mitigated to such an extent that it becomes inferior to the effect of the 

Reynolds number. On the other hand, the effect of the roll on the lower vortex becomes more 

significant for high values of the Archimedes number, a tendency that also explains the steeper 

increase in the magnitude of the lower vortex with Ar1.  

The topology of the fin tip separation bubble at the entrance to the second section of the heat sink 

is also significantly influenced by the combined secondary-flow pattern, as illustrated by the axial 

velocity contours on different horizontal planes, depicted in Fig. 3.33a. It is evident that the 

recirculation region has a three-dimensional non-symmetrical topology with its maximum size being 

located below the channel mid-height. Besides, the bubble does not occupy the entire width of the fin 

sidewall (e.g. see contour at Y*=0.8). Fig. 3.33b presents the distribution of the non-dimensionalized 

flow reattachment length 
*

zL  along the channel height for the three cases examined. An initial finding 

is that the streamwise and cross-stream extent of the recirculation region increases with Ar1, although 

its characteristic shape remains invariable. It must be noted that the reattachment length downstream 

of the plate tip varies linearly with the Reynolds number [3.97]. In the present case, as explained 

earlier, an increase of the Archimedes number leads to an increase of the Reynolds number as well, 

up to approximately 19% for the case of Ar1=5.82. Although, the shape of the separation 

bubble is significantly affected by the combined secondary flow, the reattachment length in the region 

around the fin mid-height is primarily influenced by the Reynolds number. Thus, the increased 

Reynolds number causes a more extensive recirculation region. Additionally, it can be seen that the 

recirculation bubble is completely absent for Y*>0.77 and Y*<0.08 in all cases. The upper part of the 

bubble is destroyed due to fluid stratification provoked by the buoyancy forces, while the lower part is 

destroyed by the lower horseshoe vortex which is of considerable size and draws high-velocity fluid 

towards the sidewall affecting this way the coherence of the bubble. The decay of the recirculation 

bubble in regions under the influence of longitudinal vortices has also been reported by Zhang et al. 

[3.82]. 
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Fig. 3.33 (a) Axial velocity contours at horizontal planes downstream of the flow contraction, (b) distribution of 

the reattachment length along the channel height. 

 

3.4.3.10 Temperature field and heat transfer-Mixed convection conditions 

 

The non-symmetrical recirculation pattern that arises within the heat sink due to the additional 

effect of buoyancy forces produces a modified temperature field in comparison to the forced 

convection case. Fig. 3.34 illustrates the temperature distribution on several cross-flow planes in the 

vicinity of flow contraction for the cases of Ar1=1.32 (Fig. 3.34a) and 5.82 (Fig. 3.34b) respectively. 

Temperature stratification can be observed upstream of the contraction in both cases as warmer fluid is 

transferred towards the top of the channel due to the buoyancy forces; as expected, stratification is 

more intense for Ar1=5.82. Contour plots at Z*=-1.0 and Z*=0.5 reveal that the bottom wall boundary 
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layer in the first channel section is subjected to cooling as the flow contraction is approached, in 

accordance to the forced convection case.  

 

 
 

 
 

Fig. 3.34 Temperature contour plots at cross-flow planes of increasing streamwise coordinate in the vicinity of 

the flow contraction: (a) Ar1=1.32, (b) Ar1=5.82. 
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Downstream of the contraction, the contour lines exhibit an intense distortion at the location of the 

strong lower vortex. This localized distortion is mainly due to the decreasing effect of buoyancy, 

which had a more global influence upstream, in the downstream section where the enhanced lower 

horseshoe vortex dominates. Regarding the case of Ar1=5.82 where the distortion is more pronounced, 

a high-temperature region is clearly visible at the “eye” of the lower vortex increasing in size 

downstream (Fig. 3.34b). In both cases, downstream of the contraction the unheated fluid core region 

is pushed toward the channel top wall causing thermal energy redistribution. 

Fig. 3.35 presents the development of the vertical temperature profiles at the center of the second-

section channel (X*=0.5) for all the cases considered. The clearly discernible linear segment of the 

profiles near the bottom (Y*<0) accounts for the temperature distribution in the solid substrate. It is 

evident from Fig. 3.35a that downstream of the contraction (Z*=1) the temperature profiles exhibit 

substantial gradients in the fluid region right above the lower thermal boundary layer indicating the 

presence of overlapping layers of alternating cold and warm fluid in the lower channel region. These 

overlapping zones emerge due to heavy fluid mixing caused by the lower longitudinal vortex. A minor 

profile distortion is also evident at the symmetrical location near the top endwall. The distortion is of 

small scale due to the low magnitude of the upper vortex and primarily due to the imposed thermal 

boundary condition, as the top wall is kept adiabatic. Figs. 3.35b and 3.35c, showing temperature 

profiles at further downstream locations (Z*=5 and Z*=10), illustrate the fact that the mixing zones 

extend to a considerable part into the second channel section, approximately equal to ten hydraulic 

diameters Dh,1. 
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Fig. 3.35 Temperature vertical profile development along the flow direction at X
*
=0.5. Heat sink second section: 

(a) Z
*
=1.0, (b) Z

*
=5.0 and (c) Z

*
=10.0  

 

Fig. 3.36a presents the values of the average local Nusselt number along the flow direction for the 

three cases of increasing Archimedes number. The pure forced convection results (Ar1=0) are also 

presented for the sake of comparison. Regarding the first heat-sink section, heat transfer is 

significantly enhanced due to buoyancy as the local Nusselt values attained are much higher than the 

corresponding ones for forced convection and with a much flatter distribution. The enhanced heat 

transfer is explained, if the secondary flow pattern is considered, which is responsible for the 

continuous feeding of the heated bottom wall with cold fluid from the channel top layer. Downstream 

of the contraction (Z*0), the Nusselt number values obtained under mixed convection conditions are 

considerably higher than the respective ones for forced convection, despite the minor effect of 

buoyancy in the second section. It has been established that the lower longitudinal vortex gains in 

magnitude as the Archimedes number increases (see Fig. 3.32c) and this causes a more intense fluid 

mixing in the region of the bottom boundary layer, leading to increased heat transfer.  

It is also evident from Fig. 3.36a that the distributions in the mixed convection cases exhibit a 

characteristic local minimum point at axial locations of the first section which tend to shift toward the 

channel inlet as the Archimedes number increases. This local minimum results from the combined 

effect of thermal entrance and buoyancy induced secondary flow [3.59, 3.62], manifesting the strong 

interrelation between heat transfer and secondary flow pattern, given that the buoyancy rolls obtain 

their maximum strength (see Fig. 3.31b) slightly downstream of the location of the minimum Nusselt 

number. Downstream of the latter location, a region of slightly increasing Nusselt number values is 

observed, which extends up to approximately Z*=-4. This increasing trend is due to the well-

established recirculation pattern, which enhances heat transfer and hence, for a constant heat flux, 

decreases the wall-fluid temperature difference, as depicted in Fig. 3.36b. In the vicinity and 

immediately upstream of the flow contraction, a decrease in Nusselt number, attributed to flow 

separation upstream of the additional fin frontal surface, is observed, followed by a significant heat 

transfer rate augmentation at the location of the step-change reduction of the hydraulic diameter. Fig. 

3.36c presents the local Nusselt number variation as a function of the non-dimensional “unwound” 

coordinate 
1

0

,h

*

D

zs
S


 , in the sense that the s coordinate describes the full unit cell outline at the 
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contraction region by also including the fin frontal surface. It is evident that the local Nusselt number 

exhibits its peak value exactly at the symmetry line of the fin and maintains very high values 

throughout the fin frontal surface. This abrupt heat transfer enhancement is due to the flow 

impingement on the leading surface of the additional fin, combined with the action of the lower 

horseshoe vortex which draws cold free-stream fluid toward the fin (heated) frontal surface.  

 

  
 

 
 
Fig. 3.36 (a) Distribution of the circumferentially averaged Nusselt number in the streamwise direction, (b) 

average wall-fluid temperature difference in the first heat-sink section and (c) local Nusselt number variation in 

the vicinity of the flow contraction as a function of the unwound coordinate for various values of Ar1.  

 

It has been established that the buoyancy induced recirculation has a significant influence on heat 

transfer at the first heat-sink section, as fluid form the upper part of the channel is drawn towards the 

bottom wall. Consequently, it is of interest to examine the effect of the top wall boundary condition on 

the local heat transfer rate. Two kinds of heating conditions were considered, namely heating through 

three (3HS) or four surfaces (4HS). The computational domain representative of the latter case (four 

heated surfaces) includes an additional solid domain characterized by the same thermal conductivity 

(kal=237 W/mK) as the rest of the heat sink body at the top part. Fig. 3.37 depicts the ratio of the 

Nusselt number values for the two different heating conditions considered. As illustrated, the use of an 

insulating top cover enhances heat transfer throughout the heat sink and especially in the first section 
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where fluid from the top part of the channel is entrained into the lower thermal boundary layer. If the 

channel top surface is kept adiabatic, fluid of lower temperature is drawn toward the bottom wall due 

to the absence of a top thermal boundary layer, as illustrated by the inset of Fig. 3.37. Consequently, 

maintaining the upper part of the heat sink adiabatic is favorable in terms of thermal performance.   

 

 
 
Fig. 3.37 Comparison of the Nusselt number values attained for heating through three vs. through four surfaces. 

 

3.4.4 Heat transfer enhancement: cold-fluid injection in the channels 

 

As can be deduced from the temperature distributions developing in the VW configurations, e.g. 

Fig. 3.30b, the first heat-sink section prior to the geometry contraction is expected to exhibit the 

maximum wall temperature due to the moderate thermal performance of the wide channels, regardless 

of the number of heat-sink sections. A variation of the VW heat-sink design has thus been conceived 

and presented in the present paragraph, with additional vertical inlets that feed cold fluid to the region 

of the heat sink with the least effective thermal performance, in order to cause local thinning of the 

thermal boundary layer and thus heat transfer enhancement. Besides, the longitudinal vortices that are 

expected to set in, act as additional heat transfer enhancement mechanisms. The arising configuration 

bears similarities to the problem known as “Jets in Cross-Flow” in the fluid-mechanics literature, thus 

the present investigation will seek valuable information among the findings of the prior relevant 

research.  The additional inlets (cooling holes) are here being placed at the heat-sink top wall so that a 

portion of the overall flow rate enters the heat sink vertically through the cooling holes, while the 

remaining enters in parallel through the inlet. Thus, the liquid jets are submerged into the main flow 

under cross-flow conditions. Considering that the cooling holes are located at the channel top wall, a 

large jet penetration is required in order to achieve effective cooling of the bottom wall. It must be 

noted that the present configuration has been considered only for numerical evaluation, as the 

realization of a prototype, hybrid VW device with inlets at the top cover would also require the design 
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of an additional manifold system to feed the jets. The integration of such a manifold within the CPVT 

system receiver was considered as high risk, considering the manufacturing know-how at the time, in 

terms of reliable operation and successful sealing to prevent leaks of the cooling fluid.  

 

3.4.4.1 Jets In Cross-Flow (JICF) – Literature survey  

 

The utilization of jets in cross-flow for cooling purposes is a common practice encountered in the 

field of turbomachinery in order to protect the turbine blade, which is exposed to gas of high 

temperature. This technique is referred to as film-cooling, as a film of air is interposed between the 

blade and the hot gas. The jet of the cooling fluid must remain close to the blade surface and thus the 

injection nozzles must be properly designed so as to induce low penetration of the jet into the main 

flow [3.98]. For this reason, special attention is given to the design and orientation of the cooling 

nozzles [3.99,3.100] which primarily affect the jet penetration. Liang and Kang [3.101] experimentally 

evaluated the cooling performance of jets in cross-flow to an unconfined air stream for different jet 

plenum shapes, namely a straight and a 90o curved plenum. The film cooling effectiveness of the jets 

exiting the curved plenum was found to be higher than those exiting the straight one regardless of the 

blowing ratio. The superior performance was attributed to the longitudinal (Dean) vortices induced by 

the plenum curvature that keep the jet attached to the wall, as they counterbalance the effect of the 

vortices that onset due to the interaction of the two streams.  Increased blowing ratio was found to 

enable the thermal mixing between the streams and lower cooling effectiveness. The authors 

concluded that the optimum blowing ratio was in the range 0.2-0.4.  

In a quite different field of application, cooling of electronics, Jubran and Al-Salaymeh [3.102] 

experimentally investigated turbulent heat transfer over an array of parallel rectangular blocks. They 

evaluated the thermal wake on subsequent blocks of the same column due to the heating of an 

upstream specified block. Layouts of secondary flow injection were inserted between the rows, in 

order to evaluate the potential cooling efficiency enhancement. It was concluded that the secondary 

flow injection was superior, in comparison to placing ribs to disrupt the development of the boundary 

layer, in terms of temperature attenuation and induced pressure drop. Larraona et al. [3.103] proposed 

the incorporation of jet-in-cross-flow configurations also for cooling electronic circuits. Their 

parametric study revealed that the cooling effectiveness is mainly influenced by the cross-flow 

velocity and the jet blowing ratio. In general, the overall Nusselt number obtained was found to be 

higher in comparison to parallel-flow configurations. It must be noted that the objective in the case of 

electronics cooling is the opposite combined to blade cooling as high jet penetration is sought, in order 

to instigate thermal mixing and heat transfer enhancement. Jubran and Al-Haroun [3.104] focused on 

the effect of various flow injection layouts on heat transfer and pressure drop using an experimental 

setup similar to that used in [3.102]. Their experimental results demonstrated that decreasing the flow 

injection angle has a beneficial impact on heat transfer and that the optimal hole pitch-to-diameter 

ratio was 2.5. Besides, the pressure drop was found to remain relatively unaffected by the blowing 

ratio.  

Allauddin et al. [3.105] illustrated the heat transfer enhancement obtained through the use of jets in 

cross flow in conjunction with detached ribs protruding from the heated surface. For turbulent flow 

conditions, their numerical results showed that the heat transfer rate increases with the jet blowing 

ratio, while the axial location of maximum Nusselt number shifts further downstream from the jet 
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inlet, as the blowing ratio decreases. The use of detached ribs was found to be beneficial in terms of 

heat transfer, only in the case of multiple jet configurations. Wong [3.106] simulated the effect on heat 

transfer of a laminar jet in cross-flow inside a microchannel of hydraulic diameter equal to 390μm. 

The numerical results showed that the overall Nusselt number increases as the jet Reynolds number 

and consequently the jet penetration increase. Furthermore, it was shown that it is beneficial in terms 

of heat transfer the jet inlet hole to be located close to the channel inlet. 

The injection of a jet into parallel flow distorts the jet main axis and gives rise to various coherent 

vortical structures [3.107-3.113]. Along the streamwise direction, a counter rotating vortex pair 

(CVP), also referred to as kidney-shaped vortices, emerges in the near field, downstream of the jet due 

to the shear of the cross-flow and follows the jet trajectory, whereas a horseshoe vortex emerges 

upstream of the cooling hole due to the fact that the jet is perceived by the cross-flow as a bluff body. 

In addition, ring vortices have been observed to wrap around the CVP, as well as unstable wake 

vortices that form perpendicular to the cross-flow.  In an early study, Chassaing et al. [3.107] managed 

to experimentally determine the central axis of a turbulent jet in cross flow for values of the blowing 

ratio in the range 2.37-6.35. The horizontal velocity profiles downstream of the jet were found to have 

a symmetric parabolic form for blowing ratio equal to 3.95. Sherif and Fletcher [3.108] measured the 

vertical velocity profile downstream of a jet in cross flow under turbulent conditions. For Reynolds 

number in the range of 17000 to 26000 and blowing ratio equal to four and six it was established that 

the profile exhibits two peaks, a prevalent one within the jet core and a minor one within the jet wake 

upstream of the jet near vertical part.  

Huq and Dhanak [3.109] visualized the turbulent flow field emerging from a jet in cross-flow with 

the jet injection point being located above the cross-flow boundary layer. It was observed that the jet 

bifurcates, i.e. two clearly discernible coherent vortical structures exist along the cross-flow direction 

for values of the blowing ratio larger than four. The flow topology and the vortical structures 

emanating due to the interaction of a round jet and the oncoming parallel flow are illuminated in the 

experimental study of Kelso et al. [3.110]. It was illustrated in the study that the horseshoe vortices 

with opposite vorticity in reference to the wall vorticity detach from the wall and merge with the CVP 

pair. In addition, the form of the jet was observed to be asymmetrical for Reynolds number equal to 

6200 and blowing ratio equal to 2.2. Shedding of the wake vortices was observed for values of the 

cross-flow Reynolds number greater than 500. As pointed out by Rivero et al. [3.111], the CVP pair is 

a prominent flow feature manifested at the interaction of a jet with a parallel flow stream, regardless of 

the Reynolds number and the blowing ratio. It was furthermore illustrated in [3.111] through plots of 

the instantaneous velocity field that the counter rotating vortices are in fact an unsteady feature of the 

flow and that their time-averaged topology for specified flow conditions (Re=6600 and BR=3.8) 

obtains a distorted, asymmetrical meandering form.  Sau et al. [3.112] thoroughly elucidated the flow 

field emanating from a square jet in cross-flow by conducting unsteady direct numerical simulations. 

It was pointed out that the shear layer vortices upstream of the jet are induced due to a Kelvin-

Helmholtz  instability and that they do not form closed loops but instead their open tails eventually 

merge with the CVP. It was furthermore shown that the horseshoe-vortex branches downstream of the 

jet detach from the wall and they are entrained upwards and eventually merge with the CVP in an 

unsymmetrical manner. Bagheri et al. [3.113] conducted a linear stability analysis for a jet in cross-

flow under laminar flow conditions for both flow streams and a blowing ratio equal to 3. The analysis 
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showed that the flow is globally unstable and that the instability is manifested through oscillating 

waves the wrapped around the CVP. 

All the studies referenced above investigate the flow features of a round jet emerging in an 

unconfined parallel flow stream. Few studies have been found in the literature that examine additional 

factors, related to the geometry or the flow conditions, that could possibly have a significant influence 

on the emanating flow field in JICF configuration [3.114-3.118]. Fernandes et al. [3.114] focused on 

the effect of flow confinement, due to the presence of rigid walls, on the distinct flow features of a 

turbulent jet in turbulent cross flow. Their flow visualization studies revealed that the growth of the 

CVP is hindered by the confining walls and that the jet central axis exhibits a more significant bend in 

comparison to unconfined jets. Saha and Yaragani [3.115] conducted a numerical study on the 

immersion of a square jet in cross-flow for Reynolds number equal 100. It was shown that a three 

dimensional hairpin vortex, having its main axis perpendicular to the main axial flow, emanates from 

the shear layer at the side edges of the jet nozzle. It was furthermore proven that a jet immersing into 

the axial flow with a parabolic velocity profile has a greater penetration and is significantly detached 

from the wall in comparison to one having a uniform profile. Thus, it was deducted the film cooling 

effectiveness of a uniform-profile jet is higher.  

Wang et al. [3.116] numerically verified, conducting both steady RANS and unsteady DES 

simulations, the existence of a bifurcation in the case of a square jet in cross-flow under turbulent flow 

conditions (Rejet=4700). The counter rotating vortex pair that emerges downstream of the cooling hole 

is found to be of asymmetrical topology when the velocity ratio surpasses a critical value of 0.7.  

Gungor and Roberts [3.117] visualized the flow topology of a turbulent jet entering a fluid cross-flow 

of lower density using laser induced fluorescence. The flow visualization revealed that for high values 

of the cross-flow the dense jet obtains an asymmetrical form and bifurcates completely after its 

interaction with the solid wall. Kishore et al. [3.118] focused on the interaction of two identical 

circular jets in cross-flow for a velocity ratio (jet to parallel flow) velocity equal to 5. Their numerical 

investigation revealed a different secondary flow topology in comparison to single-jet configurations 

and it was confirmed that neither the jet vertical center plane nor the plane at the mid-distance between 

the jets can serve as symmetry planes.  

Given the beneficial effects on cooling found in previous studies, the incorporation of JICF in the 

VW configuration was considered and results of a numerical investigation are presented in this 

paragraph. The effect of flow confinement due to presence of the channel side walls is expected to be 

significant, thus new findings related to new fluid dynamical phenomena are expected to arise and 

offer an important contribution to the international literature. In this effort, both single and dual-jets 

systems will be evaluated and the influence of jet interaction on the secondary flow will be discussed 

as well. The main objective is to point out which of the distinct flow features that arise due to the 

interaction of the jets with the bottom channel wall and the main flow promote thermal mixing and 

increase the heat transfer rate. 

 

3.4.4.2 Geometry and computational domain 

 

The geometry of the hybrid (JICF-VW) configuration is identical to the VW configuration with the 

only exception being the placement of cooling holes at the top part of the heat sink (Fig. 3.1e). Two jet 

configurations were considered, namely a single and a dual-jet system per channel. From a 
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manufacturing point of view, the implementation of the jets can be accomplished by drilling holes to 

the top heat-sink cover and connecting a manifold of tubes of small cross-section onto it. The lower 

limit for the cooling-hole diameter was selected equal to 1.0mm, which can be easily achieved by 

conventional drilling. In both the cases of single and dual-jet configurations, the overall area of the 

cooling holes was maintained roughly the same so as to ensure that the flow conditions are similar for 

the two jet configurations. Thus, the diameter of the cooling holes was equal to 1.0 mm and 1.4 mm 

for the single and dual-jet systems, respectively. Regarding the dual-jet configuration, the cooling 

holes had their centers transversally positioned, so as to coincide with the vertical symmetry plane of 

the second-section channels (Figure 3.38a). The cooling holes were placed at a location of the first-

section of the heat sink (Figure 3.38b), where, for exclusively parallel flow, the wall average 

temperature is approximately equal to that at the heat sink outlet, as ideally the wall temperature 

values at the first section should not exceed those of the second section. 

The computational domain of the configuration (Figure 3.38) comprises the fluid and solid regions 

that correspond to the full width of one first-section and two second-section channels, respectively, i.e. 

the computational domain used for the VW heat-sink cases analyzed in paragraph 3.4.3 has been 

doubled. The use of the extended domain despite the fact that the geometry is perfectly symmetrical, is 

essential as the blowing ratio in the present investigation reaches values up to 7.3, which is well above 

the critical values for which breaking of symmetry has been reported [3.111, 3.112, 3.118]. Thus, a 

full domain is necessary to fully capture the flow topology. Additional internal cylindrical fluid sub-

domains have been defined at the locations of the cooling holes, so that the mesh can be locally 

refined in the region in proximity to the cooling holes, being subject to the direct influence of the jets. 

  

     
   
 

Fig. 3.38 Computational domain for the JICF-VW configuration (dual-jet variation): (a) Top detailed view of the 

flow-contraction region, (b) perspective view. 
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In accordance to the cases referring to the conventional VW device, the hybrid configuration has 

been investigated under both forced and mixed convection conditions. The set of governing equations 

(3.1)-(3.4) or (3.1), (3.2)-(3.5) were considered for the forced-convection and mixed-convection cases, 

respectively. In regard to the originally imposed boundary conditions, apart from Eqs. (3.12)-(3.20), 

additional inlet conditions were imposed at the areas of the domain upper surface corresponding to the 

exit from the cooling holes.  Both a uniform and a fully developed laminar velocity profile have been 

considered for the jet inlet, in order to illustrate the profile effect on jet penetration. The boundary 

conditions applied at the jet inlet in each case are, thus, the following: 
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 and Rjet is the cooling hole radius. The governing equations along 

with the boundary conditions were solved on the computational domain with a convergence criterion 
of 10-6 set for the root mean square (RMS) mass, momentum and energy residuals. 

 

3.4.4.3 Grid independency 

 

The computational domain for the hybrid VW configuration was discretized with a grid similar to 

that depicted in Fig. 3.17, in the sense that smaller control volumes were placed in the vicinity of the 

geometry constriction, while the grid arrangement was cross-sectionally uniform. However, non-

orthogonal elements were placed at the region enclosing the new internal fluid sub-domains, 

constituting by this way the grid unstructured. Furthermore, the grid was locally refined at the vicinity 

of the jets, as depicted in Fig. 3.39. 

The grid independency study was conducted for the case of the dual jet system, where the most 

complex velocity field is expected to set in. Pure forced convection conditions were considered and 

the jets were assigned fully developed inlet velocity profiles. Three grids consisting of 9.39 (coarse), 

16.48 (intermediate) and 23.82∙106 elements (dense) were successively tested to confirm that a grid 

independent solution had been obtained. The accuracy in the prediction of the flow field was evaluated 

by monitoring the vertical profile of the axial velocity at a location five hydraulic diameters 

downstream of the cooling holes (Z*=-10.63), which is expected to exhibit significant fluctuations as 

reported by Sherif [3.108]. As depicted in Fig. 3.40, the profile indeed exhibits one global and two 

local maxima, which are accurately captured only by the intermediate and the dense grid. In reference 

to heat transfer, the discrepancy in the values of the overall Nusselt number produced by the coarse 

and the dense grid is approximately equal to 0.2%. In order to predict both the flow and thermal fields 

accurately, the intermediate grid is selected for the production of the presented results.  
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Fig. 3.39 Local refinement of the computational grid in the vicinity of the “jet” injection and the specially 

defined internal sub-domains. 

 

 
 

Fig. 3.40 Vertical profiles of the axial velocity at the plane of the jet axis (X
*
=2.5) downstream of the cooling 

holes (Z
*
=-10.63). 

 

3.4.4.4 Flow field  

 

Twelve cases were examined in total regarding the hybrid VW configuration with the main 

objective being the identification of the combination of geometrical layout and flow conditions that 

provides the maximum heat transfer enhancement in the first heat sink-section. The different cases 

investigated for the two jet configurations are summarized in Table 3.3. 
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Table 3.3 Cases examined regarding the hybrid VW configuration (where in the last column the subscripts „j1‟, 

„j2‟ refer to the single and dual-jet configurations, respectively). 

Case BR Number of jets Jet profile Ar Abbreviation 

1 3.5 1 Uniform 0 FCj1 

2 5.5 1 Uniform 0 FCj1 

3 7.5 1 Uniform 0 FCj1 

4 7.5 1 Fully Developed 0 FC-FDj1 

5 7.5 1 Uniform 1.32 MCj1 

6 7.5 1 Fully Developed 1.32 MC-FDj1 

7 3.5 2 Uniform 0 FCj2 

8 5.5 2 Uniform 0 FCj2 

9 7.5 2 Uniform 0 FCj2 

10 7.5 2 Fully Developed 0 FC-FDj2 

11 7.5 2 Uniform 1.32 MCj2 

12 7.5 2 Fully Developed 1.32 MC-FDj2 

 

 

High jet penetration is of vital importance for the cooling effectiveness of the configuration, as the 

cold jet fluid must approach as close as possible the heated bottom wall. Figs. 3.41-3.42 depict the 

interaction of the jet with the parallel flow through contour plots of the velocity magnitude. In 

reference to the single-jet configuration (Fig. 3.41), for BR=3.5 (Fig. 3.41a) the jet is almost 

immediately drifted away by the cross-flow and does not seem to have a considerable impact on the 

bottom boundary layer region. The jet of higher momentum, on the other hand, reaches the channel 

bottom wall and tends to reduce the thickness of the boundary layer, as depicted in Fig. 3.41b. It must 

be noted that even for the highest blowing ratio, BR=7.5, the jet central axis is considerably bent by 

the cross flow and the jet reaches the bottom wall approximately three hydraulic diameters 

downstream of the cooling hole.   
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Fig. 3.41 Velocity magnitude contour plots at the channel vertical symmetry plane of the single-jet 

configuration: (a) BR=3.5 and (b) BR=7.5. 

 

The velocity contours of Fig. 3.42 depict a higher jet penetration in the cases of dual-jets compared 

to the single jet configuration.  Especially in the case of the high blowing ratio (Fig. 3.42b), the jet is 

observed to impinge on the bottom wall and subsequently ascend toward the channel mid-height. The 

higher jet penetration in the dual-jet configuration, despite the blowing ratio being equal in both single 

and dual-jet cases, is attributed to the velocity distribution of the cross-flow in conjunction with the 

location of the jet inlet holes. In the single-jet configuration, the cooling hole is located at the channel 

mid-width, where the axial velocity obtains its maximum value and thus has an appreciable impact on 

the streamwise evolution of the jet trajectory. The locations of jet submersion in the dual-jet 

configuration are close to the channel sidewalls, where the parallel flow velocity is lower due to the 

parabolic form of the horizontal profile. The lower cross-flow momentum is hence allowing the jets to 

achieve higher penetration in comparison to the single-jet case. The higher cross-flow velocity at the 

plane of the jet axis in the single-jet configuration is clearly illustrated if Fig. 3.41 and Fig. 3.42 are 

compared. 

 

 



Chapter 3. Cooling devices appropriate for CPVT systems 

 

3.67 

 

 

 
 
Fig. 3.42 Velocity magnitude contour plots at the channel vertical symmetry plane of the dual-jet configuration: 

(a) BR=3.5 and (b) BR=7.5. 

 

The extent of jet penetration in each case can be better perceived by plotting the jet trajectory, 

which is defined as the streamline passing through the center of the jet inlet and lying on the channel 

longitudinal central plane [3.115]. Figs. 3.43a-b present the jet trajectories for the various flow 

conditions in the single and dual-jet configurations, respectively. In the single-jet configuration, as 

shown in Fig. 3.43a, the jet in all cases with uniform inlet-velocity profile achieves a maximum 

penetration and consequently ascends slightly prior to a new submersion to the channel lower part. 

Especially for BR=7.5, the trajectory is maintained below Y*=0.2 for the largest part of the heat-sink 

first section. Flow impingement on the bottom surface may also be observed, present only in the cases 

of fully-developed jet inlet velocity, whereby the jet is subsequently deflected toward the channel mid-

height. Fig. 3.43b confirms that the jet penetration is generally deeper and the subsequent rise higher 

in the dual-jet configuration. The jet reaches the bottom wall for BR=7.5 regardless of the jet inlet 

profile, while the jet impingement is more severe in the cases of fully-developed profile. In the latter 

case, the jet impinges almost vertically onto the channel bottom wall and is subsequently deflected 

toward the channel upper part. It must be noted that the jet trajectory is fully three dimensional in the 

cases where flow impingement occurs and so the trajectory presented in Figs. 3.43a-b is the projection 

of the actual trajectory on the plane of the jet axis. 
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Fig 3.43 Jet trajectory along the streamwise direction: (a) Single (j1 cases) and (b) dual-jet (j2 cases) 

configuration.  

 

The flow topology emerging within the heat-sink first section due to the interaction of the jets with 

the parallel cross-flow is of considerable complexity and a number of vortical structures can be 

identified. Figs. 3.44 and 3.45 illustrate the secondary flow pattern in the hybrid VW configurations 

through contour plots of the streamwise vorticity component ωz. In regard to the single jet 

configuration (Fig. 3.44), a pair of counter-rotating vortices is clearly discernible on either side of the 

cooling hole, which is identified as the CVP structure associated with JICF. The inset of Fig. 3.44, 

which depicts vorticity iso-surfaces, reveals that two symmetrical elongated vortical structures connect 

the CVP to the channel upper wall. It was established through additional contour plots not shown for 

brevity that these structures are in fact the two legs of the characteristic horseshoe vortex, which 

detach from the upper wall downstream of the cooling hole and merge with the CVP. An additional 

observation is that, although the secondary flow pattern is symmetrical for BR=5.5, breakdown of 

symmetry is evident for BR=7.5, as the left vortex (colored in red) is of increased sized compared to 

the right one (colored in blue). The asymmetrical topology is estimated to arise due to the flow 

confinement caused by the channel sidewalls. As the blowing ratio and thus the size of the CVP 

increases, the interaction of the two vortices becomes more intense and the left gains in size to the 

detriment of the right one. 
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Fig. 3.44 ωz-vorticity contour plots in the vicinity of the cooling hole (single-jet configuration): (a) BR=5.5 and 

(b) BR=7.5. Inset: ωz-vorticity iso-surfaces (|ωz|=50s
-1

). 

 

As shown in Fig. 3.45, the placement of the cooling holes close to the sidewalls in the dual-jet 

configuration gives rise to four coherent vortical structures. The lower vortex-pair of increased 

magnitude depicted in Figs. 3.45a-b corresponds to a vortex of each CVP that sets in downstream of 

each cooling hole. The coherence of the respective symmetrical vortices is destroyed due to the 

presence of the sidewalls. The vortex pair in the vicinity of the upper wall is in fact an after-effect of 

the two horseshoe vortices that form near the upper wall. As was mentioned in the discussion 

regarding the previous figure, the legs of the horseshoe vortices appear elongated in shape along the 
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dimension of the channel height. The outer legs close to the sidewalls decay shortly after their onset, 

while the inner legs constantly stretch toward the channel bottom wall until each of them eventually 

breaks up to two separate vortical structures. A vortical structure of elongated shape that connects each 

upper vortex to the respective lower one can be clearly discerned at the contour plot at Z*=-12.63 of 

Fig. 3.45a. Furthermore, the connection between each upper and lower vortex is elucidated by the 

vorticity iso-surfaces presented as insets in Fig. 3.45.The detached upper structures form the vortices 

close to the top wall evident in the contour plots, while the lower pair merges with the respective 

vortices that constitute the counter-rotating vortex pair. The vortical structures decrease in magnitude 

at further downstream locations yet increase in size due to viscous diffusion.  

 

 
 

 
 
Fig. 3.45 ωz-vorticity contour plots in the vicinity of the cooling hole (dual-jet configuration): (a) BR=5.5 and 

(b) BR=7.5. Inset: ωz-vorticity iso-surfaces (|ωz|=50s
-1

). 
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For the highest value of the blowing ratio (BR=7.5), an asymmetrical secondary-flow pattern is 

clearly evident in Fig. 3.45b. As can be seen from the ωz-vorticity iso-surfaces, the right vortex drifts 

along the parallel flow direction in an oblique trajectory. The breakdown of symmetry is attributed to 

the interaction of the vortices that form at the lower part of the channel after the jet impingement on 

the bottom wall. The stream lines originating from the two cooling holes depicted in Fig. 3.46 

elucidate that the two flow streams first interact with one another right after their impingement on the 

bottom channel wall. The subsequent whirling motion obtained by the fluid exhibits a different 

topology between the two streamline bundles. It is also interesting to notice that a number of 

streamlines originating from the right jet inlet hole are entrained toward the left second-section 

channel. In general, it was established that the jet interaction increases the complexity of the flow 

field, regardless of the prevailing flow conditions (forced or mixed convection), which do not have an 

appreciable effect on the evolution of the various vortical structures. Hence, the temperature field 

arising in the two configurations is also expected to exhibit different distinctive features.    
 

 

 
Fig. 3.46 Velocity streamlines originating from the two jet inlet holes (BR=7.5, FCj2). 

 

3.4.4.5 Temperature field and heat transfer  

 

As heat transfer is primarily taking place in the bottom channel wall, the effect of the jets on the 

cooling effectiveness of the device is expected to be more considerable if the injected cold fluid 

remains in the vicinity of the heated surface for an extensive part of the first heat-sink section. Fig. 

3.47 refers to the single jet configuration and presents temperature contour plots at three axial 

locations downstream of the cooling hole  for BR=7.5. An initial observation is that the emerging 

temperature fields for forced (Fig 3.47a) and mixed-convection conditions (Fig. 3.47b) exhibit similar 

topology with a substantial cold-fluid core in both cases. Yet the asymmetry in the temperature 

profiles is more pronounced for mixed-convection conditions, e.g. in the temperature profile at Z*=-

6.63 (Fig. 3.47b) a region of warm fluid is evident at the upper left part of the channel due to the 

buoyancy induced recirculation,  while the cold fluid core is clearly shifted to the channel right-hand 
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side. The development of the bottom boundary layer is disrupted in both cases, as made evident by 

comparing its thickness at Z*=-12.63 and Z*=-9.63 in both Figs. 3.47a and 3.47b. However, in the 

mixed-convection case more significant thermal mixing between core and boundary-layer fluid takes 

place as is illustrated by the plot at Z=-6.63 of Fig. 3.47b. Furthermore, the wall temperature is lower 

in the mixed-convection case. It should be reminded that the temperature values were non-

dimensionalized using the imposed value of the heat flux at the heat sink bottom surface and thus the 

results presented can be compared in a straightforward manner. 

 

 
 

 
 

Fig. 3.47 Temperature contour plots at axial locations downstream of the cooling hole for the single-jet 

configuration (BR=7.5): (a) Forced convection (Ar1=0.00) and (b) mixed convection conditions (Ar1=1.32). 

 

In correspondence to Fig. 3.47, Fig 3.48 illustrates the development of the temperature field in the 

first-section of the dual-jet configuration. The strong interaction of the jets with the boundary-layer 
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fluid has as a result the drift of warm fluid toward the channel core, as depicted at the contour plots at 

Z*=-12.63 of both Figs. 3.48a-b. The two jets impinge on the bottom wall and consequently entrain 

fluid along their trajectory. The distinctive form of the temperature profile at the mid-lower part of the 

channel is also indicative of the mutual interaction of the lower vortices.  Two additional isolated 

regions of warm fluid can be discerned in the vicinity of the upper wall due to the action of the 

additional vortex pair (see Fig. 3.45). Further downstream of the cooling holes thermal mixing occurs 

between the warm fluid of the isolated regions and the core fluid, with the thermal mixing being more 

intense for the mixed convection case; yet the bottom wall boundary layers appear to be of greater 

thickness in comparison to the respective single-jet cases. 

 

 
 

 
 
Fig. 3.48 Temperature contour plots at axial locations downstream of the cooling holes for the dual-jet 

configuration (BR=7.5): (a) Forced-convection (Ar1=0.00) and (b) mixed-convection conditions (Ar1=1.32). 
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Fig. 3.49 depicts the average wall temperature distribution at the first heat–sink section for the 

single (Fig. 3.49a) and dual-jet (Fig. 3.49b) hybrid configurations. The respective distribution for 

purely parallel flow under forced and mixed-convection conditions is also depicted for comparison.  In 

reference to forced-convection conditions, the incorporation of jets always leads to decrease of the 

wall average and maximum temperature, even in the case of the smallest blowing ratio considered. 

However the rate of temperature mitigation decreases as the blowing ratio increases. Especially for 

BR=7.5, the wall maximum temperature remains approximately the same regardless of the jet inlet-

velocity profile, although the jets with a fully-developed inlet profile cause a larger temperature 

decrease at the axial location (Z*≈-14) where they impinge onto the bottom wall. This trend, which is 

common for both configurations as shown in Figs. 3.49a-b, is justified by the fact that as the blowing 

ratio increases, the jets detach from the bottom wall toward the channel core after their impingent and 

thus fail to offer further enhancement of heat transfer at downstream locations. 

In terms of hotspot temperature mitigation, the effect of the jets is less pronounced in mixed-

convection conditions. For BR=7.5, the maximum wall temperature is slightly decreased in 

comparison to purely parallel flow in the single-jet configuration, while it is actually slightly increased 

in the dual-jet configuration. Nevertheless, the average wall temperature is decreased in both cases 

owing to the considerably lower temperature values at the wall region under the direct influence of the 

jets. The reduced heat-transfer enhancement at the channel part further downstream of the cooling 

holes must be attributed to a counteracting effect between the jet and the buoyancy-induced secondary 

flows. As was indicated by Fig. 3.48b, where temperature stratification is absent, the emergence of the 

jet-induced vortices disturbs the coherence of the buoyancy-induced longitudinal rolls, whose action 

has been also proven beneficial to heat transfer. 

 

  
 
Figure 3.49 Distribution of the average wall temperature at the first section of the VW-JICF heat sink: (a) single 

(j1 cases) and (b) dual-jet configuration (j2 cases).  

 

To summarize, concerning the best performing, i.e. single-jet, configuration, the injection of a jet 

with blowing ratio of 7.5 under forced-convection conditions reduces the temperature difference 

between both the average and maximum wall temperature at the heat-sink first section and the fluid 

inlet temperature by the same percentage, approximately equal to 31%, compared to parallel flow. The 

respective temperature reductions in regard to mixed convection conditions were found equal to 16.4% 
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and 7.2% referring to the average and maximum wall temperature, respectively. It can be therefore 

deduced that the incorporation of cold fluid injection enhances the thermal performance of the VW 

device, with the enhancement being more pronounced for forced convection conditions.  

Fig. 3.50 presents the average Nusselt number distribution at the first section of the hybrid 

configurations. It is evident that the Nusselt number obtains peak values at approximately Z=-15, 

where the jets enter the channel. In the single-jet configuration (Fig. 3.50a), the Nusselt number 

increase is clearly steeper for the jets with fully-developed inlet profile, as flow impingement occurs 

only in these cases. Downstream of the jet submersion location, the Nusselt number decreases 

asymptotically up to the channel region where the influence of the geometry contraction becomes 

significant. A close look at the channel region downstream of Z*=-5 reveals that the highest Nusselt 

numbers are achieved for BR=7.5 under mixed-convection conditions, justifying by this way the larger 

hotspot temperature mitigation for these cases, as shown in Fig. 3.49. It is interesting to notice that 

although the maximum Nusselt number values are obtained in the cases of impinging flow, the 

subsequent values obtained further downstream decrease rapidly. This trend is followed in both 

configurations and verifies the general remark that imping flow offers high heat transfer enhancement, 

yet in a localized manner. In any case, the Nusselt number values obtained downstream of the jets 

submersion are higher than those obtained for purely parallel flow under the same conditions.  

 

  
 
Figure 3.50 Distribution of the circumferentially averaged Nusselt number at the first section of the VW-JICF 

heat sink: (a) single and (b) dual-jet configuration. 

  

3.5 Tube-on-plate configuration with serpentine tube 

 

In this section, a largely different concept of a cooling device is investigated, based on curved 

tubes. In the field of thermal engineering, such tubes are widely used, incorporated in heat exchanging 

devices and cooling configurations, as they offer increased heat transfer area per unit volume of the 

device. In addition, the effect of the centrifugal force on the flow due to the tube curvature induces a 

characteristic secondary flow, which promotes thermal mixing. Thus, the incorporation of curved 

tubes into heat exchanging applications can be regarded as a passive heat transfer enhancement 

technique [3.68]. The main features of the hydrodynamic and thermal behavior of fluid flow inside a 

number of coiled and horizontal curved-tube configurations widely used in industrial processes are 
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summarized in the comprehensive review articles of Vashisth et al. [3.119] and Naphon and 

Wongwises [3.120]. Apart from the traditional heat exchangers, curved tubes also find application in 

geothermal heat pumps. Referring to a borehole heat pump, Kobayashi et al. [3.121] numerically 

investigated the time dependent heat transfer in various serpentine tube configurations embedded in a 

conductive solid.  The numerical results showed that serpentine tubes exhibit superior thermal 

performance in comparison to simple U-shaped tubes and, in addition, it is beneficial in terms of heat 

transfer fot the conductive solid surrounding the tubes to have a large overall length to overall width 

ratio. Finally, the authors derived a relation for the optimal tube spacing. 

Flow in curved tubes has been extensively investigated with the main focus on illustrating the 

effect of the centrifugal force on the flow field development and identifying the topology of the 

emerging secondary flow pattern. A thorough outline of the basic characteristics of flow in curved 

tubes can be found in [3.122]. It has been well established that the secondary flow is manifested 

through a pair of counter rotating vortices having their axes parallel to the main flow. The prime 

mechanism responsible for the emergence of the vortex pair is the interaction between the centrifugal 

force and the induced pressure gradient on the tube cross section [3.122, 3.123]. The experimental 

investigation of Fairbank and So [3.124] focused on the effect of a 180o bend on the upstream and 

downstream straight tube sections. The authors considered laminar flow and through the axial velocity 

distributions obtained it was demonstrated that the effect of the bend on the axial velocity distribution 

is more significant in the downstream section, where the velocity profiles appeared distorted for a 

distance up to seventeen tube diameters. Sugiyama and Hitomi [3.125] used a Reynolds stress model 

to predict turbulent flow in a tube with an 180o bend. They presented illustrative results regarding the 

flow field and the secondary flow intensity in the curved as well as the straight downstream section of 

the tube. In addition, the produced cross-sectional contour plots of the Reynolds stresses and their 

entire set of predicted results were compared against available experimental data. 

However, the distinct features of the secondary-flow pattern on the tube cross section are strongly 

dependent on a similarity parameter that fully governs the flow inside curved ducts, namely the Dean 

number. Different systems of vortical structures may possibly develop depending on the value of the 

Dean number, as critical values exist that lead to dual solutions for the flow field. Dennis and Ng 

[3.126] numerically investigated the two-dimensional steady laminar flow in a slightly curved tube for 

the Dean number range of 96-5000. Above a critical value of De=956, they were able to obtain dual 

solutions that led to either a single or two pairs of symmetrical vortices on cross stream planes. The 

authors identified these vortices as being of the Taylor-Goertler type. The critical value of the Dean 

number (De =956) for the onset of a four vortex solution was also confirmed by the numerical study of 

Yanase et al. [3.127]. In the same study, the authors also conducted a linear stability analysis and 

concluded that the two-vortex solution is stable in response to both symmetrical and asymmetrical, 

with respect to the tube horizontal mid-plane, flow perturbations. On the other hand, the four-vortex 

solution was found to be conditionally unstable to all perturbations. Besides, it was stated that the 

four-vortex system could possibly appear at lower Dean number values, provided that the secondary 

flow is not fully developed, namely that the secondary flow topology does not remain invariant 

throughout the entire curved tube. Di Piazza and Ciofalo [3.128] considered the flow in two closed 

toroidal tubes of different curvature and characterized the regimes of flow transition from stationary to 

chaotic (turbulent) flow using direct numerical simulation. For Reynolds number values greater than 

the designated critical ones for each curvature, two distinct traveling waves were detected to emerge in 
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the torus. The first of these affected primarily the Dean vortices, while the second one manifested 

itself as an array of oblique vortices in the vicinity of the Dean vortex region. Cheng and Yuen [3.129] 

performed a flow visualization study in a 180o bent tube using smoke injection for fully developed 

laminar flow. Their observations revealed the existence of an additional pair of counter-rotating 

vortices in the vicinity of the outer wall for Dean numbers greater than 100. The authors attributed the 

emergence of the additional vortex pair to the centrifugal instability induced by the tube curvature. 

Furthermore, the authors showed that for Dean number equal to 200 and 370 two- or four-vortex 

systems are possible to emerge depending on the perturbation of the main flow.    

Olson and Snyder [3.130] experimentally proved that the mean axial vorticity in a curved tube 

initially increases to a maximum value and then decreases asymptotically. They also observed a four-

vortex system for De=510 and they adopted the explanation for the onset of the additional vortex pair 

provided by Rowe [3.131]. In the experimental investigation conducted by Rowe [3.131], the 

existence of the additional pair of vortices was attributed to the interaction of the vortex filaments in 

the vicinity of the inner wall leading to an additional vortex roll-up, which is consequently pushed 

toward the outer wall by the secondary flow. After reviewing the research that has been conducted 

regarding the flow in weakly curved tubes, Siggers and Waters [3.132] came to the conclusion that the 

number of branches of the solution that may be inferred from the findings in the open literature is five. 

An initial branch of the solution appears even for creeping flows (De<<1), while solution bifurcations 

leading to dual solutions occur at De=956 and De=2494, respectively. The initial branch is manifested 

through a two-vortex system, while all other branches through four-vortex systems. The above 

mentioned authors, in their numerical investigation regarding tubes of finite curvature, also observed 

the dual solution, of two- and four-vortex systems respectively, appearing at De=2500. However, it 

must be noted that the critical Dean number values for flow bifurcation reported in theoretical studies 

are considerably higher than the values for which four vortex systems have been actually observed in 

experiments [3.129, 3.130]. Besides, according to the theoretical study of Yang and Ye [3.133], a 

branch of solutions leading to asymmetric recirculation pattern does also exist for Dean numbers 

exceeding a critical value equal to 12734.   

There is also a number of studies that focus on the heat transfer characteristics for flow inside 

curved tubes. Mori and Nakayama [3.134, 3.135] theoretically and experimentally investigated heat 

transfer in a toroidal geometry under uniform heat flux conditions both in the laminar and the turbulent 

flow regime. They managed to obtain theoretical predictions that correlate the fully developed overall 

Nusselt number to the Dean and Prandtl numbers. Subsequently, they verified these correlations 

through an experimental investigation of air flow inside a toroidal tube. Jayanti et al. [3.136] 

numerically simulated the flow and heat transfer inside a curved tube of constant pitch (helical coil) by 

applying a spatially varying centrifugal force on the flow inside a straight tube. Their results illustrate 

the basic features of the flow and temperature fields under a wide range of heating conditions, both in 

laminar and turbulent flow.  

Kalb and Seader [3.137] conducted a theoretical investigation on the fully developed heat transfer 

in curved circular tubes under the boundary condition of axially constant heat flux with 

circumferentially constant temperature. Their results revealed that the local Nusselt number at the tube 

outer wall always obtains larger values than the one at the inner wall and the value of their ratio 

increases with the Dean number. Furthermore, they managed to obtain correlations for the fully 

developed Nusselt number as a function of the Dean and Prandtl numbers for Dean numbers less than 
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1200. Besides, the numerical results of Tarbell and Samuels [3.138] referring to Dean numbers of up 

to 453 showed that the circumferentially averaged local Nusselt number exhibits oscillations as a 

function of the local Graetz number for moderate Prandtl numbers and under the condition of constant 

wall temperature. The effect of temperature-dependent viscosity on heat transfer, regarding laminar 

forced convection in a curved tube was numerically investigated by Andrade and Zaparoli [3.139]. It 

was reported that the overall Nusselt number values attained were slightly higher in comparison to a 

fluid of constant properties under the condition of constant wall heating. Di Liberto and Ciofalo 

[3.140] investigated turbulent heat transfer in curved tubes at Reynolds numbers in the range 12630-

17530 using direct numerical simulation. They presented results regarding both the time-averaged and 

instantaneous velocity and temperature fields. Through their results, it was established that the 

temperature fluctuations and the turbulent heat flux obtained maximum values in the vicinity of the 

outer wall, where secondary flow impingement occurs. In addition, it was illustrated that the enhanced 

heat transfer observed in curved tubes is not related to turbulence, as the turbulence levels were in fact 

reduced in comparison to a straight pipe. 

 Ohadi and Sparrow [3.141] took advantage of the heat and mass transfer analogy and, through the 

use of the naphthalene sublimation technique, produced experimental values for the Sherwood number 

characterizing turbulent flow downstream of an 180o bent. The most interesting finding of the study 

was that the Sherwood number distribution, for Reynolds numbers having values less than 15000, 

presented an initial undershoot in the straight tube section downstream of the bent and subsequently 

redeveloped to a constant value. The undershoot was completely absent for Reynolds number values 

higher than 24000. The authors attributed this heat transfer reduction to flow relaminarization 

occurring at that region. The assumption of flow relaminarization has been confirmed by Noorani et 

al. [3.142] who performed direct numerical simulations of the turbulent flow in bent tube 

configurations. Partial relaminarization at the inner part of the tube was observed for Reynolds number 

equal to 11700 and curvature to tube radii ratio equal to 0.1. It was furthermore reported that the flow 

tendency to relaminarization becomes stronger as the curvature to tube radii ratio increases.  In 

addition, the effects of buoyancy forces on the secondary flow topology and heat transfer have also 

been looked at by a few researchers [3.143-3.145]. Finally, from the second-law-of-thermodynamics 

point of view, Bahiraei et al. [3.146] analytically investigated laminar forced convection in a helically 

coiled tube. They obtained correlations for predicting the Dean number that leads to minimum entropy 

generation, as a function of the geometrical parameters and heat transfer conditions. By resolving the 

total exergy destruction to avoidable and unavoidable parts, they designated the potential of 

improvement of configurations having fixed operating parameters. 

The turbulent flow and conjugate heat transfer inside a tube-on-plate heat-sink design is 

investigated in this paragraph. The heat sink incorporates a serpentine tube with 180o bends (U-turns) 

thermally bonded to a conductive substrate (see Fig. 3.2). The flow phenomena emerging inside the 

tubes are identified and their effect on heat transfer is analyzed. The effect of the tubing embedment 

depth on heat transfer is also studied. It must be noted that in such a configuration, the conjugate heat 

transfer effects, allowing for the various parallel branches of the tubes to thermally interact with one 

another in the lateral direction, give rise to a heat transfer problem fundamentally different than that of 

the aforementioned studies in the literature which considered the bent tube alone. 
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3.5.1 Geometry and computational domain 

 

The tube-on-plate heat-sink design under investigation comprises a copper (kcu=408 W/mK) 

serpentine tube thermally bonded to a rectangular aluminum (kal=237 W/mK) substrate bearing parallel 

grooves. The concept of the design is based on a commercially available “cold plate” cooling 

configuration [3.147]. The serpentine tubing forces the cooling fluid inside it to divert its course by 

180o, in order to pass multiple times through the solid substrate. It must be noted that the straight parts 

of the tube are partially imbedded in the substrate, whereas the curved bends lay outside of the plate 

area, as depicted in Fig. 3.2. Two variations of this type of heat-sink design are addressed in the 

present analysis having two (Fig. 3.2a) and four (Fig. 3.2b) equidistant straight tube segments on the 

substrate respectively (from now on called “two-pass” or 2P and “four-pass” or 4P configurations). 

The tube cross section is maintained the same for both configurations and thus the transversal distance 

between consecutive passages is smaller for the four-pass heat sink. The same applies to the radius of 

curvature of the bend. 

The entire heat sink configuration was included in the computational domain due to the lack of 

symmetry. The computational domain consists of two solid and one fluid sub-domains corresponding 

to the substrate, the tubing and to the cooling fluid, respectively. Pure forced convection conditions 

occur within the serpentine tubing as the Archimedes number for the prevailing flow and heating 

conditions is in the order of 10-2. Since here, unlike the case of the plate-fin heat sink type analyzed 

earlier, the overall flow rate, which is the same, is not distributed into many channels but remains 

within a single tube, the flow is characterized by a much higher Reynolds number and lies within the 

turbulent regime. Therefore, the set of governing equations (3.4), (3.8)-(3.10) along with the boundary 

conditions (3.12)-(3.20) were solved on the computational domain, using the Shear Stress Transport k-

ω model for the calculation of the Reynolds stresses and the turbulent heat flux. A convergence 

criterion of 10-6 was set for the root mean square (RMS) mass, momentum and energy residuals, as 

well as for the turbulent kinetic energy and the turbulent frequency. Due to the specific layout of the 

serpentine tubing and the additional solid domain, the imposed boundary conditions, although 

qualitatively similar to Eqs. (3.12)-(3.20), are also summarized in Table 3.4. 

 
Table 3.4 Imposed boundary conditions for the tube-on-plate configurations. 
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3.5.2 Validation of the numerical model 

 

In order to verify that the formulated numerical model can adequately predict the effect of the 

centrifugal force on a curved-tube flow, numerical results were produced and compared against 

published data regarding flow in curved pipes [3.123, 3.124]. Patankar et al. [3.123] predicted the 

turbulent flow in a curved tube having a ratio of the tube radius R to the radius of curvature Rc equal to 

0.025 using the standard k-ε turbulence model. The horizontal and vertical fully developed velocity 

profiles published in [3.123] for Reynolds number equal to 25000 are compared with the respective 

ones calculated in the present study using the SST k-ω model (Fig. 3.51). As can be seen, the 

predictions of the two models are in good agreement and the velocity overshoots are captured in both 

planes. 

 

 

 
Fig. 3.51 Comparison of the fully developed velocity profiles calculated in the present study against those 

available in Ref. [3.123] for turbulent flow at Re=25000. 

 

 Fairbank and So [3.124] obtained experimental velocity profiles at the horizontal symmetry plane 

of two U-shaped tubes characterized by different R/Rc ratios equal to 0.08 and 0.30, respectively. The 

Reynolds number was maintained the same in both cases and equal to 400, while the Dean number 

was equal to 110 and 220, respectively. The comparison between the present numerical results, which 

were produced using a computational domain similar to the experimental setup described in [3.124], 

and the experimental data is shown Fig. 3.52, where the velocity profiles at two dimensionless 

positions s/2a downstream of the bend and equal to 0.5 and 5.0 are compared. Good agreement is 

established with the root mean square deviation not exceeding 3%, while the uncertainty in the 

experimental velocity values being 2.5%. The shift of the maximum velocity toward the outer wall is 

also well captured.  
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Fig. 3.52 Validation of the numerical code with the experimental results of Ref. [3.124] for two bent tubes 

(R/Rc=0.08, 0.30) in laminar flow with Re=400. Horizontal velocity profiles at two locations downstream of the 

bend: (a), (b) s/2R=0.5 and (c), (d) s/2R=5.0. 

 

3.5.3 Grid independence study 

 

The computational domains for both cooling configurations were discretized using unstructured 

grids of hexahedral elements (Fig. 3.53). The grids had a non-uniform arrangement along the flow 

direction, as a fine grid was used along the curved sections of the domain (Fig. 3.53a), in order to fully 

capture the topology of the expected secondary flow. In addition, the grid nodes were closely 

positioned in the fluid cross section adjacent to the solid wall (Fig. 3.53b), in order to capture the steep 

gradients in the boundary layer region. A grid independence study was conducted in order to verify 

that the produced computational results remained unaffected from the grid density. For this reason, the 

4P configuration was selected and simulations were performed using three grids of increasing density, 

namely of 1.2, 2.6 and 4.0 x 106 elements, respectively.   
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Figure 3.53 Computational grid used for the simulations (4P configuration): (a) detail view of the bends area 

and (b) sectional view.  

 

The cooling fluid pressure drop through the configuration, the substrate maximum temperature and 

the overall Nusselt number were considered as adequate quantities in order to ensure the grid 

independency of the solution. As it is evident from the values of Table 3.5, the computational grid 

consisting of 2.6 x 106 elements is suitable for the production of the numerical results, as a further grid 

refinement to 4.0 x 106 elements causes all the monitored quantities to deviate by less than 1%. 

Subsequently, the computational domain for the 2P configuration was discretized using elements of 

the same dimensions and topology, as those comprising the selected grid for the 4P configuration, and 

the final grid consisted of 2.2106 elements.    
 

Table 3.5 Grid independence study for the tube-on-plate configuration. 

Grid Coarse Intermediate Fine 

Elements 1.2410
6
 2.6110

6
 4.0610

6
 

Pressure drop [Pa] 1804.75 1835.50 1847.05 

Tmax [Κ] 309.68 309.62 309.60 

Nu [-] 50.12 50.88 51.35 

 

3.5.4 Flow Field 

 

The flow inside the tubing of both configurations is characterized by the same Reynolds number 

equal to 5124, corresponding to a flow rate of 30 mL/s. However, the Dean number, which accounts 
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for the effect of the centrifugal force, varies due to the different ratio of the tube radius to the bend 

curvature radius δ, obtaining the values of 2763 and 3867 for the 2P and 4P configurations 

respectively. Figs. 3.54a-b present non-dimensional axial velocity profiles (i.e. normal to the cross 

stream plane) at the horizontal symmetry plane of the tube for several streamwise positions 

downstream of the bend for the 2P and 4P configurations. Especially regarding the 4P configuration 

(Fig. 3.54b), the streamwise positions refer to the straight tube section downstream of the first bend 

encountered by the flow. As can be seen, the velocity profile appears distorted downstream of the bend 

for both configurations; the maximum velocity location is shifted toward the outer wall, with the 

maximum velocity being higher for the higher Dean number configuration (4P configuration). 

However, the velocity profiles at Z*=58.53 and Z*=56.53 for the 4P configuration exhibit off the wall 

minimum velocity and thus a second peak of the velocity value in the vicinity of the inner wall, a 

feature not present in the 2P configuration. The velocity minimum and thus this velocity peak for the 

4P configuration is due to a strong recirculation zone which develops (as the result of the higher Dean 

number) and draws high-velocity fluid from the tube core toward the inner wall. In addition, the 

velocity profiles at Z*=28.53, a location slightly downstream of the straight-section mid-length, appear 

almost fully developed and therefore it is obvious that the flow is recovering to a development state in 

the straight section of the tubes. Thus, with regard to the 4P configuration, the flow upstream of each 

bend has developed fully after recovering from the effects of the preceding bend and identical flow 

phenomena repeat themselves in each curved section and downstream of it.  

Figs. 3.54c-d illustrate some three-dimensional features of the developing flow field within the 

bends of the 2P (Fig. 3.54c) and 4P (Fig. 3.54d) configurations through streamlines. It must be noted 

that streamlines have been drawn only for the upper half of the tube cross-section as the flow field is 

symmetric about the horizontal plane. It is evident that a secondary flow pattern develops in both 

configurations, as the streamlines exhibit a whirling trajectory in both figures. Two bundles of 

streamlines have been highlighted with different colors, in order to point out the two distinct vortical 

structures that set in at the bend region. Black lines reproduce an extensive vortical cell that occupies 

the entire tube half cross section, while red lines reproduce a more localized cell in the vicinity of the 

inner wall. Regarding the 4P configuration (Fig. 3.54d), a horizontal recirculation bubble due to axial 

flow separation is also visible.  
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Fig. 3.54 Non-dimensional axial velocity profiles at the tube horizontal symmetry plane downstream of the bend: 

(a) 2P and (b) 4P configuration. Three dimensional streamlines at the area of the bends: (c) 2P and (d) 4P 

configuration. 

 

Fig. 3.55 depicts the distribution of the non-dimensional wall shear stress at the intersections of the 

horizontal symmetry plane with the tube wall as a function of the non-dimensional “unwound” 

coordinate S*, This is obtained from an s coordinate, which describes the full flow path, encompassing 

the curved section of the tube as well as the upstream and downstream straight ones. Consequently, the 

S* coordinate obtains a slightly larger value for the outer wall due to the larger radius of curvature of 

the outer curved section. Regarding the 4P configuration, it must be noted that the wall shear stress 

values are plotted only for the two first passages, as the same behavior is expected to be repeated in 

the following two. Upstream of the bend, after an initial adjustment due to the uniform inlet velocity, 

the shear stress value remains constant and identical for both inner and outer walls in both 

configurations. In the curved section, the two walls are differentiated as the shear stress exhibits more 

rapid changes at the inner wall of both configurations (Fig. 3.55a-b). A characteristic change of the 

shear stress sign is observed in the distribution of the inner wall in both graphs, a clear indication of 

flow separation. It is interesting to notice that flow separation also occurs at the outer wall of the 4P 

configuration (Fig. 3.55b); however, it is of negligible magnitude and the shear stress regains positive 

values almost immediately. Indeed, as depicted on the inset of each graph a recirculation bubble 

develops on the horizontal (XZ) plane in the vicinity of the inner wall for both configurations. The 

insets depict contours of the tangential to the wall velocity in a local coordinate system, so that 

negative values indicate flow recirculation. The recirculation bubble is located at the downstream 

straight section in the 2P design ((S*=64.3-65.7, Fig. 3.55a), whereas a close look at the contours 

regarding the 4P design (Fig. 3.55b) reveals that, in fact, two connected bubbles exist having their 

centers at the straight section adjacent to the curve and slightly downstream of the inner curve apex 

respectively (S*=61.0-63.0). Besides, it is interesting to notice that the distributions of the inner and 

the outer wall in the straight section downstream of the bend are not identical, as in the upstream 

section. The inner-wall distribution of the 4P configuration exhibits a local minimum approximately at 

S*=71, which could suggest a significant change in the flow conditions. However, the two lines 

coincide to a common value further downstream.  
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Fig. 3.55 Wall shear stress distribution at the wall on the tube horizontal symmetry plane: (a) 2P and (b) 4P 

configuration. 

 

Fig. 3.56 illustrates clearly the sequence of the creation of the vortical structures that set in in the 

curved section of the tube through vorticity projection plots at several cross-stream planes along the 

curved (0 < φ < 180) as well as the downstream straight tube section. At φ=60ο, a pair of Dean 

vortices having their centers shifted toward the inner wall is already evident in both configurations 

(Figs. 3.56a and 3.56b). The vortices have opposite vorticity sign with regard to the wall vorticity at 

the respective locations. In fact, the vertical distance between these locations of concentrated wall 

vorticity appears to be smaller in the 4P configuration.  In addition, a second pair of vortices can be 

clearly seen at φ=90ο for the 2P configuration (Fig. 3.56a) but less developed for the four pass 

configuration which however is clearly seen at φ=120ο (Fig. 3.56b). It seems that the development of 

the secondary flow pattern is affected by the Dean number and the additional vortices emerge further 

downstream along the bend arc as the Dean number increases. This second pair of vortices is initially 

more localized in the vicinity of the Dean vortices, but as the flow travels further downstream in the 

bend (e.g. see plots at φ=150o), the vortices become oblique and elongated (kidney shape) with their 
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upper part moving toward the tube wall. These “middle” vortices interact with the Dean vortices and 

significantly distort their topology in both configurations. The onset of the middle vortices in the 

vicinity of the Dean vortices and subsequent drifting toward the tube core observed in the present 

investigation is in agreement with the findings of Rowe [3.131] who reports that the additional pair of 

vortices emanates at the boundaries of the Dean vortices and is then pushed toward the outer wall by 

the secondary flow. Another region of high vorticity can be detected near the inner tube wall in both 

configurations due to the secondary flow separation. This “inner” vortex pair gradually increases in 

size and coherence as φ increases. Additional discussion on the secondary flow topology under 

different flow conditions is provided in the next paragraph 3.5.5. The vortex system persists in the 

downstream straight section, gradually reducing in magnitude and the additional pair of vortices 

decays completely at approximately a distance of eight hydraulic diameters downstream of the bend 

(Z*=52.53). Fig. 3.56c depicts the distribution of the average non-dimensional streamwise vorticity in 

the curved section. It can be seen that higher values are obtained in the 4P configuration due to the 

higher Dean number. Regarding the 2P configuration, the peak vorticity value is obtained at φ=90o and 

the distribution is approximately symmetrical about the center of curvature. On the contrary, the 

distribution is strongly asymmetrical in the 4P configuration with a peak value at φ=135o. 
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Fig. 3.56 Contour plots of the vorticity projection normal to cross-stream planes in the curved and straight 

downstream section: (a) 2P configuration, (b) 4P configuration. (c) Cross-sectional averaged value of the total 

vorticity magnitude in the tube curved section. 

 

Fig. 3.57 presents contours of the non-dimensional turbulent kinetic energy k* in the curved and the 

downstream sections of the two configurations. Regarding the curved section, the contour lines 

already appear distorted in the region close to the tube inner part at φ=60ο. The distortion becomes 

more intense as the flow travels through the curved section. For the 2P configuration (low Dean 

number) turbulence levels increase up to 120o to 150o in the bent and then start decreasing, whilst in 

the 4P configuration turbulence keeps increasing up to the exit of the bend; the maximum turbulence 

level attained is approximately three times higher compared to that for the 2P configuration. 

Turbulence maxima along the bend are found near the inner part of the bend and in proximity to the 

centers of the vortices on the cross stream planes. As depicted in Figs. 3.57a and 3.57b, the turbulent 

kinetic energy values in the downstream section of both configurations appear significantly reduced in 

comparison to the ones in the respective curved sections. The profiles gradually redevelop to a fully 

developed, symmetrical form (Z*=2.53) and the mean turbulent kinetic energy in the tube cross-

section obtains the expected value equal to that in the upstream section. It is of interest also to notice 

that the location of the maximum k* is at different positions for the two configurations; for the 2P 

configuration the k* maximum is near the wall, whilst in the 4P configuration the corresponding 

maximum is near the center of the tube. This can be explained by the fact that in the 4P configuration 

the locations from which the vortices appear to be shed are closer to the central plane and this coupled 

with the much stronger secondary flow due to higher Dean number transports the wall-generated  

turbulence towards the center plane. It must also be noted that the profiles are identical for both 

configurations. A close look at Fig. 3.57b reveals that, in the 4P configuration, the turbulent kinetic 

energy obtains a minimum value at Z*=44.53 and subsequently increases again.  
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Fig. 3.57 Contour plots of the turbulent kinetic energy in the tube cross section: (a) 2P configuration, (b) 4P 

configuration.  

 

Further insight into this distinct behavior can be gained through Fig. 3.58, which presents values of 

the averaged over the cross section non-dimensional turbulent kinetic energy as a function of the 

“unwound” coordinate S*. It is clear that the turbulent kinetic energy initially increases rapidly in the 

curved section of both configurations and then drops in the subsequent straight section. The peak value 

is attained within the curved section, at approximately φ=120o, in the 2P configuration and slightly 

downstream of it, approximately half a hydraulic diameter, in the 4P configuration. The distribution 

subsequently exhibits a steep decreasing trend and minimum values are obtained at S*=13 for the 2P 

and S*=17 for the 4P configuration, respectively. This significant reduction of the turbulent kinetic 

energy in the straight section region slightly away from the influence of the longitudinal vortices is 

indicative of a flow tendency to transition to the laminar regime and it is attributed to the decelerated 
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flow in the tube core. This is a remaining consequence of the secondary flow which drew high-

velocity fluid to the boundary layer region. 

 

 
 

Fig. 3.58 Distribution of the average turbulent kinetic energy as a function of the unwound coordinate S
*
. The S

*
 

coordinate in the present figure ranges from the entrance of the curved section up to 25 tube diameters 

downstream of the bend ( 50600 .S*  ).  

 

3.5.5 Effect of the Reynolds number - parametric analysis 

 

The flow field in the curved tubes is significantly affected by the flow conditions and the tube 

geometry and thus different vortical structures are possible to arise. Yanase et al. [3.148] proposed 

that, regarding tubes of finite curvature, the effect of the Reynolds number and δ should be treated as 

independent factors, as the appearance of additional vortices could be attributed to either the flow 

convective effect or the centrifugal effect due to curvature. They also determined the regions on the δ-

Re plane, where strictly two-vortex solutions and either two or four-vortex solutions should be 

expected. So et al. [3.149] investigated laminar flow in U-shaped tubes of small curvature and 

identified the Reynolds number, the δ ratio and the flow profile at the entrance of the bend as the three 

main factors that determine the characteristics of the emerging secondary flow pattern. It was 

concluded that an additional pair of vortices symmetrical about the horizontal plane always emerges in 

the tube center under the condition that the velocity profile at the entrance of the bend is fully 

developed.   

In order to further elucidate the topology of the vortex system that emerges under different flow 

conditions in the cooling configurations investigated, a parametric analysis has been carried out for 

lower values of the Reynolds number, covering a wide range within the laminar flow region (Re=100-

1600). The 2P configuration has been selected for the parametric analysis, as it is more favorable in 

terms of computational cost in comparison to the respective 4P configuration. Fig. 3.59 presents the 

cross-stream secondary flow patterns in the form of vorticity contour plots and normalized vector plots 

at a sample plane midway along the bend (φ=90ο). For Reynolds number equal to 100, only a pair of 
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symmetrical Dean vortices can be detected, occupying the entire cross-sectional area and having their 

centers lying almost at the vertical symmetry plane of the tube cross-section. As the Reynolds 

increases to 200, the vortices reduce in size, become skewed and their centers shift toward the tube 

inner wall, however, still a two-vortex solution is evident. On the contrary, a new distinct, weak pair of 

vortices becomes clearly discernible in the Reynolds number range 400-1600. This second pair of 

oblique vortices is located about the tube central axis. Yanase et al. [3.148] reported that for δ=0.29 as 

in the present case, the onset of the additional pair of vortices is possible at Reynolds number values 

higher than 270. An additional feature that can be observed is the secondary flow separation near the 

inner wall, which gains in coherence as the Reynolds number increases, and is clearly manifested at 

Re=1600 in the form of a pair of localized vortices attached to the inner wall and in the vicinity of the 

horizontal symmetry plane. The resulting “three cell topology” is in agreement with the findings of So 

et al. [3.149] and also with the experimental observations of Agrawal et al. [3.150] and Choi et al. 

[3.151]. The distinct vortical structures detected in the laminar flow region clearly persist in the 

turbulent region as well, as revealed by comparing Figs. 3.56a-b and 3.59. 

 

 
Fig. 3.59 Secondary-flow patterns at a cross-stream plane (φ=90

ο
) as a function of the Reynolds number (2P 

configuration). 

 

Figs. 3.60a-b give a perception of the magnitude increase of the vortical structures with Re. As 

depicted in Fig. 3.60a, the location of the maximum non-dimensional vorticity at the tube cross-

section slightly shifts toward the bend middle (φ=90ο) as the Reynolds number increases. In all cases, 

the maximum averaged vorticity value has been obtained by φ=75ο and a decreasing trend clearly 

prevails after φ=90ο. By comparing Fig. 3.60a to Fig. 3.56c, it can be seen that higher values of the 

non-dimensional vorticity are obtained in the laminar flow region, thus the  / w   ratio decreases as 

the Reynolds number increases. This is an indication that the magnitude of the combined secondary 

flow pattern increases at a lower rate with Re in the turbulent flow region. Fig. 3.60b shows the 

maximum vorticity magnitude of the Dean and middle vortices at the sample plane at φ=90o as a 

function of the Reynolds number. As illustrated, the relative increase in the magnitude of the Dean 

vortices becomes smaller as the Reynolds number increases, a trend which confirms the remark made 
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regarding the vorticity magnitude in the turbulent flow region. The magnitude of the middle vortices, 

on the other hand, increases in a nearly linear manner with the Reynolds number. However, the 

maximum magnitude attained by the middle vortices (at Re=1600) is approximately half the respective 

one of the Dean vortices. 

 

  
 

Fig 3.60 2P configuration: (a) Cross-sectional averaged values of the vorticity magnitude at the tube curved 

section for various Reynolds numbers values, (b) maximum vorticity magnitude of the distinct vortical structures 

at a sample plane (φ=90
ο
) vs. the Reynolds number. 

 

Finally, two further simulations have been conducted in the turbulent flow regime (Re=10248 and 

20496 leading to De=5527 and 11053 respectively) in order to illustrate the flow tendency to re-

transition to the laminar regime in the straight tube section adjacent to the bend (see Fig. 3.58). Fig. 

3.61 presents the streamwise variation of the average turbulent kinetic energy with the Reynolds 

number as parameter. It can be observed that an increase of the Reynolds number shifts the undershoot 

of the turbulent kinetic energy to lower values and, in addition, towards axial positions further 

downstream of the bend. Nevertheless, as the Reynolds number increases from 10248 to 20496, the 

variation of the turbulent kinetic energy distribution becomes smoother. It must be noted that by 

comparing Figs. 3.58 and 3.61, it is evident that, although the Dean number for the 4P configuration is 

lower (De=3867), the higher value of δ in comparison to the 2P configuration has a similar effect in 

the turbulent kinetic energy distribution, as in the case of Re=10248 in Fig. 3.61. Thus, it can be 

concluded that the Reynolds number and δ affect the turbulent kinetic energy distribution in an 

independent manner and thus should be rather treated as distinct parameters instead of combining their 

effect in the Dean number. 
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Fig. 3.61 Distribution of the average turbulent kinetic energy on cross-stream planes as a function of the 
unwound coordinate S

* 
with Reynolds number as parameter (2P configuration). The S

*
 coordinate in the present 

figure ranges from the entrance of the curved section up to 25 tube diameters downstream of the bend 

( 50.60S*
0  ). 

 

3.5.6 Temperature field and heat transfer  

 

As shown in Fig. 3.62a through contour plots of the non-dimensional temperature, the flow reaches 

full thermal development in the straight tube section upstream of the bend. It is interesting to notice 

that the thermal boundary layer in the lower part of the tube is thicker in comparison to the upper one. 

This is due to the non-uniform heating conditions, as the tube is mainly heated through the part of its 

circumference that is embedded in the substrate, which is approximately equal to three quarters of the 

total. The flow behavior upstream of the bend is identical for the 2P and 4P configurations and Fig. 

3.62a indicatively contains results only for the 2P configuration.  

The effects of the secondary-flow pattern are significant in the development of the temperature 

field downstream of the bend as intense thermal mixing takes place in both configurations (Figs. 

3.62b-c). Cold fluid is deflected toward the outer tube wall causing the disruption of the boundary 

layer development in that region. On the contrary, the maximum fluid temperature values are detected 

in the inner tube wall and especially in the vicinity of the horizontal symmetry plane, where the 

thermal boundary layer is also locally thickened. This is due to the secondary flow, which, after 

impinging on the outer wall, is symmetrically diverted toward the lower and upper part of the tube 

circumference, where it draws fluid from the boundary layer region and guides it to the symmetry 

plane of the inner wall. The effect of the secondary flow gradually weakens in the straight section and 

the flow redevelops. As can be seen from the contour plot at Z*=28.53, the fully developed profile is 

slightly distorted toward the outer wall. It must be noted that Fig. 3.62c refers to the second pass of the 

4P configuration. The temperature distribution in the respective regions of the other downstream 

passages is qualitatively identical. However, the absolute temperature values are higher as the fluid is 

constantly heated throughout the substrate area (Fig. 3.62d). 
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Fig. 3.62 Temperature contour plots in the fluid region (solid top surface shown at Y
*
=1): (a) upstream tube 

section of the 2P configuration, (b) downstream tube section of the 2P configuration, (c) downstream tube 

section of the 4P configuration (second passage), (d) at the passages of the 4P configuration. 

 

It is also of importance to illustrate the temperature distribution in the solid substrate as this is 

indicative of the thermal performance of the cooling device. As shown in Fig. 3.63a, the temperature 
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field is fully three-dimensional in both configurations due to the effect of axial conduction, enabled by 

the high thermal conductivity of the substrate material. It is clearly discernible that the substrate region 

of high temperatures is shifted in both configurations toward the section of the heat-sink close to the 

tubing outlet, with the maximum temperature located at the left vertical wall approximately ten 

hydraulic diameters upstream of the outlet; the maximum wall temperature is higher for the 2P 

configuration (Fig. 3.63a) due to the smaller area available for heat transfer between the substrate and 

the tubing. Besides, it is evident that the transversal temperature distribution of the substrate is 

primarily influenced by the fluid temperature inside the tubing, which is embedded by approximately 

three quarters of its circumference. Thus, the region of the heat sink closer to the inlet passage obtains 

lower temperatures. In fact, the effect of the fluid temperature on the substrate is manifested in a more 

regular manner in the 4P configuration (Fig. 3.63b). 

 

 
 

 

Fig. 3.63 Temperature contour plots at various heights within the substrate area of the heat sink: (a) 2P and (b) 

4P configuration. 

 

The relative position of the tube center to the heated surface (Y*=0) is a manufacturing parameter 

that can significantly differentiate the temperature field in the heat sink and is expected to have a 

significant effect on its thermal performance. In order to elucidate the effect of the tube embedment 

into the substrate, two additional variations of the cooling configuration have been examined, similar 

to the 2P and 4P configurations of Fig. 3.2, with the difference that the center of  the tubing cross 

section is located exactly at the middle of the substrate  (Y*=0.5). Fig. 3.64 depicts the vertical non-

dimensional temperature profiles at two and four characteristic span-wise (X*) locations, respectively, 
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along the heat sink streamwise mid-length (Z*=30.25), in order to illustrate the temperature 

distribution in both the solid and the fluid regions of the heat sink. Heat is distributed through 

conduction in the lower and upper solid parts of the cooling device and through convection in the fluid 

section inside the tubing. Regarding the fluid region, it can be seen that the temperature profiles 

remain invariant regardless of the tubing position and, regarding the 4P configuration, the fluid is 

being heated at a higher rate in the two passages (X*=2.63 and X*=0.88) closer to tube inlet, as 

revealed by the temperature difference between consecutive profiles in Fig. 3.64b. 

The discernible linear parts of the profiles clearly show that the substrate temperature also increases 

in the design employing fully embedded (FE) tubes, as the outer vertical side closer to the outlet is 

approached, i.e. the X* coordinate decreases.  Furthermore, it is evident that the fully embedded tubing 

leads to reduced temperature at the lower part of the substrate and consequently at the heated bottom 

side (Y*=0) as well, which is an indication of enhanced thermal performance. The transversal 

temperature distribution at the substrate, which is not presented for brevity, has a similar form to the 

designs employing partially embedded tubes (see Fig. 3.64). Nonetheless, the absolute temperature 

values are decreased in the configurations employing fully embedded tubes.  

 

  
 

Fig. 3.64 Vertical temperature profiles at the heat sink streamwise mid-length (Z*=30.25): (a) 2P and (b) 4P 

configuration. 

 

The quantification of the heat transfer rate is limited to the straight sections of the serpentine tube, 

as the curved sections lay outside of the substrate active area. Fig. 3.65 presents the local Nusselt 

number distribution in the considered heat-sink layouts. In the largest part of the straight sections of 

both configurations, the Nusselt number exhibits constant, fully developed values. The fully developed 

value is slightly different in each passage, a behavior that should be attributed to the non-uniform 

heating, as the temperature distribution in the substrate is fully three dimensional. Furthermore, the 

designs employing fully embedded tubes obtain higher Nusselt number values, as much as 5% in the 

4P configuration. The temperature non-uniformity is higher in the substrate of the designs with fully 

embedded tubes and non-uniform heating conditions have been reported to enhance heat transfer [3.8].   

Fig. 3.65 also reveals that the Nusselt number distribution in the first passage of both 

configurations exhibits a minimum point right after the thermal entrance region and subsequently 

redevelops to a fully developed value. The reduced heat transfer is explained by taking into 
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consideration the low substrate temperature in the specific region (see also Fig. 3.63), which leads to a 

decreased temperature gradient and thus to low heat flux 
dy

dTkq  . The local Nusselt number 

obtains high values in the tube section immediately downstream of the bend and more specifically at 

the range Z*=50-60 in the 2P (Fig. 3.65a) and Z*=45-60 in the 4P configuration (Fig. 3.65b), 

respectively. This heat transfer enhancement is due to the effect of the secondary flow, which 

constantly feeds the circumferential boundary layer area with colder fluid from the tube core. It is 

justifiable, that the high heat-transfer region has a greater extent in the 4P configuration due to the 

higher intensity of the recirculation (also see Fig. 3.56). A close look at Figs. 3.65a-c also reveals that 

the local Nusselt number distribution exhibits an undershoot in the subsequent tube section, where the 

longitudinal vortices have decayed completely. The region in question extends approximately to the 

streamwise distance Z*=40-50 in the 2P configuration and Z*=35-45 in the 4P configuration, 

respectively. A similar undershoot has also been observed by Ohadi and Sparrow [3.118] who 

attributed it to flow re-transition to the laminar regime. The findings of the present study support their 

assumption, as can be established by comparing Figs. 3.58 and 3.65. It is evident that the turbulent 

kinetic energy values are considerably reduced in the region of the Nusselt number undershoot. 

 

 
 

  
 

Fig. 3.65 Local Nusselt distribution in the substrate area: (a) 2P configuration, (b) 4P configuration, first and 

third passage (c) 4P configuration, second and fourth passage. 
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3.6 Comparative evaluation of the various configurations 

 

In order to gain insight into the performance characteristics of the examined cooling devices, the 

various configurations are comparatively evaluated in terms of thermal and hydrodynamic 

performance, as well as exergetic performance. A number of criteria have been selected in order to 

elucidate each aspect of the heat-sink performance.  

A suitable measure for the quantification of the thermal performance of a cooling device is the 

thermal resistance [3.152].The overall thermal resistance is determined on the basis of an equivalent 

resistance circuit (Fig. 3.66a) [3.152]: 

 

convcalcondth RRRR                                          (3.35) 

 

The three terms on the right hand side of Eq. (3.35) correspond to the conductive, caloric and 

convective individual resistances:  
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where oveh  is the overall heat transfer coefficient and AHTR is the total heat transfer area. In the case of 

plate-fin heat sinks, a heat transfer efficiency is assigned to the fins and thus Eq. (3.35) becomes: 
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where N is the number of channels and ηfin is the fin efficiency defined as: 
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The total thermal resistance in regard to the VW heat-sink configuration can be determined by Eq. 

(3.35), if a mean convective resistance is defined as for the case of parallel resistances: 
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where Ns is the number of sections. Each section of the VW heat sink is characterized by a different 

number Ni of microchannels having width Wch,i and therefore, according to Eq. (3.39), an individual 

convective thermal resistance should be assigned to each one. Eq. (3.41) is obtained if the equivalent 

thermal resistance network is considered (Fig. 3.66b), where the thermal resistances of the equal-

length sections of different hydraulic diameters should be connected in parallel, as the total heat flux at 

the microchannel bottom wall branches to the three sections.  

It should be noted that in the case of straight channels Eq. (3.35) reduces to the following 

expression [3.152]: 
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                    (3.42) 

 

where Tw,max and Q are the maximum wall temperature and the heat rate at the heated surface, 

respectively. However, in the case of variable-width channels, where the temperature increase at the 

solid wall is not linear, Eq. (3.42) is expected to overestimate the thermal resistance of the cooling 

device, yet will be included in the evaluation of the devices conducted in chapter 4, as it is a 

performance index widely used in the literature [3.16-3.24].  

 

 

 

Fig. 3.66 Equivalent total thermal resistance network: (a) Configuration with ducts of constant cross-section, (b) 

configuration with ducts of stepwise varying cross-section  

 

The temperature non-uniformity at the duct bottom wall, affects the efficiency of the solar-cell module 

(see paragraph 2.4) and is estimated through the standard deviation of temperature. Hydrodynamic 

performance can be adequately represented through the required pumping power pVPpump    

which, for a constant flow rate, is determined by the pressure drop values. Besides, the heat transfer to 

pressure drop ratio has been proposed as an indication of the overall performance of a heat exchanging 

device [3.153, 3.154]. In the present study, this overall performance index (PI) is calculated in a non-

dimensional form as follows: 
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where 
oveNu  is the overall mean Nusselt number and f is the friction factor calculated through 

 22 wLpDf i  . 

From the point of view of the second-law of thermodynamics, the cooling devices can be 

evaluated through the concept of the entropy generation rate, which is equivalent to the rate of 

destruction of available work. The entropy generation rate per unit length of a duct having an arbitrary 

cross-section can be calculated using averaged quantities regarding heat transfer and fluid friction 

[3.155]: 
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where q  is the heat rate per duct unit length and 
PrRe

NuSt   is the mean overall Stanton 

number. The two terms on the right hand side of Eq. (3.43) correspond to the contribution of heat 

transfer and friction losses, respectively, to the entropy generation rate. The discrete contribution of 

each term to the total entropy generation rate can be designated through the Bejan 

number
gen

,gen
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The comparative results of the cooling configurations considered with regard to the above 

mentioned criteria are summarized in Table 3.6. From the evaluation criteria presented in Table 3.6, 

thermal resistance Rth is expected to have the strongest influence on the overall efficiency of a CPVT 

system, as it affects both the thermal losses and the electrical efficiency of the solar cell module.  The 

lowest thermal resistance value is achieved by the microchannel configuration primarily due to the 

multitude of the available heat transfer areas. It is interesting to notice that the VW configuration, 

despite the much smaller number of channels employed, achieve thermal resistance values 25% higher 

than the microchannel configuration, when mixed convection conditions are considered. The other 

devices are less effective in terms of heat transfer, with the poorest performance achieved by the FWl 

configuration due to the inadequate number of heat transfer surfaces and the low flow velocity. 

The effect of the pressure drop penalty, and consequently the parasitic pumping power required, in 

the efficiency of the CPVT system can be significant if the system length is considerable, as is usually 

the case with linear concentrating systems. In terms of hydrodynamic performance, the minichannel 

heat-sinks (FW and VW) induce almost negligible pressure drop to the cooling fluid due to their 

relatively large hydraulic diameter and the relatively small flow velocity. The pressure drop induced 

by the tube-on-plate configurations is significantly larger, as the entire flow rate enters a single duct,  

opposed to flow branching in the channel configurations and furthermore the length of the employed 

serpentine tube is two and four times the channel length of the plate fin configurations . Besides, the 

recirculation developing in the tube bends also induces further pressure losses. However, the highest 

pressure drop is induced by far within the microchannel configuration due to the increased flow 

friction caused by the small channel hydraulic diameter and the high flow velocity. As has been 
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mentioned in the introduction section of paragraph 3.4.1, the pressure drop penalty is the major 

drawback associated with microchannel cooling devices. 

The 2P tube-on-plate configuration exhibits the highest temperature uniformity in the substrate due 

to the three-dimensional temperature distribution and the considerable flux “smearing” caused by 

lateral conduction. As less substrate area is occupied by tubes in comparison to the 4P designs, the 

effect of the conductive substrate, which tends to homogenize the temperature distribution is more 

significant leading thus to greater uniformity. It must also be noted that full embedment of the tubing 

deteriorates temperature uniformity in both configurations. In reference to plate-fin configurations the 

values of the temperature standard deviation are somewhat higher due to the linear temperature 

gradient along the flow direction and the small substrate thickness, which has no effect on the wall 

heat flux distribution. It must be noted that the layout of the VWt configuration enhances temperature 

uniformity in comparison to straight channels (e.g. compared to the FWh configuration), in agreement 

to what is stated by Morega and Bejan [3.63]  

The values of the performance index PI achieved by the tube-on-plate configurations are an order 

of magnitude larger than the respective ones achieved by the plate-fin configurations. This large 

discrepancy in the values is due to the different flow conditions, turbulent and laminar flow 

respectively, that occur in the two heat-sink designs, leading to much higher values of the Nusselt 

number in the case of turbulent flow. However, the PI values alone may be misleading in assessing the 

actual heat sink performance, as, for instance, the overall performance of the 4P (FE) configuration 

that achieves the highest PI value is inferior in comparison to the VW configuration, as illustrated by 

the values of the thermal resistance and the pressure drop. Hence, it can be deduced that this indicator 

alone is inappropriate for comparing fundamentally different cooling devices as it could lead to a 

misleading evaluation.     

Regarding the exergetic performance, the 4P configurations achieve much lower values of the 

entropy generation rate in comparison to plate-fin configurations primarily due to the distribution of 

the same heat rate to greater duct length, 2.0 m instead of 0.5 m for the plate-fin configurations (see 

Eq. (3.44)). In other words, if the entropy generation rate was restricted to the CPVT system length, 

the values regarding the 4P configurations would have been four times higher. Especially for the cases 

of the plate-fin devices, the values of the entropy generation rate differ mainly according to the values 

of the Stanton number obtained in each configuration, which, in turn, are primarily determined by the 

values of the Reynolds number. Besides, the values of the Bejan number illustrate the fact that the 

values of the total entropy generation rate are primarily determined by the first term on the right hand 

side of Eq. (3.43), i.e. the one corresponding to heat transfer.  

The general conclusion that can be drawn is that there is no device that clearly outperforms the 

others regarding all the considered criteria. Hence, the significance of each criterion must be 

estimated, in order to designate the most attractive designs. Considering the integrated CPVT system,  

the cell efficiency, the thermal losses and the parasitic power all have a vital impact on the overall 

efficiency. Thus it is important to have an altogether efficient cooling, i.e. low thermal resistance of 

the heat sink, with low pressure drop penalty. The microchannel heat sink (FWμ) is clearly the best 

performing configuration in terms of heat transfer, however with a considerable pressure drop penalty. 

On the other hand the VW configuration, especially under mixed convection conditions, appears as the 

most efficient trade-off exhibiting low values of both the thermal resistance and the pressure drop. 

Besides the temperature non-uniformity characterizing all the configurations, is remarkably low and 
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should not affect the cell efficiency. In conclusion, it is decided to construct two heat sink designs, 

employing fixed-width microchannels and channels of stepwise-varying width, respectively. The 

optimization, construction and evaluation procedure of the heat-sink designs is presented in the next 

chapter. 

 
Table 3.6 Comparative results for the performance of the evaluated cooling devices. The conductive thermal 

resistance for all the plate-fin configurations corresponds to a substrate thickness of 3mm.  

1 The value for the temperature standard deviation was calculated from the temperature distribution at   

the bottom wall centerline, which is representative of the entire plane as there are no lateral 

gradients. 

2 The values presented for Rth and genS   are based on the averaged channel hydraulic diameter. 

3 The values presented for genS   are based on the averaged channel hydraulic diameter, calculated as 

the mean of the first and second section hydraulic diameters. 

totV =30 mL/s 

q  =28.3 kW/m
2                                                                                       Reference Case 

Tin=298K 

  Rth [K/W] ΔP [Pa] StDev T [Κ] PI [-] genS  [W/mK] Be [-] 

FWh 0.0146 74.3 2.30 126 0.0755 0.971 

FWl 0.0219 10.8 2.14 288 0.155 0.999 

FWμ
1
 0.0097 7789.5 2.08 111 0.0186 0.916 

VWt
2
 0.0139 116.2 1.18 90 0.0694 0.952 

VW (FC)
3
 0.0125 45.4 3.95 65 0.1255 0.996 

VW (MC)
3
 0.0122 45.7 2.06 138 0.0872 0.995 

2P (PE) 0.0232 859.6 0.52 4490 0.0808 0.966 

2P (FE) 0.0196 859.6 0.68 4605 0.0788 0.965 

4P (PE) 0.0158 1835.5 0.76 4378 0.0219 0.865 

4P (FE) 0.0140 1835.5 0.93 4614 0.0209 0.858 
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Chapter 4          Heat sink design, optimization and evaluation      
 

 

 

 

4.1 Introduction 

 

In this chapter, and after the most suitable type of cooling device for the CPVT system has been 

selected, the design and optimization methodology is outlined, along with the evaluation procedure. A 

critical stage in the design procedure of a cooling device is the determination of the optimal geometric 

parameters that maximize overall performance. For the case of plate-fin heat sinks in particular, which 

is the configuration of interest in this chapter, the main geometrical parameters correspond to the 

channel width, aspect ratio and channel wall thickness (see Fig. 3.1). A number of researchers [4.1-

4.6] have utilized analytical thermal-resistance models and pressure-drop correlations in order to 

highlight the effect of the geometrical layout on the heat sink thermal and hydrodynamic performance. 

Investigations have historically focused first on conventional heat sinks (Dh >> 1.0 mm) but, over the 

past couple of decades, an ever increasing number of studies is being devoted to microchannels (Dh ≤ 

1.0 mm). Liu and Garimella [4.5] compared five analytical models for the prediction of the thermal 

performance of a microchannel heat sink (MCHS). It was concluded that the one-dimensional thermal 

resistance model offers comparable precision with the other more complex models and it was 

suggested as adequate for optimization procedures. Türkalar and Okutucu [4.6] used a one-

dimensional model to optimize the geometry of a heat sink considering heating from discrete heat 

sources, corresponding to the cores of a CPU unit. The configurations were optimized in terms of 

thermal resistance with pumping power as a constrain and it was concluded that the optimal geometry 

comprised high aspect-ratio microchannels and slender fins. A general analytical procedure based on 

the constructal technique proposed by Bejan [4.7], has also been proposed for the optimization of heat 

sinks comprising of duct-arrays [4.8, 4.9]. The objective of the procedure is to determine the heat sink 

hydraulic diameter that maximizes heat transfer for a constrained overall heat-sink volume and 

specified pressure drop penalty. According to the procedure, two distinct limits of the flow geometry 

are considered where the flow can be characterized as either Poiseuillle or boundary-layer flow in each 

limiting case, respectively. A relation between the duct characteristic length scale (i.e. the hydraulic 

diameter) and the heat transfer rate is formulated for the two limiting cases and the optimal duct-cross 

section is determined by means of a graphical method 

Multi-objective optimization techniques in combination with genetic algorithms have also been 

proven to be suitable solution methods for problems where multiple criteria must be satisfied, as they 

result to concurrent optimization of all the objectives and offer alternative options regarding the 

optimal solution [4.10, 4.11]. Furthermore, genetic algorithms constitute a robust optimization method 

as the initial guess has a low influence on the final result.  In regard to the optimization of cooling 

devices, thermal resistance and required pumping power are two widely used objectives that are 

sought to be minimized [4.11], while characteristic geometrical parameters are usually selected as 

design (free) variables. Bureerat and Srisomporn [4.12] coupled a three-dimensional numerical model 

to an evolutionary algorithm for the optimization of air cooled plate fin-heat sinks. Heat-sink 

configurations with vertical as well as oblique fins were considered, while the fin height was non-
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uniform in a specified design but its distribution was determined through an approximation curve 

derived by the results of the optimization procedure.  Copiello and Fabbri [4.13] coupled a simplified 

numerical procedure with a multi-objective optimization technique in order to determine the optimal 

geometry of a wavy finned heat sink. They stated that the use of a detailed three-dimensional 

numerical model would lead to excessively time consuming computations. Hilbert et al. [4.14] coupled 

a two-dimensional numerical model to a genetic algorithm using an in-house developed software that 

allowed for parallel computations. The objective of the optimization procedure was to determine the 

optimal cross section of a bundle of tubes that were cooled by an air stream. The tube cross-section 

was approximated by splines with control points that derived from the optimization procedure.  

Husain and Kim [4.15] used a full three-dimensional numerical model of a parallel microchannel 

heat sink, in order to produce an initial number of objective function values required for the multi-

objective optimization. Simple surrogate models representing the numerical solutions were used to 

perform the multi-objective optimization in order to accelerate the procedure. In a subsequent study 

Husain et al. [4.16] used a procedure similar to that in [4.15] for the optimization of a jet-impingement 

heat sink. The optimization goal was to determine the nozzle diameter and nozzle-array arrangement 

that result to maximum overall performance. Li et al. [4.17] coupled an analytical model, which 

predicts the heat sink thermal resistance and pressure drop, to a genetic algorithm in order to optimize 

the layout of a cooling configuration employing a serpentine rectangular duct with steep 180o bends. 

Their investigation revealed that the optimal channel height obtains the maximum allowed value, 

regardless of the values of the other design variables. Shao et al. [4.18] presented a similar procedure 

for the optimization of a microchannel heat sink.  Ndao et al. [4.19] performed a comparative analysis 

and multi-objective optimization of different cooling technologies, namely microchannel, pin fin, 

offset strip fin and jet-impingement heat sinks using air as coolant. The investigation was performed 

using genetic algorithms coupled with one-dimensional models and correlations that approximate the 

overall behavior of the different configurations. It was concluded that the offset strip fin configuration 

exhibits superior overall performance. 

It must be noted that additional multi-objective methods such as Sequential Quadratic 

Programming (SQP) and the Broydon-Fletcher-Goldfarb-Shanno (BFGS) method have been reported 

in the open literature for the optimization of the geometrical layout of plate fin heat sinks [4.20,4.21].  

 

4.2 Heat-sink theoretical model 

 

The thermal and hydrodynamic behaviour of the FW and VW heat sink designs that were selected 

for optimization, as discussed in chapter 3, were predicted by means of a one-dimensional thermal 

resistance model and pressure drop correlations. The thermal resistance model has been reported as 

adequate to fully represent the thermal performance of a heat-sink configuration [4.1, 4.5] and 

furthermore its simplicity makes it suitable for optimization purposes [4.5]. As was illustrated in 

paragraph 3.6, the total thermal resistance of a heat sink is given in a general form by Eq. (3.35). The 

term corresponding to the convective thermal resistance is calculated by Eqs. (3.39) and (3.41) for the 

FW and the VW configurations, respectively. In addition, appropriate Nusselt number values are 

required for the determination of the overall heat transfer coefficient and consequently of the 

convective thermal resistance in each case. The thermal boundary condition realized in various 

practical heat dissipating applications, such as electronics cooling devices, or solar receivers is that of 
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constant heat rate per unit duct length [4.22]. In such applications, the heating is usually cross-

sectionally non symmetrical due to either the imposed heating conditions or the geometrical layout of 

the duct. Especially due to the high thermal conductivity of the manufacturing materials, which 

enables heat conduction, it is widely accepted that the boundary condition that best suits the specified 

heating conditions is that of axially constant heat flux with peripherally constant temperature yet 

variable heat flux [4.22]. Correlations for the calculation of the fully developed Nusselt number value 

for the specified boundary condition, usually abbreviated as the H1 boundary condition are available 

in heat transfer handbooks [4.22, 4.23]. Regarding ducts of orthogonal cross-section under laminar 

flow conditions, the fully developed Nusselt number is dependant only on the aspect ratio and is 

calculated as follows:    
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It must be noted that heat transfer is strongly dependant on the thermal boundary condition in laminar 

flows. However, it is by no means guaranteed that fully developed conditions occur in the entire heat 

sink length, especially in the VW configuration due to the relatively large hydraulic diameter of the 

first section. The thermal development length must be therefore calculated and an appropriate value of 

the Nusselt number must be assigned in the part of the channel where the flow is thermally 

developing. It is important to note that this procedure must be followed for each section of the VW 

heat sink characterized by a different hydraulic diameter. The assumption that the flow enters each 

section with a uniform profile is made. The thermal entrance length is calculated by the relation:  

 

hthth DLL PrRe*                      (4.2) 

 

where values of the non-dimensional thermal entrance length 
*

thL  can be found for rectangular ducts in 

[4.23]. A polynomial fitting of the tabulated values produces the following relation:  
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Regarding thermally developing flow in a duct of specified cross-section, the Nusselt number value is 

dependent on the axial distance from the duct inlet. Tabulated values for various channel aspect ratios 

can be found in [4.22]. An average value is calculated for the entire developing flow region for each 

aspect ratio and these values are fitted using a second-order polynomial to produce a representative 

value of the Nusselt number:  
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The total induced pressure loss by the heat sink can be described by a relation of the general form: 
 

efddctot ppppp          (4.5) 

 

The four terms on the right-hand side of Eq. (4.5) refer to the pressure drop due to contraction, fluid 

friction in the developing-flow and the fully-developed regions, respectively, and pressure recovery 

due to flow expansion at the channel exit. The pressure drop due to contraction can be calculated from 

an analytical correlation given by Blevins [4.24] and accounts for the additional pressure losses due to 

flow impingement on the fins (walls) leading surfaces and consequent separation downstream of the 

fin edge. 
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where the subscripts 1,2 refer to the flow regions before and after the contraction location, 

respectively. Likewise, pressure recovery due to expansion is given by a similar expression: 
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where the subscripts 1,2 refer to the flow regions before and after the expansion location. Values for 

the dimensionless loss coefficient K for rectangular ducts under for laminar flow conditions 

are available in [4.24]. The pressure drop in the developing and the fully-developed regions is 

expressed by a relation of the general form: 

 

hD

wfL
p

22
                                             (4.8) 

 

where f is the apparent friction factor or the Fanning friction factor and L is the hydrodynamic 

entrance or the fully developed length in each case. A correlation that relates the apparent friction 

factor for developing flow to the Fanning friction factor and the hydrodynamic entry length has been 

proposed by Shah [4.25]. The Fanning friction factor is dependent only on the channel aspect ratio 

[4.22]:  
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The hydrodynamic entrance length is: 
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hhyhy DLL Re                    (4.10) 

 

where tabulated values of the non-dimensional hydrodynamic entrance length 


hyL  for rectangular 

ducts are available in [4.23]. A polynomial fitting of the values produces the following relation:  
 

060070040

2

.
H

W
.

H

W
.L

ch

ch

ch

ch 


















                 (4.11) 

         

In the case of small hydraulic diameters, where the hydrodynamic entry length is also small, the 

overall pressure drop through the heat sink is predominantly influenced by the term Δpfd of Eq. 4.5 

that corresponds to fluid friction under fully developed flow conditions. In correspondence to heat 

transfer, the procedure for the calculation of pressure drop must be followed for each section of the 

VW heat sink by also taking into account the effect of contraction at each section step-change. 

 

4.3 Model validation 

 

The results of the developed thermal-resistance model for heat transfer were compared against the 

experimental values published by Tuckerman and Pease [4.26], who investigated the performance of a 

silicon (ksi=148 W/mK) microchannel heat sink of total area equal to1.0 cm2, cooled by water with an 

initial temperature of 296 K. According to Table 4.1, the experimental values regarding the overall 

heat-sink thermal resistance agree well with the analytically predicted ones. The maximum 

discrepancy detected is less than 9% (for the second point of Table 4.1), which is acceptable for such 

small length scales, as the effect of the uncertainty in the channel dimensions due to manufacturing 

precision is probable to cause such a discrepancy in the thermal resistance values. For example, a 

microchannel wider by only 4.0 μm, would cause an increase of approximately 9% in the values of the 

thermal resistance for the parameters specified in the second row of Table 4.1. In conclusion, the 

analytical model is considered reliable to be used in the optimization procedure.  

 

Table 4.1 Validation of the thermal-resistance model against the experimental results of Tuckerman and Pease 

[4.27]. 

             Rth (K/W) 

Wch (μm) Ww (μm) Hch (μm) q
”
 (W/cm

2
) totV (mL/s) Experimental 1-D model 

56 44 320 181 4.7 0.110 0.112 

55 45 287 277 6.5 0.113 0.104 

50 50 302 790 8.6 0.090 0.085 

 

4.4 Optimization procedure 

 

4.4.1 Determination of the objective functions and the design variables 

 

The thermal and hydraulic behaviour of the heat sink can be fully described by the sum of the 

convective and caloric thermal resistances, Eqs. (3.37)-(3.38), as well as the required pumping 
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power pVP totpump   . These two quantities are selected as the objective functions for the optimization 

process. The two objective functions are correlated by no means, as this would require the undesired 

use of scaling or weighting factors [4.10], and thus the optimization problem is treated as multi-

objective   The total width and length of the device are fixed and therefore the design parameters, 

which determine its performance, and can be generally included in the optimization process are the 

channel width Wch and aspect ratio AR, along with the fin thickness Ww. It is evident from the 

analytical correlations for the thermal resistance and pressure drop, Eqs. (3.38) and (4.8), that, for a 

constant channel width, an increase in the channel aspect ratio has a beneficial impact on both the 

objective functions, due to the increase of the available heat transfer area and the decrease of the flow 

velocity. Therefore, the height is fixed at the “maximum” structurally feasible value. Consequently, 

two independent design variables are selected for optimization, namely the microchannel width Wch 

and the fin thickness Ww. 

For the VW heat sink in particular, the fin thickness Ww must also be constrained by the minimum 

structurally feasible value. This constraint is posed by structural limitations that dictate that the 

thickness of the fins through all the sections of the heat sink be maintained constant. In addition, 

regarding the first heat-sink section, the fin thickness cannot be a very small fraction of the channel 

initial width, as this would lead to rupture of the fins during the machining process. The a (=Ww/Wch) 

ratio, consequently will inevitably increase along consecutive sections (as the channel width 

decreases) and within the third section in particular, it obtains values significantly larger than unity, 

which is undesirable from a thermal performance point of view. 

Nevertheless, if the fin thickness leading to optimal performance, e.g., of the third-section 

microchannels, were to be included in the optimization procedure as one of the free variables, it would 

have led to non-feasible designs, as the fins in the first section would have come out too slender, 

rendering their manufacture impossible. Thus, the only design variable that can be varied in this case 

(VW configuration) is the width of the channel of the initial section Wch,init, while the channel widths in 

the following sections are consequently determined in an unambiguous manner. 

 

4.4.2 Surrogate functions 

 

A pair of design variables (Wch, Ww) produces an output value of both the objective functions. The 

purpose of surrogate modelling is to formulate continuous functions that correlate the design variables 

with the output (response) of the objective functions. By this way, the optimization procedure is 

decoupled by the model that describes the actual device and consequently it becomes quicker and 

more versatile, as it only needs to manage explicitly defined functions.  A number of surrogate models 

suitable for optimization purposes have been proposed in the open literature including response 

surface approximation (polynomial regression), kriging and radial basis functions [4.11, 4.27].   

The response surface approximation was selected as appropriate to model the objective functions in 

the present case, as it was verified that excellent fitting of the objective responses could be achieved. 

A number of polynomial and power functions were evaluated for the fitting of the data produced by 

the analytical model. The adjusted coefficient of multiple determination 
2

adjR , which quantifies the 

quality of the fitting,  was used as the evaluation criterion with a value equal to unity indicating an 

excellent fitting. A third order polynomial was finally chosen to approximate the thermal resistance 

response of the FW configuration: 
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              (4.12) 

 

Likewise, a power function was selected to approximate the pumping power response, considering the 

decaying trend that it exhibits: 

 

  32

1

b

w

b

chwchpump WWbW,WP                               (4.13) 

 

Referring to the VW design, single-variable surrogate functions were used, as the ratio of the fin 

thickness to the initial channel width is kept constant to 0.2. Hence, the surrogate functions reduced to 

the forms: 

 

  init,chinit,chth WrrWR 10                                   (4.14) 

 

  2

1

c

init,chinit,chpunp WcWP                              (4.15) 

 

4.4.3 Multi-objective optimization using the genetic algorithm 

 

The heat sink optimization constitutes a multi-objective optimization problem, which can be 

mathematically formulated as follows: 

 

 )x(f),...,x(f),x(f)x(fmin i


21                              (4.16) 

00  )x(hand)x(gtosubject


 

 

where x


 is the vector that contains the design variables and )x(h),x(g),x(f


are the vector functions 

that contain the objective, inequality and equality constraints functions, respectively. The multi-

objective optimization process converges to a set of non-dominated solutions, referred to as the Pareto 

front [4.28]. 

In order to locate the Pareto front, a variation of the Non-dominated Sorting Genetic Algorithm 

(NSGA-II) is used [4.28]. A fixed population [4.29] of design-variable vectors ix


 or individuals is 

repeatedly modified over a number of successive iterations or generations. The general iterative 

procedure performed by the algorithm is as follows: 

 

Step 1: Creation of an initial population. 

Step 2: Division of the general population into sub-populations.  

Step 3: Evaluation of the population in terms of the objective functions. 

Step 4: Sorting of the individuals and assignment of fitness ranks. 

Step 5: Creation/Modification of the set of elite individuals (Pareto fraction). 

Step 6: Selection of the individuals suitable for reproduction (creation of mating pool). 
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Step 7: Application of the reproduction operators in the members of the mating pool. 

Step 8: Creation of the offspring generation-increase of the generation number by one. 

Step 9: Verification whether one of the algorithm termination criteria has been met or not. 

 

It is obvious that after the creation of the new generation (step 8), the individuals created are treated as 

the potential (initial) parent population and the algorithm is repeated from step 2 onward. The initial 

population required for the algorithm to commence is generated randomly in the design space 

designated for the free variables. The population of individuals is real-coded in the present algorithm. 

At each step, individuals of the current population are selected to produce offsprings of the next 

generation. The selection procedure is based on the objective function values that each individual 

produces, leading to the designation of a fitness score  xFi


, which is a measure of each individual’s 

performance, regarding an objective function, relative to the whole population of individuals: 
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                              (4.17) 

 

The individuals of each generation are sorted based on the solution non-domination, with the best-

performing individual obtaining the first rank. An individual A ( x


) is characterized as a non-

dominated solution when there is no other individual B that achieves a better fitness for a single 

objective )x(f i


 without deteriorating the other objectives. The selection of individuals as parents for 

the next generation takes place by a tournament of a specified number of randomly picked individuals, 

which compete in terms of their non-domination rank. For individuals of equal rank, an additional 

criterion, the distance measure is applied to designate the prevailing individual. The distance measure 

indicates how far an individual from other individuals of the same rank is. Individuals that enhance the 

population diversity are selected for reproduction. 

The prevailing individuals are placed in a mating pool, where a reproduction operator (crossover) is 

applied in order to produce offsprings. The crossover operator in the present algorithm produces the 

offspring as a weighted average of the two parents: 

 

 121 ppwrandpoff                    (4.18) 

 

where p1, p2 are the parent individuals, rand is a random number between zero and one, and w is the 

weighting factor. The children of the next generation are created either by combination of two parent 

individuals (crossover children) or random changes introduced to a single individual (mutation 

children). The mutation operator performs a small random change to single individuals and in that way 

enhances the diversity of the population. The algorithm was properly modified, so that every part of 

the design-variable vector has the same, specified probability of being mutated, i.e. replaced by a 

random number within the specified bounds of the variables. 

Elitism is introduced in the algorithm through the concept of migration of fit individuals within 

different sub-populations prior to the selection of potential parents. More specifically a specified 

fraction of the worst-performing individuals of a sub-population is substituted by the best-performing 

individuals of another sub-population. The substitution takes place in a serial manner, meaning that 
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individuals of the n-th sub-population migrate to the (n+1)-th sub-population. In addition, the set of 

elite individuals (Pareto fraction) is a specified fraction of the entire population that is maintained 

constant as the generations progress.  As the individuals with high fitness score become more frequent 

in the population, while less fit individuals are excluded from reproduction, the algorithm gradually 

evolves to the optimal or, in the case of multi-objective optimization, non-dominated solutions. As the 

algorithm reaches the imposed termination criteria, the non-dominated individuals over all generations 

lead to the formation of the Pareto front [4.30]. 

 

4.5 Optimal designs 

 

The design variables for the optimization of the selected FW and VW heat-sink configurations 

were allowed to vary within the following range: 

0.25∙10-3 m ≤ Wch ≤ 1.00∙10-3 m 

0.25∙10-3 m ≤ Ww ≤ 1.00∙10-3 m                          (4.19) 

1.25∙10-3 m ≤ Wch,1 ≤ 7.5 ∙10-3 m 

 

where Wch,1 refers to the channel width of the initial section of the three-section VW heat sink. The 

channel height was chosen to be six times the channel width in the FW heat sink and two times the 

initial channel width in the VW heat sink, as these are the maximum values that can be attained using 

conventional machining techniques. The responses of the analytical models, depicted in Fig. 4.1  

clearly show the conflicting nature of the two objective functions as an increase in the thermal 

resistance leads to a decrease of the pumping power required and vice versa. Figs. 4.1a-b illustrate the 

variation of the objective functions for the FW heat sink, while the three-section VW heat sink 

exhibits the same behavior (Fig. 4.1c-d), but in the two dimensional space, as the fin width is 

considered a constraint. Subsequently, appropriate fitting functions were constructed in order to 

surrogate the analytical values. The coefficients used by the surrogates for the objective functions of 

both heat sink configurations along with the constraints that were taken into account for their 

construction are summarized in Τable 4.2. The quality of the fitting is confirmed by the
2

adjR  value, 

which is above 0.99 for all the surrogate functions. 

 

Table 4.2 Design constraints and coefficients of the surrogate functions. 99.02 adjR in all fittings. 

FW   VW 

totV =30.0 
 
mL/s    totV =30.0 

 
mL/s  

Hch=6Wch    Hch=2Wch,init 

     221
wi,ch

i,ch

WW
W 

 

          Ww=0.2Wch,init 

Surrogates coefficients 

p00       0.008033 p30 -3.681∙10
4
  r0 0.1707 

p10         1.942 p21       -5.185∙10
4
  r1 0.008 

p01  0.7333 p12   1.276∙10
6
  c1 5.000∙10

-9
 

p20     751.0 p03   -8.141∙10
5
  c2 -2.963 

p11        -1652 b1 1.658∙10
-10

    

p02    1233 b2 -3.420    

    b3 0.6472       
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Fig. 4.1 Response values: (a) thermal resistance-FW heat sink, (b) pressure drop-FW heat sink, (c) thermal 

resistance-VW heat sink and (d) pressure drop-VW heat sink. 

 

The multi-objective optimization problem was solved using the Matlab Optimization Toolbox 

[4.30], along with the parameters and constraints shown in Table 4.3. There is no clear guideline for 

the selection of the population size for a specified optimization problem [4.11, 4.27]. Consequently, a 

relatively large population was selected, so as to cover a wide part of the design space and to ensure 

that optimal solutions have been reached [4.31]. The algorithm terminates either if a maximum 

number of generations equal to 500 is reached or if the Pareto front remains unaffected for 200 

consecutive generations. The crossover fraction designates the percentage of individuals within the 

population that originate as cross-over children, whereas the remaining of the individuals are created 

by applying the mutation operator. The fraction of individuals to be replaced in a sub-population due 

to low fitness is designated by the migration fraction, while the migration interval sets the number of 

generations that intercede between consecutive migrations of individuals. 
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Table 4.3 Parameters of the genetic algorithm. Multiple Pareto fronts were obtained for different values of the 

reproduction parameters. 

Population of individuals 500 

Generations  1000 

Stall generations  200 

Tournament size  2 

Percentage of population in the Pareto front  20% 

Crossover fraction    0.75-0.80-0.85-0.90 

Crossover weighting factor  1.0 

Migration interval                                                                      20 

Migration fraction  0.15-0.20-0.25 

Mutation probability  0.01-0.10 

Constraints            FW  0.2510
-3
x11.0010

-3
 & 0.2510

-3
x2110

-3
 

            VW   1.2510
-3
x17.510

-3
 

 

The Pareto front of non-inferior solutions for the two heat sink configurations is illustrated in Fig. 

4.2. It is interesting to notice that the Pareto front has the characteristic convex form expected for a 

double-minimization problem [4.32].  The vast majority of optimal solutions for the FW heat sink 

(Fig. 4.2a) are shifted towards channels with small hydraulic diameter and thin walls resulting in a 

configuration with low thermal resistance and high pressure drop. A similar pattern, regarding the 

channel width, is also followed by the optimal solutions of the VW heat sink (Fig. 4.2b). As is evident 

in Fig. 4.2, the VW configuration can achieve lower thermal resistance values than the respective 

obtained by the FW one. The utilization of microchannels only in the last part of the heat sink does not 

deteriorate the total thermal performance of the heat sink, due to the considerably increased 

microchannel aspect ratio (AR=20) in the part of the heat sink where the cooling fluid has attained a 

high temperature. Such a high aspect ratio can be fabricated by mechanical machining provided that 

the fin thickness has a sufficiently high value. It has also been reported in [4.15] that a microchannel 

aspect ratio of twenty can be attained using the Deep Reactive-Ion Etching (DRIE) technique. 

 

 
 
Fig. 4.2 Pareto front of non-inferior solutions: (a) FW configuration and (b) VW configuraion. 

 

To allow for a more straightforward assessment of the produced optimal solutions, the points of the 

Pareto front that are derived from individuals that would be considered “identical” from a practical 

point of view (e.g. due to the precision of the manufacturing procedure) can be grouped into sets 
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represented by a single value. For this reason, a method referred to as k-means clustering [4.33] was 

used and a representative point (centroid) of each set was found. The scope of the k-means clustering 

method is to divide a number of data points xj into a number k of representative clusters Si, so that the 

following sum of squares within each cluster is minimum: 

 

 
jx

ijx |||| 22  , where μi is the mean of points within the cluster Si. 

 

Fig. 4.3 presents the centroids of the assigned clusters for the FW (Fig. 4.3a) and the VW (Fig. 4.3b) 

configurations, respectively. As can be seen eight clusters were regarded as adequate to cover the 

entire value range of the Pareto front.   

 

  
 
Fig. 4.3 Representative points of the Pareto front as resulted through k-means clustering: (a) FW configuration 

and (b) VW configuration. 

 

All the solutions that constitute the Pareto front are considered optimal from an overall –thermal 

and hydrodynamic- performance point of view. However, a single design point must be finally 

designated for the construction of the heat sink. For this reason, additional criteria must be considered 

in order to further evaluate the optimal solutions that comprise the Pareto front. These criteria can be 

dictated by an appropriate combination of additional thermodynamic aspects of the application, such 

as the exergetic efficiency and the overall efficiency of the CPVT system, and practical limitations 

posed by the available manufacturing techniques and underlying cost. In the present study, the ideal 

design point for each device is selected considering the minimization of the entropy generation rate.  

The use of the entropy generation rate as the optimization criterion for cooling devices has been 

reported in a number of studies [4.34-4.38]. Jianhui et al. [4.34] imposed the minimization of the 

entropy generation rate as a global optimization criterion for a genetic algorithm, in order to obtain the 

optimal geometry and flow rate for an air-cooled plate-fin heat sink. Khan et al. [4.35] followed a 

similar optimization procedure as in [4.34], for a microchannel heat sink. Abbassi [4.36] conducted a 

parametric analysis that illustrated the effect of the various geometrical and operational parameters of 

a microchannel heat sink on the entropy generation rate due to heat transfer and fluid friction, 

respectively. It must be noted that the heat sink was modeled as a porous medium in [4.36]. Parlak et 
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al. [4.37] conducted an experimental evaluation regarding the entropy generation rate due to laminar 

flow through silica micro-tubes. The flow was isothermal and the entropy generation rate due to 

viscous dissipation and fluid friction were elucidated. Yang et al. [4.38] utilized the local and global 

generation rates to optimize the layout of a printed-circuit stack cooled by an air stream.  

The entropy generation rate is calculated using a formulation proposed by Khan et al. [4.35], in 

which the contribution of both the thermal resistance and fluid friction are clearly illustrated:  

 

i,fmax,wi,f
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gen

pm
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2

                 (4.20) 

 

where Q is the heat rate equal to 850.0 W. Fig.  4.4 shows the production of entropy generation rate 

associated with each characteristic centroid of the Pareto front. Minimum points are evident in both 

graphs corresponding to the FW (Fig.  4.4a) and VW (Fig.  4.4b) configurations respectively. Due to 

the conflicting nature of the objective functions, their relative influence on the entropy generation rate 

varies, i.e. as the magnitude of the term referring to heat transfer decreases, the magnitude of the 

respective term for pumping power increases and therefore an optimal trade-off between the two 

exists. It is also interesting to notice that the VW configuration exhibits superior performance from an 

exergetic point of view.  

 

  
 
Fig. 4.4 Entropy generation rate associated with the representative optimal geometries: (a) FW configuration and 

(b) VW configuration. 

 

Table 4.4 summarizes the optimal geometrical parameters of the two heat sinks as were 

determined from the optimization procedure. The final geometrical parameters of the constructed heat 

sinks were determined by the constraints posed by the manufacturing procedure and are presented in 

the next paragraph. The layout of the two heat sink designs that were constructed is discussed in detail 

in the following paragraph, as well.  
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Table 4.4 Geometrical parameters of the optimal heat-sink configurations. 

  Wch Ww Hch 

FW 0.00035 0.00025 0.00210 

      

 
i=1 i=2 i=3 

  VW 0.00234 0.00094 0.00023 0.00047 0.00468 

 

4.6 Fabrication of the optimized heat sinks 

 

The heat sinks were manufactured out of 5083 aluminum alloy. The specific material was selected, 

on the one hand, due to its corrosion resistance and, on the other hand, due to its high durability that 

allows the microchannels to be machined of aluminum rods using a conventional milling machine. In 

addition, the material mechanical properties enabled the welding of the top cover, which is necessary 

for sealing the heat sink, onto the two outer channel walls without causing any deformation to the 

parts. The drawings for the two manufactured heat sinks are shown in Fig. 4.5. It must be noted that 

the actual dimensions are the best approximations of the respective ideal ones, which resulted from the 

optimization procedure, that could be achieved by the milling machine used for manufacturing. Both 

configurations have the same overall area 65mm x 500mm, however, the VW configuration has a 

significantly larger height in comparison to the FW one (10.60mm instead of 3.50mm). Consequently, 

the channels at the third section of the VW configuration obtain a very high aspect ratio (AR≈19). To 

the author’s knowledge it is first time reported in the open literature that it has been made possible to 

manufacture a plate-fin heat sink of large length-to-width ratio (L/W≈9), which employs micro-

channels of such high aspect ratio. Inflow and outflow chambers of length 50mm were created 

upstream and downstream of the channel region, respectively, in order to avoid any perturbations, 

caused by the hydraulic circuit and the fittings, being transported to the flow within the channel 

region.  
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Figure 4.5 Manufacturing drawings of the two heat-sink configurations: (a) FW and (b) three-section VW. 

 

4.7 Inlet-outlet manifold 

 

4.7.1 Design concept 

 

Few studies have focused on the influence of the inlet/outlet manifold on the performance of 

cooling devices [4.39,4.42] despite the fact that these are key components, particularly in the case of 

plate-fin  heat sinks, in ensuring the uniformity of the flow distribution in the channels. Chein and 

Chen [4.39], through a numerical evaluation of simple rectangular slot arrangements, concluded that it 

is beneficial in terms of flow and temperature uniformity, as well as thermal resistance and pressure 

drop penalty, the cooling fluid to be distributed and collected by the microchannels by a vertical 

inlet/outlet arrangement rather than a horizontal. The experimental study of Sehgal et al. [4.40] 

showed that vertical cooling fluid distribution and collection offers a superior hydrodynamic 

performance in comparison to horizontal configurations. However, the cooling configuration 

employing a horizontal manifold where the fluid enters and exits the heat sink from the same side, was 

found to have the highest thermal performance. For vertical inlet/outlet round ports, Kim et al. [4.41] 

introduced a geometrical parameter that takes into account the manifold length and width and the 

relative transversal port distance. The optimum value of this parameter was determined, for which the 

flow distribution uniformity is maximized. Kumaraguruparan et al. [4.42] experimentally and 

numerically examined the flow maldistribution to the microchannel core induced by a horizontal 
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manifold where the flow enters from the side. It was found that depending on the geometrical 

parameters of the microchannels, recirculation may emerge in the inlet region and that increased flow 

resistance, e.g. by high fin density in the entrance is beneficial in terms of flow distribution.  

In order to distribute the coolant to the microchannels and subsequently re-collect it to a single flow 

stream that flows through the closed-circuit tubing, manifold nozzles that geometrically match each 

constructed heat-sink design were designed and manufactured. The nozzles, apart from the practical 

fact that their cross-section must gradually vary from circular to rectangular, are required to allow for 

even distribution of the coolant to the channels and to induce a minor pressure loss penalty. The design 

was based on the concept that the shape of the fluid-flow layout can be determined by a number of 

characteristic cross-sections that guide splines, as depicted in Fig. 4.6a, and subsequently the nozzle 

final shape results as a “shell” by adding the necessary wall thickness (Fig. 4.6b). It must be noted that 

the nozzle rectangular cross sectional area must exactly match that of the heat-sink configuration and 

thus nozzles of different dimensions had to be designed corresponding to each of the heat-sink 

designs. Nevertheless, both nozzle designs should comply with the criteria of low pressure drop and 

even distribution. 

A parametric analysis based on numerical three-dimensional models of the nozzles was conducted 

in order to designate acceptable designs suitable for the constructed heat sinks. The analysis was 

limited to the inlet nozzles, as possible perturbations to the flow prior to the channels entrance could 

affect the performance of the heat sinks as well. The outlet nozzles were manufactured identical to the 

respective inlet ones.   

Flow separation is possible to occur owing to the cross-sectional expansion, as the circular inlet of 

the nozzle changes to a rectangular cross section. The nozzle design exhibits a characteristic “throat” 

in that region, as depicted in Fig. 4.6. It was established through the numerical models that if the first 

control cross-section downstream of the circular inlet is a square with side length equal to the inlet 

diameter, then flow separation does not occur at the nozzle “throat”. Furthermore, the radius of 

curvature at the throat region should be approximately equal to 20mm. The diameter of the circular 

inlet was selected to approximately match that of standardized tubes in order to facilitate the 

interconnection to the flow loop. In order to render the manufacturing of the nozzles feasible, the 

gradual decrease of the nozzle height as the outlet is approached must occur in a linear manner. The 

same applies for the increase in the nozzle width. In addition, the height gradient should be kept close 

to 5o. Considering the specified gradient, the length between the square control cross section and the 

nozzle outlet can be explicitly specified. In order to manufacture the two nozzle designs of equal 

length, the height gradient was equal to 4.53o for the FW and 5.06o for the VW design, respectively. 
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Fig. 4.6 (a) Formation of the fluid-flow arrangement and (b) the shape of the nozzle. 

 

4.7.2 Fabrication of the inlet/outlet nozzles 

 

The inlet/outlet nozzles for the two cooling configurations were machined out of aluminum rods 

according to the manufacturing drawings shown in Figs. 4.7a-b. Each nozzle was manufactured as 

two symmetrical, separate parts in a CNC milling machine, as shown in Fig. 4.7c.Guides were placed 

at the top faces of the parts, so that they can be precisely aligned, and the parts were bonded using an 

epoxy adhesive resin (Araldite 2014-1), as the alternative option of welding was not feasible due to the 

small thickness of the nozzle walls. The final part (for the FW configuration) is shown in Fig. 4.7d.  

 

 
 

 

  
 
Fig. 4.7 Manufacturing drawings for the inlet-outlet nozzles: (a) FW and (b) configuration. Manufactured nozzle 

(FW configuration: (a) machined symmetrical parts and (d) final assembled part. 
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4.7.3 Numerical investigation of the manifold system 

 

Numerical models were formulated for the inlet-outlet nozzles that match each cooling 

configuration. The computational domains for the inlet-outlet nozzles in both cases comprised the 

entire geometry due to the lack of any symmetry. The flow was considered to be isothermal, steady 

and turbulent for the range of flow rates considered, with the thermophysical properties of water 

evaluated at 25oC. The Reynolds number characterizing the flow was based on the velocity and 

geometry of the circular inner cross-section of the nozzle. The three-dimensional transport equations 

of mass, momentum obtain a common form which can be found, e.g. in [4.43].  The standard k-ε 

model [4.44] was used for the calculation of the Reynlods stresses that appear in the Reynolds 

Averaged Navier-Stokes (RANS) equations. A uniform velocity profile was imposed at the nozzle 

inlet, while a zero static pressure condition was imposed at the channel outlet. The governing 

equations were solved using ANSYS CFX with a convergence criterion of 10-6 for the mass and 

momentum root mean square (RMS) residuals. 

The computational domains were discretized using unstructured grids of tetrahedral elements, as 

depicted in Fig. 4.8. The grid had a non-uniform density as smaller elements were placed at the 

rectangular cross section of the nozzles. In addition, layers of prismatic elements were placed in the 

boundary-layer region in order to capture the velocity gradients. A grid independence analysis was 

conducted for the highest value of coolant flow rate considered throughout the present analysis, equal 

to 40 mL/s, corresponding to Reynolds numbers equal to 4456 and 3059. It was established through 

examining the overall pressure drop values and the outlet velocity profiles produced by denser grids 

that 1.29106 and 2.38106 elements for the FW and the VW manifold grids, respectively, suffice to 

obtain grid independent solutions. 

 

 
 
Fig. 4.8 Grid topology used for the discretization of the nozzle geometry. 
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4.7.4 Flow field in the manifold system 

 

Due to the geometrical form of the nozzles, the flow is forced to sustain both gradual expansion 

and contraction, which lead to pressure recovery and loss, respectively [4.25]. As can be seen in Figs. 

4.9a and 4.9c, flow through the inlet nozzle results to a pressure recovery, due to the rapid recovery 

rate at the nozzle “throat” where the geometry is gradually expanding. Especially, in the case of the 

inlet nozzle for the FW configuration (Fig. 4.9a), it is clearly discernible that the pressure initially 

increases to a maximum pressure value at the location, where the nozzle obtains its largest cross-

sectional area. Subsequently, the pressure decreases as the flow is subject to constriction due to the 

gradual decrease of the nozzle height to a final value of only 3.5 mm. This behavior is less evident in 

the nozzle for the VW design (Fig. 4.9c), as the flow velocity within the nozzle is in general lower 

than that in the FW design and the gradual geometry contraction up to the nozzle outlet has a much 

less steeper gradient, as the outlet height is equal to 10.6 mm.   

On the other hand, the outlet nozzle induces a fluid pressure loss, as depicted in Figs. 4.9b and 

4.9d. As can be deduced from the contour plots, once again the pressure change rate is becoming rapid 

in the “throat” region where the flow experiences a gradual contraction. As expected, the induced 

pressure loss has a more significant magnitude in the outlet nozzle of the FW configuration and 

furthermore the pressure loss/recovery at the outlet/inlet nozzle becomes more considerable as the 

Reynolds number increases. Nevertheless, the overall effect of the manifold on the induced pressure 

drop is negligible, as will be shown in the next paragraph. 
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Fig. 4.9 Pressure distribution at the horizontal symmetry plane of the manifold: (a) inlet nozzle-FW, (b) outlet 

nozzle-FW, (c) inlet nozzle-VW, (d) outlet nozzle-VW. 

 

Fig. 4.10 depicts the outlet velocity profiles of the two inflow-nozzle designs. The insets of Fig. 

4.10 depict the horizontal velocity distribution at the nozzle horizontal symmetry plane in conjunction 

to a vector plot. It is evident for both designs, that flow separation does not occur at the critical 

“throat” region, where the geometry expands, and the flow remains parallel throughout the nozzle. The 

velocity profile obtains a flatter form in the FW design as the flow is in a less developed stage than the 

VW design due to the higher flow velocity. It must be taken in mind that both nozzle designs are of 

equal length. Besides, in both cases the flow exits the nozzles unperturbed and no secondary flow 

occurs as aspired. The smooth outflow from the nozzle in conjunction to the effect of the rectangular 

heat-sink inlet chamber, which tends to produce an even flatter velocity profile typical of rectangular 

geometries with high aspect ratios, enable the even flow distribution in the channels. 

 

  
 
Fig. 4.10 Axial velocity horizontal profile at the exit of the inflow nozzle. The velocity was non-dimensionalized 

using the mean flow velocity within the nozzle. (a) FW and (b) VW configuration. 

 

4.8 Evaluation of the implemented heat-sink designs 

 

4.8.1 Experimental evaluation 

 

4.8.1.1 Flow loop and test rigs 

 

The cooling devices were evaluated in a closed flow loop (Fig. 4.11a), where the working fluid, 

which is water in the present case, was circulated with the use of a gear pump manufactured by Speck 
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GmbH. The water flow rate was measured with a ring piston flow meter manufactured by Aqua Metro 

AG and could be properly adjusted through a flow regulator. A 50 μm filter was also inserted in the 

tubing prior to the test device, in order to prevent the possible clogging of the channels from 

impurities. The temperature of the fluid that enters the test-device was adjusted to a specified set-

point, with the use of a water-conditioning unit that housed a number of resistors and mantle heat 

exchangers. A separate cooling unit was hydraulically connected to the water-conditioning unit 

through an additional closed flow loop that provides the “cold stream” of the heat exchanger (tap 

water). The flow in the “cooling” flow loop is regulated through pneumatic valves and the control 

signal for the valves is provided by a PLC where the temperature set-point is specified. As depicted in 

Fig. 4.11a, the experimental setup allows the simultaneous evaluation of two test devices; however a 

bypass tube was placed at the second spot, in order to evaluate a single test-device.   

The induced pressure drop by the heat sinks was measured using a diaphragm differential 

pressure transducer manufactured by Endress+Hauzer AG. In order to obtain a measurement, two 

probe fittings were inserted to the hydraulic circuit in proximity to the heat-sink inlet and outlet and 

the pressure transducer was connected to the circuit through flexible tubes. Inevitably, a number of 

fittings and connectors interceded between the probe and the heat-sink inlet (or outlet) manifold and 

consequently the pressure drop in these sections was also measured separately, in order to be able to 

determine the pressure drop that accounts for the heat sink length and the manifold system alone. 

However, in order to have a straightforward comparison to the numerical predictions the pressure 

losses due to the flow entrance into the multi-channel core (and respectively the pressure recovery due 

to the exit into the outlet chamber) must also be determined. As it was not possible to directly measure 

the pressure in these specific regions, theoretical predictions were used and the experimental data were 

appropriately retrofitted. Besides, the contribution of the inlet-outlet regions to the overall induced 

pressure drop is much smaller in comparison to that of the channel core region. The correlations used 

for the calculation of the pressure loss (or recovery) due to the flow transition into and out of the 

channel core are of the general form regarding flow contraction or expansion, using the total cross-

sectional area of the channels and the inlet (outlet) chamber cross-sectional as A1, A2 respectively (see 

Eqs. (4.6-4.7). Besides, the pressure losses in the manifold system were numerically predicted. 

The heat-sink thermal performance was evaluated under constant heat flux conditions with the 

imposition of negligible heat losses. In order to impose the uniform and constant heat flux at the 

bottom surface of the heat sink, a heating device was constructed, which comprises two symmetrical 

aluminum plates of total dimensions equal to (L x W) 500mm x 65mm so as to exactly match the 

active area of the heat sink. The two plates, which bear four equidistant parallel grooves, were bolted 

together and rod resistors having a nominal diameter of 6mm were housed in the through holes that 

were created. The nominal resistance value and the active length of the resistors were equal to 96Ω 

and 500mm, respectively. Thermally conductive paste was applied at the interface between the 

resistors and the aluminum plate in order to facilitate heat transfer. The heat sink and the heating 

device were clamped together using bolts and placed inside an insulating container made of bakelite 

with an additional interior insulating layer of Armaflex with thickness greater than 4cm. A cut-view of 

the test section is depicted in Fig. 4.11b. The resistors were connected in parallel and a voltage divider 

was used in order to adjust the input power. The input power was set approximately equal to 850W, 

which is close to the expected heat rate in the actual CPVT system.  
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Two four-wire Pt100 thermometers were used for the measurement of the fluid temperature at the 

inlet and the outlet of the heat sink. Each sensor was housed in a configuration which allows the 

insertion of the probe opposite to the incoming flow and furthermore enables fluid mixing prior to the 

measurement. In order to illustrate the temperature distribution at the heat sink bottom wall, holes of 

diameter 0.9mm were drilled into the substrate and series of Type T thermocouples were placed along 

the heat sink length. Fig. 4.11c depicts the thermocouple locations for the two heat-sink 

configurations. The voltage and current in the electrical circuit were measured using a volt-meter and a 

shunt resistor (R=1mΩ) respectively and thus the input power was determined. A more thorough 

discussion on the instrumentation used for the various experimental investigations and the accuracy of 

measurements is made in paragraphs 6.1and 6.2.   

The experimental results presented in the following sections were obtained by following the 

procedure as discussed here. A constant flow rate and fluid inlet temperature were assigned and once 

these values remained constant for a time interval of at least 5 min, the resistors were turned on. With 

the resistors on, values of the bottom-wall temperature, the fluid temperature at the heat sink inlet and 

outlet and the volumetric flow rate were recorded every 5s. The recording of the wall-temperature 

values, from which the experimental points result, commenced, once the fluid thermal balance was 

verified and the fluid maintained a constant inlet-outlet temperature difference. The experimental data 

resulted as averaged values for time intervals of at least 5 min under steady-state conditions, namely 

provided that the temperature values varied less than ±0.2K. The sensors signals were directly 

measured using an Agilent data logger. Measured values were being processed and stored to a 

computer using the Agilent VEE software.  
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Fig. 4.11 Schematics of the experimental rig: (a) water conditioning unit and flow loop, (b) cross-section of the 

test module and heating elements. (c) Locations of the thermocouples. 

 

4.8.1.2 Uncertainty of the experimental data 

 

The uncertainties in the values of all the measured quantities are given for a confidence level equal 

to 95% and summarized in Table 4.5.  An uncertainty analysis based on propagation of errors has 

been conducted in order to determine the resulting uncertainty of the calculated quantities. The topic 

of experimental uncertainties and the procedure followed to determine the uncertainty associated with 

calculated values are discussed in detail in paragraph 6.2. It is interesting to notice the relatively large 

uncertainties associated with the parameters of the FW heat sink, due to the fact that the manufacturing 

precision remains constant, although the channel dimensions are significantly reduced and lie in the 

microscale. 
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       Table 4.5 Uncertainty in measured quantities. 

Measured quantity U 

totV  [m
3
/s] 1.76% 

Tf [K] 0.054 K 

Tw [K] 0.5 K 

Vmult [volts] 0.66% 

Ishunt [amps] 0.00% 

Δp [Pa] 0.02% 

Wch,FW [m] 3.57% 

Wch,VW,1 [m] 0.38% 

Wch,VW,2 [m] 0.94% 

Wch,VW,3 [m] 3.57% 

Ww,FW [m] 2.90 

Ww,VW [m] 2.00% 

Hch,FW [m] 0.57% 

Hch,VW [m] 0.19% 

Whs [m] 1.67% 

Lhs [m] 0.20% 

        
       

 
 

 

 

 
 

 

 

4.8.2 Numerical analysis 

 

4.8.2.1 Formulation of the numerical model 

 

The numerical models representing the actual heat sink configurations were decreased to appropriate 

unit cells in order to reduce computational time. Both models were applied on a composite fluid and 

solid domain.  The computational domain for the FW configuration was similar to that depicted in Fig. 

3.3 and it was truncated to Z*=172 along the streamwise direction, which is a length far exceeding the 

flow development length. The domain for the VW heat sink included channels of three different 

hydraulic diameters and thus its lateral extent was such as to include half a first-section, one full 

second-section and two full third-section channels respectively, as depicted in Fig. 4.12. Just as in the 

cases presented in the second chapter, heat transfer was again treated as conjugate with simultaneous 

heat conduction in the solid and convection in the fluid domains, respectively. The thermophysical 

properties of the cooling fluid where evaluated at the fluid overall mean temperature, which was 

estimated though a global thermal balance for each value of the volumetric flow rates considered for 

the simulations. The effect of buoyancy was taken into account through the Boussinesq approximation 

 
Table 4.6 Uncertainty in calculated quantities. 

Calculated quantity U 

Dh,FW [m] 3.08% 

Dh,VW,1 [m] 0.26% 

Dh,VW,2 [m] 0.79% 

Dh,VW,3 [m] 3.39% 

Ach,FW [m
2
] 3.62% 

Ach,VW,1 [m
2
] 0.43% 

Ach,VW,2 [m
2
] 0.96% 

Ach,VW,3 [m
2
] 3.58% 

Arec,active [m
2
] 1.68% 

Z
*
 0.33% 

uFW [m/s] 4.02% 

uVW,1 [m/s] 1.81% 

uVW,2 [m/s] 2.01% 

uVW,3 [m/s] 3.99% 

ReFW 5.07% 

ReVW,1 1.83% 

ReVW,2 2.15% 

ReVW,3 5.23% 

Qel [W] 0.66% 

q'' [W/m
2
] 1.81% 



FWT  x 100 1.123-1.374 


VWT  x 100 0.168-0.181 

ΔΤf,therm.bal. 1.88% 

fFW 8.62% 

fVW 3.64% 
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and the flow and temperature fields were considered coupled in all cases. The assumptions stated in 

paragraph 3.2.1 were adopted and Eqs. (3.1) and (3.3)-(3.5) were solved. A convergence criterion of 

10-6 was set for the root mean square (RMS) mass, momentum and energy residuals.  

 

 
 
Fig. 4.12 Computational domain for the three-section VW configuration. 

 

4.8.2.2 Grid independence 

 

The computational domains of the two configurations were discretized using hexahedral elements 

in a non-uniform arrangement along the streamwise direction. In the case of the FW configuration, the 

grid was denser in the developing flow region, whereas, in regard to the VW configuration, the grid 

was refined in the locations of geometry contraction. Across the channel cross-section, the grid was 

refined in the near-wall regions of the FW-configuration unit cell, while the grid density was kept 

uniform in the VW-configuration unit cell. 

The grid-independence study for both heat sink configurations was conducted assuming the highest 

value of the flow rate considered throughout the evaluation, i.e. totV =40mL/s, which corresponds to 

Re=476 for the FW configurations and Re1=598 for the VW configuration respectively. Three grids 

consisting of 1.91, 3.35 and 4.92∙106 elements respectively were considered for the FW configuration. 

The comparison among the values of the coolant pressure drop obtained for the consecutive grids of 

increasing density showed deviations of 0.5% and 0.3% respectively. Besides, the discrepancy in the 

values of the overall Nusselt number produced by the first two grids was equal to 2.6%, whereas the 
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refinement to the third, finer grid caused a deviation of 1.0%. The intermediate grid was therefore 

selected for producing the presented results. 

In regard to the VW configuration the computational grid was consecutively refined from 15.9∙106 

to 20.6∙106 and finally to 24.9∙106 elements. The relative discrepancy in the overall pressure drop of 

the cooling fluid flow was equal to 1.0% between the coarse and the intermediate grid and equal to 

0.4% between the intermediate and the dense grid, respectively. In addition, as depicted in Fig. 4.13a, 

the horizontal axial velocity profiles slightly downstream of the first step-change in the channel 

hydraulic diameter (Z*=28.9) produced by the three grids are similar and the extent of the expected 

flow recirculation adjacent to the fin sidewall is well captured. The root mean square discrepancy 

between the values of the intermediate and dense grid is equal to 0.69%. Besides, the vertical 

temperature profiles at the same location (Fig. 4.13b) are identical for the three grids tested and the 

expected mixing zones in the upper and lower boundary layer regions are also well captured. 

 

  
 
Fig. 4.13 Grid independency study for Re1=598: (a) Horizontal velocity profile (Y

*
= 0.5) at Z

*
= 23.9, (b) 

Vertical temperature profile (X
*
=0.5) at Z*=23.9. 

 

4.9 Results 

 

The results presented in the following sections were non-dimensionalized using appropriate 

quantities. It must be noted that regarding the comparison of the experimental data to the numerical 

predictions, the non-dimensional quantities (f,T*) introduced allow for a more clear illustration of the 

experimental uncertainties, as the uncertainty associated to the geometrical parameters, which has an 

effect on heat sink performance, is also included. In the case of the VW heat sink, quantities associated 

with the first heat-sink section were selected for the non-dimensionalization. This constitutes a 

conservative choice as the uncertainties associated with the characteristic flow quantities in the third 

heat-sink section are considerably larger, as can be seen in Table 4.5.  

It must be pointed out that the non-dimensional numbers that characterize the flow are defined 

using the channel hydraulic diameter and are thus different for the two configurations, as well as for 

each section of the VW configuration, as presented in Tables 4.7-4.8. The nominal values of the 

Reynolds number shown in the second column of the tables result by evaluating the thermophysical 

properties of water at 25oC and refer to the pressure drop tests. Nevertheless, in order to have a 
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uniform representation of the results, the values of Re from the third column of the tables will be used 

in the following sections. 
 

Table 4.7 Non-dimensional numbers characterizing the flow conditions in the FW configuration. 

 totV [mL/s] Re(nom) Re Gr Ar 

15.0 168 196 Hydrodynamic evaluation only 

20.0 223 252 3.11E+01 4.91E-04 

25.0 279 308 2.89E+01 3.05E-04 

30.0 335 364 2.75E+01 2.07E-04 

35.0 391 420 2.65E+01 1.50E-04 

40.0 447 476 2.58E+01 1.14E-04 

 
Table 4.8 Non-dimensional numbers characterizing the flow conditions within each section i of the VW 

configuration. 

totV [mL/s] Re  Gr  Ar 

 i=1(nom) i=1 i=2 i=3  i=1 i=2 i=3  i=1 i=2 i=3 

15.0 210 246 153 87  Hydrodynamic evaluation only 

20.0 281 316 197 112   1.18E+05 4.49E+03 2.06E+01   1.18 0.12 0.18 

25.0 351 387 241 137  1.09E+05 4.16E+03 1.92E+01  0.73 0.07 0.14 

30.0 421 457 285 162  1.03E+05 3.96E+03 1.83E+01  0.49 0.05 0.11 

35.0 491 528 329 187  9.94E+04 3.82E+03 1.77E+01  0.36 0.04 0.09 

40.0 561 598 373 212   9.67E+04 3.72E+03 1.72E+01   0.27 0.03 0.08 

 

4.9.1 Flow fields 

 

The induced pressure drop was evaluated in cold flow conditions, so as to exclude possible effects 

of the variable water thermophysical properties due to heating. A constant temperature of 25oC was set 

in the flow loop. Fig. 4.14 presents the obtained values of the friction factor as a function of Re for the 

two heat-sink configurations, indicative of the pressure drop, and the respective numerical and 

theoretical predictions. The numerical predictions were produced by “cold flow” models using only 

the fluid computational domains of the FW and VW unit cells, while the theoretical values were 

produced by considering the fluid friction in the channels region. In the case of the VW design, an 

additional pressure drop component arose due to flow constrictions. The pressure drop in the 

contraction locations was calculated using equation Eq. 4.6, whereas in the straight channel sections 

equations similar to Eq. 4.8 were used by also considering the hydrodynamic development length. 

Besides, the appropriate Fanning friction factor fF values were chosen corresponding to the aspect ratio 

of each channel. As can be seen, the experimental values exhibit very good agreement with the 

predictions. The discrepancy in the case of the FW configuration lies within the range of experimental 

uncertainty, whereas, regarding the VW configuration, the maximum discrepancy detected is between 

the theoretical predictions and the experimental data for the lowest Reynolds number, which is in the 

order of 10%. This small deviation is probably due to the fact that the values used for the development 

length in the channels of the third section (AR=18.9), not being readily available, had to be 

extrapolated from available theoretical values of channels with a lower aspect ratio. In addition the 

effect of the geometrical constrictions along the heat sink length is possible to have been 

overestimated, as the frontal surface of the actual fins is not perfectly rectangular due to manufacturing 

limitations, and thus a smoother flow transition between sections is plausible to be assumed. 
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Fig. 4.14 Friction factor vs. Re through the (a) FW and (b) VW configuration. 
 

Figs. 4.15a-b depict the pressure distribution along the heat-sink length for the two configurations. 

The pressure in the FW channel decreases linearly with the axial coordinate, as expected (Fig. 4.15a). 

On the other hand, as can be seen in Fig. 4.15b, the friction losses in the third, high-fin density section 

of the VW heat sink account for approximately 95% of the overall induced pressure drop, while the 

linear pressure decrease has a much less steep gradient in the first two sections. By comparing the two 

figures, it is evident that the removal of fins in the first two sections reduces the pressure drop penalty 

considerably and enhances the hydrodynamic performance of the configuration. It is also interesting to 

notice that the effect of the flow impingement on the fin front surfaces of consecutive sections is very 

small. As made evident by Figs. 4.15c-d the pressure losses induced outside of the heat sink active 

area have a very small effect on the overall pressure drop. Especially regarding the pressure drop in 

the manifold system, which was determined numerically, the reduction of the experimental data 

verifies that its contribution to the overall pressure drop is negligible corresponding to less than 0.3% 

and 0.5% of the overall pressure drop for the FW and the VW configuration, respectively. In fact the 

pressure loss induced as the flow enters the channels from the inlet chamber has the most significant 

contribution to these minor losses. For the sake of thoroughness, it must be stated that the flow 

pressure recovery at the channels exit is subtracted during the calculation of the aforementioned term.  
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Fig. 4.15 Longitudinal pressure drop distribution: (a) FW and (b) VW configuration. Pressure drop induced in 

regions outside the heat-sink active length: (c) FW configuration and (d) VW configuration. 

 

In reference to the flow field that emerges in the FW configuration, the velocity is expected to 

remain parallel throughout the heat-sink length, as the values of the Archimedes number (Table 4.7) 

indicate that the effect of natural convection is negligible. As illustrated in Fig. 4.16 for the highest 

Reynolds number considered Re=476, the axial velocity profile is already fully developed at a length 

roughly equal to 85 hydraulic diameters downstream of the inlet. The extent of the hydrodynamic 

entry length is limited due to the small hydraulic diameter of the microchannels and fully developed 

conditions occur along the larger part of the microchannel (approximately 84% of the total channel 

length for Re=476). The fully developed vertical velocity profile (Fig. 4.16a) obtains a flat form due 

to the high aspect ratio (AR=6.25) of the microchannel, whereas the respective horizontal profile 

obtains the typical parabolic form (Fig. 4.16b). Both profiles are in agreement with the analytical 

solution for the specified channel aspect ratio. 

 

  
 
Fig 4.16 Axial velocity profiles at various streamwise locations of the FW configuration (Re=476): (a) 

horizontal profile at the channel mid-height, (b) vertical velocity profile at the channel mid-width. 

 

On the other hand, the flow field emerging in the VW configuration is much more complex. As can 

be deducted from the Archimedes number values of Table 4.8, buoyancy forces attain a significant 

magnitude than inertial forces only in the first heat-sink section and it is thus expected that 

longitudinal buoyancy rolls will emerge in that region. Indeed, as depicted in Fig. 4.17, a secondary 
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flow pattern is discernible even for the highest number of the Reynolds number considered. The rolls 

draw fluid from the upper wall to the lower heated wall and have an enhancing effect on heat transfer, 

as will be shown in the next paragraph. As expected, the magnitude of the rolls diminishes as the 

Reynolds number increases and furthermore the roll intensity maximum is shifted to downstream 

locations, as is evident by comparing Fig. 4.17a to Fig. 4.17b. This distinct behavior was elucidated in 

paragraph 3.4.3, where the flow and thermal behavior of a two-section VW heat sink was discussed. 

 

 

 
Fig. 4.17 Velocity vector plots indicative of the magnitude of the buoyancy induced rolls in the heat-sink first 
section: (a) Re1=316, (b) Re1=598. 



Chapter 4. Heat sink design, optimization and evaluation 

4.31 

 

 

A three-dimensional secondary flow pattern emerges due to the effect of the geometrical 

constriction, as has been illustrated in paragraph 3.4.3.6. The most distinctive feature is a pair of 

horseshoe vortices that develop in the upper and lower boundary layer regions. Under mixed 

convection conditions, the vortices become asymmetric due to the effect of the upstream established 

buoyancy rolls (see paragraph 3.4.3.9). Fig. 4.18a depicts the topology of the longitudinal vortices in 

the first section of the VW heat sink. The vortices set in transversally to the main flow due to the 

impingement of the oncoming flow on the frontal surface of the additional, second-section fin and 

persist in the consecutive section. As can be seen, the vortices remain asymmetrical even for the 

largest value of the Reynolds number, with the lower vortex being enhanced. It can be therefore 

deduced that the secondary flow topology considerably deviates from the respective one for purely 

forced convection conditions, already at a value of the Archimedes number as low as 0.27. Of course, 

as the Reynolds number increases the absolute magnitude of the vortices increases as well. As is 

evident from Fig. 4.18b, the flow confinement also influences the development of the secondary flow. 

The longitudinal vortices, which emerge in the vicinity of the second geometrical contraction (Fig. 

4.18b), decay almost immediately and the flow changes into a pure parallel one. It must be noted that 

the upper and lower vortices are of equal magnitude, as the effect of buoyancy is negligible in the 

second and third heat sink sections. The small width of the third-section channels (Wch,3=0.56mm) 

renders the interaction of the secondary flow with the channel sidewalls more intense than in the 

second section. As it appears, this interaction destroys the coherence of the longitudinal vortices.  
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Fig. 4.18 Contraction induced secondary flow pattern. Contour iso-surfaces (ω=12s

-1
) and plots illustrating the 

topology of the horseshoe vortices: (a) First and (b) second geometrical contraction. 

 

4.9.2 Temperature fields and heat transfer 

 

First of all, in order to verify the soundness of the experimental data regarding heat transfer, it is 

essential to ensure that all the heat provided by the rod resistors is extracted by the cooling fluid. The 

measured water temperature rise ΔΤ through the heat sink for various flow and heat rates was 

compared to the theoretical values, as they result from a global thermal balance. As depicted in Fig. 

4.19, the predictions agree very well with the experimental data and it is thus verified that heat losses 

are negligible. 

 

  
 
Fig. 4.19 Comparison of the experimental data to thermal balance predictions for various flow and heat rates: (a) 

FW and (b) VW configuration. 

 

Figs. 4.20 and 4.21 show the bottom wall streamwise temperature distribution of the two 

configurations for the flow rates considered (20-40 mL/s). The numerically predicted distribution for 

the FW configuration (Fig. 4.20) is typical for fully developed forced convection under constant heat 
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flux, as the solid temperature increases linearly along the streamwise direction. On the contrary, the 

experimental data illustrate a distribution that resembles that of constant temperature heating, with the 

exception of the experimental point at the heat-sink inlet. Nevertheless, the experimental values for the 

maximum temperature at the het-sink outlet, which is directly related to the heat sink thermal 

resistance, are in agreement with the predictions. The deviation of the heat sink thermal behavior in 

the part prior to the channel mid-length is probably due to the heat flux “smearing” by axial 

conduction in the solid substrate. Some aspects of manufacturing imperfections were identified as 

possible causes. On the one hand, the overall width of the manufactured device is larger by 0.54 mm 

than the theoretical one, calculated for 49 channels with dimensions depicted in Fig. 4.5a. It is 

therefore possible that some microchannels have a larger width than others.  On the other hand and 

more importantly, the microchannels could not be fabricated in a single passage of the milling 

machine due to the limited length of the milling table. For this reason, microchannels were machined 

at approximately three-quarters of the heat sink active length, the device was rotated and the 

machining along the remaining channel length continued with a second passage. Vibrations were 

detected at the end of the first passage, as the milling table reached its limit, which could lead to non-

uniform machining of the channels. It is thus possible that the channels have a non-uniform cross 

section in that specified region due to vibration and, in addition, a slight misalignment of the device 

for the second passage could also distort the channel cross-section. The emergence of axial conduction 

in the substrate due to the non-ideal geometry would result to heat transfer from the “hot” part of the 

device closer to the outlet to the respective cold one closer to the inlet, as is the case actually observed. 

The effect of axial conduction can be quantified with the use of a non-dimensional number [4.45], 

defined as:  

 

wHc
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                                (4.21) 

 

where ks, ts are the substrate thermal conductivity and thickness, respectively, and w is the mean 

axial flow velocity within the heat sink. Additional numerical simulations were conducted with 

gradually increased values of the M parameter, in order to illustrate the effect of axial conduction on 

the temperature distribution of the bottom wall. In agreement to the findings of Davis [4.46], it was 

found that the temperature of the bottom wall becomes more uniform  along the streamwise coordinate 

as M increases .The temperature distributions for M=0.66 are also depicted with a red line in Figs. 

4.20a-e. It is evident that the numerical results are in good agreement with the experimental data, 

justifying by this way the assumption that axial conduction is the cause for the temperature uniformity 

of the heat sink substrate.   
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Fig. 4.20 Streamwise temperature distribution at the channel bottom wall of the FW configuration for: (a) 

Re=252, (b) Re=308, (c) Re=364, (d) Re=420, (e) Re=476.   

 

In reference to Fig. 4.21, the experimental values and the numerical predictions for the VW 

configuration follow the same trend, with the maximum temperature point being located, in all cases, 
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at the part of the first heat-sink section upstream of the effect of the first contraction. This trend is 

justifiable as the first section of low-fin density is expected to have high thermal resistance due to the 

smaller heat transfer area. In general, good agreement is evident between the predictions and the 

experimental data.  As also revealed by Fig. 4.21, the maximum wall temperature remains relatively 

unaffected by the variation of the Reynolds number. The mitigation of the hotspot temperature as the 

value of the Reynolds number decreases is due to the increasing effect of free convection within the 

first heat sink section. As depicted in Fig. 4.17, the magnitude of the buoyancy induced rolls increases 

as the Reynolds number decreases and thus the Archimedes increases compensating for the hindering 

effect of the lower flow velocity on heat transfer. In comparison, the difference in the maximum 

temperatures obtained, e.g. for Re1=316 and Re1=598, in the following heat sink sections, where 

forced convection conditions dominate, is substantially larger.  
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Fig. 4.21 Streamwise temperature distribution at the channel bottom wall of the VW configuration for: (a) 

Re1=316, (b) Re1=387, (c) Re1=457, (d) Re1=528, (e) Re1=596.     

 

The temperature field in the FW configuration is elucidated through contour plots on the channel 

longitudinal symmetry plane, as shown in Fig. 4.22. The contours clearly indicate pure forced 

convection conditions as temperature stratification is absent. Besides, it is interesting to notice that the 

peaks of the contours are shifted toward the upper wall due to the non-uniform heating, as the fluid is 

primarily heated from the channel bottom wall, whereas the top wall is considered adiabatic. It is also 

evident that the flow reaches full thermal development in all cases, indicated by the identical form of 

the contours that appear prior to the channel outlet. Thus, it is justified that the truncation of the unit 

cell length had no effect on the produced numerical solution.  

 

 
 
Fig.4.22 Contour plots of the longitudinal temperature distribution along the channel vertical symmetry plane in 

the FW configuration.  
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In regard to the temperature field of the VW configuration, the effect of natural convection in the 

first section (Z*=20.0 and 23.0) is evident for Re1=316 (Fig. 4.23a), as significant temperature 

stratification exists with warmer fluid having been transferred to the channel upper part. A low 

temperature core is shown to develop near the bottom of the channel. As the Reynolds number 

increases, temperature stratification becomes less pronounced and the temperature profile obtains a 

form typical of forced convection conditions. A comparison between the locations Z*=20.0 and 

Z*=23.0 reveals that the bottom boundary layer is subject to cooling due to the flow separation slightly 

upstream of the contraction (see paragraph 3.4.3.6). Downstream of the flow constrictions (at 

Z*=24.0 and Z*=49.0), the contour lines at the lower and upper parts of the channel are skewed due to 

the effect of the horseshoe vortices. Especially regarding the second section channel (Z*=24.0) the 

bottom boundary layer is cooled as cold fluid from the channel core is drawn to that region, especially 

as the Reynolds number increases, and thus heat transfer is enhanced.  

The length of the second section was found to be adequate for any disturbances in the flow and 

temperature fields to decay and the flow to recover its purely parallel form prior to the next 

contraction. In any case the fluid core region is pushed toward the channel top causing redistribution 

of thermal energy.  In reference to the lateral thermal boundary layers, their thickness decreases along 

consecutive sections, as the flow cross-section decreases and the fluid accelerates. The temperature 

contours also verify that the heat-sink solid part is cooled after each step-change of the channel 

hydraulic diameter, as additional heat transfer areas are added. A close look at the temperature 

contours within the third section (Z*=49.0) reveals that these are slightly asymmetrical. This is 

justifiable if we consider that the development of the thermal boundary layers at the channel sidewalls 

is not symmetrical as well. The development of the boundary layer of the left fin wall commences at 

the channel inlet and remains uninterrupted, whereas regarding the right side-fin wall the thermal 

boundary layer originates at the entrance to the second heat-sink section, where the additional fin 

intercepts the oncoming fluid free stream. Thus, for a specified location, the left sidewall boundary 

layer is of larger thickness in comparison to the respective right one.  
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Fig. 4.23 Temperature contour plots at cross-flow planes of increasing streamwise coordinate: (a) Re1=316, (b) 

Re1= 457 and (c) Re1=598. 
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In order to quantify the local heat transfer rate, the circumferentially averaged Nusselt number 

distribution calculated by using the values of the local heat flux and the temperature distributions 

available from the numerical simulations. As depicted in Fig. 4.24a, the Nusselt number distribution in 

respect to the FW design exhibits the expected asymptotic behavior to a fully developed value, which 

is independent of the flow rate. The extent of the thermally developing flow region increases with the 

Reynolds number, as also do the values of the Reynolds in that region. However, the flow reaches full 

thermal development approximately at Z*=80.0 even for the highest value of the Reynolds number, 

Re=476 and consequently fully developed conditions occur along the largest portion of the 

microchannel (at least 85% of the total length).  

The form of the Nusselt number distribution in the first section (Z*<23.6) of the VW configuration 

varies depending on the value of the Reynolds number (Fig 4.24b). For the lowest considered value, 

Re1=316, the distribution exhibits a minimum point at approximately Z*=12.0, a behavior typical of 

mixed convection conditions that prevail due to the large channel hydraulic diameter in the specific 

section. As the Reynolds number increases, the Archimedes number decreases and thus the 

distribution shifts to a monotonical behavior. It is interesting to note that the overall Nusselt number is 

higher for the lowest Reynolds number value due exactly to the beneficial effect of the buoyancy rolls 

on heat transfer. 

The Nusselt number retains almost constant and relatively high values through the larger part of the 

second heat-sink section due to the action of the longitudinal vortices that cause redistribution of 

thermal energy. The distribution for Re1=316 exhibits a slightly increasing plateau, which indicates 

that the effect of free convection is non-negligible. For the other two Reynolds numbers, the constant 

Nusselt number values obtained exceed the theoretical one by 46-49% [4.23]. 

Regarding the third heat sink section, an undershoot in the distribution is clearly discernible in the 

initial part of the channel. The Nusselt number subsequently recovers to a fully developed value, 

which is independent of the Reynolds number and is in agreement with the theoretical value 

(NuFD=7.24) [4.23]. As discussed in paragraph 5.2 the effect of the secondary flow in the third section 

is negligible and it is thus expected the Nusselt number to obtain the value of fully developed parallel 

flow. 

As illustrated in Fig. 4.24c, a significant flux reversal occurs at the entrance of the third section of 

the heat sink (regions Aʹ in Fig. 4.24c) due to the step change of the channel hydraulic diameter and 

this is the cause for the observed undershoot of the Nusselt number values. It is evident that the flux 

reversal becomes more pronounced for increasing values of the Reynolds number. The fluid within the 

heat-sink is constantly heated, whereas the solid bottom wall experiences a rapid cooling in the 

locations of flow contraction. Therefore, in the boundary layer regions, the elevated fluid temperature 

can locally exceed the respective wall temperature and consequently the heat flow direction is 

reversed. On the other hand, in the regions under the influence of the horseshoe vortex (regions A in 

Fig. 4.24c) the local heat flux obtains very high values, over 4.5 times higher than the average flux 

value in the specific section. 
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Fig. 4.24 Distribution of the circumferentially averaged local Nusselt number for (a) the FW and (b) the VW 

configuration. (c) Contour plots of the wall heat flux at the region of the second flow contraction.  

 

4.9.3 Comparative evaluation of the FW and VW designs. 

 

The two cooling configurations were comparatively evaluated, in terms of energetic and exergetic 

performance, in order to point out the merits and drawbacks of each design. The values of the heat 

sink thermal resistance for the two devices are presented in Fig. 4.25a. It must be noted that the 

thermal resistance for the VW design was calculated using both Eqs. (3.35) and (3.42), which are 

based on the wall average and maximum (hotspot) temperatures, respectively. In general the FW 

configuration achieves lower thermal resistance values primarily due to the larger available heat 

transfer area and additionally due to the higher channel flow velocity, in comparison to the respective 

VW one.  As can be seen, Rth,eq.(3.42) remains relatively unaffected by the Reynolds number at a value 

of 0.015-0.016 K/W, whereas Rth,eq.(3.35) decreases with the Reynolds number due to the fact that the 

wall average temperature decreases as well. The thermal resistance values based on Eq. (3.35) indicate 
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that, from a conservative point of view, the VW configuration achieves a heat transfer performance 

equivalent to the respective FW. 

As depicted in Fig. 4.25b, the required pumping power for the FW device increases exponentially 

with the Reynolds number; on the other hand, the increase in the values regarding the VW device 

appears to occur in a nearly linear fashion. In any case, the pumping power values in the latter case are 

lower by as much as an order of magnitude due to the negligible pressure drop in the first two, 

reduced-fin-density sections of the VW device. This difference could have a vital impact on the 

parasitic power losses of applications, where long heat sink arrays are required, such as in the case of 

linear CPVT systems. 

For the geometrical parameters of the manufactured heat sinks (channel hydraulic diameter and 

length), the entropy generation rate and thus the exergetic performance of the devices is determined 

mainly by the thermal resistance, as the effect of pumping power is minor. As depicted in Fig. 4.25c, 

the entropy generation rate follows the same trend as the thermal resistance. The Bejan number (see 

paragraph 3.6), in the case of the VW device is practically equal to 1.0 regardless of the flow rate, 

while it ranges between 0.982 and 0.997 for the FW device. 

 

  
 

 
 

Fig. 4.25 Comparative evaluation of the two heat sinks: (a) Thermal resistance, (b) required pumping power, (c) 

entropy generation rate. 
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In conclusion, it is essential to point out that the thermal behavior of the VW cooling device is 

particularly attractive as the hotspot temperature can be specified by a proper optimization procedure 

and it can be unconditionally controlled for a wide range of flow conditions. In applications such as 

electronics’ cooling where the effectiveness of cooling is determined by the hotspot temperature, the 

incorporation of such a device can greatly reduce the parasitic power required for pumping. 

 

4.10 Effect of fouling on the heat-sink performance. 

 

Fouling, i.e. the accumulation of impurities on the surface of the heat-sink channels can alter the 

flow geometry and increase the surface roughness thus affecting the hydrodynamic and thermal 

behavior of the heat sink in a significant manner. Referring to heat transfer, fouling adds a layer of 

poor thermal conductivity material (deposits) to the heat transfer area. Consequently, an additional 

thermal resistance accounting for the heat conduction in the fouling layer must be taken into account. 

The effect of fouling on pressure drop stems from the decrease of the duct internal diameter, which 

can be reduced to a value Dh,f, due to the fouling layer:  
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where kf and Rf are the fouling thermal conductivity and fouling resistance, respectively. Typical 

values of the fouling resistance for various industrial applications are available in [4.47]. The 

decreased hydraulic diameter leads to increased flow velocity in the duct, in comparison to the 

nominal one for a specified flow rate, and thus to increased pressure drop. The values of the Fanning 

friction factor could also be affected by the fouling deposits [4.47]. Fouling was detected in both heat 

sink configurations after the conclusion of the experimental evaluation (Fig. 4.26). Since tap and not 

ionized water flowed within the heat sinks during the evaluation procedure, the occurrence of fouling 

could not be impeded as the channels of both configurations are of small cross-sectional area and 

furthermore the maximum fluid velocity obtained was less than 0.7 m/s, whereas for cooling water the 

minimum flow velocity to prevent fouling has been proposed to be over 1.2 m/s [4.48].  Nevertheless, 

no signs of any significant thermal or hydrodynamic performance deterioration were detected during 

the experimental tests. 

 

 
 
Fig. 4.26 Fouling evident at the inlet of the FW configuration after the completion of the experimental 

evaluation. 
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The design procedure followed and the materials and manufacturing processes selected for the 

realization of the CPVT system, a schematic of the main constituents and geometrical parameters of 

which is presented in Fig. 5.1, are thoroughly discussed in the present chapter. As was mentioned in 

the previous two chapters, the cooling system was designed assuming that the system module aperture 

area was equal to 1.0m2. Hence, the integrated CPVT system module was designed having this 

specified design variable as a basis. The rationale behind the selection of the main design  parameters  

of  the system, such as the aperture  width  and  length, parabola  rim  angle,  focal  length,  and the 

concentration  ratio CR is illustrated below. The manufacturing materials for the system components 

were selected bearing in mind the module structural rigidity, reliable operation under varying 

environmental conditions and high optical quality, while also maintaining the overall cost moderate. 

The influence of the properties of the materials and the precision of manufacturing processes on the 

system performance is also elucidated.   

 

 
 

Fig. 5.1 Schematic of the CPVT system 

 

5.1 Selection of the parabola 

 

The initial step of the design procedure was to determine the geometrical form of the parabolic 

optical device. Taking into account that the module aperture area and the receiver active length were 

constrained at 1.0m2 and 0.5m, respectively, the parabola width d must be equal to 2.0m (see Fig. 5.1) 

and consequently the geometrical concentration ratio CR results equal to (d/Wrec=) 33.3. Thus, the 

geometrical shape can be fully defined if the focal length of the parabola is determined, which also 

designates the parabola height h and rim angle ψrim, as depicted in Fig. 5.2 [5.1]:  
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Fig. 5.2 Effect of the focal length on the shape of the parabola [5.1]. 

 

An initial limitation for the selection of the focal length f is posed by the receiver cross-section. The 

solar irradiation must be concentrated at the bottom surface of a flat receiver, i.e. the PV module, and 

therefore the ratio of the focal length to the aperture (parabola) width ratio d must be larger than 0.25 

and consequently the rim angle smaller than 90o, according to Fig. 5.2. Evans [5.2], using a theoretical 

model, showed that the peak concentration ratio achieved at the receiver center line increases as the 

rim angle increases. In fact, as was shown by Hassan and El-Refaie [5.3], an increase of the trough rim 

angle from 30o to 90o leads to a twofold value of the maximum local concentration ratio. Thus, 

parabolic concentrators with a “flatter” form produce a more uniform irradiation distribution across 

the receiver width, which is beneficial in terms of solar cell efficiency. However, selecting a large 

focal length would result to increased end losses under non-perpendicular irradiation incidence and, 

from a structural point of view, increased height of the supporting brackets that would require 

additional material, in order for the brackets to be able to withstand the bending stress due to the 

receiver weight and possible wind loads. 

A ray tracing simulation was conducted in order to elucidate the effect of the parabola focal length 

on the irradiation distribution on the receiver. The ray-tracing method is further discussed in 

paragraph 5.7.1. A parabolic trough of perfect shape was considered with aperture area equal to 

1.0m2, while the reflectivity of the reflector was set equal to 0.95. Typical one-sun irradiation was 

considered (1.0 kW/m2), while the values of the focal length lied in the range 0.55-1.2 (f/d=0.275-0.6). 

The irradiation non-uniformity was evaluated in terms of the root mean square (RMS) of the 

irradiation flux on the system receiver. As can be seen in Fig. 5.3, the decrease rate of the flux RMS 

becomes less steep as the focal length increases. It must be noted that the irradiation non-uniformity 

was evaluated for an axial displacement of the receiver that offers the most uniform profile attainable, 

as will be discussed in the following paragraph. The average non-illuminated length of the receiver for 

incidence angles between 0-70o, considering single axis tracking, is also presented in Fig. 5.3 and it is 

clearly shown to increase in a linear manner with the focal length between the values of 0.48 and 

1.14m. 
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Fig. 5.3 Effect of the parabola focal length on the irradiation uniformity and the end losses. 

 

Following the procedure proposed by Foli and Okabe [5.4], which was also discussed in paragraph 

3.4 regarding the selection of the cooling fluid flow rate, the optimal value of the focal length taking 

into account only the flux uniformity criterion results equal to 0.73m; the actual focal length, however, 

was selected slightly smaller and equal to 0.69m for clearly practical reasons associated with the 

receiver axial displacement that produces uniform flux (see paragraph 5.2) and the manufacturing 

precision.  

 

5.2 Position of the receiver 

 

Smoothing the illumination distribution is an important objective for the design of concentrated 

solar power devices, as it benefits the cell performance [5.5] and deters the occurrence of hotspots on 

the receiver surface, especially if it is manufactured by a material of low thermal conductivity (e.g. 

stainless steel). Optical devices such as segmented parabolic or Fresnel reflectors and secondary 

optical devices, e.g. refractive prisms, have been proposed in order to smooth the irradiation 

distribution [5.6]. For a parabolic trough of specified geometry, it has been shown by Evans [5.2] that 

the illumination distribution profile becomes more uniform and the peak concentration ratio decreases 

as the receiver is shifted closer to the trough apex and thus the actual focal length is lower than the 

geometrical one. A similar trend is also followed in the case of a parabolic trough with vertical flat 

receiver, when the receiver is laterally shifted away from the focal point [5.7]. Therefore, the simplest 

way to enhance irradiation uniformity is to shift the receiver toward the parabola slightly off the focal 

line. 
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Fig. 5.4 Geometry of the parabola 

 

For a perfect parabolic concentrator, if the receiver of width W is placed exactly at the focal spot F 

of the parabola, the focal line is considered to be of infinitesimal small width. The maximum receiver 

displacement Δf, Fig. 5.4, for which the solar band will be equal to the receiver width and thus the 

most uniform profile for an intercept factor equal to one will be produced, can be calculated based on 

the following relations:  
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For a parabola of specified aperture d and focal length f, the maximum displacement for which the 

receiver of width W intercepts the entire solar irradiation band can be explicitly determined. 

 

5.3 Supporting frame 

 

A rigid metallic structure that realizes the parabolic shape of the reflector and supports the receiver 

at the focal spot has been designed and manufactured (Fig. 5.5). The structure comprises the frame, 

onto which the reflecting sheet and the receiver are seated, and the supporting arrangement, consisting 

of pillars and a circular base that is bolted to the ground. The reflector sheet is bolted on the parabolic 

profile of the frame, whereas the receiver container is allowed to be translationally displaced along the 

frame brackets and its final position can be fixed using screw-nut assemblies. The parabolic profile is 

supported through metallic ribs mounted on the frame main axle. The supporting arrangement also 

comprises two axle joints, which allow the frame to rotate around both the horizontal and vertical axes 

and thus two-axis tracking of the solar movement is possible. The parabolic frame was constructed of 

aluminum in order to be lightweight and hence facilitate the collector tracking, whereas the supporting 

base and pillars were constructed of steel in order to enforce the construction rigidity and furthermore 

to reduce the overall cost.  
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Fig. 5.5 Metallic structure of the CPVT system: (a) CAD drawing and (b) photograph showing the frame 

constructed along with the main hydraulic and electrical connections. 
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The supporting pillars and base, apart from being capable of supporting the weight of the metallic 

frame, are also required to withstand stresses experienced due to wind loads. The  Sandia Laboratory 

of the U.S.A. has specified  that a  parabolic trough collector structure should be able to survive 120 

km/h  wind  in any  position  and operate  in  40 km/h  average  wind [5.8]. A structural analysis was 

performed using the Solidworks FE solver [5.9], in order to obtain an estimation of the deformation 

and factor of safety (FOS) of the metallic frame and pillars under extreme loading conditions. The 

worst scenario, where the wind direction is perpendicular to the trough aperture, was considered, while 

also the wind pressure was calculated for a fairly high value of the drag coefficient equal to two. As 

depicted in Fig. 5.6, the frame sizing is clearly adequate for such a high level of wind loading, as the 

maximum deformation is less than 0.7mm and, in fact, is located at the thin aluminum plate, which 

can easily be replaced by a thicker one. In addition, the minimum factor of safety (Fig. 5.6b) is equal 

to 16.2, much higher than the commonly used values, and located at the two middle ribs. 

   

 
 

 
Fig. 5.6 (a) Deformation and (b) Factor of Safety (FOS) of the metallic frame for wind load corresponding to 

velocity of 120 km/h (wind pressure equal to 1361 N/m
2
). 

 

However, the bending stresses due to wind load experienced by the supporting pillars are much 

more dangerous for the integrity of the system. The pillars have a hollow, square cross section of 

thickness 10mm, in order to reduce the raw material used, height approximately equal to 1.0m and are 

constructed of plain steel. The force imposed by the wind load on the frame aperture is divided 

between the two pillars and is considered to produce a bending moment only. Fig. 5.7 illustrates the 

pillar deformation and factor of safety for wind load corresponding to velocity of 120 km/h. As can be 

seen the pillar deformation (Fig. 5.7a) is an order of magnitude higher in comparison to the frame and 

the structure is marginally safe with a factor of safety equal to 1.7. However, for wind velocity of 

40km/h the minimum factor of safety was calculated equal to 14.7. The pillars were constructed with 

the aforementioned height so that the trough could be turned into “stow” position on windy days and 



Chapter 5. Design and manufacturing of the CPVT system 

 

    

5.7 

 

thus eliminating any hazard due to extreme wind load. In any case the structural rigidity of the pillars 

can be increased by increasing their cross-sectional thickness or decreasing their height. 

 

 
 
Fig. 5.7 (a) Deformation and (b) Factor of Safety (FOS) of the supporting pillar for wind load corresponding to 

velocity of 120 km/h (force at the upper pillar edge equal to 1375 N). 

 
5.4 Reflector sheet 

 

Commercially available anodized aluminum sheets (Miro95) by Alanod Solar were used as 

reflectors [5.10]. The sheets have an additional coating, applied though a Physical Vapor Deposition 

(PVD) process on the aluminum surface. This additional coating increases the sheet total reflectivity in 

comparison to plain anodized aluminum and also allows it to maintain an approximately constant 

value for the entire visible light spectrum, as depicted in Fig. 5.8. The sheets average total reflectance 

is equal to 95%, while their specular reflectance is approximately equal to 92% [5.10]. The reflectors 

parabolic shape is imposed by the supporting frame, as the sheet is flexible due to its small thickness 

(t=0.5mm) and can be easily clamped on the parabolic surface of the aluminum frame, using two 

aluminum strips that run the entire reflector length to ensure that the sheet obtains the correct parabolic 

form.  
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Fig. 5.8 Miro95 sheet reflectance with irradiation wavelength. 

 

5.5 Optical losses and slope error 

 

The optical efficiency of the  CPVT system is primarily influenced  by the  properties  of the  

materials  used, such as the reflectivity of the  mirror, the  transmissivity of the glass cover and the 

reflectivity of the solar-cell front contact, and  the  optical  errors  associated  with  the  system. The 

optical errors  are  due  to  the  manufacturing precision  of  the  reflector  material sheets (percentage 

of non-specular reflection) and the parabolic frame,  the misalignment  of  the  receiver with  respect  

to  the  focal  line  and the misalignment of the system aperture with  respect  to  the  sun  caused  by  

tracking  errors. In general, these errors are assumed to be random and are reported in standard 

deviation units. Their combined effect is represented by normal probability (Gaussian) distributions 

with zero mean [5.1].   

The characterization of the concentrator surface shape and optical quality is a complicated task that 

can be accomplished only experimentally and requires imaging systems of high resolution and 

especially developed test rigs. The most commonly used methods of surface characterization are the 

VSHOT method, photogrammetry and deflectometry [5.11]. An additional method reported by Stynes 

[5.12] that also makes use of high resolution photography is the distant observer method. 

The non-ideal shape of the reflector and misalignment errors lead to a distorted flux distribution on 

the receiver, spreading of the reflected light beam and possible solar radiation spillage, as the solar 

rays could be reflected outside of the receiver overall width. These optical losses determine an optical 

quality parameter referred to as the intercept factor γ, which is defined as the percentage of the 

irradiation on the reflector aperture that is incident on the receiver active area. Optical losses are 

expected to be more significant than thermal losses for concentrating systems operating in low 

temperatures, under 100oC. Although the intercept factor is important for the evaluation of the 

performance of a concentrating collector, its direct determination is a rather complex procedure due to 

the many contributing factors. Of these factors, the greatest influence is attributed to the reflector 

profile, characterized by surface slope error [5.12]. The surface slope error of a parabolic profile is 

defined as the angular difference between the measured surface normal and the surface normal for an 

ideal parabolic shape [5.12] (Fig. 5.9). The effect of the reflector slope error on the achieved peak 

concentration was elucidated by Evans [5.2], who showed that an imperfect mirror with slope error 

standard deviation equal to 0.25o achieves a maximum concentration that is approximately 66% lower 

compared to a perfect mirror. However, the irradiation distribution becomes more uniform. The 
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existence of slope errors on the concentrator surface gives rise to focal errors defined as the vertical 

distance of the vector of a reflected ray from the geometrical focal point (distance ε in Fig. 5.9) [5.13]. 

Focal errors are the true cause for the widening of the focal band and consequently a more accurate 

estimate of the system geometrical concentration ratio, compared to the simple d/W ratio is provided 

by the following expression:  

 

bandd

d
CR                        (5.3) 

 
where dband is the width of the light band at the focal line. 

 

 
Fig. 5.9 Slope and focal errors of a parabolic concentrator. 

 

5.6 Solar Tracking mechanism 

 

5.6.1 Obtaining normal incidence 

 

Since sun tracking is performed manually it is of vital importance to make certain that the sunlight 

is properly focused on the system receiver. For this reason three separate configurations have been 

employed to adjust the rotating-base (longitudinal) and fame-axis (transversal) angles, so that normal 

incidence is obtained. Firstly, scales have been placed on the system circular base and the frame 

longitudinal shaft to facilitate the adjustment of the longitudinal and transversal angles. In addition, a 

device resembling a sundial, comprising a cylindrical rod vertically mounted on an aluminum disc, has 

been placed on a steel bar protruding from the frame shaft that follows the frame movement (see Fig. 

5.5b). The device has been properly calibrated and circles have been engraved on the disc in such a 

way that the intersection of the shade of the rod with a circle reveals the angle of incidence. Besides, a 

photodiode (Vishay BPW34) of small aperture and high resolution, so that even small variations in the 

solar irradiation intensity can be detected, was placed at the top surface of one of the frame brackets. 

The procedure to obtain normal incidence at a specified time commenced by setting the main shaft and 

base angles at appropriate values corresponding to the sun azimuth and altitude, which can be 

calculated using simple equations, available in [5.14]. The reading of the mechanical device was 

consulted to verify the absence of any shade on the disc and thus normal incidence. Finally, small 
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adjustments on the transversal angle were made when necessary, based on the photodiode signal. It 

must be noted that the tracking procedure was carried out with the reflecting area being covered, in 

order to protect the receiver and wiring and tubing form misaligned concentrated irradiation  

 

5.6.2 System orientation 

 

It is common practice in the case of linear parabolic thermal collectors to perform single axis 

tracking, along their main axis, as the integrated system length can be much larger than the respective 

width  and hence two-axis tracking would require massive rotating bases accompanied by high 

parasitic power for tracking . Consequently, orientation is an additional factor that affects the system 

performance.  Two options for the system orientation are usually considered with the system having its 

main axis either along the east-west (E-W) or the North-South (N-S) axis. The system orientation that 

leads to higher annual yield depends on the geometrical layout of the system, e.g. system length to 

width ratio and focal length to width ratio, and primarily on the latitude of the location site [5.15, 

5.16]. As was discussed in paragraph 2.7, the collecting efficiency of single-axis tracking systems is 

decreased due to the effect of cosine and end losses. It has been established through the theoretical 

model of Hegazy et al. [5.16] that a parabolic trough collector having its longitudinal axis oriented 

along the East-West axis achieves slightly higher annual collecting efficiency in comparison to having 

a North-South orientation for locations with latitude higher than 30o. In addition, the collecting 

efficiency for a trough oriented along the East-West axis is relatively uniform throughout the year and 

obtains its higher values during the winter months, where the demand for hot water is also higher. On 

the contrary, in the case of North-South orientation, the collecting efficiency obtains its higher and 

lower values in the summer and winter months respectively.  

A ray-tracing analysis (see paragraph 5.5.1) was conducted for a (0.5 x 2.0) m2 concentrating 

system considering three characteristic days of the year, namely the spring equinox, winter and 

summer solstices, in order to illustrate the daily yield for each (E-W or N-S) orientation. A time period 

from 08:00 to 17:00 (solar time) was considered in all cases and values for the direct irradiation were 

obtained from meteorological data available for Athens (latitude 38o). The results for the daily 

collected energy are presented in Fig. 5.10a. As can be seen, a collector having its main axis oriented 

along the E-W axis, achieves larger daily energy output in the spring equinox and the winter solstice, 

whereas the N-S oriented collector significantly outperforms the respective E-W oriented one in the 

summer solstice. It is interesting to notice that the output of the N-S oriented collector is almost zero 

in the winter solstice. In general, the output for E-W orientation exhibits much less variation in the 

three days considered compared to the N-S orientation.  

The ray-tracing results can be explained by considering the variation of the irradiation incidence 

angle (Eq. 2.13) on the collector throughout the day for the two orientations, as depicted in Fig. 5.10b. 

An initial observation is that the incidence angle variation for the E-W orientation remains relatively 

constant regardless of the day considered, which is not the case for the N-S orientation. In addition, for 

the E-W orientation, the incidence angle is equal to zero at solar noon throughout the year, while it 

obtains large values in the morning and evening hours. On the contrary, the incidence angle for the N-

S orientation has a yearly variation and obtains its minimum and maximum values in the summer and 

winter solstices, respectively; nevertheless the maximum incidence angle of the day occurs at solar 

noon. Hence, an E-W oriented collector operates well in the hours around the solar noon, while its 
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performance drops significantly in the morning and evening hours; a trend which is maintained 

throughout the year. A N-S oriented collector instead, operates better in the morning and evening 

hours. Especially in the summer, where the irradiation intensity is high throughout the day, the N-S 

orientation is justified to be preferable, as the incidence angle maintains low values throughout the day 

as well. The opposite is true for winter months, where the solar intensity is significant only in the 

hours around solar noon and therefore the E-W orientation, which leads to small incidence angles in 

the hours 11-13, is a far more attractive option as a N-S oriented receiver has a negligibly small daily 

output.  The annual output for latitudes 30o-40o is approximately the same for the two orientations 

[5.16] and consequently the E-W orientation appears as a more attractive choice due to the increased 

performance in periods of the year with low insolation and ambient temperature. Moreover, the daily 

angular displacement of the reflector trough for tracking is much smaller for the E-W orientation, 

which could have a considerable effect on maintenance cost. 

 

 
 

 
 
Fig. 5.10 (a) Daily collected energy for a 1.0 m

2
 system. (b) Variation of the irradiation incidence angle 

throughout the day.  
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5.7 System optical analysis   

 

5.7.1 Ray-tracing 

 

Ray- tracing is a numerical approach widely used for the prediction of the optical behavior of 

concentrating devices having various geometrical layouts. Gregory and Koshel [5.17] used the ray-

tracing technique in order to simulate the operation of two CPV systems utilizing a Fresnel lens and a 

compound parabolic concentrator, respectively, for different irradiation intensities. Solar irradiation 

was modeled as monochromatic, considering that the optical devices do not alter the solar light 

spectrum. Hongfei et al. [5.18] used ray-tracing to evaluate the optical efficiency of a novel trough 

reflector with a cross-section that comprises a paraboloid and a linear part. The percentage of rays 

reaching the receiver for various irradiation incidence angles was determined for two receiver designs, 

viz. flat or cylindrical. Hernandez et al. [5.19] conducted a parametric study and obtained the optimal 

geometrical parameters for a cavity receiver of conical shape by means of ray-tracing simulations. The 

average flux on the receiver and the receiver intercept factor were selected as the optimization 

objectives. Jiang et al. [5.20] developed a ray-tracing code in order to evaluate the optical performance 

of a parabolic trough CPVT system with an additional spectral splitting optical device. The system 

thermal receiver was placed at the parabola focal spot, while a solar cell array was placed at the 

parabola apex. The irradiation flux distribution on the receiver, the cell array and the beam splitting 

filter was determined and a parametric study was conducted in order to maximize the system optical 

efficiency. Dye [5.21] performed a ray-tracing analysis in order to design a refractive secondary 

optical device intended for incorporation in a paraboloid concentrating CPV system in order to split 

the infrared irradiation part from the solar spectrum. Besides, Dai et al. [5.22] developed a Monte 

Carlo ray-tracing code in order to evaluate the optical efficiency and the intercept factor of a three-

dimensional CPC reflector, which is formed if the typical cross-section of a CPC reflector is rotated 

along its main axis, for various irradiation angles of incidence.   

A ray-tracing analysis was conducted in reference to the designed CPVT system, in order to predict 

the irradiation profile on the receiver for both ideal and imperfect concentrators. The effect of the 

receiver axial displacement on the flux distribution has also been taken into account.  The analysis was 

performed with the ray-tracing software TracePro [5.23], which utilizes the Monte Carlo method to 

predict the propagation of solar rays. In Monte Carlo ray tracing, discrete samples of the light 

distribution, in the form of rays, are propagated instead of an integrated distribution.  At each 

intersection of the rays with a solid object, individual rays can be subject to absorption, reflection, 

refraction, diffraction and scattering, with scattering and diffraction being treated as random processes. 

The samples are randomly chosen and hence a reliable solution is obtained by tracing a large number 

of rays. As the rays propagate along different paths throughout the solid model, the irradiation flux 

associated with each ray is recorded by the software in each intersecting surface [5.23]. 

A simplified geometrical model of the CPVT system was created, by omitting the supporting frame 

and base, and appropriate material properties were assigned to the system reflector and receiver, 

respectively. The solar irradiation was modeled as a circular sun source where all the radiation 

originates within a disc of radius 1.25m, so that the flux density will be uniform in the reflector 

aperture for a large number of rays. A proper flux value was assigned to each ray so that the overall 

emitted irradiation  flux is maintained equal to 1.0 kW/m2   The system receiver was modeled as a 
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perfect absorber (a=1.0), as the focus is on the optical quality of the concentrator. In reference to the 

parabolic concentrator, two cases were considered, i.e. a perfectly specular mirror and an imperfect 

mirror that also induces light scattering (non-specular reflectance) due to surface and shape 

irregularities. In general, both specular and non-specular reflections occur simultaneously to some 

extent and the term “reflectance” is used for the ability of a material to reflect light in any manner 

[5.1]. 

Light scattering by a surface can be quantified using the Bidirectional Scattering Distribution 

Function (BSDF), which is defined as the scatter radiance per unit incident irradiance [5.23]: 

 

cosG

G

BSDF

scat

                    (5.4) 

 

where Gscat is the scattered irradiation within a solid angle Ω, and θ is the angle between the normal 

and a scattered ray (see Fig. 5.11).  

 

 
Fig. 5.11 Geometrical representation of light scattering ( ir̂ , 0r̂ r̂ : unit vectors of an incident, specularly reflected 

and scattered ray, respectively. 


, 0


 projections of r̂ and 0r̂  on the tangent plane.  

 

The ABg model [5.23] is used by TracePro in order to approximate BSDF, as follows:  
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where 


, 0


are the projections on the tangent plane of the unit vectors along the scattering ( r̂ ) and 

the specular directions( 0r̂ ) respectively (Fig. 5.11). A, B, and g are coefficients to fit the produced 

formula values to specified scattering data. As depicted in Fig. 5.12a, for a BSDF value equal to zero 

all the rays are reflected to the focal line and there is no flux spillage; on the contrary when the 

reflector induces non-specular reflection as well (BSDF>0), depicted as blue rays in Fig. 5.12b, a part 

of the incoming radiation misses the receiver and thus the intercept factor and the optical efficiency of 

the system decreases.  
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Fig. 5.12 Pattern of reflected rays from the parabolic concentrator: (a) BSDF=0, (b) BSDF>0 (red rays: specular 

reflection, blue rays: light scattering) 

 

5.7.2 Measurement of the heat flux on the receiver 

 

There are few studies in the literature that present sensor devices suitable for measuring the 

irradiation distribution on the receiver of concentrated solar power systems. Coventry [5.24] used a 

custom-built device to measure the longitudinal irradiation profile along the receiver of a parabolic 

trough CPVT system. The device comprised a concentrating solar cell bonded to a fin heat sink and 

mounted on a moving carriage. Localized flux non-uniformity was detected in the focal-line sections 

affected by the shading of the support posts and the gap between mirrors. In general, the flux 

measurements in conjunction to slope error measurements using the photogrammetry method 

demonstrated that small deviations from the parabolic shape cause significant non-uniformity in the 

irradiation distribution. Riffelmann et al. [5.25] managed to measure the intercept factor and the 

optical losses of the EUROTROUGH solar thermal collector prototype using a grid of photodiodes 

with translucent filters mounted on a carriage that was positioned along the receiver length with the 

use of a linear actuator. Pihl and Thapper [5.26] measured the transversal irradiation distribution on 

the receiver of a low-concentrating CPVT system using a device comprising a photodiode mounted on 

a rotating base. The test device was custom-made at the University of Lund. Chong and Yew [5.27] 

illustrated the manufacturing procedure of a novel flux scanner employing photodiodes. An array of 

25 photodiodes was mounted on a metallic frame that was able to move along two dimensions, 

producing thus a grid of measuring points. The frame was moved by a stepper motor that received a 

control signal to proceed to the next position, after the photodiode array signal was recorded. The 

produced irradiation maps showed good agreement with actual CCD camera depictions for both 

artificial and solar light. 

In order to measure the transversal and longitudinal irradiation flux distribution on the receiver, a 

measuring device has been developed comprising an array of photodiodes properly mounted on the 

bottom surface of a rectangular hollow beam, as depicted in Fig. 5.13. The sensors are unable to detect 

the spatial non-uniformity of light irradiance within their active area; consequently a sensor of small 

size is required, especially when measuring the transversal distribution, which exhibits high variation 

within a short length.  Photodiodes with rectangular aperture (5.4 x 4.3) mm2 were used with tinted 

glasses as filters in order to prevent overheating under concentrated sunlight. The tinted glasses also 

served as light attenuators in order to ensure that the photodiode response was well below the 

saturation region. Light collimators were placed on the tinted glasses to cut out the diffuse part of the 
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irradiation so that the photodiode mainly detects the beam component of the light and also to prevent 

the filters from overheating and rupture. A highly reflective Mylar tape was adhered on the collimators 

in order to further reduce the heat absorbed by the filters. It was verified that the filters could remain 

up to three minutes under concentrated sunlight prior to rupture, which is an adequate time interval to 

obtain meaningful results regarding the concentration. It must be noted that two variations of the 

measuring device were developed for measuring the longitudinal and transversal irradiation 

distributions, respectively. In regard to the longitudinal-measurement configuration, the distance 

between consecutive sensors was equal to 0.125 m and five photodiodes were place to cover the entire 

receiver active length. Filters of circular aperture with diameter of 5.0 cm were placed over the 

photodiodes. In order to measure the transversal irradiation flux profile, five photodiodes were housed 

in holes drilled into an aluminum plate of dimensions 124 x 62 x 5 mm, which was subsequently 

mounted at the bottom face of the beam. The intermediate distance between sensors was equal to 15.0 

mm, with the middle sensor being located exactly and the receiver mid-width. The plate was able to 

slide along the beam length allowing the measurement of the transversal profile at different 

longitudinal locations. A rectangular tinted glass was placed on the plate to serve as filter, while the 

collimator had a narrow slit with width of 8 mm midway along its length. 

The signal of the photodiodes can be measured either as voltage or current. However current output 

is linearly proportional to the incident light power per unit area and hence is selected as output signal. 

The concentration ratio values were calculated by dividing the output of the photodiodes under 

concentrated sunlight by the output of a photodiode placed at the upper surface of the device and 

therefore measuring the direct, one-sun irradiation, as shown in Fig. 5.13.  

 

 

 
Fig. 5.13 Schematic of the device used for measuring the incident radiation on the system receiver. 

 

Prior to the concentration measurements, the linearity and signal uniformity of the sensors were 

tested. The photodiodes were left under direct sunlight without filters so that high values of the output 

signal can be obtained. As depicted in Fig. 5.14a, the photodiode response remains linear in a wider 
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irradiation range than the expected operating range and thus the output values can be directly used to 

determine the local concentration ratio.  

In addition the device was assessed under natural radiation with the filters on, in order to verify that 

all the sensors produce the same output current and that there is no significant systematic error in the 

measurement due to e.g. misalignment of the sensors or partial blockage due to the collimator. An 

overcast day was selected for the testing so that the sensor resolution and response time in rapid 

variations of the irradiation intensity can also be examined. The sensor output for the device 

configuration used for the measurement of the transversal distribution is depicted in Fig. 5.14b for a 

time interval with sunlight fluctuations. It is evident that the signals of all photodiodes follow the same 

trend and considerable light fluctuations can be captured. The signals of the sensors showed general 

agreement with the maximum discrepancy detected in both the transversal and longitudinal-

measurement configurations (not shown for brevity) being approximately equal to 8%. This value 

(8%) will be used as the experimental uncertainty in the values of the concentration ratio presented in 

paragraph 5.7.3. 

 

  
 
Fig 5.14 (a) Sensor response for increasing values of solar irradiation. (b) Photodiodes signals (transversal-
measurement configuration) for fluctuating solar radiation. 

 

5.7.3 Irradiation flux distribution 

 

Ray-tracing simulations and measurements were conducted to elucidate the transversal and 

longitudinal irradiation distributions on the receiver active area. The receiver was treated as a perfect 

absorber (a=1.0) in the simulations, while the total reflectivity of the concentrator was selected equal 

to 95 % (ρ=0.95, α=0.05). Numerical tests were conducted to confirm that the produced results are 

independent of the number of rays simulated. For this reason, Two benchmark cases were selected, for 

high (ρspec=ρ=0.95) and low (ρspec=0.50, ρ=0.95) optical quality of the reflector, respectively.  The 

number of simulated rays was gradually increased from 0.5∙106 to 6∙106 and the variation in the values 

of maximum and average concentration ratio CR on the receiver, as well as in the width of the solar 

band were monitored. The overall emitted irradiation flux was maintained equal to 1.0 kW/m2 in all 

cases. Table 5.1 summarizes the variation of the quantities in question for the two cases considered 

and increasing number of rays. As can be seen from the values of Table 5.1, the only quantity that 
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exhibits some discrepancy with the number of rays is the maximum concentration ratio. It was decided 

to produce the results using 2∙106 rays, in order to obtain high accuracy and smooth irradiation 

profiles, as the simulation time was approximately four minutes on an eight-core CPU.  

 

Table 5.1 Effect of the number of simulated rays on the produced irradiation profiles. 

  ρspec=0.95   ρspec=0.50 

Rays (∙10
6
) CRmax CRave Wband [mm]   CRmax CRave Wband [mm] 

0.5 113.4 22.5 62 

 

62.2 14.2 123 

1 112.6 22.5 62 

 

61.8 14.3 123 

2 112.5 22.5 62 

 

61.7 14.3 123 

4 112.4 22.5 62 

 

61.7 14.3 123 

 

Fig.  5.15 depicts the irradiation distribution on the receiver for concentrators of different optical 

quality with three values (0.95, 0.75, 0.50) being considered for the specular reflectance ρspec. The 

transversal profile shown in Fig. 5.15a exhibits a normal distribution for fully specular reflection 

(ρspec=0.95). As the percentage of specular reflection decreases, i.e. the concentrator optical quality 

decreases, on the one hand, the peak value of irradiation flux achieved decreases and, on the other 

hand, the form of the transversal distribution deviates from the normal distribution. The solar band 

becomes wider and the profile exhibits plateaus of low concentration values at a distance spanning 

approximately between 20mm and 50mm from the receiver mid-with. The form of the flux 

longitudinal profile, depicted in Fig. 5.15b, remains qualitatively unaltered regardless of the value of 

specular reflectivity. However, as can be clearly seen the concentration achieved at the focal line is 

approximately reduced by half as the specular reflectivity reduces from 0.95 to 0.50, in accordance to 

the peak value of the transversal profile. The receiver intercept factor decreases in a linear manner 

with specular reflectivity (Fig. 5.15c) meaning that a significant portion of the incoming sunlight on 

the collector aperture completely misses the receiver in the cases of non-specular reflectance and 

hence the CPVT system performance is degraded.  
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Fig. 5.15 (a) Transversal and (b) longitudinal profiles of the irradiation distribution for concentrators of different 

optical quality. (c) Receiver intercept factor vs. specular reflectance (total reflectance equal to 95%). 

 

It was made clear from Fig. 5.15a that the transversal irradiation distribution exhibits a clearly 

discernible peak at the receiver mid-width, regardless of the optical quality of the concentrator. 

However, the irradiation measurements revealed a different transversal profile with two regions of 

high irradiation intensity located on either side of the receiver centerline, while the irradiation at the 

location where maximum irradiation was expected (receiver mid-width), actually exhibited low 

concentration values. The fact that the profile exhibited (relative) symmetry led to the conclusion that 

the characteristic, dual-peak distribution did not occur due to tracking error but due to manufacturing 

flaws. It was postulated that the shape of the parabola was distorted in the sense that the parabola apex 

was not in reality a single point but instead a straight section, denoted as S in Fig. 5.16, resulting in the 

presence of two focal points. This assumption can be supported by the procedure followed for the 

construction of the parabolic frame, as the metallic ribs that realize the parabolic shape were 

manufactured as two symmetrical parts that were subsequently welded on the frame main shaft. The 

thickness of the welding joints, which are visible at the inset of Fig. 5.16, is small yet inevitably 

displaces the symmetrical ribs and distorts the shape of the parabola. Ray-tracing simulations were 

conducted to illustrate the effect of the distorted parabolic shape on the irradiation profile on the 

receiver. As was already mentioned, the displacement of the ribs must be small and thus values 

between 10.0 mm and 40.0 mm were considered as length for the segment S. 
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Fig. 5.16 Distorted form of the parabola due to manufacturing imperfections. 

 

Fig 5.17 presents the solar bands incident on the receiver for increasingly distorted parabolic 

concentrators. It can be observed that two illuminated regions on either side of a dark region appear 

for values of the S segment length equal or larger than 20mm. As the distorting length increases the 

two peaks shift away from the receiver center-line and the middle dark area becomes more extended. 

In addition, the maximum irradiation intensity is significantly decreased for S=20.0 compared to that 

for S=10.0 mm. It is therefore made evident that small errors in the shape of the parabola can have a 

remarkable effect on the reflected radiation distribution.  

 

 
Fig. 5.17 Solar bands incident on the receiver for different lengths of the S segment (ρspec=0.95). 

 

The “twin-peak” profiles are clearly evident also in Fig. 5.18 for S ≥20.0mm. Even though the 

profile maintains a single peak for S=10.0, the maximum concentration is reduced compared to a 

perfect parabola.  An additional observation, which applies for all two-peak cases regardless of the 

value of specular reflectivity, is that the maximum flux value obtained remains constant and 
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unaffected by the length of the segment S. By comparing Fig. 5.18 to Fig. 5.15a, it is made clear that 

the maximum concentration achieved by a pseudo-parabolic shape having two focal points is 

approximately half of that achieved by a geometrically ideal parabola. It must also be mentioned that 

the profiles for each value of S exhibit a similar qualitative form for the three values of specular 

reflectance considered. Besides, the receiver intercept factor variation with specular reflectivity 

remains unaffected by the shape distortion, for the values of S considered, and coincides with the 

variation regarding the precise parabolic shape, depicted in Fig. 5.15c.  

Special attention must be given to Fig. 5.18c, where the concentration values measured across the 

receiver width at three locations along the receiver active length (Z=0.125, 0.250, 0.375 m) are also 

presented. As can be seen, the experimental points lie between the predicted profiles for S=30.0 mm 

and S=40.0 mm, however they do clearly follow the same trend with alternating regions of low and 

high concentration. The asymmetry that can be discerned at the points at X=±15.0 mm could be either 

due to error in the location of the sensor or actual displacement of the rib as it is not guaranteed that 

the parabolic frame is perfectly symmetrical. It must be pointed out that small errors, in the order of 1 

mm, associated with the sensor location can have a significant impact on the measured irradiation, as 

the flux intensity exhibits rapid changes within a small length of 60.0 mm. Besides, the measurements 

at the three longitudinal positions do not coincide, indicating that the parabolic frame is imperfect in a 

three-dimensional sense.   

The error in the receiver vertical displacement relative to the exact focal line can also have a 

considerable effect on the flux distribution. The profile depicted with a red line in Fig. 5.18c 

corresponds to a displacement error of 0.73% (f’=685 mm) in the receiver position and a concentrator 

with distortion S=30.0 mm. It is evident that the profile is noticeably different form the respective case 

with no displacement error. The profile is in fair agreement with the experiment al measurements and 

it is regarded as the best approximation of the flux profile on the receiver. It must be highlighted that 

the complete elimination of displacement error could not be achieved, as the measuring device was 

placed on the focal line manually and thus the receiver vertical adjustment was associated with a 

certain error. In addition to that, it is possible that the aperture of the sensor was slightly offset from 

the bottom surface of the device, which was taken as reference for the adjustment of the receiver, 

hence adding to the displacement error.  
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Fig. 5.18 Transversal profiles of the irradiation distribution for “distorted” concentrators of different optical 

quality: (a) ρspec=95%, (b) ρspec=75%, (c) ρspec=50%. 

 

Fig. 5.19 presents the longitudinal flux profiles for concentrators of different quality and distortion. 

The length of the segment S has no effect on the qualitative form of the longitudinal profiles but only 

affects the flux intensity. The profiles for S≥20.0 mm correspond to the transversal locations on the 

receiver, where peak concentration is obtained. The experimental values of the flux intensity measured 

along the receiver active length are also included in Fig. 5.19b. The experimental values were 

obtained by gradually rotating the main axis of the parabolic frame by a few degrees about the position 

of sunlight normal incidence, while constantly recording the concentration values. The profiles 

comprising the highest recorded values were identified as the two irradiation peaks evident in Fig. 

5.18.  The length-wise distribution of the flux intensity clearly reveals that the parabolic frame is 

imperfect in a three-dimensional manner, as the concentration varies along the receiver length. The 

experimental values regarding the first peak are in good agreement with the ray-tracing prediction for 

ρspec=0.50, S=30.0 mm and f’=685.0 mm, which, as was also mentioned for the transversal profile, 

appears to be the most reliable approximation of the actual distribution. On the other hand, the 

measured flux values corresponding to the second peak are lower than the predicted ones. This 

discrepancy, which is also evident in Fig. 5.18c, could be attributed to increased slope error associated 

only with the one of the two symmetrical ribs that tends to widen the specific solar band. The slope 

error could be a result of imprecise manufacturing of the specific rib, but it is far more plausible to 

assume that the error occurs due to the uneven thickness of the welding joints that bond the aluminum 

sheet that realizes the parabola onto the ribs. Given that these joints are distributed along all the ribs 

and, in addition, there are several of them along the length of each rib, they are identified as the main 

cause of the three-dimensional distortion of the parabolic surface.           
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Fig. 5.19 Longitudinal profiles of the irradiation distribution for “distorted” concentrators of different optical 

quality: (a) ρspec=95%, (b) ρspec=50%. 

 

5.8 Solar-cell module 

 
The main concern in manufacturing solar cells for concentrating applications is the increased 

current density due to the concentrated sunlight, as was discussed in paragraph 2.4. For this reason 

custom solar cells were developed by Narec Ltd. that specializes in the design of concentrating cells. 

The cells were manufactured by monocrystalline silicon wafers of thickness equal to 150 μm and the 

most profound difference in their design, compared to conventional cells, is the much higher finger 

density, as depicted in Fig. 5.20. Two cell designs were considered having widths of 40.0mm 

(“narrow” cells) and 60.0mm (“wide” cells), respectively, in order to examine the effect on electrical 

performance of the mismatch between the solar band and the cell widths. The cell busbars, where the 

current is collected, have a width of 2.0 mm and the cell length is equal to 48.2mm for both designs. 

The basic dimensions of the solar cells are shown in Fig. 5.20a.  

 Ten cells were interconnected in series to fabricate a PV module and therefore the output voltage 

of the module is the sum of the individual cell voltages, while the same current flows through all the 

cells and therefore partial shading of the module can have a significant effect on the electrical 

performance. 2.0 mm wide tin-coated copper ribbons were used for the interconnection of the cells. 

Each module comprises a front cover made of low-iron glass, so that light reflection is limited, the PV 

laminate (EVA and solar cells) and a back aluminum substrate. The cells were thermally bonded to the 

substrate using a thermally conductive, yet electrically insulating, adhesive tape (kt=0.6W/mK). The 

power produced by the module is received through metallic terminals located at the side of the 

module. The layout and basic dimensions of the PV modules are depicted in Fig. 5.20b, while their 

basic performance characteristics are summarized in Table 5.2. Wires (Ӧlflex SOLAR XLS) of 

relatively large cross section were soldered on the terminals, capable of delivering the current of high 

amperage to the load with minimal losses and without overheating.  
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Fig. 5.20 Layout and dimensions: (a) of the two cell designs, (b) of the manufactured modules.  

 

Table 5.2 Efficiency parameters of the PV modules for one-sun illumination. 

  Rs [Ω] Rsh [Ω] VOC [V] ISC [A] VMPP [V] IMPP [A] FF 

Module 1 (narrow cells) 0.700 230.3 6.157 0.549 5.423 0.498 0.799 

Module 2 (narrow cells) 0.698 306.7 6.137 0.552 5.380 0.513 0.814 

Module 3 (wide cells) 0.486 212.6 6.123 0.851 5.284 0.771 0.782 

Module 4 (wide cells) 0.609 226.5 6.099 0.827 5.225 0.748 0.775 

 

5.9 Receiver 

 

The receiver of the system,   i.e. the solar-cell module bonded to the heat sink, was housed in an 

aluminum container (Fig. 5.21) for protection against the environmental conditions, along with the 

required tubing, wiring and temperature sensors. It must be noted that the PV module substrate is of 

the same material as the heat sink, in order to ensure a common thermal expansion coefficient, which 

is desirable for the integrity of the thermal bond. The back and sides of the receiver were heavily 

insulated using Armaflex (k=0.037 W/mK), which can withstand temperatures up to 105oC, to prevent 

heat losses. The insulation thickness was 5.0cm at the receiver back surface and 0.5cm at the receiver 

side surfaces. Flexible tubes were fitted to the cylindrical ends of the manifold that connected the heat 

sink to the hydraulic circuit of the test rig, while the wires that connected the PV module to the 

external load were also secured at the upper part of the container. The container was sealed with the 

use of two rectangular covers, which also bear characteristic metallic profiles in the form of “fingers” 

to secure the PV module into the proper position. The covers were bolted to the main body of the 
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container, while Mylar tape was placed at their bottom surfaces to reflect concentrated sunlight. 

Silicone able to withstand high temperature was used to seal the small gaps between the PV module 

and the edges of the container.   

 
   

 
 
Fig. 5.21 “Exploded” view of the system receiver. 

 

5.10 Thermally conductive adhesive materials 

 

Achieving a good thermal bond between the heat sink and the heat source is of vital importance for 

effective cooling. The most common practice employed in the electronics industry is the use of solder 

Thermal Interface Materials (TIMs). However, the use of soldering materials is not feasible in the 

present case as they require heating to temperatures in the range of 120-250oC [5.28], a process that 

would certainly damage the solar-cell module. Consequently, only chemical adhesive materials with 

appropriate mechanical properties and high thermal conductivity were considered for bonding the 

module to the heat sink with two main categories of products being commercially available, namely 

adhesive tapes and adhesive resins. Increased thermal conductivity in these materials is achieved by 

filling the adhesive with conductive materials such as graphite, copper, aluminum, zinc oxide, 

aluminum nitride, diamond and silver powders [5.29]. 

An extensive market overview was conducted to specify the most suitable adhesive materials 

having the material thermal conductivity and curing temperature as main criteria but also taking into 

account the cost and the required lead time. The adhesives with the most attractive characteristics are 

summarized in Table 5.3. It must be noted that a practical problem associated with the procurement of 

conductive adhesives is the high lead time that can reach up, e.g., to 14 weeks for the Henkel Hysol 

product, due to the short shelf life of the materials that forces the manufactures to produce them “upon 

request”. 
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Table 5.3 Suitable adhesive materials considered for bonding the PV module to the heat sink. All prices and 

quantities reported are for minimum orders. 

Product  Desciption k [W/mK] Hardness Quantity Price  

AAVID ThermalBond 2 component epoxy 1.34 86 20 pcs of 25 gr 15.9 €/pc 

Cast Coat CC3-450 2 component epoxy 4.54 "resilient" 1.34 kg/0.17 kg H7 126.6 € 

EPO-TEK T7109-19 2 component epoxy 1.30 41 85 g kit 271.6 € 

EPO-TEK T905BN-4 2 component epoxy 1.78 79 85 g kit 293.4 € 

EPOXIES 50-3100R 2 component epoxy 2.16 90 1.34 kg/0.44 kg Cat 74 $ 

EPOXIES 50-3150RFR 2 component epoxy 2.16 90 1.34 kg/0.44 kg Cat 73$ 

Master Bond EP21AN 2 component epoxy 3.17 85 130gr/130gr 750$ 

Henkel Hysol 9497 2 component epoxy 1.40 83 10 pcs of 50mL 14.85 €/pc 

Saint Gobain C675 Thermal Tape 2.00 - 122m roll 2762 € 

AIT CB7208-A Thermal Tape 3.60 40 6"X6"(in.) sheets 40.3$/sheet 

Chomerics T412 Thermal Tape 1.40 - 100m roll ~3000€ 

 

Finally, two products were procured, namely the epoxy resin and the tape with the highest thermal 

conductivity values, based on the information reported by the manufacturers. The basic properties of 

the two materials are stated in Table 5.4. As revealed by the values of Table 5.4, an attractive feature 

of the epoxy resin is that it has a coefficient of thermal expansion similar to aluminum (≈22). In 

addition, the epoxy offers a much stronger bond, as can be ducted by comparing the values of the 

tensile strength. Regarding the material texture, the epoxy becomes rigid after curing, while the tape 

maintains a flexible form. The thermal resistance imposed by each material is evaluated in the next 

paragraph. 

 
Table 5.4 Properties of the procured adhesive materials 

  AIT CB7208-A Cast Coat CC3-450 

Description 
Aluminum nitride 

filled film adhesive 

Aluminum filled two-

component epoxy resin 

State  Solid Fluid 

Density [kg/m
3
] 2200 1785 

Viscosity [Pa s] - 6.5-7.0 

Thermal conductivity [W/mK] 3.60 4.54 

Tensile strength [MPa] 0.42 61 

Coefficient of thermal expansion (10
-6

/K) 110 28 

Maximum operation temperature [K] 423 468 

 

 

5.10.1 Thermal resistance of the adhesive materials 

 

A simple test device was set up, in order to evaluate the conductive thermal resistance induced by 

the adhesive material. Two sets of aluminum plates were bonded together using the epoxy and the 

resin in each case. The overall dimensions of the plates were 0.5 m x 0.06 m x 0.003 m. The plates 

were clamped on a rod-resistor heater (see paragraph 4.8.1.1) and placed in a heavily insulated 

container. Provided that heat losses to the environment are made negligible, heat transfer to the 

bonded plates can be considered one-dimensional. Thus, the temperature of each plate is expected to 

increase in a linear manner and the system can reach a pseudo-steady state, where the temperature 

difference between the plates is maintained constant. By measuring this temperature difference ΔΤmeas 

and the heat input Q, the overall thermal resistance of the joint can be calculated as follows: 
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where tpl and tadh are the plate and adhesive thicknesses, respectively. In order to measure the plate 

temperature, three holes of diameter 1mm were drilled at the side-face of each plate, along the plate 

length, and type T thermocouples were inserted approximately 20mm inside the plate. The holes were 

drilled approximately at the plate mid-thickness and the distance between the measuring point and the 

plate edge was roughly taken equal to tpl=1mm. Each test commenced with the plates at room 

temperature and the container sealed. A heat input was specified and the resistors were turned on and 

values of the plate temperatures and the heat rate were recorded every 5 seconds. 

Tests for each adhesive were conducted for two heat-rate values, 400W and 650W, in order to verify 

the independence of the measured thermal resistance.  

Fig. 5.22a depicts the temperature rise with time for a set of plates bonded using the epoxy resin. It 

is evident that temperature increases in a linear manner and thus the assumption of one-dimensional 

heat transfer is justified. A similar heating pattern was observed for the plates bonded using the 

thermal tape. In addition, it can be noticed that the curves have the same gradient after t=300s. Fig. 

5.22b presents the thermal resistance values measured for the two adhesive materials. The 

measurement uncertainty associated with the thermal resistance values was calculated according to the 

procedure discussed in paragraph 6.1.3 and is primarily influenced by the uncertainty in the 

temperature measurement, which is equal to 0.5 K for the employed thermocouples.  Regarding the 

epoxy resin, the repeatability of the measurements was very good and the obtained values of the 

thermal resistance were found to be constant for different heat rates. However, the measured thermal 

resistance is approximately an order of magnitude higher than the theoretical value (Rth,theory=1.05∙10-3) 

calculated using the thermal conductivity as stated by the manufacturer. Common causes for the 

deterioration of the thermal bond are the adherence of the material on the metallic surfaces, the 

existence of voids and air pockets, the pressure on the joint and the effect of humidity on the material 

properties.  

The thermal resistance values in regard to the thermal tape were measured in the range 4.11∙10-5-

3.0∙10-3 K/W with the theoretical value being equal to 1.30∙10-3. Measurement repeatability could not 

be obtained, as the values obtained after the first measurement were negligibly small. A visual check 

after the end of the measurements revealed that the tape had been heavily compressed due to the 

thermal cycling in conjunction with mechanical clamping and excess material was clearly visible 

beyond the edges of the plates Nevertheless, in the actual application the tape will not be under 

pressure and the operating temperature will be lower (up to 70o C). Hence, it is presumed that the 

initial value obtained, equal to 3.0∙10-3 K/W is representative of the actual thermal resistance imposed 

by the tape. It must be noted that a heating test was conducted for the epoxy resin as well to examine 

its behavior to temperatures up to its operating limit. For temperatures up to 120οC, the resin 

maintained its rigidity, no cracks appeared and the plates remained perfectly bonded. Furthermore, no 

deviation from the values of the thermal resistance shown in Fig. 5.22b was detected. 
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Fig. 5.22 Results of the adhesive thermal-resistance evaluation: (a) Evolution of the plates temperature with 
time. (b) Measured values of the adhesives thermal resistances. 
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Chapter 6                Experimental evaluation of the CPVT system    
 

 

 

 

6.1 Experimental rig and instrumentation 

 

The electrical and thermal performance of the CPVT system was evaluated in an outdoor testing rig 

specially developed for this purpose. The experimental setup comprised the electrical and hydraulic 

circuits, as well as the necessary instrumentation for the measurement of the quantities needed for the 

characterization of the system overall performance. The test rig constituents as well as the 

instrumentation employed for the measurement of the quantities of interest, as depicted in Fig. 6.1, are 

presented in the following sections.  It must be reminded that the hydraulic circuit used for the 

assessment of the CPVT system performance was also used for the evaluation of the cooling devices 

and has been described in detail in paragraph 4.8.1.1.  

 

 
 
Fig. 6.1 Layout of the test rig developed for the evaluation of the system. 

 

6.1.1 Direct (beam) solar radiation 

 

Direct radiation Gb was calculated as the subtraction of the diffuse radiation Gd from the total 

radiation Gt. For this purpose, two Kipp & Zonen pyranometers of “secondary-standard” accuracy 

according to the ISO 9060 standard [6.1] were used. One instrument was mounted on the collector 

frame and tracked the movement of the sun in order to measure the total radiation perpendicularly 

incident on the collector, while the second was mounted on a static pillar beside the collector and was 

properly shaded using an appropriate ring manufactured by Kipp & Zonen, so as to detect only the 

diffuse part of the solar radiation. The uncertainty in the measurement of both instruments was 

estimated through a calibration procedure performed in the laboratory. 
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6.1.2 Ambient temperature 

 

A properly shaded four-wire Pt100 temperature sensor manufactured by Thies Klima was used for 

the measurement of ambient temperature. The sensor was mounted on a probe approximately 1.0 m 

from the ground and constantly fed with fresh air by a blower. The measurement uncertainty is 0.054K 

in the temperature range 278-353K. 

 

6.1.3 Wind velocity 

 

A cup anemometer manufactured by Thies Klima was used for the measurement of the wind 

velocity. The instrument was mounted adjacent to the collector, approximately 1.5m from the ground. 

The instrument accuracy is equal to ±2% of the measured value in the range 0.3-40m/s. 

 

6.1.4 Volumetric flow rate 

  

Water flow rate in the hydraulic circuit was measured with a ring piston flow meter manufactured by 

Aqua Metro. The instrument accuracy is equal to ±2% of the measured value for flow rates in the 

range 60-1500L/h. 

 

6.1.5 Fluid temperature 

 

Two four-wire Pt100 temperature sensors were used for the measurement of the fluid temperature 

at the inlet and the outlet of the collector. The sensors are of accuracy 1/10 DIN according to the DIN 

EN 60751 standard [6.2] and were properly calibrated so that the uncertainty in the fluid inlet and 

outlet temperature is equal to 0.054K for the entire range of testing temperatures. Each sensor was 

housed in an appropriate fitting, which allows the insertion of the probe opposite to the main flow and 

enables fluid mixing, so that accurate measurements are ensured (Figure 6.2). 

 

 

 

Fig. 6.2 Housing of the sensors used for measuring the cooling fluid inlet-outlet temperature. 

 

6.1.6 Solid temperature 

 

The temperature at the solid substrate of the PV modules and the heat sinks was measured with the 

use of type T (copper-constantan) thermocouples manufactured by OMEGA with a measurement 
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uncertainty of 0.5K. As the thermocouple measurement is dependent on the temperature of its 

junction, special care was given to establish that the same conditions occur at the junctions of all 

sensors ensuring by this way the accuracy of the temperature measurements.   The thermocouples were 

connected in a separate wire terminal in such a manner as to reduce the length of the terminal, as 

depicted in Fig. 6.3, and their signal was transferred to the data logger through copper wires. A Pt100 

sensor was bonded on the terminal to measure the reference (junction) temperature Tref. The absolute 

value of the solid material temperature was finally measured as: 

 

 refproberefTC TTTT                      (6.1) 

 

where Tprobe is the temperature at the thermocouple tip, which has a diameter approximately equal to 

0.9 mm, i.e. the temperature at the solid material. The terminal along with the reference sensor was 

placed in a heavily insulated and shaded container, in order to maintain a constant temperature. 

 

 
Fig. 6.3 Wire terminal connection for the thermocouples. 

 

6.1.7 Glass temperature 

 

A portable thermal camera manufactured by FLIR was used to visualize the temperature field on 

the glass cover of the PV model. The camera has an accuracy of 2oC for measured temperatures in the 

range -20oC to 250oC and it allows for a correction of the recorded values according to the emissivity 

of the material being measured.   The thermal images taken had a resolution of 320x240 pixels and 

were processed using an appropriate software (FLIR Tools), in order to export the minimum and 

maximum temperature values in ASCII format.  

 

6.1.8 Photovoltaic module voltage and current 

 

A variable resistor (0-6Ω) capable of dissipating up to 200W to the environment was used as 

electric load, in order to operate the solar cell model at the point of maximum power production. The 

voltage across the module was directly measured by the data logger through additional copper wires 
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soldered to the module leads, so as to avoid any voltage drop in the high current cables. The produced 

current was converted to voltage through a 1 mΩ shunt resistor and consequently measured by the data 

logger. Since both quantities were directly measured by the data logger, the uncertainty in their values 

is considered to be negligible in comparison to uncertainty associated with the other measured 

quantities used for the determination of the system total efficiency.  

 

6.1.9 Data taking procedure 

 

The cables carrying the signal of the various instruments were concentrated at a terminal-block 

board mounted at the base of the supporting frame. The signals were consequently carried to an 

Agilent 34901A data logger through a multicore copper wire. Measured values were being processed 

and stored to a computer using the Agilent VEE software [6.3]. Data were logged and stored in a file 

every five seconds. 

 

6.2 Experimental uncertainty analysis 

 

An uncertainty analysis based on propagation of errors, as described in [6.4, 6.5], has been 

conducted in order to determine the resulting uncertainty of the calculated quantities due to the error 

associated with the direct measurement of primary quantities. Considering that a result R is calculated 

from a set of measured quantities xi,  ix,...,x,x,xRR 321 ; then the uncertainty in the calculated 

value is equal to: 
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where 
ixU  is the uncertainty associated with the measurement of the values xi. Eq. (6.2) is valid 

regardless of whether the measurement uncertainty is given in absolute or relative values. The 

uncertainty in the values of the measured quantities required for the system characterization are given 

for a confidence level equal to 95% and summarized in Table 6.1. It must be noted that, in the cases 

where only the instrument accuracy acc was available the typical uncertainty of the measurement was 

calculated as 
3

accu
ix  [6.5]. The uncertainty for a confidence level of 95% considering uniform 

error distribution is then equal to: 

 

3
6451

acc
.U

ix                      (6.3) 

 

In addition, it must be pointed out that the error in the electrical signals directly measured by the data 

logger was considered negligible, while the uncertainty in the measurements of the solar radiation, the 

volumetric flow rate and the fluid temperature presented in Table 6.1 have been determined by 

calibration procedures performed in the laboratory. 
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Table 6.1 Uncertainty in measured quantities.  

Measured quantity Uncertainty U 

Vair [m/s] 1.90% 

Tamb [K] 0.054 

Gtot [W/m
2
] 1.41% 

Gd [W/m
2
] 1.41% 

totV [m
3
/s] 1.76% 

Tf [K] 0.054 K 

Tw [K] 0.5 K 

Tgl [K] 1.9K 

Vpv [V] - 

Ipv [A] - 

W [m] 0.025% 

L [m] 0.1% 

 

The uncertainty associated with quantities deriving from the directly measured ones was calculated by 

making use of Eq. (6.2) and are presented in Table 6.2.  The uncertainty in the values of the thermal 

gain Qth, the thermal efficiency ηth and the total efficiency ηtot were calculated for the three different 

water flow-rates (20.0-30.0-40.0 mL/s) considered for the evaluation of the CPVT system. 

 

Table 6.2 Uncertainty in calculated quantities.
1 

The uncertainty in the calculated values is dependent on the 

coolant flow rate. The values correspond to flow rates equal to 20, 30 and 40 mL/s, respectively. 

Calculated quantity Uncertainty U  

Aa [m
2
] 0.10% 

Gb [W/m
2
] 1.99% 

Qth [W] 2.29%-2.90%-3.46% 

Pel [W] - 

ηth[-] 3.04%-3.52%-4.00%
1 

ηel [-] 2.05% 

ηtot [-] 3.64%-4.06-4.48%
1
 

 

 

6.3 CPVT system performance 

 

The performance of the integrated CPVT system was assessed for three variations of the system 

receiver comprising different PV module-heat sink combinations aiming at clearly illustrating the 

influence of the receiver component performance characteristics on the overall efficiency and possibly 

designate the most attractive configuration.  The efficiency measurements presented in the following 

paragraphs were performed in the summer and autumn period of 2014 at latitude of 38o. The direct 

beam radiation, wind velocity and ambient temperature varied within the ranges 760-970 W/m2, 0-2 

m/s and 288-308K for all the testing sequences.  It is essential to note that although the system 

electrical and thermal output are of different “energy value”, their behavior is interdependent and, 

hence, they are treated as equal for the estimation of the total amount of incoming sunlight that is 

utilized by the system.   
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6.3.1 System electrical performance 

 

6.3.1.1 Efficiency of the PV modules 

 

An initial stage for the assessment of the modules electrical performance was to determine the 

current-voltage (IV) curves that characterize their operation under concentrated sunlight. For a 

specified flow rate of the cooling fluid, the system was allowed to reach steady-state conditions and 

then the value of the external load was gradually varied between its minimum and maximum values, 

so as to cover the entire operating range of the modules.  Fig. 6.4 presents the experimental points 

obtained for two PV modules assembled with narrow (Fig. 6.4a) and wide (Fig. 6.4b) cells, 

respectively. The IV curves for one-sun irradiation as resulted from a flash-tester measurement (at Tref 

=25oC) are also included in the figures for comparison. It can be observed that the modules regardless 

of the cell design obtained an open circuit voltage VOC approximately equal to 6.2V. However, the 

module with the wide (60.0mm) cells produced a short circuit current ISC approximately equal to 12A, 

considerably higher compared to the approximately 9A produced by the module comprising narrow 

(40.0mm) cells. The enhanced electrical output of the wide-cell module should be primarily attributed 

to its larger active area.  

 

  
 

Fig. 6.4 IV Curves measured for (a) the narrow-cell module (Module 2) and (b) the wide-cell module (Module 

3).  

 

The maximum electrical output that can be extracted from the PV module is equal to Pel=VMPPIMPP, 

where VMPP and IMPP are the voltage and current produced by the module when operating at the 

maximum power point. Consequently the system electrical efficiency can be defined as:  

 

ba

MPPMPP
el

GA

IV
                      (6.4) 

 

where Gb is the direct irradiation and Aa is the reflector active aperture. Fig. 6.5 presents the variation 

of electrical efficiency of the three solar-cell modules examined with the substrate temperature. The 
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presented experimental points, albeit recorded during various testing sequences of the integrated 

CPVT system, can be compared in a straightforward manner as they are reduced to similar conditions 

through the variable 
 

b

aPV

G
TT 

. An initial observation is that the maximum electrical efficiency is 

in the order of 7.0% and is achieved by a wide-cell module (Module 3-Fig. 6.5b). On the contrary, the 

maximum efficiency achieved by the narrow-cell module is lower and approximately equal to 5.0% 

(Fig. 6.5a). The discrepancy in the efficiency of the two module designs is primarily attributed to the 

extent of their active area, as the width of the solar band is even wider than the 60mm-wide cells and 

thus the irradiation spillage outside the cell active area is significant especially for the narrow, 40mm-

wide cells. Besides, the significant irradiation non-uniformity is the reason for the low efficiency of all 

the PV modules as, besides the significant irradiation spillage, the cells are primarily illuminated in the 

regions close to the busbar, while the bulk material at cell mid-width receives irradiation of much 

lower intensity (see Fig. 5.18). It is necessary to point out that the efficiency of Module 4 that 

comprises wide cells is lower by 2% absolute than the one obtained by the identical Module 3. The 

decline in the performance of Module 4 occurred on grounds of improper connection to the electrical 

load, as was identified after the testing completion and not on the module manufacturing quality. 

However, the overall system efficiency could be reliably evaluated, as will be shown in the next 

paragraph, due to the interdepending nature of the system electrical and thermal output. Hence, the 

experimental data obtained were reckoned as useful for the characterization of the overall system 

performance. 

The narrow-cell modules exhibited a strong sensitivity to sun-tracking, as a minor misalignment 

between the system aperture and the normal irradiation lead to considerably lower electrical efficiency   

and this behavior partially obscured the effect of operating temperature on the efficiency. This 

behavior was absent in the cases of the wide-cell modules, which maintained essentially constant 

performance for minor tracking errors, and clearly exhibited a decreasing trend as a function of 

operating temperature. The effect of operating temperature on the solar-cell performance is further 

discussed in the next paragraph.  

 

  
 

Fig. 6.5 System electrical efficiency vs. normalized substrate temperature: (a) narrow-cell modules and (b) wide-

cell modules. 
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6.3.1.2 Effect of temperature on PV module performance 

 

The solar-cell modules were operated under concentrated sunlight without the presence of a heat 

sink, in order to evaluate the deterioration in their performance due to the elevated temperature. The 

resistive load was appropriately fixed so that the modules operated close to their maximum power 

point. The produced electrical power, the module temperature along with the direct solar irradiation 

and the ambient temperature were recorded at intervals of 3s, in order to keep the overall time period 

of each testing sequence as short as possible and thus minimize any effect on the results of a possible 

fluctuation of the environmental conditions or temporary loss of normal incidence. Two type-T 

thermocouples symmetrically attached to the mid-width of the back substrate were used for the 

measurement of the module temperature.  

Fig. 6.6 shows the relative change in the module performance as a function of the temperature 

difference to ambient. The results were taken on consecutive clear days under slightly different 

environmental conditions and good repeatability of the measurements was achieved. As becomes 

evident by Figs. 6.6a-b, the expected linear decrease in performance is verified. However, the rate of 

decrease is steeper in the case of the “narrow” solar cells, which is a clear indication that the “wide” 

cells are better suited for operation at elevated temperature.  

 

  
 
Fig. 6.6 Effect of temperature on the solar-cell module performance: (a) narrow cells, (b) wide cells. 

  

The difference in the behavior of the two cell designs can be attributed to the series-resistance 

value that characterizes each design. According to the values of Table 5.2, the series-resistance value 

is higher for the narrow-cell module and by taking in mind that the series-resistance increases linearly 

with temperature [6.6], the power dissipation within the module and thus the performance 

deterioration is more profound for the narrow cells.   

 

6.3.2 System overall performance 

 

At the time being there is no official standard available for the performance characterization of 

CPVT systems [6.7]. Especially regarding the system thermal performance, the quasi steady-state 

method [6.8, 6.9], which applies for concentrating solar thermal collectors, was employed. According 
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to the method, the system efficiency is determined for a set of prescribed operating conditions, while 

requirements are also posed for the prevailing environmental conditions. The limits regarding the 

prevailing environmental conditions, as well as the restrictions posed to the variation of various 

quantities, in order for the experimental test to be considered valid are shown in Table 6.3. As stated 

by the standards [6.8-6.10], 16 experimental points for four different values of the cooling fluid inlet 

temperature suffice for the characterization of the system efficiency. 

The flow rates selected for the measurement of the system thermal efficiency should represent 

actual operating conditions, while the PV module should be operated at the maximum power point. In 

addition, the CPVT system should be evaluated for inlet temperature values of the cooling fluid that 

span the entire range of achievable operating conditions. The time interval required for obtaining an 

experimental point must be in the order of 3-5 minutes and thus the rotating base of the CPVT system 

allows the acquisition of a large number of experimental points in each testing sequence, as near-

normal incidence can be achieved throughout the entire daylight period, reducing this way the 

evaluation time period. 

 

Table 6.3 Requirements of the quasi steady-state method. 

Absolute restrictions 

Va <4.5 m/s 

Gb >630 W/m
2
 

Gb,max-Gb,min >200 W/m
2
 

θ ≈0
ο
 

  Restrictions in variance 

Tin 1% or 0.2
o
C 

Tf,out-Tf,in 4% or 0.4
o
C 

m Cp 1% 

Gb 4% 

Ta 2
o
C 

 

Provided that the system has reached steady-state operating conditions, the thermal efficiency can 

be calculated as follows:  

 

 

ba

in,fout,fp

th
GA

TTcm 



                    (6.5) 

 

where m , Tf,in, Tf,out  are the specified coolant mass flow rate and temperature at the receiver inlet and 

outlet, respectively.  A linear model is commonly employed for the approximation of the system 

thermal efficiency as follows: 

 

b
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 00                                 (6.6) 

 

where η0 is the optical efficiency, namely the efficiency achieved by the system for negligible thermal 

losses to the environment and U0 is the thermal-loss coefficient. The optical efficiency is correlated to 

the receiver intercept factor and the properties of the reflector and the receiver materials as follows:   
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 0
                     (6.7) 

where ρ is the total  reflectance of the reflective surface, τ is the  transmittance of the glass cover, α the 

absorptance of the receiver active area  and γ is the intercept factor of the receiver. The system overall 

efficiency was calculated by the simple summation of the respective thermal and electrical 

efficiencies, namely ηtot=ηth+ηel.  

The system efficiency for the different receiver configurations considered (distinguished in 

terms of cell-width and heat-sink type) is illustrated in Fig. 6.7 with the water volumetric flow rate 

being equal to 30mL/s. An initial observation can be made that the system optical efficiency is in the 

order of 50%, which implies that half of the radiation incident on the system aperture is lost due to the 

system optical quality. As was discussed in paragraph 5.7.3, the intercept factor of the receiver was 

estimated equal to 0.57 and thus the additional 7% of irradiation lost must be attributed to the 

transmittance-absorptance product τα of the PV module. It is interesting to notice that the optical 

efficiency is approximately 2% higher in the systems employing PV modules with 60mm-wide cells 

(Figs. 6.7a-b). The enhanced optical efficiency is justified considering that the cell material, which has 

an anti-reflective coating, occupies a larger module area in the case of wide cells, while a portion of 

that area is substituted by reflective anodized aluminum in the narrow-cell modules. The comparison 

of Figs. 6.7a-b also reveals that the receiver employing the worse performing wide-cell module 

(Module 4-Fig. 6.7b) achieves higher thermal performance compared to the receiver corresponding to 

Fig. 6.7a due to the additional power available to be extracted as heat. 

It is also made evident by Fig. 6.7 that the system thermal efficiency exhibits a weak dependence 

on the operating temperature, i.e. heat losses are relatively insignificant and the heat-loss coefficient 

U0 lies in the range 0.5-1.1 W/m2K. This is due to the compact receiver configuration and the use of 

heavy insulation, which lead to minimal convection, radiation and conduction losses. It must be noted 

that the receiver configuration employing the narrow-cell module and the VW cooling device (Fig. 

6.7c) was insulated using expanded polystyrene (k=0.033 W/mK), which seems to be a more 

appropriate material in comparison to Armaflex that was used for the other configurations. This is 

made evident by the heat-loss coefficient of the specific configuration (U0≈0.5 W/m2K), whose value 

is approximately half of the respective one obtained by the other configurations. Nevertheless, the heat 

loss coefficients achieved by the CPVT system are significantly lower to those characterizing the 

thermal performance of flat-plate collectors, as will be illustrated in a subsequent paragraph. 

A finding of significant importance that derives from the comparison of Figs. 6.7a-c is that the 

system achieves similar overall performance regardless of the employed cooling system (FW or VW 

device). It is rational to expect that heat spreading is significant within the receiver material layers 

with high thermal conductivity (aluminum substrates) as the irradiation non-uniformity on the receiver 

surface and the varying quality of the thermal bonding between the module and the heat sink should 

create a fully three-dimensional temperature field within each layer. Thus, it is plausible to claim that 

heat losses are designated by the average heat-sink temperature. As was discussed in paragraph 4.9.3, 

the values of the thermal resistance based on the average wall temperature were found to be 

approximately equal for the two cooling devices (see Fig. 4.25), a fact that gives grounds for the 

respective similar thermal performance of the CPVT system variations. Therefore, the VW heat-sink 

design appears to be a more attractive choice for incorporation in large-scale systems, where the 

system efficiency will be affected by parasitic pumping power, as it induces a much lower pressure 
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drop penalty in comparison to the FW design. In addition, the VW configuration achieves a more 

uniform cooling of the solar cells, which could also enhance the electrical production of large-scale 

systems.  

 

  
 

 
 
Fig 6.7 Thermal and overall efficiency of the CPVT system for flow rate 30mL/s: (a) wide cells-FW heat sink, 

(b) wide cells-VW heat sink, (c) narrow cells-VW heat sink. 

 

Several distinct nominal values of the cooling fluid flow rate equal to 20, 30 and 40 mL/s were also 

considered during the system experimental evaluation, in order to designate the flow-rate effect on the 

overall efficiency. Fig. 6.8 depicts the experimental points obtained by the evaluation of three receiver 

layouts for the three values of the water flow rate considered. As regards to the receiver configuration 

employing the FW cooling device (Fig. 6.8a), increase of the fluid flow rate from 20.0 to 40.0 mL/s 

retains the same optical efficiency yet leads to a decrease of the heat-loss coefficient (i.e. the slope of 

the corresponding curve as results from a least-squares fitting of the experimental points) from 1.0 to 

0.5 W/m2K. However, in the other configurations employing VW devices the heat-loss coefficient 

remains relatively invariant to the water flow rate with values approximately equal to 1.0 W/m2K and 

0.5 W/m2K for the receiver configurations referring to Figs. 6.8b and 6.8c, respectively. The low heat-

loss coefficient of the narrow cells-VW heat sink configuration (Figs. 6.8c), obtained regardless of the 
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flow rate is a strong indication of the better thermal insulation provided by the expanded polystyrene 

in comparison to Armaflex.  

In any case, the discrepancy in the system overall efficiency caused by the variation of the water 

flow rate, even for the receiver employing the FW device, is of comparable magnitude to the 

experimental uncertainty and hence it is justifiable to deduce that, at least for systems of small overall 

length, the system achieves a relatively constant efficiency regardless of the cooling fluid flow rate. 

Increase of the cooling fluid flow rate lowers the convective thermal resistance of the heat sink. 

However, the conductive resistances between the solid materials and especially that at the thermal 

bond between the module and the heat sink probably have a more significant contribution to the 

receiver overall thermal resistance and thus the effect of convective resistance cannot be clearly 

illustrated. Furthermore, as will be shown in a subsequent paragraph, the magnitude of conduction 

losses through the receiver insulation is negligible for the evaluated system and thus the system heat 

losses are designated by convection and radiation losses from the front cover. In reference to the 

CPVT prototype system, thermal losses from the front cover are inevitably small due to its limited 

area (0.04 m2). Furthermore, apart from the cover temperature, the thermal losses depend on the 

environmental conditions (ambient temperature and wind velocity). Especially the convective losses, 

which depend on the wind velocity and magnitude, are expected to exhibit considerable fluctuations 

between different testing sequences. On grounds of the aforementioned reasons, the effect of coolant 

flow rate on the system efficiency cannot be clearly illustrated, although there is an indication that 

increased flow rate tends to enhance the thermal performance of the system employing the FW heat 

sink. The evaluation of a large-scale system under specified environmental conditions would produce 

more illustrative results regarding the effect of the coolant flow rate on the system efficiency.      
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Fig. 6.8 Effect of the water flow rate on the system efficiency:  (a) wide cells-FW heat sink, (b) wide cells-VW 

heat sink, (c) narrow cells-VW heat sink. Error bars have been omitted to enhance the figure clarity. 

 

6.3.3 Incidence angle modifier (IAM) 

 

In the case of single-axis tracking, which is typical for linear concentrating collectors, the 

longitudinal angle of incidence and consequent cosine and end losses can have a significant effect on 

the collector daily performance since normal-incidence conditions apply only in the time interval 

around solar noon. The effect of non-perpendicular irradiation incidence on the system performance 



Chapter 6. Experimental evaluation of the CPVT system 

 

6.14 

 

can be  quantified using the  Incidence  Angle Modifier (IAM) K(θlong),  which defines how  the  

optical  efficiency  decreases  with incidence  angle,  relative  to  the  trough's  normal  incidence: 

 

 
long

long

longK










0

0
0

                                           (6.8) 

 

where 
0


long

 is the collector thermal efficiency for normal incidence. It must be noted that the IAM 

is only dependant on the longitudinal angle of incidence θlong, as the respective transversal angle θtrans 

is always equal to zero provided the sun movement is properly tracked. The performance of the CPVT 

system was evaluated under non-perpendicular radiation incidence with the cooling fluid inlet 

temperature being kept within 2.5 oC of the ambient temperature in order to minimize heat losses, as 

dictated by the ASTM E905-87 standard [6.7]. 

Fig. 6.9 shows the variation of the IAM with the incidence angle θlong for three receiver layouts. 

The best performing PV module (Module 3), showed the most significant decrease in the electrical 

IAM for an incidence angle of 10o, as depicted in Fig. 6.9a. The IAMel for the specified module 

obtained a value close to 0.2, while the IAMel of the other two modules obtained values in the range of 

0.40-0.45 (Figs 6.9b-c). However, it was confirmed during the testing sequence that the electrical 

efficiency of the PV modules exhibited an intense sensitivity on the incidence angle for low angle 

values and the discrepancy in the IAMel values detected between Fig. 6.9a and Figs. 6.9b-c could be 

due to small errors in the receiver manual positioning as the proper incidence angle. For an incidence 

angle of 30o the electrical output of the modules was nullified, although a part of the modules was still 

illuminated, and thus it was clearly demonstrated that the use of bypass diodes in concentrating 

photovoltaic applications is necessary.   

The thermal efficiency of the system dropped only slightly for θlong=10o, as the IAMth obtained 

values in the range 0.85-0.95 depending on the receiver configuration. As the reflector length exceeds 

the receiver active length by approximately 15.0 cm on each side, it compensates for a large part of 

end losses and only a small part of the receiver remains unilluminated for θlong=10o resulting to a small 

decrease of the thermal efficiency as well. For θlong=30o the thermal efficiency decreased to almost half 

its value at normal incidence for all system variations. Besides, the IAM in reference to the overall 

system efficiency exhibited an approximately linear decrease with incidence angle, down to a value in 

the range of 0.45-0.50 depending on the receiver layout. 
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Fig. 6.9 Incidence Angle Modifier (IAM) for the CPVT system: (a) wide cells-FW heat sink, (b) wide cells-VW 

heat sink, (c) narrow cells-VW heat sink  

 

6.4 Temperature distribution on the glass cover 

 

The temperature distribution of the glass cover gives an indication of the heat transfer within the 

various receiver materials. Furthermore, the system receiver primarily dissipates heat to the 

surrounding through its front cover, as will be discussed in detail in the next paragraph. It is therefore 

of interest to have an estimation of the temperature field that emerges on the glass cover under 

concentrated illumination. As was stated in paragraph 6.1.7, contours plots of the cover temperature 

field were captured with the use of a thermal camera. In order for the absolute temperature values in 

the captured thermal images to be accurate, the emissivity of low-iron glass cover was set equal to 

0.88.  

Figs. 6.10a-b are actual photographs of the system receiver under solar concentration. A dark 

region is clearly discernible at the central part of the modules, while regarding the wide-cell in 

particular, alternating dark and bright regions are clearly visible across the cell width. The irradiation 

pattern on the receiver active area, which is in compliance with the measurements presented in 

paragraph 5.7.3, must certainly have an effect on the temperature distribution as well. It is also 
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interesting to observe that the side walls of the receiver container are illuminated as well, revealing the 

irradiation spillage beyond the receiver active area. 

Figs. 6.10c-e depict thermal images of the system receiver for the various designs of the PV 

module and the cooling system. An observation that applies to all the figures is that the temperature 

distribution on the surface of the glass cover is considerably non-uniform. Two lines of elevated 

temperature exist that correspond to the bright lines of Figs. 610a-b; however, there is a longitudinal 

temperature distribution on the lines as well.   

Sampling lines (Li1, Li2, Li3) were placed on the thermal images using a processing software 

(FLIR Tools), with the objective to obtain a quantitative representation of the temperature distribution 

in characteristic regions of the glass cover. The maximum and minimum temperature points are 

depicted along each line (as red or blue triangles respectively) and, as can be seen, a substantial 

temperature difference as much as 10K exists in the glass cover e.g. see Figs. 6.10d and 6.10e. In 

addition, points of maximum and minimum temperature occur at different locations in each receiver 

implying that the thermal bonding between the module and the heat sink is not uniform. The reason for 

the existence of hotspots on the glass cover, apart from the local irradiation intensity, is the locally 

poor quality of the thermal bond, i.e. the absence of conductive resin between the module and heat-

sink substrates due to the manual resin spreading. Besides, it must be reminded that the solar cells are 

bonded onto the module substrate using a thermal adhesive tape and it is therefore plausible 

imperfections also to exist in the thermal bond within the PV module, e.g. due to air pockets trapped 

between the bonded surfaces, enabling thus the formation of hotspots.   
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Fig. 6.10 Photographs of the system receiver: (a) narrow (40mm) PV cells, (b) wide (60mm) PV cells. Thermal 

images of the system receiver: (c) wide cells-FW heat sink, (d) wide cells-VW heat sink, (e) narrow cells-FW 

heat sink, (e) narrow cells-VW heat sink. 

 

6.5 Thermal losses 

 

Heat is dissipated from the receiver of the CPVT system to the surroundings through three 

mechanisms: convection and radiation through the glass cover and conduction through the insulation 

of the receiver container, i.e. Qloss=Qloss,conv+ Qloss,rad + Qloss,cond. The quantification of the radiation and 

conduction losses relies primarily on the glass cover and the heat sink temperatures, respectively, 

whereas the characterization of the convective thermal losses constitutes a complex task, in the sense 

that highly fluctuating environmental conditions such as the wind magnitude and orientation must be 

estimated. Additionally, the proper flow and heat transfer conditions must be assigned depending on 

the receiver operating temperature and relative position relative to the wind stream. An analytical 

approach is presented in this paragraph that enables the calculation of the total amount of heat 

dissipated from the receiver considering external fluid flow over a heated plate for the determination 

of the convective thermal losses.  

The Reynolds number that characterizes the flow is defined in terms of the plate active length 

Lpl,active, according to the following expression: 
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where νair is the air kinematic viscosity. In reference to forced convection conditions, the Nussselt 

number can be obtained from the following correlations for laminar and turbulent flow, respectively 

[6.11]: 

   
3/12/1

, PrRe664.0 LlamFCNu     (laminar flow, ReL<5∙105)            (6.10) 

 

  3/15/4
, Pr871Re037.0  LturbFCNu   (turbulent flow, 5∙105≤ReL<108)            (6.11) 
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where the Prandtl number for air has a nominal value of 0.71 for the temperature range considered. 

Considering that even for a temperature difference of 5.0 K between the glass cover and the ambient, 

the Grashof number obtains a value in the order of 108, the effect of natural convection on heat transfer 

is non-negligible. The Nusselt number for purely natural convection conditions can be approximated 

for a wide range of the Rayleigh number (10-1<Ra<1012) values by the following relation [6.12]: 

 
4/1
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where Ra=GrPr is the Rayleigh number based on the Grashof number   2
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Given that a correlation for mixed convection over a flat surface for these conditions is not available in 

the literature, the Nusselt number for mixed convection conditions can be estimated with adequate 

accuracy [6.13, 6.14] from the respective values for pure forced (FC) and natural convection (NC), as 

follows: 
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where the value of n=3 has been proposed in the literature [6.13]. Fig. 6.11 shows the overall Nusselt 

number for mixed convection based on the assumption that the wind direction coincides with the 

system main axis (θwind=0o) and thus the entire plate length is considered as active. Two system (plate) 

lengths have been considered, equal to 0.53m, which is the length of the actual module, and 5.3m, 

respectively, to clearly demonstrate the effect of the flow conditions on heat transfer. The heat transfer 

between the cover and the wind stream is forced-convection dominated, as the values of the overall 

Nusselt number exhibit a weak dependency on the cover temperature and are primarily influence by 

the wind velocity magnitude. The Nusselt number values for the 5.3m long system (Fig. 6.11b) are 

significantly higher as the flow transitions to turbulence at a certain location over the plate. 

 

  
 
Fig. 6.11 Overall Nusselt for external flow over the glass cover considering mixed convection conditions: (a) 

laminar (short system) and (b) turbulent flow (long system), as a function of glass temperature and at different 

wind speeds. 
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The respective heat transfer coefficient calculated in terms of the previously formulated Nusselt 

number correlations is 
active,pl

air
MCext,conv L

k
Nuh  , where kair is the air thermal conductivity. 

Consequently, the thermal losses from the glass cover due to convection are calculated as: 
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where Agl is the glass cover area and glT is the average glass temperature. It should be mentioned that 

in typical CPVT applications the glass cover temperature is not expected to be uniform and hence the 

use of the average wall temperature is a convention. However, as reported by Coventry [6.15], the use 

of the average cover temperature introduces a minor error less than 2% in the calculation of the 

thermal losses.  

The radiative losses from the cover are calculated as gray-body radiation: 
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where σ is the Stefan-Boltzmann constant and εgl is the emissivity of the glass cover. Finally, the 

receiver conduction losses through the container insulation are calculated by the following relation:  
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and tins, kins are the thickness and thermal conductivity of the container insulation;  Ahs,ext is the total 

external area of the heat sink facing the insulation material.  

The thermal losses from the system receiver are presented in Figs. 6.12a-b for system length of 

0.53m and 5.3m, respectively. Regarding the 0.53m-long system, as depicted in Fig. 6.12a, the 

radiative losses are approximately of the same order of magnitude as the convection losses for wind 

velocity equal to 1.0 m/s and glass temperatures up to 340K and slightly higher for further elevated 

temperatures. For higher wind velocities, losses due to convection are clearly the dominating heat-loss 

mechanism. On the contrary, for a 5.3m-long system (Fig. 6.12b) the radiative losses are comparable 

to the convective losses for wind velocity equal to 3.0 m and convective losses dominate only for very 

high wind velocities. The conduction losses are rendered almost negligible regardless of the system 

length on account of the small heat-sink outer area and the large insulation thickness. Fig. 6.12 also 

elucidates the fact that the thermal losses for a 0.53m-long system operating under conditions similar 

to that of the experimental evaluation (Tgl<330K, uwind=0-2 m/s) obtain very low values, which are in 

fact in the same order as the experimental uncertainty, a fact that was also established during the 

experimental evaluation of the prototype system. 

The operating temperature of a typical linear CPVT system primarily oriented for domestic hot 

water or space heating is expected to lie in the range 340-360K, while the system should be located 

appropriately or protected by the wind loads so that, in general, it will not face wind streams of 

velocity larger than 3 m/s. The aforementioned requirement is easily satisfied in locations with 

climatological conditions similar to Athens [6.16].  For a 5.3m-long system with the geometrical and 

performance parameters of the experimentally evaluated prototype, the combined nominal electrical 
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and thermal output is expected to be approximately equal to 4.5kW, considering ηtot=0.5 and 

Gb=850W/m2. The percentage of thermal-losses would be less than 6% of the useful output for the 

specified system and it is hence clearly demonstrated that heat losses have a minor influence on the 

operation of the CPVT system.  

 

  
 
Fig. 6.12 The various components of the thermal losses of the CPVT system: (a) 0.53m-long system, (b) 5.3m-

long system, vs. glass cover temperature. 

 

The results presented in Fig. 6.12 were calculated with the postulate that the wind direction is 

aligned with the system main axis. However this is a seldom case, as, firstly, the system receiver is not 

static and secondly the wind direction is highly fluctuating. The convective thermal losses have been 

calculated for various angles of the wind direction in reference to the system receiver. The wind-

stream angle relative to the receiver is defined as illustrated in Fig. 6.13, with θwind equal to 0o and 90o 

indicating flow parallel and normal to the receiver, respectively. It is important to clarify that the wind 

direction was considered to lie in the same plane as the receiver bottom surface and thus any effect of 

possible flow impingement on heat transfer has not been taken into account. Furthermore, possible 

flow separation from the module leading edge and emergence of secondary flow has also been 

neglected in the theoretical calculations.  

 

 
 
Fig. 6.13 Definition of the wind direction for the calculation of the receiver heat losses.   
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The average Nusselt number values under various wind angles for external flow over a 5.3m-long 

receiver are presented in Fig. 6.14a. It must be noted that the values were calculated using once again 

Eqs. (6.9-6.13); however the active plate length Lplate varied for each case corresponding to a different 

wind direction.  It is evident that the Nusselt number values decrease with the wind angle, owing to the 

decrease of the plate active length and consequently of the Reynolds number. Besides, the effect of 

natural convection becomes negligible as the wind angle increases, owing to the strong dependence of 

the Grashof number on the plate active length. The respective convective thermal losses from the glass 

cover are presented in Fig. 6.14b, as calculated by Eq. (6.14). As can be seen, the higher losses values 

are obtained for a wind direction θwind=80o, meaning that the worst case in terms of thermal losses 

occurs when the wind-stream is normal to the system longitudinal axis. This result may seem 

contradicting to Fig. 6.14a, where it is shown that the lowest values of the Nusselt number are 

obtained for θwind=80o. Yet it must be taken into account that for large angles of the wind direction the 

plate active length also decreases significantly (see Fig. 6.13) and consequently the convective heat 

transfer coefficient hconv,ext used for the calculation of the thermal losses (see Eq. (6.14)) increases, 

leading to increased losses as well.  

 

  
 

Fig. 6.14 (a) Overall Nusselt number for external flow and (b) convection losses from the glass cover for various 

wind directions (5.3m system). 

 

Various empirical correlations have been proposed for the calculation of the external convection 

coefficient between solar collectors and wind currents [6.17]. Especially regarding PVT systems, the 

following empirical correlation has been employed for the calculation of the glass cover convection 

losses [6.18, 6.19]. 

 

windextconv uh  0.38.2,                   (6.17) 

 

where uwind is the wind velocity magnitude. Eq. (6.17) was derived for external parallel flow over a 

heated plate and is valid for wind velocities up to 5.0m/s [6.20, 6.21]. Fig. 6.15 presents the 

convective heat losses from the glass cover, as calculated using the analytical and empirical 

expressions for the heat transfer coefficient, respectively. The analytical and empirical predictions for 



Chapter 6. Experimental evaluation of the CPVT system 

 

6.23 

 

the convective thermal losses of the 0.53m-long system (Fig. 6.15a) are in agreement for wind 

velocity equal to 1.0 m/s.  However, for higher wind velocities a discrepancy exists between the 

empirical and analytical predictions, which becomes significant for wind velocity equal to 5.0 m/s. In 

respect to the 5.3m-long system (Fig. 6.15b), the values of convective losses produced by the 

empirical correlation are systematically larger than the analytically produced ones for parallel flow. In 

fact, the empirical predictions are in relative agreement with the analytical values produced 

considering a wind angle of 20o. It should be beared in mind that the empirical heat transfer coefficient 

Eq. (6.17) has been derived from fitting of experimental data and thus it includes the effect of possible 

flow separation.  In conclusion, the general assessment can be made that the calculation of the 

individual convective thermal losses from the receiver bears a considerable degree of uncertainty and 

consequently the most suitable procedure to provide accurate results in reference to heat losses would 

be the experimental evaluation of a CPVT system of considerable length under properly monitored (or 

controlled) environmental conditions. 

 

  
 
Fig. 6.15 Convective thermal losses from the glass cover as calculated using analytical or empirical correlations: 

(a) 0.53m-long system, (b) 5.3m-long system.   

  

6.6 Heat transfer at the thermal bond 

 

The proper thermal bonding between the PV module and the heat sink constitutes the major 

technical issue associated with concentrating photovoltaic thermal applications. Poor bonding quality 

leads to increased solar-cell module temperature, higher thermal losses and consequently decreased 

electrical and thermal system performance. Besides, elevated module temperature is the main cause 

for the degradation of its materials, especially of the silicon cells and the thermal tape, and, in general, 

increases the possibility of a material failure and decreases the life cycle of the application. It has also 

been reported by Coventry [6.15] that thorough examination of adhesive materials and fastening 

techniques are required in order to improve the overall performance of a CPVT system. 

As was reported in paragraph 5.10, the use of a thermal tape (AIT CB7208-A) was also 

considered for the bonding of the heat sink onto the module. During the indoor evaluation of the 

adhesive materials, the thermal tape achieved lower thermal resistance values in comparison to the 

epoxy resin (see paragraph 5.10.1) and for this reason an initial receiver configuration was assembled 
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using the thermal tape as bonding material. However, it was established during the testing of the 

integrated system that the temperature difference between the PV module and the heat sink obtained 

high values beyond 30K at a very early stage of the testing sequence and certainly before steady-state 

operating conditions were reached. Therefore the evaluation of the specific receiver configuration had 

to be called off, in order to prevent the rupture of the solar cells due to the extreme thermal fatigue It is 

essential to mention that no clamping configuration was used to fasten the heat sink on the module and 

this could explain the performance deterioration of the thermal tape. The solid texture of the tape in 

conjunction with the low pressure at the joint probably allowed the formation of numerous air pockets 

between the two aluminum substrates leading to poor heat transfer. The epoxy resin was, therefore, 

used for thermal bonding in all the subsequently assembled receiver configurations. 

Fig. 6.16 presents the temperature difference ΔΤ=ΤPV-Ths between the PV-module substrate and the 

heat -sink solid wall as a function of the thermal power removed by the fluid (Qth) and it is thus 

indicative of the thermal resistance imposed by the epoxy resin. Each temperature is derived as an 

average from the readings of three thermocouples mounted on the backside of the module substrate, 

whereas three more of them were mounted at the backside of the heat sink (Fig. 6.16a). It must be 

noted that the thermocouples had to be mounted on the receiver backside, as they could not be inserted 

in the holes originally drilled in the heat-sink substrate especially for that purpose (see Fig. 4.11). The 

reason was that those holes had been blocked by the epoxy resin during the adhesion of the heat sink 

on the PV module. In any case the temperatures occurring at the backside are certainly lower than the 

respective at the heat-sink substrate and thus the use of the specific temperature difference constitutes 

a conservative approach. As illustrated in Fig. 6.16b, the temperature difference between the module 

and the heat sink is in the order of 5-7K depending on the system receiver variation. It is essential to 

point out that each experimental point depicted in Fig. 6.16b corresponds to a different value of the 

water flow rate (20, 30 and 40 mL/s, respectively). Regarding the receiver configurations that employ 

the VW heat sink, the temperature difference appears insensitive to the cooling fluid flow rate. With 

respect to the receiver integrated with the FW cooling device, a small discrepancy can be detected in 

the temperature difference for flow rates equal to 20 and 40 mL/s, which could be attributed to a more 

significant effect in comparison to the VW configurations of the elevated flow velocity on the 

convective thermal resistance of the heat sink. However the discrepancy is in the order of experimental 

uncertainty and it is thus unsafe to draw a solid conclusion. In any case the quality of the bond has a 

non-negligible effect on heat transfer as revealed by the fact that the two configurations both 

employing VW exhibit a discrepancy of 1.0 K in the temperature difference values. In fact, the 

temperature difference is lower for the narrow PV-VW heat sink configuration, although the heat rate 

is slightly higher. 

It can be therefore deduced that the epoxy resin is suitable as a thermal-bonding material; however 

further investigation is required to further reduce the temperature difference at the bond, which, albeit 

it is not of great magnitude for the evaluated CPVT system, it is still much higher that the theoretically 

predicted one considering the resin thermal conductivity. The thermal resistance at the bond could be 

reduced if uniform resin thickness without voids is assured and, in addition, if the pressure at the joint 

is increased by mechanically clamping the heat sink on the PV module. 
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Fig 6.16 (a) Locations of the thermocouples on the PV module and the heat sink. (b) Temperature difference 

between the PV-module substrate and the heat sink as a function of the heat removed by the module. 

 

6.7 Comparison to flat-plate solar thermal collectors 

 

As the greater part of the system output is in the form of thermal power, it is of importance to 

examine its thermal performance characteristics in comparison to those of conventional solar thermal 

collectors. For this reason, the prototype CPVT system has been compared in terms of thermal 

performance to two state-of-the-art flat-plate solar thermal collectors that are commercially available 
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in the Greek market. The main design and operating characteristics of the two flat-plate collectors are 

presented in Table 6.4. It must be noted that both collectors employ a selective coating that greatly 

reduces the absorber emissivity εp to a value approximately equal to 0.1, but bear different tubing 

layouts, which are commonly referred to as “harp” and “meander”, respectively.  

The performance data of the flat-plate collectors were obtained by the Solar and other Energy 

Systems Laboratory of NCSR Demokritos through the experimental procedure dictated by the 

EN12975-2:2006 Standard [6.22], which is similar to the procedure followed for the evaluation of the 

CPVT system. The cooling fluid flow rate differs between the collectors as the standard dictates that 

the imposed flow rate should be calculated according to the relation atot AV  02.0 , where Aa is the 

aperture area of the collector.  
 

Table 6.4 Main characteristics of the commercial flat-plate collectors used for comparison. 

 

 

Fig. 6.17 presents the comparative results for the flat-plate and concentrating configurations. The 

efficiency curves referring to the CPVT system variations were obtained from the experimental points 

for water volumetric flow rate equal to 40 mL/s, while the PV module operated at the maximum power 

point in all cases. However, the electrical output of the CPVT system has been excluded from the 

comparative evaluation. Additionally, in order to obtain a straightforward comparison between the 

different types of solar applications, the efficiency points regarding the CPVT system were reduced to 

the fluid mean temperature fT  and the total irradiation intensity Gtot. As regards the reduction of the 

radiation values, the assumption was made that for a sunny day the diffuse radiation is 10% of the total 

solar radiation. The optical efficiency of a plat-plate collector relies solely on the optical properties of 

the cover and the absorber, i.e. on the product τα of the cover transmissivity and the plate absorptivity; 

hence, the considered flat-plate collectors achieve high optical efficiencies in the order of 0.8. In 

contrast, the concentrating system achieves a lower optical efficiency in the order of 0.4, as the 

integration of a concentrating optical device is accompanied by increased optical losses due to the 

imperfections in the shape of the concentrator and the reflectivity of the reflector material (see Εq. 

6.7). However, the major advantage of the concentrating system in terms of thermal performance 

compared to the flat-plate devices is the very low heat-loss coefficient U0 achieved, as confirmed by 
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comparing the slope of the respective sets of curves. In fact, this value lies in the range 0.29-0.93 

W/m2K for the CPVT system, depending on the heat-sink configuration and the insulation of the 

receiver, whereas the respective values for the flat plate collectors are in the order of 4.69-4.91 

W/m2K.   

 Therefore, the general conclusion that can be drawn is that the present CPVT system, although a 

prototype application, compares well in terms of performance, especially if the electrical output is also 

taken into account, to well established, commercial products. The only major drawback of the system 

is the low optical efficiency, which is exclusively due to the moderate receiver intercept factor. 

Modern precision manufacturing allows for values of a parabolic trough optical efficiency as high as 

0.70-0.75. Such values would render the CPVT system more efficient than flat plate collectors, 

especially for higher operating temperatures.  

 

 
 
Fig 6.17 Comparison of the system thermal performance (steady-state efficiency) of the CPVT system against 

state-of-the-art commercial flat-plate collectors (Flat Plate 1: meander type, Flat Plate 2: harp type). 
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Chapter 7   Dynamic simulation and optimization of the CPVT system 
 

 

 

 
 
7.1 Introduction 
 

Analytical models have been widely used and proven adequate for the prediction of the 

performance and the daily or annual yield of conventional PVT systems using sheet and tube 

absorbers, similar to those encountered in flat plate solar thermal collectors. A simple steady-state 

theoretical model for a flat PVT system that provides low grade heat to an industrial process was 

proposed by Hazi et al. [7.1]. Amrizal et al. [7.2] predicted the dynamic thermal behavior of a PVT 

system through linear regression based on constant coefficients that can be specified by measuring the 

steady-state system efficiency. The simplified approach used in the study assumes the PVT system as 

a “lumped” component that can be described through averaged quantities. Three steady-state (1-D, 2-

D and 3-D) analytical models and a three-dimensional dynamic model were comparatively evaluated 

by Zondag et al. [7.3] for the prediction of the daily and annual yield of a flat PVT system. The 

predictions of all models were found in good agreement to measurements regarding the system steady-

state efficiency. In addition, it was proved that even the 1-D steady model was adequate for the 

prediction of the system daily and annual yield. Chow [7.4] developed an explicit analytical model 

representing a flat plate PVT system.  The system receiving plate was divided into segments and the 

thermal balance was formulated for each segment. The analytical model was used to predict the 

system response to rapid variations of the operating parameters (irradiation and flow rate).  

Theoretical models have also been developed in order to investigate novel flat PVT system layouts 

and to designate the effect of the system materials on their performance. A flat PVT system using a 

polycarbonate absorbing plate consisting of parallel channels and thermal storage was modeled by 

Cristofari et al. [7.5]. The effect of heat capacity was taken into account in the thermal balance 

equations and the system daily and annual efficiency and yield were calculated. Abu Bakar et al. [7.6] 

modeled a flat PVT system with fluid (air-water streams) using a two-dimensional steady-state model. 

Water flows in a serpentine tube enclosed in a rectangular duct, where the air stream flows. The top 

surface of the duct serves as the system absorber, where the cells are bonded. The focus of the study 

was on the effect of the two fluid flow rates on the system thermal and electrical efficiency. Da Silva 

and Fernandes [7.7] performed a sensitivity analysis using a dynamic one-dimensional model and 

pointed out that the PV module emmitance has the most considerable effect on the thermal losses of a 

flat PVT system, in comparison to other structural and operating parameters. The placement of the 

absorber in vacuum and the removal of the cell encapsulation material were proposed in order to 

mitigate thermal losses and it was found that an increase of 8% in the system thermal efficiency could 

be achieved. The daily trend of the imposed external thermal load was also found to affect the system 

thermal efficiency. The daily performance of a flat PVT system that also incorporates a layer of PCM 

material was simulated by Malvi et al. [7.8] using a dynamic one-dimensional model. The focus of the 

investigation was to determine the influence of the operating conditions and the PCM characteristics 

on the system performance.  
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There is a number of studies in the literature that discuss the formulation of analytical models 

representing concentrating photovoltaic/thermal systems. However, the majority of them do not take 

transient effects into account. An early study by O’Leary and Clements [7.9] illustrates the 

formulation of an analytical model of a parabolic trough CPVT system. Transient effects were 

neglected, as the model was intended for the determination of the optimal coolant flow-rate that 

maximizes the system net electrical output. A similar study for a compound parabolic concentrator 

PVT system was conducted by Hedayatizadeh et al. [7.10] who discuss the influence of the 

environmental conditions and operating parameters on the system overall efficiency. Helmers et al. 

[7.11] formulated a theoretical model to predict the influence of operating parameters on the efficiency 

of a point-focus CPVT system. The investigation was focused on the effect of the concentration ratio 

and cell operating temperature. Their results showed that under high concentration (CR>300), the rate 

of thermal and electrical losses decreases and a system overall efficiency of 75% can be achieved.   

Calise et al. [7.12] developed an analytical steady-state model for a parabolic trough CPVT system 

with triple-junction cells bonded to a receiver of triangular cross-section and a circular passage where 

the cooling fluid flows. The receiver was segmented and the mass and energy balances were 

formulated for each segment. A parametric analysis regarding the variation of system energetic and 

exergetic efficiency with the system length and the coolant flow rate, respectively, was conducted. It 

was shown that increase of both parameters leads to increased efficiencies. However, it must be noted 

that the effect of the parasitic pumping power on the overall efficiency was neglected. In a subsequent 

study Calise et al. [7.13] included their model of the linear CPVT system into an integrated tri-

generation system. The additional system components namely the storage tank and the desiccant air-

conditioning unit utilized the thermal output of the CPVT system, while a natural gas boiler served as 

auxiliary heat input. Researchers from the same group also integrated their developed model to a tri-

generation system that uses an absorption chiller to meet cooling loads [7.14]. The investigation 

illustrated the system capability to cover the annual electricity, heating and cooling demands of a 

university hospital. In a separate study, Calise et al. [7.15] also evaluated the annual performance of a 

tri-generation system similar to that presented in [7.14], with the exception of incorporating a point 

focus dish CPVT system. A parametric analysis taking the overall CPVT system area as a design 

parameter was also conducted.  

Buonomano et al. [7.16] used a one-dimensional algebraic model to predict the performance of a 

solar dish CPVT system introduced by Kribus [7.17]. Steady state conditions were considered and the 

system of equations comprising the model was further simplified by neglecting some of the material 

layers in the receiver. The authors provided predictions for the system thermal and electrical efficiency 

and, in addition, illustrated the effect of the main geometrical parameters and operating conditions on 

the system efficiency. A Fresnel lens linear CPVT system that employs high efficiency triple-junction 

cells with thermal energy storage was modeled by Kerzmann and Schaufer [7.18]. A rectangular duct 

was considered as the cooling device for the PV module. The thermal balance equations were 

formulated for each segment of the linear receiver assuming steady-state conditions and the system 

daily and annual yield were predicted. Renno and Petito [7.19] evaluated the performance of a solar 

tri-generation system that comprises a point-focus dish CPVT system with a remote duct receiver, a 

storage tank and a absorption heat pump, in order to meet the electrical, thermal and cooling loads 

respectively. A one-dimensional model, assuming steady-state operation of all the devices was 

formulated, and the system yield for two site locations was predicted, by also taking into account the 
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number of solar cells and the concentration ratio as parameters. In a further study, Renno [7.20] 

optimized the system reported in [7.19] by coupling the concentration ratio to the system overall area 

and the working fluid outlet temperature through a fuzzy logic technique. The goal of the optimization 

procedure was to determine the concentration ratio for which the system occupies a specified overall 

area and is able to meet the imposed thermal (or cooling) loads.   

Few studies have been found, where the effect of heat capacitance has been included in the thermal 

balance equations and thus the models can predict the transient behavior of the CPVT system as well. 

Helmers and Kramer [7.21] formulated a quasi-dynamic theoretical model that can predict the thermal 

and electrical output of a CPVT system by making use of linear regression based on constant 

coefficients in a procedure similar to that described in [7.2]. A transient model was developed by 

Coventry [7.22], whereby the formulated set of energy balance differential equations was solved 

analytically instead of being iteratively approximated. The model was used for the prediction of the 

annual output of a system coupled to thermal storage. In addition, the effect of basic design 

parameters, such as the insulation thickness and the conductivity of the thermal interface material, on 

the annual efficiency was examined.  Kosmadakis et al. [7.23] simulated the performance of a linear 

trough CPVT system which also served as a prime mover for an organic Rankine cycle in order to 

produce additional electricity.  

The scope of the present chapter is to illustrate the influence of the various components geometrical 

layout, materials and parameters of operation on the CPVT system long-term performance by means 

of a dynamic theoretical model. The model was employed to conduct a parametric analysis, where the 

system daily or annual yield was determined for different values of the geometrical and operational 

parameters. The receiver was divided in segments, so that the temperature distribution at the various 

material layers along its length can be obtained and consequently the thermal losses and the system 

electrical performance can be accurately predicted.  

 

7.2 Formulation of the dynamic model 

 

The simulation of the CPVT system transient performance was based on energy balances 

performed on every layer of the system receiver. The model was formulated under the main 

assumptions of negligible gravitational terms and negligible losses due to end effects. The latter 

assumption is legitimate, as in reference to configurations with relatively small overall length, the 

present system could be manufactured as two-axes tracking incorporating a rotational base, whereas 

longer systems could extend the reflector beyond the receiver active length to prevent the occurrence 

of end losses. For example, in the extreme case where the system operates at an incidence angle of 

62.4o, which occurs at 8am on the summer solstice, an extension of the reflector by 1.3m (for a focal 

length of 0.69m) beyond the receiver would make the end-loss effects negligible. It is feasible from a 

manufacturing standpoint for a system having a typical row length e.g. of 10-15m, to incorporate 

additional reflectors of 2-3m. The effect of non-uniform irradiation distribution on the PV modules 

surface was taken into account through a constant factor Funi, whose value is properly set so that the 

predictions are in agreement with the experimental measurements. Seven material layers were 

considered and the resulting network of thermal resistances that represents the receiver is depicted in 

Fig. 7.1. For each node i of the thermal network, i.e. for each material of the receiver, the formulated 

thermal-balance equation takes the general form: 
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where M and C are the material mass and specific heat, respectively. Transient effects are taken into 

account through the term on the left-hand side of Eq. (7.1), which corresponds to the heat capacitance 

of the material. Heat flows Q are correlated to the temperatures of consecutive nodes through the 

relation: 
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where Rth,i-i+1 is the thermal resistance between consecutive nodes. Each node of the thermal system is 

placed at the mid-thickness of the material layer and thus the thermal resistance between nodes is 

treated as half the sum of the thermal resistances of consecutive layers: 
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Fig. 7.1 Schematic layout of the CPVT system and thermal network used for the formulation of the energy 

balances. 
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By applying  Eqs. (7.1)-(7.2) on each node of the thermal network, the following set of equations is 

derived: 

 

 Glass cover of the PV module 
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where Qgl is the heat absorbed by the glass cover, which is equal to: 

 

optabglgl AGaQ                        (7.5) 

 

with agl being the glass absorptivity. Qloss is the heat dissipated to ambient through external convection 

and radiation:  
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As depicted in the thermal network of Fig. 7.1, the overall external thermal resistance Rloss results by 

the connection in parallel of the thermal resistances due to convection and radiation:  
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The heat transfer coefficients required for the calculation of Rconv,ext and Rrad, respectively, are 

calculated as follows: 
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where the values of the Nusselt number NuMC used in Eq. (7.8) correspond to external air flow under 

mixed convection conditions and were calculated using Eqs. (6.9)-6.13. 

 

 PV laminate  
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where Qirr is the radiation flux incident on the surface of the solar cells: 



Chapter 7. Simulation and optimization of the CPVT system 

 

7.6 

 

 

   optabeffcellglglirr AGaaQ  1                             (7.11) 

 

and Pel is the electrical power produced by the module: 

 

irrelel QP                      (7.12) 

 

The degradation in the cell efficiency due to elevated operating temperature was calculated using Eq. 

(2.9) with the values of the temperature coefficient β for each cell design, as were determined by the 

experimental evaluation (see paragraph 6.3.2). 

 

 Adhesive tape (bonding the cells to the module substrate)  
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 PV module substrate S1 
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 Adhesive resin (bonding the PV module to the heat sink)  
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 Heat sink substrate S2 
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 Cooling fluid                   
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The conductive thermal resistances of the solid materials appearing in the thermal balances were 

calculated using Eq. 3.33, while the convective thermal resistance was calculated using Eq. 3.35. The 

heat capacitance term appearing on the left-hand side of each layer was approximated using finite 

differences:  
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where the subscript i corresponds to each node of the thermal resistance network, i.e to the various 

material layers that comprise the receiver and to the cooling fluid. 

A special note must be made for the calculation of the convective thermal resistance Rconv, as it is 

dependent on the flow conditions and the geometry of the heat sink. Especially in the case of the VW 

heat sink configuration, the heat transfer coefficient- required for the determination of the convective 

thermal resistance- can vary significantly between consecutive sections. Besides, the heat-sink wall 

temperature distribution has a non-monotonical distribution, as was shown in paragraph 4.9. In order 

to more accurately predict the temperature distribution of the various material layers and consequently 

the receiver thermal and electrical losses, the receiver of the system was discretized along its 

longitudinal axis in a number of N equal-length elements and the system of equations (7.4), (7.10), 

(7.13)-(7.17) was iteratively solved for each segment j, j=1,N (Fig 7.2). Each segment corresponding 

to a solid material was considered to have a uniform temperature Ti. On the contrary, a linear 

temperature distribution was considered for the cooling-fluid layer, with the fluid outlet temperature of 

each segment imposed as inlet temperature for the next segment, i.e., Ti=Ti(Z) for this layer. Global 

quantities corresponding to the entire receiver length, e.g. the thermal and electrical output, were 

calculated for each time-step by integrating the elemental output produced by each segment.  

 

 
Fig. 7.2 Segmentation of the material layers comprising the receiver, allowing for variations in the flow direction 

to be included in the thermal-network model. 

 

The variation of the cooling fluid thermophysical properties with temperature was introduced in the 

model using the correlations for thermal conductivity kf, density ρf and viscosity μf of water available 

in [7.24]. Finally, the cooling fluid pressure drop required for the determination of the parasitic 

pumping power was calculated using Eqs. (4.5)-(4.11). A single calculation was performed for the 

entire heat sink length using the thermophysical properties based at the coolant average temperature. 

Eqs. (7.4), (7.10), (7.13)-(7.17) constitute a system of seven equations with seven unknowns, namely 

the temperature Ti at each layer of the receiver. The system of algebraic equations was iteratively 

solved using the Gauss-Seidel method. The main model outputs comprise the system energetic (Eqs. 

6.4 and 6.5) and exergetic efficiency (see Eq. 7.31 in paragraph 7.5) along with the associated 

losses, as well as the system electrical and thermal yield for a specified time period, i.e. the time 
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integrals of the system electrical and thermal power produced by the system, respectively (see 

Appendices A3, A4). The temperature distributions at the materials of the receiver are also predicted 

by the model.  

 

7.3 Validation of the theoretical model 

 

As a first step, the theoretical results produced by the transient model were compared against 

experimental data available from the evaluation of the prototype CPVT system. In order to ensure that 

the model can accurately predict the transient behavior of the system, the measured system response 

time, i.e. the time period required for the system to reach steady state once exposed to constant 

irradiation of high intensity, was compared to that produced by the model for the same environmental 

conditions. Besides, the predictions produced by the model in regard to the system electrical and 

thermal efficiency were compared against experimental data. Two receiver configurations were taken 

into consideration having different heat-sink and PV-module designs. The input parameters required 

by the model are summarized in Table 7.1.  

 
Table 7.1 Input values required by the theoretical model for the validation case. 

Model Input Symbol Values 

Environmental data Gb, Vair,Ta, θ ΤΜΥ file
1
 

System aperture area Aa 1.0m
2
 

Receiver active length Lrec 0.5m 

Receive active width (Narrow/Wide cells) Wrec 0.04m/0.06m 

Number of heat sink sections (FW/VW) Nsec 1/3 

Channel width (FW/VW) Wch 0.56mm/5.24-2.12-0.56mm 

Wall thickness (FW/VW) Ww 0.69mm/1.00mm 

Channel height (FW/VW) Hch 3.50mm/10.60mm 

Heat-sink substrate thickness (FW/VW) tsub 2.6mm/1.7mm 

Resin thickness tresin 152.4μm 

Resin thermal conductivity kresin 0.43 W/mK 

Absorptance of front glass agl 0.05 

Emmitance of front glass εgl 0.88 

Transmittance of front glass and EVA τeff  0.92/0.90 

Concentrator optical efficiency   ηopt 0.57 

PV module reference efficiency ηpv,ref 0.138 K 

PV module temperature coefficient (wide/narrow cells) β 0.00461/0.00603 

Irradiation uniformity factor (Narrow cells) Funi 0.85 

Cooling fluid volumetric flow rate totV  30/40 mL/s 

Cooling fluid inlet temperature Tf,in 285K-315K 

Simulation time step dt 10s 

Simulation total time time 300-400s 

Residual set for convergence Res 10
-4

 

 

Fig. 7.3 depicts the evolution of the fluid, heat sink and PV-module maximum temperatures with 

time, as predicted by the theoretical model. The respective outlet fluid temperature evolution as 

measured during the system experimental evaluation is also presented for comparison. The system is 
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exposed to concentrated sunlight at t=0. As can be seen the model can accurately predict the system 

thermal-response time and the fluid temperature rise trend in both receiver variations considered. It is 

interesting to notice that both configurations obtain steady-state operation in a relatively short time 

period approximately equal to 150s. 

 

  
 

Fig. 7.3 Thermal response of the CPVT system: (a) FW-Module 1 (wide) configuration, (b) VW-Module 1 

(narrow) configuration. 

 

The maximum FW heat-sink temperature (Fig 7.3a) is higher than the fluid outlet temperature by 

approximately 1.0 K. The respective temperature difference in regard to the VW configuration is 

approximately equal to 6.0 K (Fig. 7.3b). It must be reminded that the maximum VW heat-sink 

temperature occurs at the first section of the device. Nevertheless, the temperature difference between 

PV module maximum and the fluid outlet temperatures is considerably higher equal to approximately 

9.0 K and 14.0 K for the FW and VW devices respectively. It can be therefore deduced that the 

conductive resistance posed by the solid materials of the receiver has a far more considerable effect on 

the receiver overall thermal resistance compare to the thermal resistance of the cooling devices. 

A further validation study was conducted to verify the accuracy of the model under steady-state 

conditions as well. The steady-state efficiencies of the two system-receiver configurations considered 

above, which were measured according to the procedure discussed in paragraphs 6.3-6.4, were 

compared against the theoretically predicted ones for the same environmental and operating 

conditions. Fig. 7.4 presents the calculated and measured system thermal and electrical efficiencies for 

two receiver configurations under a wide range of operating conditions.  It is evident that the system 

steady-state operation can be accurately predicted by the model and the small influence of the 

operating temperature on the system efficiency is clearly captured. It has therefore been proven that 

the model can accurately predict both the system transient and steady-state operation and hence it can 

be used to predict the long-term performance of the system, which will be presented in the following 

paragraphs.   
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Fig. 7.4 Steady-state efficiency of the CPVT system: (a) FW-Module 3 configuration ( totV =30 mL/s), (b) VW-

Module 2 configuration ( totV =40 mL/s). 

 

Finally, it is interesting to illustrate that the expected form of the temperature distribution at the 

cooling-devices substrate can be produced by the analytical model. The bottom wall and fluid 

temperature distributions for the two cooling configurations employed are presented in Fig. 7.5 for 

steady-state conditions. In reference to the actual system with aperture area of 1.0 m2
 (Fig. 7.5a), the 

stepwise temperature reduction regarding the VW configuration is predicted with the point of 

maximum wall temperature located at the end of the first section. Regardless of the cooling device 

employed, the wall temperature at the heat-sink outlet is slightly higher than the fluid outlet 

temperature.  

 

  
 
Fig. 7.5 Longitudinal temperature distribution under steady-state conditions (Tf,i=298 K, Ta=283 K, uwind=2 m/s, 
Gb=850 W/m

2
): (a) 1.0 m

2
 system, (b) 10.0 m

2
 system. 

 

The longitudinal temperature distribution of a similar system with greater length and respective 

aperture area equal to 10m2 is depicted in Fig. 7.5b. Once again, the temperature distributions over the 

entire FW heat-sink length and for the most part of the VW heat-sink length closely follow the 



Chapter 7. Simulation and optimization of the CPVT system 

 

7.11 

 

respective distribution in the fluid, indicating the small thermal resistance of the devices. In regard to 

the VW cooling configuration, it is evident that although the wall temperature distribution still exhibits 

a stepwise trend, its maximum value is located at the heat sink outlet. The steep increase in the 

distribution gradient discernible in Fig. 7.5b at approximately Z=1.3 m occurs because in that location 

the flow reaches full development and thus the correlations applied for the calculation of the heat 

transfer coefficient switch from those referring to developing flow to those referring to fully-

developed flow, respectively. 

 

7.4 Prediction of the system long-term performance 

 

Apart from evaluating the system performance on an annual basis, three time periods in different 

seasons of the year, namely 1st-4th of March, 21st-24th of June and 1st-4th of December, have been 

selected in order to illustrate the effect of variable environmental conditions on the system efficiency 

and output. Fig. 7.6 presents the prevailing environmental conditions for the time periods in question.  

The climatological data (wind velocity uwind, ambient temperature Ta, insolation Gb) were provided by 

a Meteonorm [7.25] TMY (Typical Meteorological Year) file for Athens, Greece.  The wind velocity 

values depicted in Fig. 7.6, were reduced at a height of 2.0 m above ground using the respective 

available values at a height of 10.0 m, according to the relation:  

 

  7/1

10,2, 10
2

mwindmwind uu                    (7.19) 

 

  



Chapter 7. Simulation and optimization of the CPVT system 

 

7.12 

 

  
 

Fig. 7.6 Climatological data for the evaluation periods considered. Direct solar radiation and wind velocity: (a) 

1-4 March, (b) 21-24 June, (c) 1-4 December. (d) Wind velocity for the three time periods. 

 

A CPVT system with the manufacturing and operating characteristics of the manufactured 

prototype, yet with larger aperture area equal to 10m2, so that the effect of the thermal losses can be 

elucidated, has been selected as a “base-case system”. The specific system, the characteristics of 

which are summarized in Table 7.2, will be considered as a reference in the following results, in order 

to highlight the effect of the various parameters examined on the energetic and exergetic system 

output and efficiency. It must be noted that the module employing the wide (60.0 mm) cells has been 

considered for the long term performance, as it was proven to exhibit superior performance during the 

experimental evaluation. 

 

Table 7.2 Technical specifications and operating parameters of the base-case system. 

Model Input Values 

System aperture area Aa [m
2
] 10.0m

2
 

Receiver active length Lrec [m] 5.0 

Receive active width Wrec [m] 0.06 

Heat sink design: FW (Wch-Ww-Hch) [mm]  0.56-0.69-3.5 

Resin thickness tresin [μm] 152.4 

Resin thermal conductivity kresin [W/mK] 0.43  

Absorptance of front glass agl 0.05 

Emmitance of front glass εgl 0.88 

Transmittance of front glass and EVA τeff [-] 0.92 

Concentrator optical efficiency ηopt [-] 0.57 

PV module reference efficiency ηpv,ref [-] 0.138 

PV module temperature coefficient β [-] 0.00461 

Cooling fluid volumetric flow rate totV [mL/s] 30.0  

Cooling fluid inlet temperature Tf,in [K] 298.0  

 

As an initial step, it must be examined whether the performance of the base-case system varies 

considerably depending on the incorporated cooling device. For this reason, the influence of the 

cooling-device design on the system efficiency is presented in Fig. 7.7a. It is evident that the effect of 
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the heat-sink configurations on the efficiency of the base-case system is negligible. The system 

electrical efficiency for the case where the FW cooling device is employed is higher by up to 1.2% 

compared to the respective for the VW device, whereas the thermal efficiency remains approximately 

equal regardless of the incorporated device. According to the formulation of the theoretical model, the 

elemental electrical power and thermal losses are calculated for each segment of the receiver and thus 

the respective overall quantities are dependent on the average wall temperature. As was proven in 

paragraph 4.9.3, the thermal resistance based on the average wall temperature is nearly identical for 

the two configurations and thus the similar overall system performance is justified. Consequently, it is 

adequate to analyze the performance of the base-case system considering only the FW heat sink as 

cooling device. It is essential to point out that the effect of temperature non-uniformity on the 

electrical efficiency could not be predicted by the present model as there are no performance data 

available from the manufacturer of the actual PV modules with regard to operation at non-uniform 

temperature. 

 

  
 

 
 

Fig. 7.7 Performance characteristics of the base-case system in March: (a) efficiency, (b) power production, and 

(c) maximum fluid and PV-module temperatures. 
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The power output of the base-case system is depicted in Fig. 7.7b. As can be seen, the major 

percentage of the irradiation incident on the receiver is exploited either as electrical or thermal power, 

with the thermal losses representing less than 3% of the thermal output. For the environmental 

conditions corresponding to the time period in March, the base-case system can produce up to 3.5 kW 

of thermal power and 0.5 kW of net electrical power.  

Fig. 7.7c illustrates the daily variation of the fluid outlet and the PV-module maximum 

temperatures, respectively. It can be observed that the system can produce heat at a temperature level 

of approximately 328.0 K, with the PV-module maximum temperature being higher by as much as 7.5 

K. As also revealed by Fig.7.7c, the temperature difference between the PV module and the fluid 

remains constant even when the system aperture area is increased to 20.0 m2, as the system length is 

actually increased while the heat flux on the receiver remains constant. For completeness purposes, it 

should be stated that the water within the receiver is considered to be stagnant when there is no solar 

irradiation and hence it is cooled only due to thermal losses to the environment, as can be seen in Fig. 

7.7c. 

It was demonstrated during the experimental evaluation of the prototype CPVT system (paragraph 

6.3) that the influence of the water volumetric flow rate on the system efficiency could not be 

elucidated, as the difference in the system performance was in the order of the experimental 

uncertainty. The dynamic model has been therefore utilized to illustrate the specific effect on the 

efficiency of the base-case system, which has a ten-fold larger aperture area than the prototype system. 

The time period in June was considered for the simulations so that the environmental conditions are 

similar to the actual ones prevailing during the experimental evaluation.  

Fig. 7.8 reveals that the value of the water volumetric flow rate has only a minor effect on the 

system energetic efficiency for both the cases of the FW (Fig. 7.8a) and VW (Fig. 7.8b) 

configurations. An increase of the flow rate from 20.0 to 40.0 mL/s leads to an increase of the 

electrical and thermal efficiencies by approximately 6% and less than 2%, respectively. As was stated 

in paragraph 6.4, the thermal losses from the system receiver are of small magnitude and, 

additionally, the conductive thermal resistance posed by the solid materials has a more significant 

contribution on the receiver overall thermal resistance compared to the heat-sink convective 

resistance. It must also be mentioned that even for a system with an overall length of 5.0m, such as the 

base-case system, the effect of the parasitic pumping power on the system efficiency is negligible; 

however this cannot be considered a general remark, as linear CPVT systems of larger scale can have 

overall lengths of several meters.   
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Fig. 7.8 Effect of the water volumetric flow rate on the system energetic efficiency. The results refer to the base-

case system in June employing: (a) the FW and (b) VW devices, respectively. 

 

Moreover, it is of interest to examine the effect of the water inlet temperature on the system 

efficiency, as the CPVT system is most likely intended to be coupled with heat storage, e.g. in a 

domestic hot-water system, and thus to be fed with water of elevated temperature from the storage 

tank during its daily operation. It is evident from Fig. 7.9, referring to the base-case system, that water 

entering the system with an elevated temperature has a considerable detrimental effect on both the 

system thermal and total efficiency. In fact, the decrease is slightly more substantial in the case of total 

efficiency (black line) compared to the thermal efficiency (red line), as the increased receiver 

temperature leads to increased thermal losses and, in addition, to reduced electrical production due to 

the elevated PV-module temperature.  For example, for increase of the water inlet temperature from 

298.0 K to 338.0 K and referring to the environmental conditions corresponding to December (Fig. 

7.9b) the total efficiency decreases by approximately 10% relative to the total, while the thermal 

efficiency decreases by approximately 8%.The relative deterioration in the system efficiency caused 

by the increased water inlet temperature is also influenced by the environmental conditions, as the 

effect is stronger at time periods with low or fluctuating solar irradiation values, e.g. as is evident for 

the curves corresponding to the 4th of March   (Fig. 7.9a) and the 4th of December (Fig. 7.9b). 

 

  
Fig. 7.9 Effect of the water inlet temperature on the efficiency of the base-case system: (a) March, (b) December. 
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As has been already mentioned, the effect of the parasitic pumping power on the efficiency of the 

base-case system is negligible considering the geometrical parameters of the manufactured cooling 

devices. The channel geometrical parameters were decreased to smaller dimensions to examine 

whether the thermal performance of the devices can be further enhanced without inducing a severe 

pressure drop penalty, hence leading to increased overall system efficiency. A water volumetric flow 

rate of 40.0 mL/s has been considered for all cases, which constitutes a worst-case scenario in terms of 

pumping power. As shown in Fig. 7.10a referring to the FW configuration, reducing the channel width 

and fin thickness from 500 μm to 100 μm has a negative impact on the system net efficiency, as the 

net total efficiency decreases by approximately 10%. It must be noted that channel aspect ratio was 

kept equal to six in all cases. It can also be easily deduced that the deterioration of the device 

hydrodynamic performance due to increased friction losses exceeds by far the thermal performance 

enhancement, as heat losses were of small magnitude in the first place.  

Regarding the VW configuration (Fig. 7.10b) reducing the width of the first-section channel Wch,1 

from 5.24 mm to 3.40 mm, leads to a reduction of the third-section channel width identical to that 

considered for the FW device, i.e. from approximately 500μm to 100μm. The fin thickness was 

maintained equal to 1.00 mm for all cases, while the channel aspect ratio in the first heat-sink section 

was kept equal to two. The effect of the reduction of channel dimensions is still unfavorable yet far 

more moderate in comparison to the FW configuration as the net efficiency decreases by 

approximately 1.5%. It is therefore made evident for both designs that there is no need to add heat 

transfer surfaces as the potential benefit due to enhanced thermal performance is exceed by far by the 

negative impact of increased pumping power. 

 

  
 

Fig. 7.10 Effect of the heat-sink geometry on the efficiency of the base-case system (December time period): (a) 

FW configuration (Wch=Ww=W), (b) VW configuration (Ww=1.0 mm). 

 

The type of tracking mechanism can also have a significant influence on the system annual output. 

As was stated in paragraph 7.2 end-losses are not taken into consideration in the present simulations 

and thus cosine losses contribute to the optical losses that are inevitable in the case of single-axis 

tracking systems. The annual output of the base-case CPVT system for single (both for East-West and 

North-South orientations) and two-axis tracking is presented in Fig. 7.11a , where it can be observed 

that the total energy output of the two-axis tracking system is 90.5% and 67.5% higher compared to 
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the single-axis tracking system with North-South and East-West orientations, respectively. For the 

geographic latitude of Athens, the East-West orientation is preferable for single-axis tracking as cosine 

losses vanish at solar noon, whereas for the North-South orientation cosine losses obtain their 

maximum value at solar noon. 

The monthly distribution of the thermal and electrical energy produced by the base-case system 

during a typical meteorological year in Athens is presented in Figs. 7.11b and 7.11c, respectively. As 

expected the two-axis tracking system produces its maximum output in July, where the monthly 

insolation is maximum as well. In regard to single-axis tracking, the system with East-West orientation 

outperforms the respective with North-South orientation in the months with high insolation (May to 

August) and hence increased system thermal (Fig. 7.11b) and electrical (Fig. 7.11c) output, which 

results to a higher annual output as well. The North-South oriented system is more effective in the 

autumn and winter months (October to February) and thus a general strategy for single-axis tracking 

system located at the latitude of Athens could be recommended, where the system orientation switches 

from North-South to East-West in March and vice-versa in September.  

 

 
 

 



Chapter 7. Simulation and optimization of the CPVT system 

 

7.18 

 

 
 
Fig.7.11 Monthly distribution of the base-case system output: (a) total energy, (b) thermal energy and (c) 

electrical energy.  

 

7.5 System optimization 

 

The objective of the following paragraph is to designate the value range of operating parameters, 

for which the system attains the most effective performance from a second-law of thermodynamics 

point of view. The latter allows for a straightforward comparison between thermal and electrical 

output. In addition, the influence of the performance characteristics of key sub-components on the 

system exergetic performance will also be elucidated. A parametric study is conducted to determine 

the factors that can lead to increase of the system net exergetic efficiency on a daily and annual basis 

having as reference the exergetic efficiency of the base-case system (see Table 7.2). 

 

7.5.1 Exergy analysis 

 

Exergy analysis allows for a straightforward evaluation of a system performance as, in essence, the 

system is compared to an ideal (reversible) heat engine and the factors that contribute to the deviation 

of the system from ideal operation are pointed out. The exergetic system efficiency has been widely 

used for  the evaluation of PVT and concentrating solar thermal applications, as well as  for the 

optimization of their design and operation [7.26-7.32]. In a conventional energy analysis, it is assumed 

that the heat gain of the cooling fluid can be completely converted to useful work. However, this 

assumption is invalid as there is an upper limit to the conversion of heat to useful work, known as the 

Carnot efficiency and thus exergy, i.e. the maximum useful work that can be produced until a 

thermodynamic system reaches thermal equilibrium with a reference environment is defined as: 
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where Qth is the available thermal energy, Th is the temperature at which the heat is available and Tc is 

the dead-state temperature where the useful work that can be produced is equal to zero. The general 

exergy balance of a thermodynamic system with inbound ( inxE ) and outbound exergy flows ( outxE ) 

can be written as: 

 

  
i i

destout

i

in xExExE                   (7.21) 

 

where destxE is the destroyed exergy within the system. Exergy is destroyed when a process involves a 

temperature change or fluid friction within a duct. The term is also referred to as system 

irreversibility IxE dest
  . The exergy destruction is proportional to the entropy increase of the system 

[7.33]: 
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In the case of solar applications, the inbound stream of exergy or exergy fuel is the solar irradiation, 

which according to Petela [7.34] is: 
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where Tsun is the sun temperature equal to 4350 K [7.35]. Eq. (7.23) provides the maximum work that 

can be produced from an isotropic blackbody radiation at Tsun [7.36]. The useful exergy streams that 

comprise the outbound exergy stream are the extracted heat and electrical power:  
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As can be directly inferred from Eq. (7.25), the exergy flow associated with photovoltaic electricity is 

equal to the produced electrical power [7.28, 7.29, 7.35]. The destroyed exergy rate or system 

irreversibility comprises four terms due to the optical losses, the temperature difference between the 

receiver and the sun temperature, the thermal losses and the coolant pressure drop respectively: 
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pumppump PxE                     (7.29) 

 

The Petela factor was used for the calculation of the exergy flow associated with optical losses, as Eq. 

(7.26) refers to conversion of solar irradiation to useful work. Furthermore, the term referring to the 

temperature difference between the receiver and the sun surface, Eq. (7.27), exists, as the heat 

available at the temperature of the sun surface, which is considered as the “hot reservoir”, could be 

ideally converted to useful work without having to transition to a lower temperature level Tpv, a 

process accompanied by exergy loss [7.27]. By combining Eqs. (7.23)-(7.29) and Eq. (7.21) the 

exergy flow balance for the CPVT system takes the following form: 
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where I is the destroyed exergy or system irreversibility. Finally, the exergetic efficiency of the 

integrated system is defined as the useful, net exergy flows to the sun input exergy: 
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An additional quantity which has been used for the optimization of solar applications [7.32, 7.37, 7.38] 

is the entropy generation number, which quantifies the system irreversibility and is defined as: 
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where the entropy generation rate genS  can be calculated by Eq. (7.22). It is obvious that the system 

optimal operation is achieved when the entropy generation number is minimized. 

 

7.5.2 Effect of the system parameters on overall performance 

 

Since the CPVT system under evaluation is a prototype device employing a number of custom-

made components it is necessary to point out the characteristics of the system constituents that have to 

I  
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be improved, in order to enhance the system overall performance. Besides, it is of importance to 

determine the system operating conditions, e.g. cooling fluid flow rate and temperature for which 

optimal performance is achieved and to identify the environmental conditions that are favorable to the 

system efficient operation. The net exergetic efficiency is reckoned as a suitable quantity to highlight 

the significance of the operating conditions and the various key-components characteristics on the 

system overall performance, since it allows the straightforward treatment of the produced thermal and 

electrical power, which are appropriately reduced to exergy streams of equal “value”.   

Fig. 7.12 depicts the variation in the system exergetic efficiency caused by the increase of the water 

volumetric flow rate. As was shown in paragraph 7.3 (see Fig. 7.8), the energetic efficiency of the 

system is relatively independent of the volumetric flow rate value. However the water flow rate 

appears to have a considerable effect in regard to the system exergetic efficiency, and, in fact, increase 

of the volumetric flow rate leads to decrease of the overall exergetic efficiency. Although a higher 

volumetric flow rate tends to decrease the PV module operating temperature and thus increase its 

efficiency, it also leads to reduced fluid temperature at the outlet of the system Tf,o. According to Eq. 

(7.24), the exergy stream associated with thermal power, apart from the heat output, is also depended 

on the temperature at which the heat is delivered and hence a lower fluid outlet temperature decreases 

exergetic efficiency. It is interesting to notice that the system exergetic efficiency is higher in the 

winter period due to the lower ambient temperature values, which allow for a greater temperature 

difference between the fluid at the system outlet and the system dead-state. Decrease of the water 

volumetric flow rate from 40.0 mL/s to 20.0 mL/s can lead to an increase of the system exergetic 

efficiency up to approximately 20% for a day with high insolation and low ambient temperature.  

 

  
 
Fig. 7.12 Effect of water volumetric flow rate on the system exergetic efficiency in regard to the base-case 
system: (a) June, (b) December 

 

Likewise, as was shown in Fig. 7.9, increasing the temperature of the water entering the system has 

an adverse effect on the system energy efficiency. On the contrary, increased water inlet temperature 

enhances the system exergetic performance regardless of the environmental conditions, as illustrated 

in Fig. 7.13. The enhanced exergetic performance despite the increased system operating temperature 

constitutes proof that, from a second-law analysis point of view, it is beneficial to provide heat at 

elevated temperature despite the fact that the latter is associated with increased thermal losses and 
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decreases of the system electric efficiency as well. Nevertheless, this conclusion is not of general 

validity and can only be applied to systems having performance characteristics similar to the 

developed prototype CPVT system, where the thermal output considerably exceeds the electrical 

output. As shown in Fig. 7.13b, increasing the fluid inlet temperature from 298.0 K to 338.0 K causes 

an increase of approximately 25% on the system exergetic efficiency that can be achieved in 

December.  

In general the results produced by the dynamic model referring to the base-case system have 

established that the exergetic efficiency achieved is relatively low and lies in the range 9.0-15.5% 

depending on the operating and environmental conditions. It was proven during the system 

experimental evaluation that the system main output is in the form of thermal power. However, as has 

been already discussed the exergy stream associated with the thermal output is dependent on the 

temperature level of the delivered heat. Since the intrinsic orientation of the application is the 

production of relatively low-temperature heat, in the range of 333-363 K, the useful thermal exergy 

stream is considerably decreased.  On the contrary the electrical exergy stream is directly associated 

with the produced power (see Eq. 7.25) and hence it is essential to increase the system electrical 

output in order to achieve high performance from an exergetic point of view. 

 

  
 
Fig. 7.13 Effect of fluid inlet temperature on the system exergetic efficiency in regard to the base-case system: 

(a) March, (b) December. 

 

Depending on application for which the CPVT system is intended, the extent of the aperture area 

must be properly sized and it is therefore of engineering interest to analyze the performance of 

different-scale systems. The system aperture area is considered to increase by adding parabolic-trough 

modules of the same geometrical characteristics, i.e. the system length is increased while the 

concentration ratio is maintained the same. The exergetic performance of systems having different 

aperture areas is shown in Fig. 7.14. It becomes evident that increasing the system aperture has a 

beneficial effect on exergetic efficiency, with the effect being relatively independent of the 

environmental conditions. The temperature level at which heat is delivered appears to be a more 

significant factor, in terms of exergetic performance, compared to the effect of thermal losses. Even 

though heat losses also increase as the system aperture and consequently the heat-sink length increase, 

the influence of the fluid outlet temperature on the second right-hand term of Eq. 7.24 results to an 
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increased thermal exergy stream. As depicted in Fig. 7.14, the maximum exergetic efficiency obtained 

for a 20m2 system is achieved in December and is approximately equal to 15%. 

 

  
 
Fig. 7.14 Effect of the system aperture on the system exergetic efficiency in regard to the base-case system: (a) 

June, (b) December. 

 

It was established during the system experimental evaluation that the optical losses have the most 

significant contribution on the reduction of the overall efficiency. Fig. 7.15 elucidates the influence 

that a higher optical quality of the parabolic trough would have on the exergetic efficiency. Higher 

system optical quality leads to augmented irradiation on the system receiver and influences both the 

useful thermal and electrical exergy streams in a beneficial manner. The system can reach exergetic 

efficiencies up to 18% and 21% in the summer (Fig. 7.15a) and winter (Fig. 7.15b) periods, 

respectively, for an optical efficiency of 85%. These values are significantly larger compared to the 

12% achieved by a system with the optical quality of the manufactured prototype (see Fig. 7.13b). It is 

easily perceivable that increased optical quality is of vital importance for the efficient performance of 

a CPVT system. 

 

  
 
Fig. 7.15 Effect of optical efficiency on the system exergetic efficiency in regard to the base-case system: (a) 
June, (b) December. 
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The relatively low efficiency of the solar-cell modules (ηel=13.8%) has been identified as a weak 

point of the prototype system. Fig. 7.16 presents the influence of the module electrical efficiency on 

the system exergetic efficiency. Increasing the portion of irradiation converted directly to electricity by 

the solar cells will certainly reduce the excess heat available for extraction and this effect will also be 

propagated on the respective exergy stream. It can be observed that a 5% absolute increase of the 

electrical efficiency leads to an increase of the exergetic efficiency approximately equal to 2%, 

regardless of the environmental conditions. The graphs of Fig. 7.16 include an additional curve that 

corresponds to a system with high, yet certainly achievable, optical and (reference) electrical 

efficiencies, equal to 75% and 25%, respectively. As can be seen, the system is able to reach exergetic 

efficiencies up to 24% for low values of the ambient temperature, i.e. in March (Fig. 7.16a) and 

December (Fig. 7.16c). By comparing Figs. 7.15b and 7.16c, it can be deduced that, for a day with 

high insolation in the winter, incorporating high-efficiency cells to a precisely manufactured CPVT 

system increases the exergy efficiency from 17.5% to 23%. The general conclusion can be drawn that 

achieving high manufacturing and materials quality in reference to the key components of a CPVT 

system, such as the PV modules and the optical device, can cause an approximately two-fold increase 

of its exergetic efficiency (see Fig. 7.13 for comparison to the base-case system). 

 

  
 

 
Fig. 7.16 Effect of the PV module efficiency on the system exergetic efficiency in regard to the base-case 

system: (a) March, (b) June and (c) December. 
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As has already been stated in paragraph 5.10, the thermal bonding between the PV module and 

the heat sink is a crucial technical issue concerning CPVT system technology. Apart from the absolute 

thermal conductivity value of the adhesive material, the thermal bonding could be considerably 

hindered by the formation of air pockets due to imperfect smearing of the adhesive material on the 

bonded surfaces. Fig. 7.17 elucidates the effect of the quality of the thermal bonding on the operation 

of the base-case system. A value of 0.043 W/mK has also been considered for the effective thermal 

conductivity of the resin, in order to approximate the case of poor thermal bonding and extensive 

effect of air pockets on heat transfer.  As illustrated in Fig. 7.17a, poor thermal bonding (kresin=0.043 

W/mK) increases the maximum PV module temperature to values up to 373.0 K for environmental 

conditions referring to the winter time period, more than 40.0 K higher than the values obtained for a 

conductivity of 4.3 W/mK, a value achieved by commercial thermally conductive resins. The value of 

0.43 W/mK, namely the effective thermal conductivity as achieved by the bonding procedure 

discussed in paragraph 5.10.1, inflicts only a moderately increased thermal resistance compared to 

the lower limit that can be achieved with commercial resins, as the PV module obtains values as high 

as 336.0 K, approximately 3.0 K higher than in the case of conductivity equal to 4.3 W/mK. The 

system exergetic efficiency is decreased by approximately 12.5% for a decrease of the bond active 

thermal conductivity from 4.3 W/mK to 0.043 W/mK, as revealed by Fig. 7.17b.The deterioration in 

the exergetic efficiency is relatively moderate, as the system output is mainly in the form of thermal 

power and the magnitude of thermal losses is small due to the general characteristics of the system. 

Although the system exergetic efficiency is not significantly influenced by the quality of the thermal 

bond, the cells structural integrity is certainly degraded by the intense thermal cycling leading to 

increased possibility of failure and reduced life cycle. It is also interesting to notice that increasing the 

effective thermal conductivity of the bond further, e.g. to a value of 43.0 W/mK, as depicted in Fig. 

7.17b, has no effect on the exergetic efficiency as the thermal resistance due to the resin is minimized 

and the overall exergetic losses are dominated by the thermal resistances posed by the other materials 

comprising the receiver. 

 

  
 
Fig. 7.17 Effect of the resin thermal conductivity on the base-case system operation: (a) maximum temperature 

of the PV module and (b) system exergetic efficiency in December. 
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For completeness purposes and in accordance with the discussion concerning Fig. 7.10, the effect 

of the heat-sink geometrical parameters on the system exergetic efficiency is presented in Fig. 7.18. 

The detrimental effect of decreasing the channel dimensions on the exergetic performance of both 

configurations is evident, with the effect being more pronounced in the case of the FW device (Fig. 

7.18a). Besides, for the case of channel width equal to 100 μm, it can be clearly seen that the exergetic 

efficiency exhibits an intense oscillation due to the fluctuation and subsequent decrease of the solar 

irradiation during the fourth day of December simulated (see Fig. 7.6c).  Especially in the case 

corresponding to channel width of 100 μm.  Furthermore, it can be observed in Fig. 7.18a that at 

periods of transient operation the exergetic efficiency is negative, as the pumping power exergy stream 

is larger than the sum of the useful electrical and thermal exergy streams. It can be therefore concluded 

that the optimization procedure followed has been proven reliable as the designed and manufactured 

cooling devices exhibit superior thermal and hydrodynamic performance.   

 

  
 
Fig. 7.18 Effect of the heat-sink geometrical parameters (channel width) on the system exergetic efficiency 

(base-case system in December): (a) FW configuration, (b) VW configuration. 

 

The monthly distribution of the base-case system exergy output is shown in Fig. 7.19a and allows 

the specification of the time periods were the system achieves its most effective performance. An 

initial observation is that the electrical exergy exceeds the respective thermal throughout the year and 

obtains maximum values in the summer months, 2.5 times higher compared to the respective thermal 

exergy (in July and August). It is interesting to notice that the peak electrical exergy is delivered by 

the system in July, whereas the maximum thermal exergy is obtained in May. This variation in regard 

to the two useful exergy streams occurs on grounds that the electrical exergy is primarily depended on 

the irradiation intensity, whereas thermal exergy is significantly influenced by the ratio of the fluid 

outlet to the ambient temperature and hence the combination of these two factors in the spring and 

autumn tend to enhance the thermal exergy produced by the system and render it comparable to that 

produced during the summer months.  

Fig 7.19b illustrates the monthly exergy output of the “high-quality” system for a water volumetric 

flow rate of 20.0 mL/s. The annual produced thermal and electrical exergy by the “high-quality” 

system are approximately 1.9 and 2.6 times higher in comparison to the respective of the base-case 

system. In the case of the “high-quality” system the peak electrical exergy efficiency is still achieved 
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in July, however, in contrast to the base case system, the respective thermal exergy is achieved in 

June.  In general, it can be deduced that the thermal exergy output of the “high-quality” system is 

slightly less sensitive to the ratio of the outlet fluid to ambient temperature and for this reason it 

achieves higher values during the summer months, unlike the base-case system. Moreover, the 

electricity to thermal exergy ratio is larger in the “high-quality” system due to the increased efficiency 

of the solar-cell modules.  

 

 
 

 
 

Fig. 7.19 Monthly exergy output of the CPVT system: (a) base-case system (b) “high-quality” system (ηopt=0.75, 

ηel=0.25) with water volumetric flow rate totV =20.0 mL/s 

  

The high-quality system is also comparatively evaluated against the base-case system in terms of 

destroyed exergy rate and entropy generation, so that the main causes of system irreversibility can be 

identified. Fig. 7.20 illustrates the main exergy destruction mechanisms for the two system variations 

in question under variable environmental conditions. It is clearly demonstrated that the main cause of 
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system irreversibility are the optical losses, as approximately half of the available solar irradiation 

exergy is destroyed in the optical device. On the contrary, the exergy destroyed due to the system 

thermal losses is two orders of magnitude lower, indicating thus the high system thermal performance. 

The destroyed exergy rate closely follows the trend of the solar irradiation intensity and the system 

output (see Figs. 7.6-7.7b) and consequently it is maximized in time periods with high insolation. As 

also revealed by Fig. 7.20, increasing the system optical efficiency reduces the respective exergy 

destruction rate by approximately 53% regardless of the environmental conditions. However, as 

depicted by the curves in red color of Fig. 7.20 the destroyed exergy stream that corresponds to the 

thermal losses in fact increased in the high quality system. This variation is justified as the solar 

irradiation incident on the receiver and therefore the additional heat available for extraction are 

producing higher temperature gradients in the receiver materials and increased thermal losses. 

Apparently, the benefit due to the decreased exergy destruction in the optical device exceeds by far the 

negligible increase in the exergy destruction stream referring to the thermal losses. 

 

  
 

 
 
Fig. 7.20 Destroyed exergy rate referring to the base-case and high-quality systems: (a) March, (b) June, (c) 

December 
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The system entropy generation rate is presented in Fig. 7.21 in the form of either absolute values or 

dimensionless entropy generation number Ns. In all cases the entropy generation rate is lower for the 

“high-quality” system, where the exergy destruction due to optical losses and poor electrical 

performance is considerably reduced.  However, it can be seen that the entropy generation rate closely 

follows the trend of the solar irradiation intensity and consequently of the system output (see Figs. 7.6-

7.7b). The entropy generation number Ns (Eq. 7.32) appears as a more appropriate quantity for the 

clarification of the system irreversibilities, as it is independent of the solar irradiation intensity and 

obtains comparable values regardless of the environmental conditions. As can be observed, the 

entropy generation number for the base-case system lies in the range 0.80-0.82 for all the time periods 

considered.  In regard to the “high-quality” system, the same quantity is reduced to values in the range 

0.69-0.72. It is also interesting to notice that the entropy generation number, which in general exhibits 

a flatter profile during the day, obtains its minimum daily value when the value of the absolute entropy 

generation rate is maximized, i.e. when the system output is maximized. The entropy generation 

number decrease is steeper for the high-quality system. It becomes therefore evident that the 

minimization of the entropy generation number indicates the time period of the day where the system 

obtains its most effective operation and coincides with the maximization of the exergetic efficiency ηΙΙ. 

Hence, it is recommended as a suitable index for CPVT applications. 

 

  
 

 
Fig. 7.21 Entropy generation rate for the base-case and high-quality systems: (a) March, (b) June and (c) 

December.  
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7.6 Concluding remarks 

 

The prediction of the CPVT system long-term energetic and exergetic performance was performed 

in this chapter using a dynamic theoretical model. The simulations clearly demonstrated the 

applicability of the manufactured cooling devices to large-scale CPVT systems, as the thermal losses 

were found to be of small magnitude in reference to systems oriented towards the domestic sector. 

Additionally, the parasitic pumping power had a negligible effect on the system efficiency for the 

heat-sink geometrical parameters considered.  

The analysis of the system exergetic performance revealed that, for the performance characteristics 

of the prototype system, namely substantially higher thermal than electrical output, it is beneficial to 

operate the system using low flow rate and elevated fluid inlet temperature, in order to ensure that heat 

is delivered at a high temperature level and thus the exergetic efficiency is increased. The basic 

constituents characteristics identified to have a significant effect on the system exergetic performance 

are the solar-cell module efficiency and the optical quality of the parabolic trough, with the optical 

losses being clearly established as the primary source of exergy destruction. Increasing the 

aforementioned system quality characteristics to higher yet achievable values, e.g. ηopt=0.75 and 

ηel=0.25, can lead to a two-fold increase of the exergetic efficiency. Finally, an interesting general 

remark that can be made is that the cooling fluid flow rate and inlet temperature can be utilized as free 

parameters to adjust the system thermal and electrical output, as the latter two quantities are of 

interdependent nature, based on the respective thermal and electrical loads required by a specific 

application. 
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Chapter 8           Conclusions and recommendations for future work  
 

 

 

 
8.1 Conclusions 

 

The concept of concentrating photovoltaics (CPV) accounts for a promising technology in the 

field of sustainable-energy applications, as it involves the replacement of semiconductor material by 

inexpensive reflector material, which can lead to significant cost reduction of the specific technology. 

The vast majority of technologically mature applications, some of which have reached the stage of 

commercial production, account for high-concentration (CR>1000), large-scale CPV systems that 

utilize refractive optics and triple-junction solar cells of high efficiency. Nevertheless, none of these 

applications incorporates an active cooling system to exploit excess heat. In general, concentrating 

photovoltaic/thermal systems have not yet reached commercialization as vital technical challenges 

have not been effectively addressed and there are still reliability issues associated with the specific 

technology. Especially in regard to mid-range (10<CR<100) concentrating applications that are 

primarily intended toward the domestic and commercial sectors, only few full-scale integrated 

installations are known as of today world-wide. During the literature survey performed in the 

framework of the present dissertation, a lack of innovative designs has been verified regarding devices 

incorporated for cooling the solar-cell modules, as more elaborate layouts besides simple cylindrical or 

rectangular ducts have not been considered. The basic objective of the present thesis was to illustrate 

the design procedure and to highlight all the technical challenges associated with the development of a 

novel, linear-focus concentrating photovoltaic/thermal system with special attention being given to the 

design and performance characterization of the active cooling system. 

Various types of plate-fin and tube-on-plate heat-sink configurations were considered as devices 

potentially suitable for the cooling of the solar cells and were numerically investigated. Microchannel 

heats sinks demonstrated superior thermal performance compared to the other configurations, whereby 

the implementation of stepwise-varying channels also proved to be an efficient, passive heat transfer 

enhancement technique, leading to the disruption of the thermal boundary layer development and the 

inducement of longitudinal vortices. Furthermore, the heat-sink configurations with varying channel 

width were found to exhibit increased temperature uniformity of the heated substrate than those with 

straight channels. After a comparative evaluation, the straight and variable width microchannels were 

deemed as the most prominent geometrical layouts and were selected for fabrication of suitable 

specimens to be used for the experimental evaluation.  

In addition, a multi-objective optimization methodology was formulated to determine the 

geometrical parameters of the selected plate-fin heat sinks that lead to optimal hydrodynamic and 

thermal performance. It was also demonstrated that the use of a genetic algorithm in conjunction with 

surrogate models representative of the device performance can significantly accelerate the 

optimization procedure. The manufacturing of the optimal designs was realized using conventional 

machining procedures, which posed a technical challenge in terms of manufacturing feasibility and 

precision. The manufactured cooling devices were very compact as the overall device thickness was 

equal to 6.0 mm and 10.6 mm for the FW and VW configurations respectively, for an active (heat-
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transfer) area equal to 500.0 mm x 60.0 mm. A manifold system has also been designed and 

manufactured, allowing for the uniform fluid distribution to the heat-sink channels, while inducing 

minimal pressure drop. The experimental evaluation of the cooling devices was performed on a test rig 

specifically developed for this purpose and the quality of the respective designs was verified. It was 

furthermore established that the thermal resistance and the induced pressure drop by the heat sinks can 

be predicted by three-dimensional computational fluid dynamics (CFD) and heat transfer numerical 

models using the “unit-cell” approach to define a computational domain. 

The design and manufacturing procedure of the integrated CPVT system has been discussed in 

detail and the various technical challenges associated with the realization of its sub-components were 

thoroughly elucidated. In reference to practical aspects of the system development, the experience 

gained indicates that prior to manufacturing it is essential to confirm whether the parabolic frame has 

the required rigidity to withstand wind-loads and, in addition, whether the reflective sheets have 

proper optical properties that remain unaffected by the environmental conditions. Besides, the 

materials used for the assembly of the PV modules (EVA, cells and thermal tape) must allow for 

operation up to 350-360 K and the solar cell modules must be rigid in order to allow a good thermal 

bond to the heat sink. It is of vital importance to give special attention during the system design to the 

manageable and reliable assembly of the various constituents, in order to ensure that the system can 

achieve long-term, unimpeded operation. This involves, among others, the proper sealing of the heat 

sink and connection to the manifold system, as well as the and proper thermal bonding to prevent fluid 

leakage and system overheating, respectively. A critical issue for the performance of the system is the 

quality of the thermal bonding between the solar cells and the heat sink.  

The optical quality of the parabolic trough is the most significant loss mechanism in the prototype 

system, which is a common trend for concentrated solar power applications in the temperature range 

below 373 K. Consequently, manufacturing precision must be achieved in regard to the trough shape 

so that the highest possible receiver intercept factor could be ensured, as well as illumination 

uniformity on the receiver active surface. The experimental evaluation of the prototype CPVT system 

showed that there is considerable margin for improvement in regard to its electrical efficiency, which 

is considerably affected by the irradiation non-uniformity on the PV-module surface. The PV module 

employing wide cells (60.0 mm) were found to be insensitive to minor fluctuations of the concentrated 

irradiation caused by errors in the sun tracking, while the opposite was true for the modules employing 

narrow cells, as their efficiency showed a considerable deterioration for small misalignment of the 

receiver in respect to normal incidence. 

The thermal efficiency of the prototype was found to be outstanding as the excess heat from the 

receiver is almost fully exploited and thermal losses were proven to be of minor significance due to 

the low values of thermal resistance and the compactness of the heat-sink configurations. Overall, the 

high performance of the novel cooling devices has been confirmed, as both thermal losses and 

parasitic pumping power were insignificant for the prototype system. It can be furthermore deduced 

that the cooling devices are capable of managing even higher heat fluxes and hence are suitable for 

systems of high concentration such as dish systems with “densely-packed” solar cells at the receiver.  

In regard to the thermal losses, the main mechanism accountable is convection from the receiver glass 

cover, especially for high wind velocities. 

From an exergetic point of view, for a CPVT system where the thermal output considerably 

surpasses the respective electrical, it is beneficial to operate it in relatively high temperatures or low 
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flow rates. The system was found suitable to produce heat at the temperature levels required by 

applications such as domestic water heating, space heating, solar cooling using desiccant 

dehumidifiers and desalination with the method of membrane distillation. In regard to the prototype 

system, it was found that exergy is primarily destroyed in the form of optical losses. A parametric 

analysis conducted revealed that the exergetic efficiency of the CPVT system is primarily influenced 

by the optical efficiency of the parabolic trough, while also further know-how is required regarding the 

manufacturing of the PV modules, as increase of their electrical efficiency also has a substantial effect 

on exergetic performance. 

In conclusion, it could be said that the research activities performed in the framework of the 

dissertation lie in two main axes, i.e. the design and evaluation of cooling devices and the 

development of the integrated CPVT application. The main findings of the thesis are summarized 

through the following points referring to the aforementioned groups of activities: 

 

Cooling devices 

 

 The addition of heat-transfer surfaces in the geometrical layout of a plate-fin heat sink enhances 

thermal performance yet induces considerable cooling-fluid pressure drop. 

 

 The incitement of secondary flow due to the geometrical layout and/or the prevailing flow 

conditions has a beneficial effect on the thermal performance of a cooling device. 

 

 The introduction of stepwise-decreasing channel width along the flow direction in a plate-fin heat 

sink increases the temperature uniformity and significantly decreases the induced pressure drop 

with a minor increase of the thermal resistance, owing to the beneficial action of longitudinal 

vortices.  

 

  It is feasible to manufacture heat sinks of considerable length (L=0.5 m) with microchannels of 

constant and stepwise-varying width using conventional machining techniques. In fact, the 

machining of microchannels having very high aspect ratio (AR≈19) was proven to be feasible.   

 

 Suitable design and multi-objective optimization of the cooling-device geometrical layout can 

result to a device of high thermal performance with minor pressure loss penalty. 

 

 The decoupling of the heat-sink optimization procedure from the physical model through the use of 

surrogate functions significantly simplified the entire process.  

 

 The manufactured FW device exhibits exceptional thermal performance, as, for negligible heat 

losses, the maximum solid wall temperature is slightly higher than the fluid outlet temperature.   

 

 The manufactured three-section VW device maintains relatively constant maximum wall 

temperature regardless of the coolant flow rate in the range 20.0-40.0 mL/s. Even though the 

maxim wall temperature exceeds the respective value of the FW device, the thermal resistance of 

the two devices based on the average wall temperature obtains similar values for the range of water 
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flow rates considered. Nevertheless, the induced fluid pressure drop by the VW device is an order 

of magnitude smaller compared to that of the FW device.   

 

Integrated CPVT system 

 

 All the technical challenges associated with the development of a CPVT were properly addressed 

and a full-scale prototype system was successfully manufactured and experimentally evaluated. 

The system demonstrated reliable operation for the entire evaluation time period.  

 

 The optical analysis showed that the irradiation flux distribution on the receiver exhibits a profile 

with two peaks. The experimentally obtained irradiation distribution was verified through ray-

tracing simulations performed considering a parabolic trough of slightly distorted shape.  

 

 The irradiation distribution on the receiver active surface has a significant effect on the electrical 

performance of the system, as the central part of the solar cells is poorly illuminated.  

 

 The prototype CPVT system achieves an overall efficiency of approximately 50% with the thermal 

and electrical efficiencies of 43-44% and 5-7%, respectively. Hence, the main output of the system 

is in the form of thermal power. The performance of the system has been found to be independent 

of the water flow rate in the range of 20.0-40.0 mL/s. 

 

 The design of the cooling system was found to be of high effectiveness as its incorporation in the 

CPVT system results to negligible thermal losses and parasitic pumping power; however there is 

margin for improvement in reference to its manufacturing precision.  

 

 The quality of the thermal bond between the PV module and the heat sink was found to be 

satisfactory as the temperature difference between the PV-module and heat-sink substrates was 

found not to be significant. The use of thermally conductive epoxy resins instead of adhesive tapes 

is recommended for large bonding areas.  

 

 The prevailing heat-loss mechanism from the system receiver is heat convection through the front 

glass cover, while conduction losses through the insulation are negligible.   

 

 A comparative analysis demonstrated that the CPVT achieves a significantly lower heat transfer 

coefficient compared to state-of-the-art commercial flat-plate solar thermal collectors. 

 

 For the performance characteristics of the prototype CPVT system where the main output is in the 

form of thermal power, it is suggested in terms of exergetic performance the system to operate at 

high temperatures. The effect of producing heat at high temperature exceeds by far the negative 

effect of increased heat losses and lower electrical efficiency on the system exergetic efficiency. 

 

 The exergetic efficiency of the CPVT system is primarily influenced by the optical quality of the 

parabolic trough and the electrical efficiency of the PV module. Increasing these two factors to 
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achievable values, e.g. ηopt=0.75 and ηel=0.25, can yield a two-fold increase of the system exergetic 

efficiency. 

 

 Technical challenges must still be overcome to enhance the system overall efficiency with the 

major ones being the precise manufacturing of the parabolic trough and the reliable assembly of 

concentrating-cell module.   

 

8.2 Publications 

 

Several of the subjects investigated in the present dissertation and the main conclusions drawn 

have resulted in the following list of publications in acclaimed peer-reviewed journals in the fields of 

energy and heat transfer and in the proceedings of relevant conferences: 

 

Journal Publications 

 

[1] I.K. Karathanassis, E. Papanicolaou, V. Belessiotis, G.C. Bergeles, Experimental and numerical 

evaluation of an elongated plate-fin heat sink with three sections of stepwise varying channel 

width, Int. J. Heat Mass Transfer 84 (2015) 16-34. 

 

[2] I.K. Karathanassis, E. Papanicolaou, V. Belessiotis, G.C. Bergeles, The flow and temperature 

fields in cooling devices with embedded serpentine tubes, Num. Heat Transfer, Part A: Appl. 66 

(2014), 349-378. 

 

[3] I.K. Karathanassis, E. Papanicolaou, V. Belessiotis, G.C. Bergeles, Effect of secondary flows due 

to buoyancy and contraction on heat transfer in a two-section plate-fin heat sink, Int. J. Heat Mass 

Transfer 61 (2013), 583-597. 

 

[4] I.K. Karathanassis, E. Papanicolaou, V. Belessiotis, G.C. Bergeles, Three-dimensional flow effects 

on forced-convection heat transfer in a channel with stepwise-varying width, Int. J. Therm. Sci. 67 

(2013) 177-191. 

 

[5] I.K. Karathanassis, E. Papanicolaou, V. Belessiotis, G.C. Bergeles, Design optimization of a micro 

heat sink for Concentrating Photovoltaic/Thermal (CPVT) Systems using a genetic algorithm, 

Appl. Therm. Eng. 59 (2013) 733-744. 

 

[6] I.K. Karathanassis, E. Papanicolaou, V. Belessiotis, G.C. Bergeles, Design and experimental 

evaluation of a parabolic-trough Concentrating Photovoltaic/ Thermal (CPVT) system, Ren. 

Energy, Under Review. 
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Participation in conferences 

 

[1] I.K. Karathanassis, E. Papanicolaou, V. Belessiotis, G.C. Bergeles, Design and Optimization of a 

Micro Heat Sink for Concentrating Photovoltaic/Thermal Systems, 3rd Micro and Nano Flows 

Conference, 2011, Thessaloniki, Greece. 

 

[2] I.K. Karathanassis, E. Papanicolaou, V. Belessiotis, G.C. Bergeles, A novel two-section cooling 

device employing jets in cross-flow, Proceedings of the 9th Hellenic Conference on Fluid Flow 

Phenomena, 2014, Athens, Greece. 

 

[3] I.K. Karathanassis, E. Papanicolaou, V. Belessiotis, G.C. Bergeles, Design and evaluation of linear 

concentrating photovoltaic/thermal system (in Greek), Proceedings of the 10th Hellenic Conference 

on Renewable Energy Sources, 2014, Thessaloniki, Greece. 

 

[4] I.K. Karathanassis, E. Papanicolaou, V. Belessiotis, G.C. Bergeles, Flow and conjugate heat 

transfer in heat exchanging devices employing tubes with 180deg bends (in Greek), Proceedings of 

the 8th Hellenic Conference on Fluid Flow Phenomena, 2012, Volos, Greece. 

 

8.3 Novelty of the work 

 

As has already been stated, the research activities performed focus on two main subjects: the 

characterization of novel cooling devices and the development of a prototype CPVT system. 

Innovative findings have been established in reference to both research topics and valuable technical 

experience has been gained, which can be valuable to other research fields apart from renewable-

energy applications such as electronics cooling. The main points of novelty attributed to the present 

work can be summarized as follows: 

 

Cooling devices 

 

Novel cooling configurations have been proposed and thoroughly evaluated in respect to their 

pertinence to CPVT systems. By this way a useful data set has been created that enables the 

appropriate selection of cooling devices for a wide range of concentrating solar applications based on 

a range of well-established criteria. Insight has been gained on the flow phenomena that lead to heat- 

transfer enhancement and the mechanisms that lead to their onset have been identified. The secondary-

flow effect on heat transfer in particular was thoroughly studied, providing significant contributions to 

the relevant fluid-mechanics bibliography. Such phenomena were studied both in configurations with 

rectangular channel geometry and flow contraction as well as in curved tubes. In the former case, the 

inducement of secondary flows was due to bluff body effects, whereas in the latter due to centrifugal 

forces. The embedded curved (serpentine-type) tube configuration was in fact examined for the first 

time in conjunction with conjugate heat transfer effects. The experience gained can be used as 

guideline for the design of the geometrical layout of novel devices that utilize passive (geometrical) 

heat-transfer enhancement techniques.   
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In addition, a fast and robust optimization procedure for the geometrical optimization of plate fin 

heat sinks has been developed. Optimal heat sink configurations of novel layout suitable for CPVT 

systems have been manufactured. To the author’s knowledge, this is the first time that the 

manufacturing and experimental evaluation of heat sinks of considerable length employing channels of 

such high aspect ratio is reported in the literature. It must be pointed out that the configuration 

designed and manufactured in the course of the present dissertation, employing three sections of 

channels with stepwise-varying channels exhibits the unique characteristic of maintaining constant 

maximum wall temperature for a wide range of cooling fluid flow rates, while also it attaining higher 

temperature uniformity than straight-microchannel heat sinks do.     

 

Integrated CPVT system 

 

An efficient and reliable CPVT system prototype has been developed and all the technical 

challenges associated with the sizing and manufacturing of all system components have been 

effectively addressed, along with the proper selection of materials, hence leading to the gain of 

valuable know-how. To the author’s knowledge the specific prototype is the only functional 

demonstration in Greece and one of the few such worldwide. The operation of the prototype 

demonstrated that high thermal and electrical output can be produced for a very limited receiver area.  

Special attention has been given to the evaluation of the parabolic-trough optical quality and errors 

associated with the parabolic shape precision have been illustrated. A custom-made, low-cost device 

has been developed to measure the irradiation distribution on the receiver active surface. The overall 

analysis demonstrated the proper manufacturing procedure that must be followed in order to ensure 

high optical quality of the trough. Furthermore, the technical issue of bonding the heat sink and the PV 

modules has been successfully met and proper adhesive materials have been proposed. The system 

thermal and electrical performance have been experimentally evaluated and the key characteristics of 

the constituents that influence the overall prototype efficiency have been identified so that the CPVT 

system can be further improved and even reach standards of commercial production. Finally, a 

computational algorithm capable of predicting the system long-term performance has been developed. 

The predictive tool elucidated the performance characteristics of the system constituents that must be 

improved, in order to increase the system exergetic efficiency in a decisive manner.  

 

8.4 Recommendations for future work 

 

The present dissertation highlights all the aspects of the design, manufacturing and operation of a 

concentrating photovoltaic/thermal system. Hence it can stand as a solid groundwork for further 

investigations associated with the system constituents, aiming at the improvement of their individual 

performance which could result to a more efficient integrated system as well. Based on the gained 

experience, the following research topics are regarded as being of importance for obtaining furhter 

valuable know-how on CPVT applications and are proposed for future investigation:  
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 Further investigation of cooling configurations  

 

Additional heat-sink designs that offer possible heat transfer enhancement such as stacked 

microchannels, linear vortex generators, and metal foams would constitute interesting subjects 

for further investigation.  In addition, the replacement of pure water with nanoparticle suspensions 

as cooling fluids could also be examined as an alternative technique to enhance heat transfer. 

Another novel concept that has been recently introduced is the incorporation of thermoelectric (TE) 

modules that can utilize waster heat and offer additional electrical production. The use of a 

TE module in tandem to a heat sink can further increase the electrical output of a CPVT 

system.  

 

 Improvement of the integrated CPVT system 

 

It is essential to ensure the effective and reliable CPVT system operation if commercial production 

is considered as a future step. First of all the design and implementation of a tracking system is 

necessary so that the system can achieve stand-alone operation. Additionally, the scale-up of the 

system should be pursued along with the coupling to a properly-sized thermal storage. In respect to the 

system overall quality, novel PV modules could be tested employing III-V high efficiency cells, e.g.  

GaAs or CIGS cells, in order to enhance electrical performance. A suitable technique should also be 

developed that enables the bonding of the solar cells directly onto the heat sink as this would lead to 

reduction of the overall heat sink thermal resistance. Additional aspects in regard to the manufacturing 

of the system such as machining precision and cost reduction should be addressed to reach 

commercialization 

 

 Design and evaluation of point-focus CPVT systems 

 

The technical experience gained can be applied to the design and development of point-focus 

CPVT systems. Point-focus systems achieve high concentration ratios (CR≈1000) that allow the use of 

triple-junction PV modules of much smaller dimensions in comparison to those applicable to linear-

focus systems. Consequently, compact heat-sink designs are also required and the miniaturization of 

the investigated design concepts constitutes an interesting research topic.  

 

 Modeling of the CPVT system  

 

The developed code capable of simulating the system performance can be further extended so as 

to include additional heat-sink configurations. In addition, the code could be implemented within the 

simulation software for energy systems TRNSYS as a new component. The integration in TRNSYS 

allows the evaluation the novel CPVT component in conjunction with built-in components 

corresponding, e.g. to thermal storage, desiccant dehumidifiers or absorption chillers and desalination 

units. By this way the applicability of coupling CPVT systems to the respective applications can be 

clearly elucidated. In addition, strategies for the operation of the CPVT system, e.g. regulation of the 

water flow rate and temperature, can be proposed based on the thermal and electrical loads that must 

met. It is worth considering making the component available as open-source, as this way it could 
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become useful to a large number of engineers and researchers worldwide dealing with concentrated 

solar power applications. 
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Appendix A1 

 

Numerical schemes used by the ANSYS CFX package 

 

ANSYS CFX is a general purpose CFD software able to simulate various types of flows such as 

steady or transient laminar and turbulent flows, single or multi-phase, and compressible or 

incompressible [A1]. The simulations performed at Chapter 3 were treated as steady state and 

incompressible. CFX uses an element-based finite volume method, which requires the discretization of 

the computational domain using a mesh. All solution variables and fluid properties are stored at the 

mesh vertices, which are referred as nodes. A control volume is created by lines that join the centers of 

the mesh elements with the centers of the elements edges and in essence surrounds each node (Fig. 

A.1).  

 

 
 

Fig. A.1 Definition of the control volume. 

 

According to the finite-volume method, the conservation equations for mass, momentum and 

temperature are integrated over each control volume. The Gauss’ divergence theorem is applied to 

convert the volume integrals to surface integrals. Surface integrals are discretized at the integration 

points ip located at the center of each surface segment within an element (see Fig. A.2) and are 

consequently distributed to the adjacent control volumes. 

 

 
 

Fig. A.2 Mesh element 
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It is therefore essential to approximate the solution field at the integration points. For this reason, 

finite-element shape functions are used by the software as follows:  

 





nodesN

1i

iiN                     (A.1) 

 

where Ni is the shape function for node i and φi is the value of a variable φ at node i. The summation is 

over all nodes of an element. The shape functions used in ANSYS CFX are linear in terms of 

parametric coordinates. 

The advection term of the conservative equations requires values at the integration point of a 

variable φ to be approximated in terms of the nodal values of φ. The advection scheme implemented in 

CFX has the following form [A2]: 
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where φup is the value at the upwind node and r


 is the vector from the upwind node to the integration 

point. The high-resolution scheme, a second-order accurate discretization scheme was employed for 

the determination of the coefficient β. The spatial derivatives for all the diffusion terms are evaluated 

using shape functions in accordance to the finite-element approach, e.g. for a derivative at the 

integration point: 
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The pressure gradient term in the momentum equations is also evaluated using shape functions. CFX 

uses a co-located grid layout such that the control volumes are identical for all transport equations. 

The discretization of the mass flow through a surface of the control volume was performed using a 

discretization scheme proposed by Rhie and Chow [A3] in order to ensure pressure-velocity coupling. 

A coupled solver is used by CFX in which all the hydrodynamic equations are solved as a single 

system, instead of a segregated solver, in order to accelerate the solution procedure. This solution 

approach uses a fully implicit discretization of the equations. The discrete system of linearized 

equations is solved using a Multigrid Incomplete Lower Upper factorization technique. 
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Catalogue of the CPVT system components and materials –  

Cost breakdown 

 

The custom-made system sub-components and the materials procured to realize the prototype 

CPVT system are listed in Table B.1. The cost associated with each constituent is also included in the 

table. It can be easily deduced by the values of Table B.1 that the cost of the integrated system is 

primarily designated by the high manufacturing cost of the main system metallic sub-components, as 

well as the cost of the custom-made PV module.   

The elevated cost associated with the novel metallic items is attributed to the relatively limited 

know-how of the Greek industry in this area, regarding both the precise manufacturing of metallic 

structures of complex shape as well as micro-fabrication. Novel technical challenges had to be 

addressed by the industries, which collaborated in the present project, inevitably accompanied by 

extensive preparation for the setup of their CNC machines and time-consuming machining procedures 

consequently leading to elevated cost. The cost of the PV module was primarily determined by the 

additional charges for the design optimization of the solar cells for operation under concentrated 

sunlight. Additionally, by the specialized nature of the services provided by NAREC Ltd, given that 

there is a limited number of companies worldwide that develop silicon-based concentrating PV cells 

especially in low quantities. Besides, the cost of the consumable materials, e.g. insulation or epoxy 

resin, is also higher than expected due to the small order placed in each case, since limited quantities 

were required for the demonstration project. 

 

Table B.1 Inventory of the prototype CPVT system sub-components, materials and cost breakdown. 

Component Manufacturer Cost Comments 

Parabolic frame MEVACO SA 1200 € 

Custom-made manufacturing of two frames. 

The cost refers to a 2.0 m
2
 frame, with 

active area of 1.0 m
2
. 

Reflector sheets ALANOD GmbH 130 € 
Commercial product. 65 €/m

2
 for an order 

of 15.0 m
2
. 

Heat sink Petrekas Ltd 300 € 
Custom-made manufacturing. The price 

accounts for an order of four devices. 

Nozzles Petrekas Ltd 500 € 
Custom-made manufacturing. 250 €/nozzle 

for an order of eight nozzles. 

PV modules NAREC Ltd 1438 € 
Custom-made assembly. The price accounts 

for an order of four PV modules. 

Insulation Armacell SA 5 € 
Commercial product. 50 €/m

2
 for an order 

of 1.0 m
2
. 

Adhesive resin Cast Coat Inc. - Commercial product. 126.60 €/1.33kg pack. 

Wiring Lapp Gruppe GmbH 6 € 

Commercial product. 1 €/ m for an order of 

50.0 m
2
.  

 

Considering an active aperture area of 1.0 m2 and an overall efficiency of 50% for the CPVT 

system, the cost per produced power becomes approximately equal to 7.2 €/W. As a reference, the cost 

per produced power regarding concentrating solar power applications is reported to be in the range 

3.0-7.5 €/W. However these values primarily refer to large-scale solar plants, where additional costs, 

e.g. the cost of the turbine and the generator for production of electric power, also apply. Thus, the 
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lower value of 3.0 €/W should be deemed as representative for relatively small-scale configurations 

comprising concentrating solar collectors. The respective cost for concentrating photovoltaic systems 

is estimated approximately equal to 3.0 €/W. Both figures are significantly lower compared to that of 

the prototype CPVT system, however they refer to commercial products manufactured in production 

lines of high capacity especially developed for that purpose.  

In any case, the newly acquired know-how in reference to the design and manufacturing of the 

CPVT system allows for a great margin in cost reduction, especially if a more extended production is 

considered. The cost associated with the custom-made metallic parts, as reported by the technical 

managers of the collaborating industries, can be reduced to 200 €/m2 regarding the parabolic frame 

and to 380 € for an integrated heat sink-manifold configuration, considering a higher-volume 

production, e.g. of 100 items. As shown in Table B.1, the most significant cost constituent is that 

associated to the PV module. However, the cost is primarily designated by the consulting for the 

module design and optimization. It was stated by NAREC Ltd that for significant orders, e.g. in the 

range of 1000 cells, of a specified cell design, the cell cost can be reduced to as much as 15 €/cell. A 

PV module also comprises a low-iron glass front cover, conductive adhesive tape and an aluminum 

substrate. The values of low-iron glass can reach 35 €/m2 for orders in the range of 50m2. The cost for 

the adhesive tape could be estimated equal to 7 €/m for large orders (200 m of tape), whereas the cost 

for the aluminum substrate can be considered negligible.  

By taking into account all the cost data mentioned above the overall cost for a PV module per m2 of 

CPVT system active area, provided that out-sourcing for the assembly is not required, is estimated 

approximately equal to 155 €.  The cost associated with the receiver insulation (Armaflex) is 

approximately 8 €/m2 for orders of quantities greater than 10 m2. The costs for all the system 

consituents considering the reduced values for large-scale production are shown in Table B.2. The 

cost of the adhesive resin and the wiring can be considered negligible. Consequently, an estimation for 

the relative overall cost of a CPVT system having an active area of 1.0m2 yields a value approximately 

equal to 1.75 €/W. It must be noted that additional cost constituents such as the cost of the converter 

required in order to allow for the produced electric power to be delivered to the grid or the cost 

associated with the preparation of the area for mounting the system have not been taken into account 

in the present analysis. In any case, it is evident that the cost per unit of produced power by the CPVT 

system, although it merely an initial rough estimation referring to a prototype device, is not prohibitive 

compared to other concentrated solar power applications and hence a feasibility study on the system 

commercial viability should be pursued.  

 

Table B.2 Cost breakdown per m
2
 of active area for “large-scale” production of the CPVT system. 

Component Cost 

Parabolic frame 300 € 

Reflector sheets 40 € 

Heat sink 180 € 

Nozzles 200 € 

PV modules 155 € 

Insulation 0.8 € 

Adhesive resin - 

Wiring - 
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Appendix A3 

 

Dynamic simulation of the CPVT system – 

Algorithm description 

 

As was discussed in Chapter 7, a FORTRAN code was developed for the simulation and exergetic 

optimization of the prototype CPVT system. The flow chart of the calculations performed by the code 

is presented in Fig. C.1. It essential to point out that heat conduction within the layers of solid 

materials of the receiver is considered to occur only in the direction perpendicular to the receiver 

active surface, whereas heat convection within the heat sink is considered to occur along the 

longitudinal direction as well. Thus, the code is able to predict the temperature distribution of the 

receiver materials, instead of a representative average temperature value.  

The code takes as inputs the various geometrical parameters of the CPVT system sub-components, 

as well as the main performance specifications of key components such as the PV module. The 

environmental conditions are provided in a separate TMY input file. The code allows the selection of a 

single or dual axis tracking system employing either a FW or VW cooling device. The number of 

sections for the VW device can also be specified. The thermal resistance of the selected device and the 

pressure drop induced to the cooling fluid are calculated using separate sub-routines (sub-routines 

Rconv and Dp as shown in the flow chart). 

The algorithm calculates all the quantities required for the performance characterization of the 

CPVT system. More specifically, in reference to the energetic characterization, the quantities 

calculated are the thermal and electrical power production, the optical and heat losses from the system 

receiver, the parasitic pumping power, the gross and net system energetic efficiency and finally the 

accumulated thermal and electrical energy yield for the evaluated time period. Besides, in regard to the 

system exergetic characterization, the outputs of the algorithm comprise the useful exergy streams and 

the destroyed exergy, as well as the exergetic efficiency. In addition, the entropy generation rate in 

absolute and relative form is also calculated.  
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Fig. C.1 Flow chart of the FORTRAN code developed for the dynamic simulation of the CPVT system. 
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Appendix A4 

 

Dynamic simulation of the CPVT system – 

FORTRAN source code 

 

The FORTRAN code developed for the simulation of the CPVT system performance is the following: 
 

program transient_1D_CPVT 

! 

!******************************************************************************************************* 

!The program calculates the overall efficiency and the produced energy of a CPVT system.             

!The inputs of the program are the environmental conditions, as well as the system operating parameters                                          

!(reflector area, flow rate, PV efficiency, system total length. In addition, the geometrical       

!characteristics of the active cooling device must be selected (DES1=FW or DES2=VW).         

!The produced outputs comprise the Temperatures at each layer of the receiver, the system Efficiency  

!(thermal, electrical, total, energetic and exergetic) and the heat losses and parasitic (pump) losses  

!******************************************************************************************************* 

! 

! 

! 

! 

IMPLICIT NONE 

! 

integer i,ih_ext,j,j1,j2,k,l1,l2,l3,l4 

integer ITRACK,N_segm,N_FW,DES,NSEC,ITER 

! 

INTEGER N_VW(10)  

! 

integer dt,t,time_tot 

! 

DOUBLE PRECISION dvisc_w,density_w,k_w,k_air,dvisc_air 

DOUBLE PRECISION Wch_VW(10),Dh_VW(10),RE_VW(10),a_VW(10),axial_vel_VW(10),L_star_VW(10),L_thdevfl_VW(10) 

! 

!The additional spots will be filled in case of additional sections 

! 

! 

! 

double precision Aa,Acont_segm 

! 

double precision Lhs,Whs,Wgl_eva,Wpv,L_SEC,L_segm,AXDIR 

! 

double precision beta_air,Pr_air,Gr_air,Ra_air,Re_L,Nu_FC_air,Nu_NC_air,Nu_MC_air 

! 

double precision sigma,u_wind,e_gl,h_ext,hrad_segm 

! 

double precision V_dot,m_dot,Ta,Tref,theta 

! 

double precision Gdir_track,Gdir,Qgl,Qgl_segm,Qirr,Qirr_segm,Qloss_therm,Qloss_cond_segm,Qloss_therm_segm,Qth,Qth_segm,& 

&Pel,Pel_segm,DP_tot_FW,DP_tot_VW,Ppump 

! 

double precision Energy_el,Energy_th, Energy_irr,Energy_pump 

! 

double precision Cgl,Cpv,Ct1,Ct2,Cal 

! 

double precision Cpw,Pr 

! 

double precision 

dens_gl,dens_pv,dens_t1,dens_t2,dens_al,Vol_gl_segm,Vol_pv_segm,Vol_t1_segm,Vol_t2_segm,Vol_s1_segm,Vol_s2,Vol_s2_SEC,Vol_s

2_segm,& 

&Vol_w1_segm,Vol_w2,Vol_w2_SEC,Vol_w2_segm,m_gl_segm,m_pv_segm,m_t1_segm,m_t2_segm,m_s1_segm,m_s2_segm,m_w_seg

m,M_pv_mod,M_resin,M_hs,M_fluid,M_tot 

! 

double precision t_ins,t_gl_eva,t_pv,t_t1,t_al_ano,t_t2,t_al,k_ins,k_gl_eva,k_pv,k_t1,k_al_ano,k_t2,k_al 

! 

double precision 

Rrad_segm,Rconv_ext_segm,Rloss_cond_segm,Rloss_segm,R_gl_eva_segm,R_pv_segm,R_t1_segm,R_al_ano_segm,R_t2_segm,R_al_seg

m,& 

&Rconv_int_segm,Rcal_segm 

! 

double precision Rgl_pv,Rpv_t1,Rt1_s1,Rs1_t2,Rt2_s2 

! 
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double precision eta_opt,eta_trans_eff,eta_abs_gl,eta_el_ref,eta_el_segm,eta_el_sys,beta,eta_th,eta_tot_gr,eta_tot_net, 

eta_I_ave,eta_I_ave_net 

! 

double precision 

Tsun,Ex_sun,Ex_th,Ex_el,Ex_pump,Ex_dest_opt,Ex_dest_th,Ex_dest_th_segm,Ex_dest_DT_sun,Ex_dest_DT_sun_segm,S_gen,Ns,eta_ex_

net 

! 

double precision RE_FW,axial_vel_FW 

! 

double precision Wch_FW,Ww_FW,a_FW,Hch_FW,Dh_FW 

! 

double precision L_thdevfl,L_star 

! 

double precision Wch_VW_1,Ww_VW,a_VW_1,Hch_VW 

! 

double precision Tf_mean,Tf_in,Tf_out 

! 

! 

DOUBLE PRECISION 

Tgl_segm(200),Tpv_segm(200),Tt1_segm(200),Ts1_segm(200),Tt2_segm(200),Tbw_segm(200),Tf_mean_segm(200),& 

&Tgl_segm_prev(200),Tpv_segm_prev(200),Tt1_segm_prev(200),Ts1_segm_prev(200),Tt2_segm_prev(200),& 

&Tbw_segm_prev(200),Tf_mean_segm_prev(200),Tf_max_segm(200),Tf_in_segm(200) 

! 

DOUBLE PRECISION Qloss_therm_segm_EX(200) 

! 

double precision Tf0,Tbw0,Tpv0,RES,Tf_max_prevsegm,Tf_mean_segm_rout 

! 

! 

!##### 

!#I/O# 

!##### 

! 

open(1,FILE='meteo_data.txt') 

open(2,FILE='CPVT_eff.txt') 

open(3,FILE='PV_Temperature.txt') 

open(4,FILE='Heat-sink_Temperature.txt') 

open(5,FILE='Fluid_Temperature.txt') 

open(6,FILE='CPVT_exergy_eff.txt') 

open(7,FILE='Overall_Yield.txt') 

open(8,FILE='Convergence_check.txt') 

open(9,FILE='Mass_check.txt') 

 

write(2,'(2X,A15,6X,A4,6X,A4,6X,A4,6X,A3,7x,A5,5X,A10,3X,A6,4X,A10,4X,A10,3X,A12,3X,A12)')&  

&'t','Gdir','Qgl','Qirr','Pel','Ppump','Qlos_therm','Qth','eta_th','eta_el_sys','eta_tot_gr','eta_tot_net' 

! 

write(3,*) 'PV temperature distribution' 

write(4,*) 'Heat-sink temperature distribution' 

write(5,*) 'Fluid temperature distribution' 

! 

write(6,'(2X,A20,8X,A6,6X,A11,8X,A14,7X,A10,7x,A5,5X,A5,3X,A10,4X,A5,4X,A2)')& 

&'t','Ex_sun','Ex_dest_opt','Ex_dest_DT_sun','Ex_dest_th','Ex_th','Ex_el','eta_ex_net','S_gen','Ns' 

! 

write(7,'(A15,4X,A9,4X,A9,4X,A11,4X,A9,4x,A13)') 'Energy_irr','Energy_el','Energy_th','Energy_pump','eta_I_ave','eta_I_ave_net' 

! 

write(9,'(A8,8X,A7,8X,A4,8X,A7,8X,A5)') 'M_pv_mod','M_resin','M_hs','M_fluid','M_tot' 

! 

!ALL UNITS IN SI 

! 

!######################################## 

!System tracking mode 1-axis=1, 2-axis=2 

!######################################## 

! 

ITRACK=2 

! 

!*****IF N-S orientation provide METEONORM file with solar AZIMUTH angles******** 

!*****IF E-W orientation provide METEONORM file with solar ALTITUDE angles******* 

!*****IF 2-axis tracking provide METEONORM file with all solar angles equal to zero****** 

! 

! 

!############################ 

!Heat sink design FW=1, VW=2 

!############################ 

! 

! 

DES=2 

! 
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! 

!################################# 

!Number of SECTIONS for VW design 

!################################# 

! 

! 

IF (DES .EQ. 1) THEN 

NSEC=1 

ELSE 

! 

!################################     

!#SPECIFY NUMBER OF SECTIONS 

!################################ 

! 

NSEC=3 

! 

ENDIF 

! 

!############################################################################################################ 

!#SPECIFY METHOD OF CALCULATION FOR THE CALCULATION OF THE EXTERNAL HEAT TRANSFER COEFFICIENT 

!############################################################################################################ 

! 

!ih_ext=1 -> analytical, ih_ext=2 empirical 

! 

ih_ext=1 

! 

! 

! 

!#################################### 

!Number of SEGMENTS for the receiver 

!#################################### 

! 

!Obviously the receiver can be treated as a whole if  N_segm=1 

! 

N_segm=100 

! 

! 

write(3,*) 'Number of Segments  ',N_segm 

write(4,*) 'Number of Segments  ',N_segm 

write(5,*) 'Number of Segments  ',N_segm 

! 

!############################# 

!Total TIME of the simulation 

!############################# 

! 

! 

time_tot=342001 

! 

!############################################################ 

!Number of ITERATIONS for solving the thermal network system 

!############################################################ 

! 

! 

ITER=100 

! 

! 

!#################### 

!Physical constants 

!#################### 

! 

!Stefan-Boltzmann constant 

! 

sigma=5.67e-8 

! 

! 

!################### 

!Thermal properties 

!################### 

! 

!density of SOLID materials [kg/m3] 

! 

dens_gl=2600.0 

dens_pv=2330.0 

dens_t1=2200.0 

dens_t2=2200.0 

dens_al=2700.0 
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! 

!thermal conductivity of SOLID materials [W/mK] 

! 

! 

k_air=0.02605 

k_gl_eva=0.915 

k_pv=149.0 

k_t1=0.6 

k_al_ano=210.0 

! 

!######################### 

!SPECIFY EPOXY OR RESIN 

!######################### 

! 

k_t2=0.43 

! 

k_al=237.0 

! 

k_ins=0.037 

! 

! 

!Specific heat of ALL materials  (considered constant for water) [j/kg]  

! 

Cgl=750.0 

Cpv=760.0 

Cal=900.0 

Cpw=4179.25 

! 

!Specific heat of the ADHESIVES (Aluminum nitride specific heat 740 J/kgK) 

! 

Ct1=1500.0 

! 

!######################### 

!SPECIFY EPOXY OR RESIN 

!######################### 

! 

Ct2=1500.0 

! 

! 

!################### 

!PV characteristics 

!################### 

! 

!Reference evaluation temperature of PV efficiency 

! 

Tref=298.0 

! 

!PV temperature coefficient (narrow cells:0.00603, wide cells:0.00461) 

! 

beta=0.00461 

! 

!PV efficiency at Tref 

! 

eta_el_ref=0.138 

! 

! 

!######################## 

!Parameters of operation 

!######################## 

! 

!Volumetric flow rate in [m3/s] 

!It is defined when the TIME MARCH loop commences 

! 

! 

!fluid inlet temperature  

! 

Tf_in=298.0 

! 

!################################# 

!Optical properties of the system 

!################################# 

! 

!optical efficiency of reflector 

! 

eta_opt=0.57 

! 
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!Emittance of front glass  

! 

e_gl=0.88 

! 

!Absorptance of front glass+EVA 

! 

eta_abs_gl=0.05 

! 

!Transmittance-absorptance of front glass+EVA and PV cells (0.90 for narrow cells, 0.92 for wide cells) 

! 

eta_trans_eff=0.92 

! 

! 

! 

! 

!############################### 

!System Geometrical Parameters 

!############################### 

! 

! 

!Aperture area of the system in [m2] 

! 

Aa=10.0 

! 

! 

!contact area between different materials (equal to the heat sink surface) 

! 

! 

Wgl_eva=0.08 

Wpv=0.06 

Whs=0.061 

Lhs=5.0 

L_SEC=Lhs/NSEC 

Acont_segm=Whs*Lhs/N_segm 

! 

! 

!#################################### 

!FW Heat Sink Geometrical parameters 

!#################################### 

! 

! 

Wch_FW=0.00056 

Ww_FW=0.00069 

a_FW=Ww_FW/Wch_FW 

N_FW=((Whs-a_FW*Wch_FW)/((a_FW+1)*Wch_FW)) 

Hch_FW=0.0035 

Dh_FW=2*Wch_FW*Hch_FW/(Wch_FW+Hch_FW) 

! 

! 

!######################################################################### 

!VW Heat Sink Geometrical parameters (only of the first section required) 

!######################################################################### 

! 

! 

Wch_VW_1=0.00524 

Ww_VW=0.001  

a_VW_1=Ww_VW/Wch_VW_1 

Hch_VW=0.0106 

! 

! 

DO l1=1,NSEC 

IF (l1 .EQ. 1) THEN 

Wch_VW(1)=Wch_VW_1 

ELSEIF (l1 .GT. 1) THEN 

Wch_VW(l1)=0.5*Wch_VW(l1-1)-0.5*Ww_VW 

ENDIF 

ENDDO 

! 

! 

DO l2=1,NSEC 

Dh_VW(l2)=2*Wch_VW(l2)*Hch_VW/(Wch_VW(l2)+Hch_VW) 

a_VW(l2)=Ww_VW/Wch_VW(l2) 

N_VW(l2)=FLOOR(((Whs-a_VW(l2)*Wch_VW(l2))/((a_VW(l2)+1)*Wch_VW(l2)))) 

ENDDO 

! 

! 
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! 

!########################### 

!thickness of each material 

!########################### 

! 

! 

t_gl_eva=0.0045 

t_pv=0.0002 

t_t1=0.00013 

t_al_ano=0.0015 

! 

t_t2=0.0001524 

! 

!FW or VW design 

! 

IF (DES .EQ. 1) THEN 

t_al=0.0023 

ELSEIF (DES .EQ. 2) THEN  

t_al=0.0017 

ENDIF 

! 

! 

t_ins=0.05 

! 

! 

!######################## 

!Mass of SOLID materials 

!######################## 

! 

! 

! 

Vol_gl_segm=2*Wgl_eva*t_gl_eva*Lhs/N_segm 

! 

Vol_pv_segm=Wpv*t_pv*Lhs/N_segm 

! 

!W_t1=Wpv 

! 

Vol_t1_segm=Wpv*t_t1*Lhs/N_segm 

! 

!W_t2=Whs 

! 

Vol_t2_segm=Whs*t_t2*Lhs/N_segm 

! 

!Wgl_eva=Ws1 

! 

Vol_s1_segm=Wgl_eva*t_al_ano*Lhs/N_segm 

! 

! 

!############################################################################################### 

!Volume of the ENTIRE heat sink (FINS and top cover (t=2mil) included) DEPENDING ON THE DESIGN  

!############################################################################################### 

! 

IF (DES .EQ. 1) THEN  

! 

Vol_s2_segm=6*(Whs*(t_al+0.002)*Lhs+(N_FW+1)*Ww_FW*Hch_FW*Lhs)/N_segm 

! 

ELSE 

    Vol_s2=0.0     

    DO l4=1,NSEC 

! 

Vol_s2_SEC=N_VW(l4)*Ww_VW*Hch_VW*L_SEC 

! 

Vol_s2=Vol_s2+Vol_s2_SEC 

ENDDO 

! 

Vol_s2_segm=3*(Vol_s2+Whs*(t_al+0.002)*Lhs)/N_segm 

! 

ENDIF 

! 

! 

! 

!############################################# 

!Volume of water inside each heat sink design 

!############################################# 

! 

! 
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Vol_w1_segm=15*N_FW*Wch_FW*Hch_FW*Lhs/N_segm 

! 

! 

Vol_w2=0.0 

! 

DO l4=1,NSEC 

! 

Vol_w2_SEC=N_VW(l4)*Wch_VW(l4)*Hch_VW*L_SEC 

! 

Vol_w2=Vol_w2+Vol_w2_SEC 

ENDDO 

! 

Vol_w2_segm=2*Vol_w2/N_segm 

! 

! 

!Values only for mass check 

M_pv_mod=Vol_gl_segm*N_segm*dens_gl+Vol_pv_segm*N_segm*dens_pv+Vol_t1_segm*N_segm*dens_t1+Vol_s1_segm*N_segm*de

ns_al 

M_resin=Vol_t2_segm*N_segm*dens_t2 

M_hs=Vol_s2_segm*N_segm*dens_al 

! 

IF (DES .EQ. 1) THEN  

! 

M_fluid=Vol_w1_segm*N_segm*997 

! 

ELSE 

! 

M_fluid=Vol_w2_segm*N_segm*997 

! 

ENDIF 

! 

M_tot=M_pv_mod+M_resin+M_hs+M_fluid 

! 

write(9,'(F4.2,8X,F5.3,8X,F4.2,8X,F5.3,8X,F5.2)') M_pv_mod,M_resin,M_hs,M_fluid,M_tot 

! 

m_gl_segm=dens_gl*Vol_gl_segm 

m_pv_segm=dens_pv*Vol_pv_segm 

m_t1_segm=dens_t1*Vol_t1_segm 

m_t2_segm=dens_t2*Vol_t2_segm 

m_s1_segm=dens_al*Vol_s1_segm 

! 

! 

!m_s2 calculated according to Vol_s2, which was calculated above 

! 

m_s2_segm=dens_al*Vol_s2_segm 

! 

! 

!m_s2 and m_w are modified according to the heat sink design 

! 

! 

! 

!################################################### 

!Internal thermal resistance of the SOLID MATERIALS 

!################################################### 

! 

! 

!Conductive thermal resistance of each material 

! 

! 

R_gl_eva_segm=t_gl_eva/(k_gl_eva*Acont_segm) 

! 

R_pv_segm=t_pv/(k_pv*Acont_segm) 

R_t1_segm=t_t1/(k_t1*Acont_segm) 

R_al_ano_segm=t_al_ano/(k_al_ano*Acont_segm) 

R_t2_segm=t_t2/(k_t2*Acont_segm) 

R_al_segm=t_al/(k_al*Acont_segm) 

! 

!  

! 

!Thermal resistances between nodes (each node in the middle of the thickness of each material) 

! 

Rgl_pv=0.5*R_gl_eva_segm+0.5*R_pv_segm 

Rpv_t1=0.5*R_pv_segm+0.5*R_t1_segm 

Rt1_s1=0.5*R_t1_segm+0.5*R_al_ano_segm 

Rs1_t2=0.5*R_al_ano_segm+0.5*R_t2_segm 

Rt2_s2=0.5*R_t2_segm+0.5*R_al_segm 
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! 

! 

! 

!############### 

!Initialization 

!############### 

! 

!Temperature distribution for t=0.0 

! 

Tgl_segm_prev=Tf_in 

Tpv_segm_prev=Tf_in 

Tt1_segm_prev=Tf_in 

Tt2_segm_prev=Tf_in 

Ts1_segm_prev=Tf_in 

Tbw_segm_prev=Tf_in 

Tf_mean_segm_prev=Tf_in 

! 

! 

!Energy yield for t=0.0 

! 

Energy_irr=0.0 

Energy_el=0.0 

Energy_th=0.0 

Energy_pump=0.0 

! 

!****************** 

!*Marching in time* 

!****************** 

! 

! 

!Timestep 

! 

 

dt=3600 

! 

! 

DO k=1,time_tot,dt 

! 

! 

! 

!Time 

! 

t=k 

! 

! 

!########################## 

!#Environmental conditions# 

!########################## 

! 

! 

!Meteorological Data: Solar Radiation, wind velocity, Ambient Temperature, Incidence angle  

! 

!Watch the number of columns of the METEO FILE 

! 

read(1,*) Gdir_track,u_wind,Ta,theta 

! 

! 

IF (ITRACK .EQ. 1) THEN 

    Gdir=Gdir_track*cos(theta) 

ELSEIF (ITRACK .EQ. 2) THEN 

    Gdir=Gdir_track 

ENDIF 

! 

! 

! 

!##################### 

!VOLUMETRIC FLOW RATE# 

!##################### 

! 

!****CAUTION****The fluid (within the system) cools faster if it is considered to be stagnant at night, i.e.  when Gdir=0 -> Vdot=0 

! 

IF (Gdir .EQ. 0.0) THEN  

V_dot=0.0 

ELSE 

V_dot=40.0e-6    

ENDIF 
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! 

! 

! 

! 

!############################################ 

!GLOBAL quantities (for the entire receiver) 

!############################################ 

! 

! 

! 

!Heat absorbed in glass+EVA 

! 

Qgl_segm=eta_abs_gl*Gdir*Aa*eta_opt/N_segm 

! 

! 

!######################### 

!#Irradiation on PV array# 

!######################### 

! 

Qirr_segm=Gdir*Aa*eta_opt*eta_trans_eff*(1-eta_abs_gl)/N_segm 

! 

! 

!INITIALIZATION for DO LOOP "Segmentation of the receiver" 

! 

! 

! 

AXDIR=0.0 

Qloss_therm_segm=0.0 

Pel_segm=0.0 

Qth_segm=0.0 

! 

! 

!INITIALIZATION OF GLOBAL QUANTITIES 

! 

Qgl=0.0 

Qirr=0.0 

Qloss_therm=0.0 

Pel=0.0 

Qth=0.0 

! 

! 

 !*********************************** 

 !*SEGMENTATION OF THE RECEIVER*  

 !*********************************** 

 ! 

 ! 

 ! 

 DO j=1,N_segm 

 ! 

 write(*,*) '**time**',t,'***SEGMENT***',j  

 ! 

 ! 

 L_segm=Lhs/N_segm 

 ! 

 ! 

 !The temperatures are caloulated at the MIDDLE of the segment 

 ! 

 ! 

 AXDIR=L_segm*0.5+(j-1)*L_segm 

 ! 

 ! 

 ! 

 !Tf_in_segment is explicit and equal to the maximum fluid temperature of the previous segment 

    ! 

 IF (j .EQ. 1) THEN 

 Tf_in_segm(j)=Tf_in 

    ELSEIF (j .GT. 1) THEN 

 ! 

 ! 

    !SEE LINE 838: Tf_out(j)=Tf_in(j+1) 

 ! 

 Tf_in_segm(j)=Tf_max_prevsegm 

 ! 

 ENDIF 

    ! 

 ! 



A.16 

 

 !INITIALIZATION (using the segment values of the previous timestep) 

 ! 

 ! 

    IF (J .EQ. 1) THEN 

 Tgl_segm(j)=Tf_in+0.6 

 Tpv_segm(j)=Tf_in+0.5 

 Tt1_segm(j)=Tf_in+0.4 

 Tt2_segm(j)=Tf_in+0.3 

 Ts1_segm(j)=Tf_in+0.2 

 Tbw_segm(j)=Tf_in+0.1 

 Tf_mean_segm(j)=Tf_in 

    ! 

    ELSE  

    Tgl_segm(j)=Tgl_segm_prev(j) 

    Tpv_segm(j)=Tpv_segm_prev(j) 

    Tt1_segm(j)=Tt1_segm_prev(j) 

    Tt2_segm(j)=Tt2_segm_prev(j) 

    Ts1_segm(j)=Ts1_segm_prev(j) 

    Tbw_segm(j)=Tbw_segm_prev(j) 

    Tf_mean_segm(j)=Tf_mean_segm_prev(j) 

    ! 

    ENDIF 

 ! 

 !**************************************************************** 

 !*ITERATIVE SOLUTION FOR EACH SEGMENT AND EACH TIME STEP* 

 !**************************************************************** 

 ! 

  DO i=1,ITER 

 ! 

 !Subscript i does not appear anywhere. It counts the iterations for the finite differences 

 ! 

 ! 

 !Values of the previous iteration stored in order to calculate the residual 

 ! 

 Tpv0=Tpv_segm(j) 

 Tbw0=Tbw_segm(j)  

 Tf0=Tf_mean_segm(j) 

 ! 

 ! 

 ! 

 !Electrical efficiency 

 ! 

    ! 

 !*****CAUTION*****The system is considered to operate using BYPASS DIODES and thus each segment can produce 

different current 

 ! 

 eta_el_segm=eta_el_ref*(1-beta*(Tpv_segm(j)-Tref)) 

 ! 

 ! 

 !Electrical yield 

 ! 

 ! 

 Pel_segm=eta_el_segm*Qirr_segm 

 ! 

 ! 

 ! 

 ! 

 ! 

 !######################## 

 !Loss thermal resistance 

 !######################## 

 ! 

 !Convection to ambient 

 ! 

    ! 

    !***Analytical correlation*** 

    ! 

    !Kinematic viscosity 

    ! 

    dvisc_air=15.575e-6 

    ! 

    !Thermal expansion coef. 

    ! 

    beta_air=3.26e-3 

    ! 

    !Prandtl number for air 
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    ! 

    Pr_air=0.712 

    ! 

    !Grashof number for air 

    ! 

    Gr_air=9.81*beta_air 

    ! 

    !Rayleigh number for air 

    ! 

    Ra_air=Gr_air*Pr_air 

    ! 

    ! 

    !Raynolds number for external flow  

    ! 

    Re_L=u_wind*Whs/dvisc_air 

    ! 

    ! 

    !Laminar or turbulent flow for forced convection 

    ! 

    IF (Re_L .LT. 5.0e5) THEN 

    Nu_FC_air=0.664*Re_L**(1.0/2.0)*Pr_air**(1.0/3.0) 

    ! 

    ELSE 

    Nu_FC_air=(0.037*Re_L**(4/5)-871)*Pr_air**(1.0/3.0) 

    ! 

    ENDIF 

    ! 

    !Nusselt for natural convection 

    ! 

    Nu_NC_air=0.56*Ra_air**(1.0/4.0) 

    ! 

    ! 

    !Nusselt for mixed convection (see respective chapter in Kakac handbook) 

    ! 

    Nu_MC_air=(Nu_FC_air**3+Nu_NC_air**3)**(1/3) 

    ! 

    ! 

    IF (ih_ext .EQ. 1) THEN 

    ! 

    h_ext=Nu_MC_air*k_air/Whs 

    ! 

    ELSE 

    ! 

     !***Empirical correlation*** 

    ! 

 h_ext=2.8+3.0*u_wind 

 ! 

    ENDIF 

 ! 

 !Radiation to ambient-The ambient temperature is used instead of the sky temperature as the receiver faces downwards 

 ! 

 hrad_segm=sigma*e_gl*(Tgl_segm(j)**4-Ta**4)/(Tgl_segm(j)-Ta) 

 ! 

 ! 

 Rconv_ext_segm=1/(h_ext*Acont_segm) 

 ! 

 Rrad_segm=1/(hrad_segm*Acont_segm) 

 ! 

 Rloss_segm=(Rrad_segm*Rconv_ext_segm)/(Rrad_segm+Rconv_ext_segm) 

 ! 

    ! 

    Rloss_cond_segm=t_ins/(k_ins*Acont_segm) 

    ! 

    ! 

    Qloss_cond_segm=(Tbw_segm(j)-Ta)/Rloss_cond_segm 

    ! 

    ! 

    !***TOTAL Thermal losses based on glass temperature (look at the calculation of the term Rloss_segm*** 

    ! 

 Qloss_therm_segm=(Tgl_segm(j)-Ta)/Rloss_segm+Qloss_cond_segm 

 ! 

    ! 

    !Only for the calculation of the Exergy losses after the thermal network is solved 

    ! 

    Qloss_therm_segm_EX(j)=Qloss_therm_segm 

 ! 
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 !  

 !**********Thermal balance: must be verified in each timestep********** 

    ! 

    ! 

 Qth_segm=Qirr_segm-Qgl_segm-Pel_segm-Qloss_therm_segm-Qloss_cond_segm 

 ! 

 ! 

 !********************************************************* 

 !Calculation of BASIC FLOW QUANTITIES for the heat sink designs* 

 !********************************************************* 

 ! 

 !Prandtl number for water 

 ! 

 Pr=Cpw*dvisc_w(Tf_mean_segm(j))/k_w(Tf_mean_segm(j)) 

 ! 

 IF (DES .EQ. 1) THEN 

 ! 

 ! 

 !########## 

 !FW Design# 

 !########## 

 ! 

 ! 

 axial_vel_FW=V_dot/(N_FW*Hch_FW*Wch_FW) 

 ! 

 ! 

 Re_FW=axial_vel_FW*Dh_FW/(dvisc_w(Tf_mean_segm(j))/density_w(Tf_mean_segm(j))) 

 ! 

 ! 

 !Thermal entrance length for channel flow [Handbook of Single Phase Convective Heat Transfer p. 3.51] 

 ! 

 ! 

 L_star=0.0004*(Wch_FW/Hch_FW)**2-0.0101*(Wch_FW/Hch_FW)+0.0756 

 ! 

 ! 

 ! 

 ! 

 L_thdevfl=L_star*Re_FW*Pr*Dh_FW 

 ! 

 ! 

 ELSEIF (DES .EQ. 2) THEN 

 ! 

 ! 

 !########## 

 !VW Design# 

 !########## 

 ! 

 DO l3=1,NSEC 

 ! 

 ! 

 axial_vel_VW(l3)=V_dot/(N_VW(l3)*Hch_VW*Wch_VW(l3)) 

 ! 

 ! 

 Re_VW(l3)=axial_vel_VW(l3)*Dh_VW(l3)/(dvisc_w(Tf_mean_segm(j))/density_w(Tf_mean_segm(j)))  

 ! 

 ! 

 !Thermal entrance length for channel flow [Handbook of Single Phase Convective Heat Transfer p. 3.51] 

 ! 

 ! 

 L_star_VW(l3)=0.0004*(Wch_VW(l3)/Hch_VW)**2-0.0101*(Wch_VW(l3)/Hch_VW)+0.0756 

 ! 

 ! 

 ! 

 L_thdevfl_VW(l3)=L_star_VW(l3)*Re_VW(l3)*Pr*Dh_VW(l3) 

 ! 

 ! 

 ENDDO 

 ! 

 ENDIF 

 ! 

 ! 

 !The same mass flow rate through all the segments  

 ! 

 m_dot=density_w(Tf_mean_segm(j))*V_dot 

 ! 

 ! 
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 !########################################### 

 !CONVECTIVE and CALORIC Thermal resistances# 

 !########################################### 

    ! 

 Tf_mean_segm_rout=Tf_mean_segm(j) 

    ! 

 IF (DES .EQ. 1) THEN 

    ! 

 CALL 

Thermal_resistance_FW(m_dot,Cpw,k_al,L_segm,Tf_mean_segm_rout,Wch_FW,Hch_FW,Ww_FW,Dh_FW,N_FW,L_thdevfl,& 

 &AXDIR,Rconv_int_segm,Rcal_segm) 

    ! 

 ELSEIF (DES .EQ. 2) THEN  

 CALL 

Thermal_resistance_VW(m_dot,Cpw,k_al,N_VW,Wch_VW,Ww_VW,Hch_VW,Dh_VW,L_SEC,AXDIR,Tf_mean_segm_rout,L_segm,&  

 &L_thdevfl_VW,Rconv_int_segm,Rcal_segm) 

    ENDIF 

    ! 

 ! 

 !############################################# 

    ! 

 IF (DES .EQ. 1) THEN 

 m_w_segm=density_w(Tf_mean_segm(j))*Vol_w1_segm 

 ELSEIF (DES .EQ. 2) THEN  

 m_w_segm=density_w(Tf_mean_segm(j))*Vol_w2_segm 

 ENDIF 

 ! 

    ! 

 !##################################### 

 !#THERMAL NETWORK CALCULATIONS 

 !##################################### 

 ! 

 !GAUSS-SEIDEL Method   

 ! 

 ! 

 Tgl_segm(j)=(m_gl_segm*Cgl*Rgl_pv*Tgl_segm_prev(j)+(Qgl_segm-

Qloss_therm_segm+Tpv_segm(j)/Rgl_pv)*dt*Rgl_pv)/(dt+m_gl_segm*Cgl*Rgl_pv) 

 ! 

 ! 

 Tpv_segm(j)=(m_pv_segm*Cpv*Rgl_pv*Rpv_t1*Tpv_segm_prev(j)+(Qth_segm+Tgl_segm(j)/Rgl_pv+Tt1_segm(j)/Rpv_t1)*dt

*Rgl_pv*Rpv_t1)/& 

 &(m_pv_segm*Cpv*Rgl_pv*Rpv_t1+Rpv_t1*dt+Rgl_pv*dt) 

 ! 

 ! 

 Tt1_segm(j)=(m_t1_segm*Ct1*Rpv_t1*Rt1_s1*Tt1_segm_prev(j)+(Tpv_segm(j)/Rpv_t1+Ts1_segm(j)/Rt1_s1)*dt*Rpv_t1*Rt1

_s1)/& 

 &(m_t1_segm*Ct1*Rpv_t1*Rt1_s1+Rpv_t1*dt+Rt1_s1*dt) 

 ! 

 ! 

 Ts1_segm(j)=(m_s1_segm*Cal*Rt1_s1*Rs1_t2*Ts1_segm_prev(j)+(Tt1_segm(j)/Rt1_s1+Tt2_segm(j)/Rs1_t2)*dt*Rt1_s1*Rs1

_t2)/& 

 &(m_s1_segm*Cal*Rt1_s1*Rs1_t2+Rt1_s1*dt+Rs1_t2*dt) 

 ! 

 ! 

 Tt2_segm(j)=(m_t2_segm*Ct2*Rs1_t2*Rt2_s2*Tt2_segm_prev(j)+(Ts1_segm(j)/Rs1_t2+Tbw_segm(j)/Rt2_s2)*dt*Rs1_t2*Rt2

_s2)/& 

 &(m_t2_segm*Ct2*Rs1_t2*Rt2_s2+Rs1_t2*dt+Rt2_s2*dt) 

 ! 

 ! 

 Tbw_segm(j)=(m_s2_segm*Cal*Rt2_s2*(Rconv_int_segm+0.5*R_al_segm)*Tbw_segm_prev(j)+(Tt2_segm(j)/Rt2_s2+& 

 &Tf_mean_segm(j)/(Rconv_int_segm+0.5*R_al_segm))*dt*Rt2_s2*(Rconv_int_segm+0.5*R_al_segm))& 

 &/(m_s2_segm*Cal*Rt2_s2*(Rconv_int_segm+0.5*R_al_segm)+Rt2_s2*dt+(Rconv_int_segm+0.5*R_al_segm)*dt) 

 ! 

 ! 

 ! 

 ! 

 Tf_mean_segm(j)=(m_w_segm*Cpw*(Rconv_int_segm+0.5*R_al_segm)*Tf_mean_segm_prev(j)+& 

 &(Tbw_segm(j)/(Rconv_int_segm+0.5*R_al_segm)+2*m_dot*Cpw*Tf_in_segm(j))*dt*(Rconv_int_segm+0.5*R_al_segm))& 

 &/(m_w_segm*Cpw*(Rconv_int_segm+0.5*R_al_segm)+dt+dt*(Rconv_int_segm+0.5*R_al_segm)*2*m_dot*Cpw) 

 ! 

 ! 

 ! 

 RES=sqrt((Tf_mean_segm(j)-Tf0)**2+(Tbw_segm(j)-Tbw0)**2+(Tpv_segm(j)-Tpv0)**2) 

    ! 

     write(8,*) 't',t,'AXDIR',AXDIR,'RES',RES 

    ! 
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    ! 

 IF (RES .LT. 1.0e-4) GOTO 105 

 ! 

 ! 

 !ENDDO for THERMAL NETWORK CALCULATIONS 

 !  

        ENDDO 

! 

!Calculation of maximum segment fluid temperature using Rcal (Rcal is not in the subroutine for thermal resistance) 

! 

! 

! 

!Linear interpolation to determine the segment maximum temperature 

! 

105 Tf_max_segm(j)=2*Tf_mean_segm(j)-Tf_in_segm(j) 

 ! 

 ! 

    !Maximum fluid temperature of the segment to be used as input temperature for the next segment. 

    !     

 Tf_max_prevsegm=Tf_max_segm(j) 

! 

! 

!############### 

!THERMAL Losses 

!############### 

! 

Qgl=Qgl+Qgl_segm 

! 

Qirr=Qirr+Qirr_segm 

! 

Qloss_therm=Qloss_therm+Qloss_therm_segm 

! 

! 

!######################## 

!Useful PRODUCED POWER 

!######################## 

! 

! 

! 

Pel=Pel+Pel_segm 

!  

Qth=Qth+Qth_segm 

! 

 

! 

!ENDDO for RECEIVER SEGMENTATION 

! 

    ENDDO 

! 

!**************************************************** 

!OUTPUT FOR THE TEMPERATURE DISTRIBUTION 

! 

write(3,'(I6, 3X)',advance='no') t 

write(4,'(I6, 3X)',advance='no') t 

write(5,'(I6, 3X)',advance='no') t 

! 

DO j1=1,N_segm   

write(3,'(F6.2, 3X)',advance='no') Tpv_segm(j1) 

write(4,'(F6.2, 3X)',advance='no') Tbw_segm(j1) 

write(5,'(F6.2, 3X)',advance='no') Tf_mean_segm(j1) 

ENDDO 

! 

write(3,'(A1,1X)',advance='yes') ' ' 

write(4,'(A1,1X)',advance='yes') ' ' 

write(5,'(A1,1X)',advance='yes') ' ' 

!***************************************************** 

! 

! 

!To be used ONLY in the pressure drop calculations 

! 

Tf_mean=0.5*(Tf_max_segm(N_segm)+Tf_in) 

! 

! 

!########################### 

!PARASITICS - Pumping power# 

!########################### 
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! 

IF (Gdir .EQ. 0.0) THEN 

    Ppump=0.0 

   ENDIF  

     

IF ((Gdir .GT. 0.0) .AND. (DES .EQ. 1)) THEN 

CALL Pressure_drop_FW(Whs,Lhs,Wch_FW,Hch_FW,Dh_FW,N_FW,axial_vel_FW,Re_FW,Tf_mean,DP_tot_FW) 

write(*,*) 'FW', DP_tot_FW  

Ppump=V_dot*DP_tot_FW 

ELSEIF ((Gdir .GT. 0.0) .AND. (DES .EQ. 2)) THEN  

CALL Pressure_drop_VW(NSEC,N_VW,Whs,L_SEC,Wch_VW,Hch_VW,Dh_VW,axial_vel_VW,Re_VW,Tf_mean,DP_tot_VW)  

Ppump=V_dot*DP_tot_VW 

write(*,*) 'VW', DP_tot_VW 

ENDIF 

! 

! 

! 

! 

! 

!############# 

!EFFICIENCIES 

!############# 

! 

!FIRST LAW 

! 

IF (Gdir .EQ. 0.0) THEN 

! 

eta_th=0.0 

eta_el_sys=0.0 

! 

ELSE 

! 

eta_th=m_dot*cpw*(Tf_max_segm(N_segm)-Tf_in)/(Gdir*Aa) 

! 

eta_el_sys=Pel/(Gdir*Aa) 

! 

ENDIF 

! 

eta_tot_gr=eta_th+eta_el_sys 

! 

IF (Gdir .EQ. 0.0) THEN 

! 

eta_tot_net=0.0 

! 

ELSE 

! 

eta_tot_net=eta_th+(Pel-Ppump)/(Gdir*Aa) 

! 

ENDIF 

! 

!SECOND LAW 

! 

!Sun apparent temperature 

! 

Tsun=4350.0 

! 

Tf_out=Tf_max_segm(N_segm) 

! 

! 

Ex_sun=Gdir*Aa*(1.0-(4.0/3.0)*(Ta/Tsun)+(1.0/3.0)*(Ta/Tsun)**4) 

! 

Ex_th=Qth*(1-(Ta/Tf_out)) 

! 

Ex_el=pel 

! 

! 

! 

!Exergy destruction and entropy generation 

! 

! 

Ex_dest_opt=(Gdir*Aa*(1-eta_opt*eta_trans_eff))*(1.0-(4.0/3.0)*(Ta/Tsun)+(1.0/3.0)*(Ta/Tsun)**4) 

! 

! 

!INITIALIZATION for EXERGY LOSSES 

! 

Ex_dest_DT_sun=0.0 
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Ex_dest_th=0.0 

! 

! 

!Calculation of Exergy Losses due to TEMPERATURE 

! 

DO j2=1,N_segm 

! 

Ex_dest_DT_sun_segm=Qirr_segm*Ta*((1/Tpv_segm(j2))-(1/Tsun)) 

! 

Ex_dest_DT_sun=Ex_dest_DT_sun+Ex_dest_DT_sun_segm 

! 

! 

! 

Ex_dest_th_segm=Qloss_therm_segm_Ex(j2)*(1.0-(Ta/Tpv_segm(j2))) 

! 

Ex_dest_th=Ex_dest_th+Ex_dest_th_segm 

! 

ENDDO 

! 

Ex_pump=Ppump 

! 

S_gen=(1.0/Ta)*(Ex_sun-(Ex_th+Ex_el))     

! 

!Entropy generation number 

! 

IF (Gdir .EQ. 0.0) THEN 

! 

Ns=0.0 

eta_ex_net=0.0 

! 

ELSE 

! 

Ns=Ta*S_gen/(Gdir*Aa) 

! 

eta_ex_net=(Ex_th+Ex_el-Ex_pump)/Ex_sun 

! 

ENDIF 

! 

write(2,'(I20,6X,F6.1,4X,F6.2,5X,F7.2,5X,F6.1,6X,F7.2,8X,F6.2,8X,F7.2,7X,F5.3,6X,F6.4,10X,F5.3,10X,F5.3)')& 

&t,Gdir,Qgl,Qirr,Pel,Ppump,Qloss_therm,Qth,eta_th, eta_el_sys, eta_tot_gr,eta_tot_net  

! 

!  

write(6,'(I20,6X,F6.1,8X,F8.2,10X,F8.2,6X,F6.2,8X,F8.2,6X,F8.2,8X,F5.3,8X,F6.2,8X,F6.3)')& 

&t,Ex_sun,Ex_dest_opt,Ex_dest_DT_sun,Ex_dest_th,Ex_th,Ex_el,eta_ex_net,S_gen,Ns 

! 

! 

! 

!A DO LOOP is not required. The array spots are substituted one by one 

! 

Tgl_segm_prev=Tgl_segm 

Tpv_segm_prev=Tpv_segm 

Tt1_segm_prev=Tt1_segm 

Ts1_segm_prev=Ts1_segm 

Tt2_segm_prev=Tt2_segm 

Tbw_segm_prev=Tbw_segm 

Tf_mean_segm_prev=Tf_mean_segm 

! 

! 

!OVERALL YIELD and losses 

! 

Energy_irr=Energy_irr+Gdir*Aa*dt 

Energy_el=Energy_el+Pel*dt 

Energy_th=Energy_th+Qth*dt 

Energy_pump=Energy_pump+Ppump*dt 

! 

! 

! 

!ENDDO for TIME MARCH 

! 

ENDDO 

! 

! 

!Overall averaged energetic efficiency for the entire simulated time 

! 

eta_I_ave=(Energy_el+Energy_th)/Energy_irr 

eta_I_ave_net=(Energy_el+Energy_th-Energy_pump)/Energy_irr 
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! 

! 

!Write overall yield  

write(7,'(F20.2,4X,F20.2,4X,F20.2,4X,F20.3,4X,F5.3,4X,F5.3,4X)') Energy_irr,Energy_el,Energy_th,Energy_pump,eta_I_ave,eta_I_ave_net 

! 

! 

stop 

end 

! 

! 

! 

! 

SUBROUTINE 

Thermal_resistance_FW(m_dot,Cpw,k_al,L_segm,Tf_mean_segm_rout,Wch_FW,Hch_FW,Ww_FW,Dh_FW,N_FW,L_thdevfl,& 

&AXDIR,Rconv_int_segm,Rcal_segm) 

! 

IMPLICIT NONE 

! 

INTEGER N_FW 

DOUBLE PRECISION k_w 

DOUBLE PRECISION m_dot,Cpw,k_al,Wch_FW,Ww_FW,Hch_FW,Dh_FW,Tf_mean_segm_rout,Rconv_int_segm,Rcal_segm 

DOUBLE PRECISION L_thdevfl,L_segm,AXDIR 

DOUBLE PRECISION Nu,HTC_FW,m_fin,FIN_eff 

! 

! 

!Nusselt number according to whether the segment lies in the developing or the fully developed flow region 

! 

IF (AXDIR.LT.L_thdevfl) THEN  

! 

!##################################### 

!THERMALLY DEVELOPING Flow Region 

!##################################### 

! 

! 

!Nu: linear interpolation of the mean values from Shah (thermally developing flow) 

! 

! 

Nu=-9.3716*(Wch_FW/Hch_FW)**3+20.891*(Wch_FW/Hch_FW)**2-15.737*(Wch_FW/Hch_FW)+9.5012 

! 

! 

ELSEIF (AXDIR.GE.L_thdevfl) THEN  

! 

!############################ 

!Fully developed Flow Region# 

!############################ 

! 

! 

Nu=8.235*(1.0-2.0421*(Wch_FW/Hch_FW)+3.0853*(Wch_FW/Hch_FW)**2-2.4765*(Wch_FW/Hch_FW)**3+& 

&1.0578*(Wch_FW/Hch_FW)**4-0.1861*(Wch_FW/Hch_FW)**5) 

! 

! 

ENDIF 

! 

! 

! 

!Heat Transfer Coefficient 

! 

! 

!Takes the temperature of the current segment j 

! 

HTC_FW=Nu*k_w(Tf_mean_segm_rout)/Dh_FW 

! 

!fin correction factor 

! 

m_fin=sqrt(2*HTC_FW/(k_al*Ww_FW)) 

! 

! 

FIN_eff=tanh(m_fin*Hch_FW)/(m_fin*Hch_FW) 

! 

!see Eq. (4) LEE & QU IEEE (2006) 

! 

!Tw_out_step=T_in_step+(q_dot*W_hex*L_step)/(dens_w*cp*Qt)+q_dot*(a+1)*Wch/(h_c*(Wch+2*FIN_eff*Hch))  

! 

!  

! 

!Convective thermal resistance [LIU & GARIMELLA] 
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! 

Rconv_int_segm=1.0/(N_FW*HTC_FW*L_segm*(2*FIN_eff*Hch_FW+Wch_FW)) 

! 

! 

!Caloric thermal resistance 

! 

IF (m_dot .EQ. 0.0) THEN 

Rcal_segm=1e6 

ELSE 

Rcal_segm=1.0/(m_dot*Cpw) 

ENDIF 

! 

! 

! 

return  

end 

! 

! 

! 

! 

! 

! 

SUBROUTINE Thermal_resistance_VW(m_dot,Cpw,k_al,N_VW,Wch_VW,Ww_VW,Hch_VW,Dh_VW,& 

&L_SEC,AXDIR,Tf_mean_segm_rout,L_segm,L_thdevfl_VW,Rconv_int_segm,Rcal_segm) 

! 

IMPLICIT NONE 

! 

INTEGER N_VW(10) 

INTEGER POS,SECTION 

DOUBLE PRECISION k_w 

DOUBLE PRECISION Wch_VW(10),Dh_VW(10),L_thdevfl_VW(10) 

DOUBLE PRECISION m_dot,Cpw,k_al,L_segm,L_SEC,AXDIR,Hch_VW,Ww_VW,Tf_mean_segm_rout,Rconv_int_segm,Rcal_segm 

DOUBLE PRECISION Nu_VW,HTC_VW,m_fin_VW,FIN_eff_VW,AXDIR_LOCAL 

! 

! 

!Identify SECTION where the SEGMENT j lies 

! 

POS=FLOOR(AXDIR/L_SEC) 

 

! 

!If 1<POS<2 the segment lies in the 2nd heat-sink section and so on... 

! 

SECTION=POS+1 

! 

! 

!Axial direction in Local Coordinates in EACH SECTION 

! 

AXDIR_LOCAL=AXDIR-POS*L_SEC 

! 

! 

! 

! 

IF (AXDIR_LOCAL .LT. L_thdevfl_VW(SECTION)) THEN 

! 

! 

!##################################### 

!THERMALLY DEVELOPING Flow Region 

!##################################### 

! 

! 

!Nu: linear interpolation of the mean values from Shah (thermally developing flow) 

! 

! 

Nu_VW=-9.3716*(Wch_VW(SECTION)/Hch_VW)**3+20.891*(Wch_VW(SECTION)/Hch_VW)**2-

15.737*(Wch_VW(SECTION)/Hch_VW)+9.5012 

! 

! 

! 

ELSEIF (AXDIR_LOCAL .GE. L_thdevfl_VW(SECTION)) THEN 

! 

!######################### 

!Fully developed Flow Region 

!######################### 

! 

! 
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Nu_VW=8.235*(1.0-2.0421*(Wch_VW(SECTION)/Hch_VW)+3.0853*(Wch_VW(SECTION)/Hch_VW)**2-

2.4765*(Wch_VW(SECTION)/Hch_VW)**3+& 

&1.0578*(Wch_VW(SECTION)/Hch_VW)**4-0.1861*(Wch_VW(SECTION)/Hch_VW)**5) 

! 

! 

ENDIF 

! 

! 

! 

! 

!Heat transfer coefficient 

! 

!Takes the temperature of the current segment j 

! 

HTC_VW=Nu_VW*k_w(Tf_mean_segm_rout)/Dh_VW(SECTION) 

! 

!! 

!fin correction factor 

! 

m_fin_VW=sqrt(2*HTC_VW/(k_al*Ww_VW)) 

! 

! 

FIN_eff_VW=tanh(m_fin_VW*Hch_VW)/(m_fin_VW*Hch_VW) 

! 

! 

! 

!Convective thermal resistance [LIU & GARIMELLA] 

! 

! 

Rconv_int_segm=1.0/(N_VW(SECTION)*HTC_VW*L_segm*(2*FIN_eff_VW*Hch_VW+Wch_VW(SECTION)))  

! 

! 

! 

!Caloric thermal resistance 

! 

IF (m_dot .EQ. 0.0) THEN 

Rcal_segm=1e6 

ELSE 

Rcal_segm=1.0/(m_dot*Cpw) 

ENDIF 

! 

return  

end 

! 

! 

! 

! 

! 

! 

!************************************************************************************************* 

!The subroutines for pressure drop make a SINGLE calculation (based on the fluid mean properties)*  

!************************************************************************************************* 

! 

! 

SUBROUTINE Pressure_drop_FW(Whs,Lhs,Wch_FW,Hch_FW,Dh_FW,N_FW,axial_vel_FW,Re_FW,Tf_mean,DP_tot_FW) 

! 

IMPLICIT NONE 

! 

! 

INTEGER    N_FW 

DOUBLE PRECISION density_w 

DOUBLE PRECISION Whs,Lhs,Hch_FW,Wch_FW,Dh_FW,axial_vel_FW,Re_FW,Tf_mean,DP_tot_FW 

DOUBLE PRECISION fRe_FD,K_oo,C,f_app_Re,L_plus,L_devfl,L_FD,DP_contr_FW,DP_exp_FW,DP_FW_devfl,DP_FW_FD 

DOUBLE PRECISION K_in_contr,K_out_exp,A2_core,A1_chamb 

! 

! 

!############################################## 

!MANIFOLD Inlet-Outlet (Contraction-Expansion)#  

!############################################## 

! 

! 

!Correlations and Constants from BLEVINS pp.77-78 

! 

! 

K_in_contr=0.931 

A2_core=Wch_FW*Hch_FW*N_FW 
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A1_chamb=Whs*Hch_FW 

! 

K_out_exp=1-(A2_core/A1_chamb)**2 

! 

! 

DP_contr_FW=(1-(A2_core/A1_chamb)**2+K_in_contr)*density_w(Tf_mean)*axial_vel_FW**2 

! 

! 

DP_exp_FW=((A2_core/A1_chamb)**2-1+K_out_exp)*density_w(Tf_mean)*axial_vel_FW**2 

! 

! 

! 

! 

!######################## 

!Channel Occupied Region  

!######################## 

! 

! 

!Hydrodynamic entrance length for channel flow  

! 

L_plus=(0.06+0.07*(Wch_FW/Hch_FW)-0.04*(Wch_FW/Hch_FW)**2) 

! 

L_devfl=L_plus*Re_FW*Dh_FW 

! 

! 

!Fanning friction factor for fully developed flow 

! 

! 

fRe_FD=24*(1.0-1.355*(Wch_FW/Hch_FW)+1.947*(Wch_FW/Hch_FW)**2-1.701*(Wch_FW/Hch_FW)**3+0.956*& 

&(Wch_FW/Hch_FW)**4-0.254*(Wch_FW/Hch_FW)**5) 

! 

! 

!Apparent friction factor for developing flow 

! 

! 

! 

K_oo=0.674+1.2501*(Wch_FW/Hch_FW)-0.3417*(Wch_FW/Hch_FW)**2-0.8358*(Wch_FW/Hch_FW)**3 

! 

! 

C=(0.1811+4.3488*(Wch_FW/Hch_FW)-1.6027*(Wch_FW/Hch_FW)**2)*10**(-4.0) 

! 

! 

f_app_Re=(3.44*L_plus**(-0.5)+(K_oo/(4*L_plus)+fRe_FD-3.44*L_plus**(-0.5))/(1.0+C*L_plus**(-2.0))) 

! 

! 

! 

! 

!####################### 

!Developing Flow Region 

!####################### 

! 

! 

DP_FW_devfl=(2*(f_app_Re/Re_FW)*L_devfl*density_w(Tf_mean)*axial_vel_FW**2)/Dh_FW 

! 

! 

!############################ 

!Fully developed Flow Region 

!############################ 

! 

L_FD=Lhs-L_devfl 

! 

! 

DP_FW_fd=(2*(fRe_FD/Re_FW)*L_fd*density_w(Tf_mean)*axial_vel_FW**2)/Dh_FW 

! 

! 

!TOTAL Pressure Drop 

! 

! 

DP_tot_FW=DP_contr_FW+DP_FW_devfl+DP_FW_fd+DP_exp_FW 

! 

! 

return 

end 

! 

! 

! 
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! 

! 

! 

! 

SUBROUTINE 

Pressure_drop_VW(NSEC,N_VW,Whs,L_SEC,Wch_VW,Hch_VW,Dh_VW,axial_vel_VW,Re_VW,Tf_mean,DP_tot_VW) 

! 

IMPLICIT NONE 

! 

! 

INTEGER kk,m,NSEC 

INTEGER N_VW(10) 

 

DOUBLE PRECISION density_w 

DOUBLE PRECISION Wch_VW(10),Dh_VW(10),axial_vel_VW(10),Re_VW(10) 

DOUBLE PRECISION Whs,L_SEC,Hch_VW,Tf_mean,DP_tot_VW 

DOUBLE PRECISION 

fRe_FD_VW,K_oo_VW,C_VW,f_app_Re_VW,L_plus_VW,L_devfl_VW,L_FD_VW,DP_contr_VW,DP_inner_contr_VW,DP_step_contr,

& 

&DP_exp_VW,DP_VW_devfl,DP_VW_FD,DP_VW_sec,DP_VW_chan 

DOUBLE PRECISION 

K_in_contr_VW,K_out_exp_VW,K_step_contr,A2_core_in_VW,A2_core_out_VW,A1_chamb_VW,A2_step,A1_step 

! 

! 

! 

! 

! 

! 

!############################################## 

!MANIFOLD Inlet-Outlet (Contraction-Expansion)  

!############################################## 

! 

! 

!Correlations and Constants from BLEVINS pp.77-78 

! 

! 

K_in_contr_VW=1.281 

A2_core_in_VW=Wch_VW(1)*Hch_VW*N_VW(1) 

A2_core_out_VW=Wch_VW(NSEC)*Hch_VW*N_VW(NSEC) 

A1_chamb_VW=Whs*Hch_VW 

! 

K_out_exp_VW=(1-A2_core_out_VW/A1_chamb_VW)**2 

! 

! 

DP_contr_VW=(1-(A2_core_in_VW/A1_chamb_VW)**2+K_in_contr_VW)*density_w(Tf_mean)*axial_vel_VW(1)**2 

! 

! 

DP_exp_VW=((A2_core_out_VW/A1_chamb_VW)**2-1+K_out_exp_VW)*density_w(Tf_mean)*axial_vel_VW(NSEC)**2 

! 

! 

! 

!Pressure drop due to contraction in consecutive sections   

! 

!Blevins pp. 45 & 76 

! 

! 

K_step_contr=1.281 

DP_inner_contr_VW=0.0 

! 

! 

DO kk=1,(NSEC-1) 

! 

A2_step=N_VW(kk+1)*Wch_VW(kk+1)*Hch_VW 

A1_step=N_VW(kk)*Wch_VW(kk)*Hch_VW 

! 

! 

DP_step_contr=(1-(A2_step/A1_step)**2+K_step_contr)*0.5*density_w(Tf_mean)*axial_vel_VW(kk+1)**2 

DP_inner_contr_VW=DP_inner_contr_VW+DP_step_contr 

! 

ENDDO 

! 

!######################## 

!Channel Occupied Region  

!######################## 

! 

! 
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!Initialization 

! 

DP_VW_chan=0.0 

! 

! 

DO m=1,NSEC 

! 

! 

! 

! 

!Hydrodynamic entrance length for channel flow  

! 

L_plus_VW=(0.06+0.07*(Wch_VW(m)/Hch_VW)-0.04*(Wch_VW(m)/Hch_VW)**2) 

! 

L_devfl_VW=L_plus_VW*Re_VW(m)*Dh_VW(m) 

! 

! 

!Fanning friction factor for fully developed flow 

! 

! 

fRe_FD_VW=24*(1.0-1.355*(Wch_VW(m)/Hch_VW)+1.947*(Wch_VW(m)/Hch_VW)**2-1.701*(Wch_VW(m)/Hch_VW)**3+0.956*& 

&(Wch_VW(m)/Hch_VW)**4-0.254*(Wch_VW(m)/Hch_VW)**5) 

! 

! 

!Apparent friction factor for developing flow 

! 

! 

! 

K_oo_VW=0.674+1.2501*(Wch_VW(m)/Hch_VW)-0.3417*(Wch_VW(m)/Hch_VW)**2-0.8358*(Wch_VW(m)/Hch_VW)**3 

! 

! 

C_VW=(0.1811+4.3488*(Wch_VW(m)/Hch_VW)-1.6027*(Wch_VW(m)/Hch_VW)**2)*10**(-4.0) 

! 

! 

f_app_Re_VW=(3.44*L_plus_VW**(-0.5)+(K_oo_VW/(4*L_plus_VW)+fRe_FD_VW-3.44*L_plus_VW**(-

0.5))/(1.0+C_VW*L_plus_VW**(-2.0))) 

! 

! 

! 

!####################### 

!Developing Flow Region 

!####################### 

! 

! 

!For EACH SECTION 

! 

! 

DP_VW_devfl=(2*(f_app_Re_VW/Re_VW(m))*L_devfl_VW*density_w(Tf_mean)*axial_vel_VW(m)**2)/Dh_VW(m) 

! 

! 

!############################ 

!Fully developed Flow Region 

!############################ 

! 

! 

!For EACH SECTION 

! 

! 

L_FD_VW=L_SEC-L_devfl_VW 

! 

! 

! 

DP_VW_fd=(2*(fRe_FD_VW/Re_VW(m))*L_FD_VW*density_w(Tf_mean)*axial_vel_VW(m)**2)/Dh_VW(m) 

! 

! 

! 

!Pressure drop induced in each SECTION 

! 

! 

DP_VW_sec=DP_VW_devfl+DP_VW_fd 

! 

! 

!Pressure drop induced in the ENTIRE channel occupied region  

! 

! 

DP_VW_chan=DP_VW_chan+DP_VW_sec 
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! 

ENDDO 

! 

! 

DP_tot_VW=DP_contr_VW+DP_inner_contr_VW+DP_VW_chan+DP_exp_VW 

! 

! 

return 

end 

! 

! 

! 

! 

! 

! 

DOUBLE PRECISION FUNCTION dvisc_w(TK) 

!  

!########################################################## 

!Calculates dynamic viscosity as a function of temperature 

!########################################################## 

       double precision TK,EXPFACT 

! 

! 

EXPFACT=247.8/((TK-273.0)+133.15) 

dvisc_w=2.414D-05*10**EXPFACT 

 

       return  

       end 

! 

! 

DOUBLE PRECISION FUNCTION density_w(TK) 

! 

!########################################################## 

!Calculates the fluid density as a function of temperature 

!########################################################## 

! 

double precision TK,DNUMER,DDENOM 

double precision CN(0:5),CD(0:1) 

        

! 

          DATA CN / 999.8396, 18.224944, -0.00792221, -55.44846E-06,      & 

    &               149.7562E-09,393.2952E-12 / 

          DATA CD / 1, 18.159725E-03 / 

! 

!        

! 

          

!       Water (Gebhart et al., p. 946) 

        

DNUMER=CN(0)+CN(1)*(TK-273.15)+CN(2)*(TK-273.15)**2+CN(3)*(TK-273.15)**3+CN(4)*(TK-273.15)**4+CN(5)*(TK-

273.15)**5 

DDENOM=CD(0)+CD(1)*(TK-273.15) 

! 

density_w=DNUMER/(DDENOM+1.0D-16) 

! 

!       

! 

return  

end 

! 

! 

! 

DOUBLE PRECISION FUNCTION k_w(TK) 

! 

!################################################################# 

!Calculates the thermal conductivity as a function of temperature# 

!################################################################# 

! 

double precision TK 

!        

!       Water  (Gebhart et al., p.946) 

!        

k_w=-0.92247+2.8395*(TK/273.15)-1.8007*(TK/273.15)**2+0.522577*(TK/273.15)**3-0.07344*(TK/273.15)**4 

! 

return  

end 


