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H $\alpha v \alpha ́ \lambda v \sigma \eta ~ \delta \varepsilon \imath \gamma \mu \alpha ́ \tau \omega v ~ \chi \rho \eta \sigma \mu о \pi о ь \omega ́ v \tau \alpha \varsigma ~ \delta \varepsilon ́ \sigma \mu \eta ~ \varphi о \rho \tau \iota \sigma \mu \varepsilon ́ v \omega v ~ \sigma \omega \mu \alpha \tau \iota \delta i ́ \omega v ~(I o n ~ B e a m ~$ Analysis -IBA) $\alpha \pi о \tau \varepsilon \lambda \varepsilon i ́ ~ \tau \eta ~ \lambda \imath \gamma o ́ \tau \varepsilon \rho о ~(~ \sigma \chi \varepsilon \delta o ́ v ~ к \alpha \theta o ́ \lambda о v) ~ к \alpha \tau \alpha \sigma \tau \rho о \varphi ь к ŋ ́ ~ \mu \varepsilon ́ \theta о \delta о ~ \pi о v ~$ $\chi \rho \eta \sigma \mu$ олоєєítal $\gamma 1 \alpha \tau \eta \nu \mu \varepsilon \lambda \varepsilon ́ \tau \eta ~ \tau \eta \varsigma ~ \varepsilon \pi ו \varphi \alpha v \varepsilon ı \alpha \kappa \eta ́ s ~ \sigma v ́ v \theta \varepsilon \sigma \eta \varsigma ~ \gamma 1 \alpha ~ \tau \eta \nu ~ \varepsilon v ́ \rho \varepsilon \sigma \eta ~ \tau о v ~ \pi \rho о \varphi i ́ \lambda ~ \tau \eta \varsigma ~$







 Backscattering Spectrometry) $\kappa \alpha \imath \eta \mu \varepsilon ́ \theta o \delta o \varsigma ~ \pi v \rho \eta \nu ı \kappa \dot{v} \nu \alpha \nu \tau \iota \rho \rho \dot{\sigma} \sigma \varepsilon \omega v$ (NRA - Nuclear Reaction
 عívaı $\alpha \pi \alpha \rho \alpha i ́ \tau \eta \tau \eta ~ \eta ~ \chi \rho \eta ́ \sigma \eta ~ \tau \eta \varsigma ~ \delta ı \alpha \varphi о \rho ı к \eta ́ s ~ \varepsilon v \varepsilon \rho \gamma о v ́ ~ \delta ı \alpha \tau о \mu \eta ́ s ~ \tau \eta \varsigma ~ v \pi o ́ ~ \mu \varepsilon \lambda \varepsilon ́ \tau \eta ~ \alpha v \tau i ́ \delta \rho \alpha \sigma \eta \varsigma . ~$






 $\alpha v \tau \varepsilon ́ \varsigma ~ \pi о v ~ \pi \rho о к и ́ \pi \tau о v v ~ \alpha \pi o ́ ~ \theta \varepsilon \omega \rho \eta \tau ı \kappa о и ́ \varsigma ~ v \pi о \lambda о \gamma ı \sigma \mu о v ́ \varsigma ~ к \alpha ı ~ \mu о v \tau \varepsilon ́ \lambda \alpha, ~ \beta \alpha \sigma \iota \sigma \mu \varepsilon ́ v \alpha ~ \pi \alpha ́ v \omega ~ \sigma \varepsilon ~$









- ${ }^{7} \mathrm{Li}\left(\mathrm{p}, \mathrm{p}_{0}\right){ }^{7} \mathrm{Li}, \quad{ }^{7} \mathrm{Li}\left(\mathrm{p}, \mathrm{p}_{1}\right)^{7} \mathrm{Li},{ }^{7} \mathrm{Li}\left(\mathrm{p}, \alpha_{0}\right){ }^{4} \mathrm{He}$ к $\alpha l{ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{0}\right){ }^{19} \mathrm{~F},{ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{0}\right){ }^{16} \mathrm{O},{ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{1,2}\right){ }^{16} \mathrm{O} \quad \sigma \varepsilon$

 $\gamma \omega v i ́ \varepsilon \varsigma ~ \sigma \kappa \varepsilon ́ \delta \alpha \sigma \eta \varsigma$.




 тоv $\pi \rho о ́ \sigma \theta \varepsilon \tau о ~ \lambda о ́ \gamma o ~ o ́ \tau ı ~ \pi \alpha \rho \varepsilon ́ \chi є ı ~ \pi \lambda \eta \rho о ч о р і ́ \varepsilon \varsigma ~ \gamma ı \alpha ~ \tau \eta \nu ~ к \alpha \tau \alpha ́ \lambda \lambda \eta \lambda \lambda \eta ~ \rho v ́ \theta \mu ı \sigma \eta ~ \tau \omega v ~ \pi \alpha \rho \alpha \mu \varepsilon ́ \tau \rho \omega v ~ \pi о v ~$
 ठı $\alpha \tau \mu \omega ́ v, ~ \varepsilon v \omega ́ ~ \pi \alpha \rho \alpha ́ \lambda \lambda \lambda \eta \lambda \alpha ~ \varepsilon \pi \imath \tau \rho \varepsilon ́ \pi \varepsilon ı ~ \tau \eta \nu ~ \varepsilon \pi \varepsilon ́ \kappa \tau \alpha \sigma \eta ~ \tau \omega v ~ \theta \varepsilon \omega \rho \eta \tau ı \kappa ळ ́ v ~ \alpha v \alpha \lambda v ́ \sigma \varepsilon \omega v ~ \sigma \varepsilon ~ \mu \varepsilon \gamma \alpha \lambda र ́ \tau \varepsilon \rho о ~$



То трі́то $\mu \varepsilon ́ \rho о \varsigma ~ \tau \eta \varsigma ~ \delta ı \alpha \tau \rho ґ \eta ́ \varsigma ~ \alpha \varphi о \rho \alpha ́ ~ \tau \eta ~ \varphi \alpha ı \nu о \mu \varepsilon v о \lambda о \gamma ı к ŋ ́ ~ \pi \rho о б \varepsilon ́ \gamma \gamma ı \sigma \eta ~(\sigma \tau \alpha ~ \pi \lambda \alpha i ́ \sigma ı \alpha ~ \tau \eta \varsigma ~$

 ${ }^{19} \mathrm{~F} \mu \varepsilon \tau \eta \chi \rho \eta ́ \sigma \eta$ тоv кต́ठıка AZURE.

Пıо $\alpha v \alpha \lambda \nu \tau \iota \kappa \alpha ́, ~ \eta ~ \pi \alpha \rho о v ́ \sigma \alpha ~ \varepsilon \rho \gamma \alpha \sigma i ́ \alpha ~ \varepsilon i ́ v \alpha l ~ \delta о \mu \eta \mu \varepsilon ́ v \eta ~ \sigma \varepsilon ~ 3 ~ \alpha v \tau i ́ \sigma \tau о \imath \chi \varepsilon \varsigma ~ \varepsilon v o ́ \tau \eta \tau \varepsilon \varsigma, ~ \pi о v ~$


## 1. $\Theta \varepsilon \omega \rho \eta \tau \iota \kappa o ́ ~ v \pi o ́ \beta \alpha \theta \rho o$

$\Sigma \tau \alpha$ $\theta \varepsilon \mu \varepsilon \lambda \imath \omega ́ \delta \eta ~ \sigma \tau о \iota \chi \varepsilon i ́ \alpha ~ \tau \eta \varsigma ~ I o n ~ B e a m ~ A n a l y s i s ~ \pi \varepsilon \rho ı \lambda \alpha \mu \beta \alpha ́ v \varepsilon \tau \alpha ı ~ \tau o ~ \alpha v \tau i ́ \sigma \tau o \imath \chi ~ \theta \varepsilon \omega \rho \eta \tau ı к o ́ ~$


 Фабцатобколí $\varepsilon \lambda \alpha \sigma \tau ı к \eta ́ \varsigma ~ \sigma к \varepsilon ́ \delta \alpha \sigma \eta \varsigma) ~ к \alpha ı ~ N R A ~(N u c l e a r ~ R e a c t i o n ~ A n a l y s i s ~-~ A v \alpha ́ \lambda v \sigma \eta ~$



 $\pi \rho о \sigma \pi i ́ \pi \tau \varepsilon \imath ~ \sigma \tau о ~ \sigma \tau о ́ \chi o, ~ \tau \varepsilon ́ \sigma \sigma \varepsilon \rho \alpha ~ \sigma \eta \mu \alpha v \tau \iota \kappa \alpha ́ ~ \varphi \alpha ı v o ́ \mu \varepsilon v \alpha ~ \lambda \alpha \mu ß \alpha ́ v o v v ~ \chi \omega ́ \rho \alpha ~ к \alpha ı ~ \pi \rho \varepsilon ́ \pi \varepsilon ı ~ v \alpha ~ \lambda \eta \varphi \theta$ ои́v vто́чף. Арұıќ, $\tau \alpha$ $\sigma \omega \mu \alpha \tau i ́ \delta ı \alpha ~ \tau \eta \varsigma ~ \delta \varepsilon ́ \sigma \mu \eta \varsigma ~ \chi \alpha ́ v o v v ~ \varepsilon v \varepsilon ́ \rho \gamma \varepsilon ı \alpha ~ o ́ \sigma o ~ \delta ı \alpha \pi \varepsilon \rho v o v ́ v ~ \tau о ~ \sigma \tau o ́ \chi о, ~$

 $\alpha \vee \alpha ́ \sigma \chi \varepsilon \sigma \eta \varsigma$ - stopping power $S$ каı stopping cross section $\varepsilon$ ) oठ $\eta \gamma \varepsilon i ́ ~ \sigma \tau \eta \nu ~ \alpha \nu \tau i ́ \lambda \eta \psi \eta ~ \tau o v ~ \beta \alpha ́ \theta o v \varsigma-~$ $\pi \alpha ́ \chi o v s ~ \tau о v ~ \sigma \tau о ́ \chi o v ~ к \alpha ı ~ \gamma \varepsilon \nu ı \kappa \alpha ́ ~ \pi \rho о \sigma \varepsilon \gamma \gamma i \zeta \varepsilon \tau \tau 兀 ı ~ \theta \varepsilon \omega \rho \eta \tau ı \kappa \alpha ́ \alpha ~ \alpha \pi o ́ ~ \tau \eta ~ \gamma \nu \omega \sigma \tau \eta ́ ~ \sigma \chi \varepsilon ́ \sigma \eta ~ B e t h e-B l o c h, ~$
 (energy straggling) $\tau \eta \varsigma \delta \varepsilon ́ \sigma \mu \eta \varsigma ~ \pi o v ~ \sigma \varepsilon ~ \sigma v v \delta v \alpha \sigma \mu o ́ ~ \mu \varepsilon ~ \dot{\alpha} \lambda \lambda \varepsilon \varsigma ~ \pi \varepsilon 七 \rho \alpha \mu \alpha \tau \iota \kappa \varepsilon ́ \varsigma ~ \pi \alpha \rho \alpha \mu \dot{\varepsilon ́ \tau \rho о v \varsigma, ~ o ́ ~} \pi \omega \varsigma \eta$
 $\alpha v \alpha ́ \lambda v \sigma \eta \varsigma ~ \mu \alpha \zeta ̄ \omega ́ v ~ \kappa \alpha ı ~ \beta \alpha ́ \theta o v \varsigma . ~ H ~ \alpha \lambda \lambda \eta \lambda \varepsilon \pi i ́ \delta \rho \alpha \sigma \eta, ~ \tau \varepsilon ́ \lambda o \varsigma, ~ \varepsilon v o ́ \varsigma ~ \sigma \omega \mu \alpha \tau \iota \delta i ́ o v ~ \tau \eta \varsigma ~ \delta \varepsilon ́ \sigma \mu \eta \varsigma ~ \mu \varepsilon ~ \varepsilon ́ v \alpha v$






 $\alpha v \tau i \delta \rho \alpha \sigma \eta \varsigma ~ « \pi i ́ \sigma \omega » \pi \rho \circ \varsigma ~ \tau о \nu \alpha v \chi \nu \varepsilon \cup \tau \eta ์$.

 channel). 'O $\pi \omega \varsigma$ 甲 $\alpha i ́ v \varepsilon \tau \alpha \iota ~ \sigma \tau о ~ \Sigma \chi \eta ́ \mu \alpha ~ 1.1, ~ o ı ~ \tau \varepsilon \chi v ı \kappa \varepsilon ́ \varsigma ~ E B S ~ к \alpha ı ~ N R A ~ \beta \alpha \sigma i \zeta о v \tau \alpha ı ~ \alpha \kappa \rho ı \beta \omega ́ \varsigma ~ \sigma \tau \eta v ~$ $\alpha v \alpha ́ \lambda v \sigma \eta ~ \kappa \alpha ı \tau \eta ~ \sigma v \sigma \chi \varepsilon ́ \tau \iota \sigma \eta ~ \tau о v ~ ט ́ \psi o v ̧ ~ \tau о v ~ \varphi \alpha ́ \sigma \mu \alpha \tau о \varsigma ~ H ~(h e i g h t) ~ \eta ́ ~ Y ~(y i e l d) ~ \sigma \varepsilon ~ \kappa \alpha ́ \theta \varepsilon ~ \varepsilon v \varepsilon ́ \rho \gamma \varepsilon ı \alpha ~ \mu \varepsilon ~$



 عívaı o $\alpha \rho ı \theta \mu o ́ s ~ \tau \omega v ~ \sigma \omega \mu \alpha \tau ı \delta i ́ \omega v ~ \tau \eta \varsigma ~ \delta \varepsilon ́ \sigma \mu \eta \varsigma ~ \pi о v ~ \pi \rho о \sigma \pi i ́ \pi \tau o v v ~ \sigma \tau о ~ \sigma \tau o ́ \chi o ~(\varphi о \rho \tau i ́ o), ~ \Omega ~ \varepsilon i ́ v \alpha ı ~ \eta ~$








 котаүрафо́ $\mu \varepsilon \vee о$ ф $\alpha ́ \sigma \mu \alpha ~[4] . ~$

$$
\begin{gather*}
H\left(E_{1}\right)=\frac{d \sigma}{d \Omega}(E, \theta) Q \Omega \frac{\delta E}{[\varepsilon(E)] \cos \theta_{1}} \\
H\left(E_{1}\right)=\int_{E_{0}-\Delta}^{E_{0}} \int_{0}^{\infty} \int_{0}^{\infty} \frac{d \sigma}{d \Omega}\left(E^{\prime \prime}, \theta\right) Q \Omega \frac{\delta E}{\left[\varepsilon\left(E^{\prime \prime}\right)\right] \cos \theta_{1}} g\left(E^{\prime}, E_{0}\right) W\left(E, E^{\prime}, E^{\prime \prime}\right) d E^{\prime \prime} d E^{\prime} d E
\end{gather*}
$$




 $v \alpha \delta 1 \alpha \varphi v ́ \gamma \varepsilon 1 ~ \alpha \mu \varepsilon ́ \sigma \omega \varsigma ~\left(\mu \varepsilon ́ \sigma \alpha ~ \sigma \varepsilon \sim 10^{-22}\right.$ s) $\mu \varepsilon ́ \sigma \omega ~ \mu 1 \alpha \varsigma ~ \alpha ́ \mu \varepsilon \sigma \eta \varsigma ~(d i r e c t) ~ \alpha v \tau i ́ \delta \rho \alpha \sigma \eta \varsigma, ~ \eta ́ ~ v \alpha$
 (cascade) vovк $\lambda \varepsilon о v i ́ o v-v o v \kappa \lambda \varepsilon о v i ́ o v, ~ \alpha \pi o ́ ~ o ́ \pi о v ~(к \alpha \tau \alpha ́ \sigma \tau \alpha \sigma \eta ~ \pi \rho о-ъ \sigma о \rho \rho о \pi i ́ \alpha \varsigma) ~ \mu \pi о \rho \varepsilon i ́ ~ v \alpha ~ \sigma v \mu \beta \varepsilon i ́ ~$

 (compound nucleus), о олоío̧ $\alpha \pi о \delta \iota \varepsilon \gamma \varepsilon i ́ \rho \varepsilon \tau \alpha ı ~ \tau \varepsilon \lambda \imath \kappa \alpha ́ ~ \mu \varepsilon ́ \sigma \omega ~ \tau \omega v ~ \varepsilon \pi ı \tau \rho \varepsilon \pi o ́ \mu \varepsilon v \omega v ~(\varepsilon v \varepsilon \rho \gamma \varepsilon ı \alpha \kappa \alpha ́) ~$



O $\sigma v v \delta v \alpha \sigma \mu o ́ \varsigma \tau \eta \varsigma ~ \alpha ́ \mu \varepsilon \sigma \eta \varsigma ~ \varepsilon \lambda \alpha \sigma \tau \iota \kappa \eta ́ \varsigma ~ \sigma \kappa \varepsilon ́ \delta \alpha \sigma \eta \zeta$ (shape elastic $\mathfrak{\eta}$ potential scattering) $\mu \varepsilon \tau \eta v$

 $\delta \iota \alpha \tau о \mu \varepsilon ́ \varsigma$.











 $\pi \rho o ́ \tau \varepsilon \rho \eta \pi \varepsilon \imath \rho \alpha \mu \alpha \tau \kappa \check{\prime} \mu \varepsilon \lambda \varepsilon ́ \tau \eta$ ( $\varphi \alpha \imath v o \mu \varepsilon v o \lambda о \gamma i ́ \alpha)$ ).



 $\delta \iota \alpha \tau о \mu \eta \varsigma \varsigma \tau \varsigma \mu \varepsilon \lambda \varepsilon \tau \sigma \cup ́ \mu \varepsilon v \eta \varsigma \alpha v \tau i ́ \delta \rho \alpha \sigma \eta \varsigma$.

## 2. Мєт











 v $\pi \alpha ́ \rho \chi$ оvv $\theta \varepsilon \omega \rho \eta \tau \iota \kappa \alpha ́-e v a l u a t e d ~ \delta \varepsilon \delta o \mu \varepsilon ́ v \alpha \alpha \pi o ́ ~ \tau o ~ S i g m a C a l c ~[25] ~ \pi o v ~ \varphi \tau \alpha ́ v o v v ~ \mu \varepsilon ́ \chi \rho ı ~ \tau \alpha ~ 1730 ~$




- ${ }^{7} \mathrm{Li}\left(\mathrm{p}, \mathrm{p}_{0}\right){ }^{7} \mathrm{Li},{ }^{7} \mathrm{Li}\left(\mathrm{p}, \mathrm{p}_{1}\right){ }^{7} \mathrm{Li},{ }^{7} \mathrm{Li}\left(\mathrm{p}, \alpha_{0}\right){ }^{4} \mathrm{He} \kappa \alpha{ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{0}\right){ }^{19} \mathrm{~F},{ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{0}\right){ }^{16} \mathrm{O},{ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{1,2}\right){ }^{16} \mathrm{O} \quad \sigma \tau \mathrm{o}$

 avíरvevons $55^{\circ}, 70^{\circ}, 90^{\circ}, 125^{\circ}, 140^{\circ}, 150^{\circ}, 160^{\circ}$ каи $170^{\circ}$.


 ( $\delta 1 \alpha \mu \varepsilon ́ \tau \rho о v ~ 70 \mathrm{~cm}$ ). $\Sigma \varepsilon$ ó $\lambda \alpha \tau \alpha \pi \varepsilon \iota \rho \alpha ́ \mu \alpha \tau \alpha ~ \eta ~ \delta \varepsilon ́ \sigma \mu \eta ~ \pi \rho \omega \tau о v i ́ \omega v ~ \alpha \pi o ́ ~ \tau o v ~ \varepsilon \pi ı \tau \alpha \chi \nu v \tau \eta ́ ~ \pi \rho о \sigma \pi i ́ \pi \tau \varepsilon ı ~ \sigma \tau о ~$
 $\varepsilon v ต ́ ~ \tau \alpha ~ \varepsilon \xi \varepsilon \rho \chi o ́ \mu \varepsilon v \alpha ~ \sigma \omega \mu \alpha \tau i ́ \delta ı \alpha ~ \alpha \pi o ́ ~ \tau o ~ \sigma \tau o ́ \chi o ~ \alpha v \imath \chi \varepsilon v ́ o v \tau \alpha ı ~ \alpha \pi o ́ ~ \alpha v \imath \chi v \varepsilon v \tau \varepsilon ́ \varsigma ~ \pi v \rho ı \tau i ́ o v ~(S i l i c o n ~$








 $\pi \rho \omega ́ \tau \eta ~ \mu \varepsilon \lambda \varepsilon ́ \tau \eta ~(L i F) ~ \kappa ~ \alpha v \tau i ́ \sigma \tau o \not \chi \alpha ~ \varepsilon ́ v \alpha ~ \lambda \varepsilon \pi \tau o ́ ~ \sigma \tau \rho \omega ́ \mu \alpha ~ T a ~ \gamma ı \alpha ~ \tau \eta ~ \mu \varepsilon \lambda \varepsilon ́ \tau \eta ~ \tau о v ~ \mu \alpha \gamma \vee \eta \sigma i ́ o v ~ \mu \varepsilon$



 $\varepsilon v \tau o ́ s ~ \tau \eta \varsigma ~ \sigma \tau \varepsilon \rho \varepsilon \alpha ́ \varsigma ~ \gamma \omega v i ́ \alpha \varsigma ~ \alpha v i ́ \chi v \varepsilon v \sigma \eta \varsigma ~ \Omega$, $\alpha \pi o ́ ~ \mu ı \alpha ~ \alpha v \tau i ́ \delta \rho \alpha \sigma \eta ~ x ~ \sigma \tau \eta ~ \gamma \omega v i ́ \alpha ~ \theta, ~ \gamma i \alpha ~ \varepsilon v \varepsilon ́ \rho \gamma \varepsilon ı \alpha ~ \delta \varepsilon ́ \sigma \mu \eta \varsigma ~$ E, $\delta i ́ v \varepsilon \tau \alpha \iota \alpha \pi o ́ ~ \tau \eta ~ \sigma \chi \varepsilon ́ \sigma \eta ~ 2.1, ~ \sigma \varepsilon ~ \alpha v \alpha \lambda o \gamma i ́ \alpha ~ \mu \varepsilon ~ \tau \eta \nu ~ \varepsilon \xi ́ i ́ \sigma \omega \sigma \eta ~ 1.1 . ~$

$$
Y_{x}=\left(\frac{d \sigma}{d \Omega}\right)_{x}(Q \Omega) N_{t, x}
$$









$$
\left(\frac{d \sigma}{d \Omega}\right)_{x}=\left(\frac{d \sigma}{d \Omega}\right)_{A u} \frac{Y_{x}}{Y_{A u}} \frac{N_{t, A u}}{N_{t, x}}
$$





### 2.1. M $\varepsilon \lambda \varepsilon ́ \tau \eta \eta+{ }^{7} \mathbf{L i} \kappa \alpha \iota \mathbf{p}+{ }^{19} \mathbf{F}$





 $\alpha v \alpha ́ \lambda v \sigma \eta, \alpha \lambda \lambda \alpha ́ \kappa \alpha \iota \tau \eta v \pi \varepsilon \rho i ́ \pi \tau \omega \sigma \eta \tau \omega v{ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{1}\right){ }^{16} \mathrm{O} \kappa \alpha \downarrow{ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{2}\right){ }^{16} \mathrm{O} \alpha v \tau \iota \delta \rho \alpha ́ \sigma \varepsilon \omega v$. Oı коричє́ऽ




 $\alpha v \alpha \gamma v ต ́ \rho ı \sigma \eta$ коричต́v.








$$
\frac{N_{t, A u}}{N_{t, L i, F}}=0.028 \pm 0.001
$$


























$\Sigma \chi \eta ́ \mu \alpha$ 2.2: $\Delta 1 \alpha \varphi о \rho \iota \kappa \varepsilon ́ \varsigma ~ \varepsilon v \varepsilon \rho \gamma \varepsilon ́ \varsigma ~ \delta ı \alpha \tau о \mu \varepsilon ́ \varsigma ~ \gamma ı \alpha ~ \tau \eta \nu \alpha \nu \tau i ́ \delta \rho \alpha \sigma \eta{ }^{7} \operatorname{Li}\left(\mathrm{p}, \mathrm{p}_{0}\right)^{7} \mathrm{Li} \sigma \tau \iota \varsigma 140^{\circ}, 150^{\circ}, 160^{\circ}$ к $\alpha 1170^{\circ}$


$\Sigma \chi \eta ́ \mu \alpha$ 2.3: $\Delta 1 \alpha \varphi о \rho \iota к \varepsilon ́ \varsigma ~ \varepsilon v \varepsilon \rho \gamma \varepsilon ́ \varsigma ~ \delta ı \alpha \tau о \mu \varepsilon ́ \varsigma ~ \gamma ı \alpha ~ \tau \eta \nu ~ \alpha \nu \tau i ́ \delta \rho \alpha \sigma \eta{ }^{7} \operatorname{Li}\left(\mathrm{p}, \mathrm{p}_{1}\right)^{7} \mathrm{Li} \sigma \tau ı \varsigma 140^{\circ}, 150^{\circ}, 160^{\circ}$ каı $170^{\circ}$
















 SigmaCalc [25] ( $\varepsilon \omega \varsigma ~ 1730 \mathrm{keV}$ ), סívєı $\gamma \varepsilon v ı \kappa \alpha ́ ~ \varepsilon v \varepsilon \rho \gamma \varepsilon ı \alpha \kappa \varepsilon ́ \varsigma ~ \pi \varepsilon \rho ı \chi \varepsilon ́ \varsigma ~ \mu \varepsilon ~ \alpha \rho \kappa \varepsilon \tau \alpha ́ ~ к \alpha \lambda \eta ́ ~ \sigma ט \mu \varphi \omega v i ́ \alpha ~$






 $\mathrm{p}+{ }^{7} \mathrm{Li} \kappa \alpha \mathrm{p} \mathrm{p}+{ }^{19} \mathrm{~F}$.

### 2.2 Mè $\dot{\varepsilon} \tau \eta \mathrm{d}+{ }^{\text {nat }} \mathrm{Mg}$








 $\beta \dot{\mu} \mu \alpha(2-5 \mathrm{keV})$ каı $\pi \varepsilon \rho \iota \sigma \sigma o ́ \tau \varepsilon \rho \varepsilon \varsigma ~ \gamma \omega v i ́ \varepsilon \varsigma ~ \alpha v i ́ \chi v \varepsilon v \sigma \eta \varsigma ~\left(\sigma u v o \lambda ı \kappa \alpha ́ ~ \sigma \tau ı \varsigma ~ 55^{\circ}, 70^{\circ}, 90^{\circ}, 125^{\circ}, 140^{\circ}\right.$,










 $\beta \rho \varepsilon ́ \theta \eta \kappa \varepsilon$ í $\sigma о \varsigma ~ \mu \varepsilon$ :

$$
\frac{N_{t, T a}}{N_{t,{ }^{n a t} M_{g}}}=0.038 \pm 0.002
$$










 бט́vӨรєov $\pi \cup \rho \eta ́ v a$.




## 





 $\pi \alpha \rho \alpha ́ \gamma о v \tau \varepsilon \varsigma ~ \pi о v ~ \varepsilon \pi \eta \rho \varepsilon \alpha ́ \zeta о v v ~ \tau о ~ \alpha v \tau i ́ \sigma \tau о \downarrow \chi о ~ \varphi \alpha ́ \sigma \mu \alpha, ~ \oplus ́ \sigma \tau \varepsilon ~ o l ~ \pi ı \theta \alpha v \varepsilon ́ \varsigma ~ \delta ı \alpha \varphi о \rho \varepsilon ́ \varsigma ~ \sigma \tau \eta v ~ \tau \varepsilon \lambda ı к \eta ́ ~$








 $\tau \omega v \varepsilon v \varepsilon \rho \gamma \omega ́ v \delta 1 \alpha \tau о \mu \omega ́ v$.
 $\delta 1 \alpha \tau \rho ß \eta ́ \varsigma \alpha \varphi о \rho о и ́ v \tau \alpha \varepsilon \xi \dot{\prime} \varsigma:$

 $\mathrm{keV}(\Gamma=110 \mathrm{eV}), \tau \eta \varsigma{ }^{13} \mathrm{C}(\mathrm{p}, \gamma) \sigma \tau \alpha 1745 \mathrm{keV}(\Gamma=340 \mathrm{eV}) \kappa \alpha \downarrow \tau \eta \varsigma{ }^{32} \mathrm{~S}(\mathrm{p}, \mathrm{p} \gamma) \sigma \tau \alpha 3379 \mathrm{keV}$




 к $\alpha l$ straggling $\mu \varepsilon ́ \sigma \alpha$ бто o兀ó $о$ (Ziegler-Biersack-Littmark [6] каı Chu \& Yang [20,11]








 $\delta \iota \pi \lambda \varepsilon ́ \varsigma \kappa \cup \rho i ́ \omega \varsigma ~ \sigma \kappa \varepsilon \delta \alpha ́ \sigma \varepsilon ı \varsigma ~ \tau \eta \varsigma ~ \delta \varepsilon ́ \sigma \mu \eta \varsigma ~ \sigma \varepsilon \mu \varepsilon \gamma \dot{\alpha} \lambda \varepsilon \varsigma \gamma \omega v i ́ \varepsilon \varsigma) ~ \mu \varepsilon ́ \sigma \alpha ~ \sigma \tau о ~ \sigma \tau o ́ \chi o . ~ T o ~ \varphi \alpha ı v o ́ \mu \varepsilon v o ~ \alpha v \tau o ́ ~$










 $\pi \alpha \sigma \tau i \lambda \lambda \alpha$.



 $\pi \alpha \rho \alpha ́ \delta \varepsilon \imath \gamma \mu \alpha$ крі́vєєаı $\alpha \pi \alpha \rho \alpha i ́ \tau \eta \tau \eta ~ \gamma 1 \alpha \tau \eta \nu$ каvоvıколоі́ךбๆ.
7) $\kappa \alpha \imath \tau \eta \nu \alpha \pi о \varphi \cup \gamma \eta ́ ~ \tau о v$ pile-up, краєळ́v $\tau \alpha \varsigma ~ \tau о ~ \rho \varepsilon v ́ \mu \alpha ~ \sigma \tau о ~ \sigma \tau o ́ \chi o ~ \chi \alpha \mu \eta \lambda o ́ ~(~ \sigma \tau \alpha \sim 5 n A) . ~$





 $\xi \varepsilon \pi \varepsilon ́ \rho \alpha \sigma \varepsilon \tau о \sim 4 \%$.

### 3.1 Benchmarking $\sigma \tau \iota \varsigma \mu \varepsilon \lambda \varepsilon ́ \tau \varepsilon \varsigma ~ p+{ }^{7} L i, p+{ }^{19} \mathbf{F} \kappa \alpha \iota d+{ }^{\text {nat }} \mathbf{M g}$




 $\sigma \chi \varepsilon ́ \sigma \eta ~ 2.2), ~ o \delta \eta \gamma \varepsilon i ́ ~ \sigma \varepsilon ~ \sigma v \sigma \chi \varepsilon \tau \iota \sigma \mu \varepsilon ́ v \alpha ~ \alpha \pi о \tau \varepsilon \lambda \varepsilon ́ \sigma \mu \alpha \tau \alpha ~ \gamma ı \alpha ~ o ́ \lambda \varepsilon \varsigma ~ \tau \iota \varsigma ~ \alpha v \tau \iota \delta \rho \alpha ́ \sigma \varepsilon ı \varsigma ~\left(p+{ }^{7} \mathrm{Li}, \mathrm{p}+{ }^{19} \mathrm{~F}\right) \kappa \alpha \downarrow$






 $\tau \downarrow \mu \varepsilon ́ \varsigma ~ \delta ı \alpha \varphi о \rho ı к \omega ́ v ~ \varepsilon v \varepsilon \rho \gamma \omega ́ v ~ \delta ı \alpha \tau о \mu \omega ́ v ~ \tau \eta \varsigma ~ \pi \alpha \rho о v ́ \sigma \alpha \varsigma ~ \mu \varepsilon \lambda \varepsilon ́ \tau \eta \varsigma, ~ \varepsilon v \omega ́ ~ o ı ~ \pi \varepsilon ı \rho \alpha \mu \alpha \tau ı к \varepsilon ́ \varsigma ~ \mu \varepsilon \tau \rho \eta ́ \sigma \varepsilon ı \varsigma ~ \mu \varepsilon ~$



 $\alpha \nu \tau \iota \delta \rho \alpha ́ \sigma \varepsilon \iota \varsigma ~ p+{ }^{7}$ Li каı p+ ${ }^{19}$ F $\pi$ ov $\mu \varepsilon \lambda \varepsilon \tau \eta \eta^{\theta} \eta \kappa \alpha v$.


 $\chi \rho \eta \sigma \mu о \pi о$ о́vтац тоv кю́ठıка SIMNRA.



 $\varepsilon \pi \iota \kappa \varepsilon v \tau \rho \dot{v} v{ }^{2} \tau \alpha \varsigma \tau \eta \nu \alpha v \alpha ́ \lambda v \sigma \eta \quad \sigma \tau \iota \varsigma(\mathrm{~d}, \mathrm{p}) \alpha v \tau \iota \delta \rho \alpha ́ \sigma \varepsilon \iota \varsigma$.




### 3.2 Benchmarking $\sigma \tau \alpha \delta \varepsilon \delta о \mu \varepsilon ́ v \alpha \gamma 1 \alpha(p, p) \sigma \varepsilon{ }^{23} \mathrm{Na},{ }^{31} \mathrm{P},{ }^{\text {nat }} \mathrm{S} \kappa \alpha{ }^{\text {nat }} \mathrm{Si}$



 evaluated $\delta ı \alpha \varphi о \rho \iota \kappa \varepsilon ́ s ~ \varepsilon v \varepsilon \rho \gamma \varepsilon ́ s ~ \delta ı \alpha \tau о \mu \varepsilon ́ s ~(S i g m a C a l c ~[25]), ~ \alpha \xi ı ю \lambda о \gamma \eta ́ \theta \eta \kappa \alpha \nu ~ \mu \varepsilon ~ b e n c h m a r k i n g ~$





 то $\sigma \eta ́ \mu \alpha ~ \alpha \pi o ́ ~ \tau о ~ \beta \alpha \rho v ́ ~ \sigma \tau о \chi \chi \varepsilon i ́ o ~ \tau о v ~ к \alpha ́ \theta \varepsilon ~ \sigma \tau о ́ \chi о v ~(\sigma \tau ı \varsigma ~ \chi \alpha \mu \eta \lambda \varepsilon ́ \varsigma ~ \varepsilon v \varepsilon ́ \rho \gamma \varepsilon є \varepsilon \varsigma ~ \eta ~ \sigma \kappa \varepsilon ́ \delta \alpha \sigma \eta ~ \pi \rho \omega \tau о v i ́ \omega v ~$
 $\kappa \alpha ́ \theta \varepsilon \mu \varepsilon ́ \tau \rho \eta \sigma \eta \varsigma$.

## ${ }^{\text {nat }} \mathbf{S i}(\mathbf{p}, \mathbf{p}) \kappa \boldsymbol{\kappa}{ }^{\text {nat }} \mathbf{S}(\mathbf{p}, \mathbf{p})$

Oı $\theta \varepsilon \omega \rho \eta \tau \iota \kappa \varepsilon ́ \varsigma \tau \mu \varepsilon ́ \varsigma$ (evaluated) $\alpha \pi o ́ ~ \tau o ~ S i g m a C a l c ~ \tau \eta \varsigma ~ \delta ı \alpha \varphi о \rho ı к \eta ́ \varsigma ~ \varepsilon v \varepsilon \rho \gamma о и ́ ~ \delta ı \alpha \tau о \mu \eta ́ s ~ \gamma ı \alpha ~ \tau \eta \nu$ $\sigma \kappa \varepsilon ́ \delta \alpha \sigma \eta^{\text {nat }} \mathrm{Si}(\mathrm{p}, \mathrm{p}) \varphi \tau \alpha ́ v o v \nu \tau \eta \nu \varepsilon v \varepsilon ́ \rho \gamma \varepsilon \iota \alpha \tau \omega \nu 3 \mathrm{MeV}(\varepsilon v \varepsilon ́ \rho \gamma \varepsilon 1 \alpha \delta \varepsilon ́ \sigma \mu \eta \zeta), \varepsilon v \dot{\prime} \gamma 1 \alpha \tau \eta v{ }^{\text {nat }} \mathrm{S}(\mathrm{p}, \mathrm{p}) \tau \alpha$ $3.5 \mathrm{MeV} . \mathrm{M} \varepsilon \tau \alpha$ 甲о́б $\mu \alpha \tau \alpha \tau \eta \varsigma \pi \alpha \rho о v ́ \sigma \alpha \varsigma ~ \mu \varepsilon \lambda \varepsilon ́ \tau \eta \varsigma ~ \varepsilon \pi \alpha \lambda \eta \theta \varepsilon v ́ \tau \eta \kappa \alpha \nu$ or $\tau \mu \varepsilon ́ \varsigma ~ \gamma ı \alpha \tau \eta \nu{ }^{\text {nat }} \mathrm{Si}(\mathrm{p}, \mathrm{p})$ $\mu \varepsilon ́ \chi \rho ı \tau \alpha 2.3 \mathrm{MeV} \kappa \alpha \imath \gamma 1 \alpha \tau \eta \nu^{\text {nat }} \mathrm{S}(\mathrm{p}, \mathrm{p}) \mu \varepsilon ́ \chi \rho ı \tau \alpha 3.2 \mathrm{MeV}$, $\alpha v \alpha \pi \alpha \rho \alpha ́ \gamma o v \tau \alpha \varsigma \tau \alpha \pi \varepsilon \imath \alpha \mu \alpha \tau \kappa \alpha ́$




 $\sigma \eta \mu \alpha \nu \tau \iota \kappa \varepsilon ́ \varsigma ~ \delta \iota \alpha \varphi о \rho \varepsilon ́ \varsigma ~ \alpha v \alpha ́ \mu \varepsilon \sigma \alpha ~ \sigma \tau \alpha ~ \pi \varepsilon \imath \rho \mu \alpha \tau \iota \kappa \alpha ́ ~ \kappa \alpha l ~ \sigma \tau \alpha ~ \pi \rho о \sigma о \mu о ю \omega \mu \varepsilon ́ v \alpha ~ \varphi \alpha ́ \sigma \mu \alpha \tau \alpha$, о́ $\pi \omega \varsigma$甲аívยтаl $\sigma \tau о ~ \Sigma \chi \eta ́ \mu \alpha ~ 3.4 ~ \alpha \rho ı \sigma \tau \varepsilon \rho \alpha ́ . ~ T \alpha ~ \varphi \alpha ́ \sigma \mu \alpha \tau \alpha ~ \tau \eta \varsigma ~ \pi \alpha \rho о v ́ \sigma \alpha \varsigma ~ \varepsilon р \gamma \alpha \sigma i ́ \alpha \varsigma ~ \sigma u v \varepsilon ́ \beta \alpha \lambda \alpha \nu ~ \sigma \tau \eta v$
 $\Delta \rho$. A.F. Gurbich) $\delta i ́ v o v \tau \alpha \varsigma ~ \delta ı \rho \theta \omega \mu \varepsilon ́ v \varepsilon \varsigma ~ \tau ч \mu \varepsilon ́ s ~ \sigma \tau \eta ~ v \varepsilon ́ \alpha ~ \varepsilon ́ к \delta о \sigma \eta ~ S i g m a C a l c ~ 2.0 ~ \pi o v ~$








 $\varepsilon \nu \varepsilon \rho \gamma \varepsilon ́ \varsigma \delta \iota \alpha \tau о \mu \varepsilon ́ \varsigma \alpha \pi o ́ ~ \tau o ~ S i g m a C a l c . ~$




 $\tau \eta \chi \rho \eta ́ \sigma \eta \tau 0 \cup \varsigma$.

## ${ }^{23} \mathrm{Na}(\mathbf{p}, \mathrm{p}) \kappa \alpha{ }^{31} \mathbf{P}(\mathrm{p}, \mathrm{p})$






 $\kappa \alpha \lambda \eta ́, ~ о ́ \pi \omega \varsigma ~ \varphi \alpha i ́ v \varepsilon \tau \alpha ı ~ \sigma \tau о ~ \Sigma \chi \eta ́ \mu \alpha 3.5 ~ \alpha \rho ı \sigma \tau \varepsilon \rho \alpha ́ . ~ E \xi \alpha ı \tau i ́ \alpha \varsigma ~ o ́ \mu \omega \varsigma ~ \tau \eta \varsigma ~ \chi \alpha \mu \eta \lambda \eta ́ \varsigma ~ \sigma \tau \alpha \tau ı \sigma \tau ı \kappa \eta ́ \varsigma ~(\mu \varepsilon \tau \alpha ́$

 $\alpha v \alpha \lambda v \theta$ ov́v каvovıка́, v $\alpha \dot{\rho} \rho \chi \circ v v \mu o ́ v o ~ \tau \alpha ~ \pi \varepsilon \imath \rho \alpha \mu \alpha \tau \iota \kappa \alpha ́ ~ \delta \varepsilon \delta o \mu \varepsilon ́ v \alpha ~ \alpha \pi o ́ ~ \tau \eta ~ \mu \varepsilon \lambda \varepsilon ́ \tau \eta ~ \tau \omega v ~ A . ~ C a c i o l l i ~$ et al. [89] $\sigma \tau о$ єv́ $\rho о \varsigma ~ 2.21-5.2 ~ M e V, ~ \tau \alpha ~ о \pi о i ́ \alpha ~ о \delta \eta \gamma о v ́ v ~ \sigma \varepsilon ~ \pi о \lambda v ́ ~ к \alpha \lambda \eta ́ ~ \alpha \nu \alpha \pi \alpha \rho \alpha \gamma \omega \gamma \eta ́ ~ \tau \omega v$


 єvย́ $\rho \gamma \varepsilon \varepsilon \varsigma$.


 $\varepsilon v \varepsilon \rho \gamma \varepsilon ́ \varsigma \delta \iota \alpha \tau \circ \mu \varepsilon ́ \varsigma ~ \alpha \pi o ́ ~ \tau o ~ S i g m a C a l c ~(~ \alpha \rho ı \sigma \tau \varepsilon \rho \alpha ́) ~ \kappa \alpha ı ~ \tau \alpha ~ \delta \varepsilon \delta o \mu \varepsilon ́ v \alpha ~ \tau \omega v ~ A . ~ C a c i o l l i ~ e t ~ a l . ~(~(\delta \varepsilon \xi ̆ \alpha ́) . ~$.






 K.V. Karadzhev et al. [90] $\pi$ ov $\varphi \tau \alpha ́ v o v v ~ \omega \varsigma ~ \tau \alpha ~ 3.5 ~ M e V, ~ v \pi \alpha ́ \rho \chi о v v ~ \sigma \eta \mu \alpha \nu \tau \imath \kappa \varepsilon ́ \varsigma ~ \alpha \pi о к \lambda i ́ \sigma \varepsilon ı \varsigma ~ \tau \omega v ~$





 evaluated $\delta \iota \alpha \varphi о \rho ı \kappa \varepsilon ́ \varsigma ~ \varepsilon v \varepsilon \rho \gamma \varepsilon ́ \varsigma ~ \delta ı \alpha \tau о \mu \varepsilon ́ \varsigma ~ \alpha \pi o ́ ~ \tau о ~ S i g m a C a l c ~ \gamma ı \alpha ~ \tau ı \varsigma ~ \chi \alpha \mu \eta \lambda \varepsilon ́ \varsigma ~ \varepsilon v \varepsilon ́ \rho \gamma \varepsilon є \varsigma ~(~(\pi \alpha ́ v \omega) ~ к \alpha ı ~ \tau \alpha ~$ $\delta \varepsilon \delta o \mu \varepsilon ́ v \alpha \tau \omega v$ K.V. Karadzhev et al. (кд́t $\omega$ ).

## 










 $\gamma ı \alpha \kappa \alpha ́ \theta \varepsilon ~ \gamma \omega v i ́ \alpha ~ \alpha v i ́ \chi v \varepsilon v \sigma \eta \varsigma, ~ \sigma \tau о \imath \chi \varepsilon ı \theta \varepsilon \tau \omega ́ v \tau \alpha \varsigma ~ \varepsilon ́ \tau \sigma ı ~ \tau \alpha ~ \pi \rho о \tau \varepsilon ı v o ́ \mu \varepsilon v \alpha ~ \theta \varepsilon \omega \rho \eta \tau ı \kappa \alpha ́ ~(r e c o m m e n d e d-~$ evaluated) $\delta \varepsilon \delta o \mu \varepsilon ́ v \alpha$.






 $\alpha v \tau i ́ \delta \rho \alpha \sigma \eta \varsigma$ ( $\varepsilon 1 \sigma o ́ \delta o v ~ \kappa \alpha ı ~ \varepsilon \xi o ́ \delta o v), ~ \eta ~ \sigma v v \alpha ́ \rho \tau \eta \sigma \eta ~ \sigma к \varepsilon ́ \delta \alpha \sigma \eta \varsigma ~ \kappa \alpha ı ~ \eta ~ \varepsilon v \varepsilon \rho \gamma o ́ \varsigma ~ \delta ı \alpha \tau о \mu \eta ́, ~ \varepsilon v \omega ́ ~ \tau о ~$
 $\mu \varepsilon ́ \rho \eta ~ \mu \varepsilon ~ \tau ı \zeta ~ \kappa \alpha \tau \alpha ́ \lambda \lambda \eta \lambda \varepsilon \varsigma ~ \sigma v v o \rho ı \alpha \kappa \varepsilon ́ \varsigma ~ \sigma v v \theta ŋ ́ \kappa \varepsilon \varsigma ~ \tau \omega v ~ \alpha v \tau i ́ \sigma \tau о \chi \chi \omega v ~ к v \mu \alpha \tau о \sigma v v \alpha \rho \tau \eta ́ \sigma \varepsilon \omega v, ~ \eta$




## 

 [98], $\gamma 1 \alpha$ тๆv $\varepsilon \lambda \alpha \sigma \tau ı \kappa \grave{\prime} \sigma \kappa \varepsilon ́ \delta \alpha \sigma \eta ~ \pi \rho \omega \tau о v i ́ \omega v ~ \alpha \pi o ́ ~ \varphi \theta o ́ \rho ı ~ \varepsilon \pi \varepsilon \kappa \tau \varepsilon i ́ v o v \tau \alpha \varsigma ~ \tau \alpha ~ \eta ́ \delta \eta ~ v \pi \alpha ́ \rho \chi о v \tau \alpha$




















 ${ }^{20} \mathrm{Ne} \mu \varepsilon \mu \kappa \rho \varepsilon ́ \varsigma ~ \varepsilon v \varepsilon \rho \gamma \varepsilon ı \alpha \kappa \dot{\varsigma} \mu \varepsilon \tau \alpha \tau о \pi i ́ \sigma \varepsilon ı \varsigma ~ \kappa \alpha l ~ \alpha \lambda \lambda \alpha \gamma \varepsilon ́ \varsigma ~ \sigma \tau \alpha ~ \varepsilon v ́ \rho \eta ~ Г ~ \kappa \alpha ı ~ \pi \rho о \sigma \theta \varepsilon ́ \tau о v \tau \alpha \varsigma ~ \mu ı \alpha ~ \sigma \tau \alpha ́ \theta \mu \eta ~$ $\sigma \tau \alpha 14.669 \mathrm{MeV}\left(2^{-}\right) \mu \varepsilon \Gamma_{\mathrm{p}}=6.4 \mathrm{keV}$ каı $\Gamma=16 \mathrm{keV}$ סí $\pi \lambda \alpha \sigma \tau \eta v \alpha \mu \varphi i ́ \beta o \lambda \eta \sigma \tau \alpha ́ \theta \mu \eta \mu \varepsilon \gamma \alpha ́ \lambda o v$






 4.1.







Ta $\delta ı \alpha \theta \varepsilon ́ \sigma \mu \mu \alpha$ benchmarking фव́б $\mu \alpha \tau \alpha \chi \rho \eta \sigma \mu о \pi о \iota \omega ́ v \tau \alpha \varsigma ~ \pi \alpha \sigma \tau i ́ \lambda ı \alpha ~ \mathrm{ZnF}_{2}$ pellet $\sigma \tau \alpha 1730 \kappa \alpha ı$




 $7 \% \tau \alpha \pi \varepsilon \iota \rho \alpha \mu \alpha \tau \iota \kappa \alpha ́ ~ \varphi \alpha ́ \sigma \mu \alpha \tau \alpha, \varepsilon \pi \alpha \lambda \eta \theta \varepsilon v ́ o v \tau \alpha \varsigma ~ \tau ı \varsigma ~ e v a l u a t e d ~ \tau \jmath \mu \varepsilon ́ \varsigma ~ \delta ı \alpha \varphi о р ı к \omega ́ v ~ \varepsilon v \varepsilon \rho \gamma \omega ́ v ~ \delta ı \alpha \tau о \mu \omega ́ v ~$



 $\pi \alpha \rho о v ́ \sigma \alpha \varsigma \mu \varepsilon \lambda \varepsilon ́ \tau \eta \varsigma$.

## 5. Прооттькย์ऽ







 $\alpha v \tau o ́ ~ \varepsilon i ́ v \alpha ı ~ \pi о \lambda \nu ́ ~ \sigma \eta \mu \alpha \nu \tau ı \kappa o ́ ~ v \alpha ~ \varepsilon \lambda \varepsilon \gamma \chi \theta$ ov́v ó $\lambda \varepsilon \varsigma$ oı $\tau \mu \varepsilon ́ \varsigma ~ \kappa \alpha ı ~ \varepsilon ı \delta ı \alpha ́ ~ \tau \alpha ~ e v a l u a t e d ~ \delta \varepsilon \delta o \mu \varepsilon ́ v \alpha ~ \pi o v ~$
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#### Abstract

The Ion Beam Analysis (IBA) techniques are a powerful tool to investigate in a non-invasive way the near-surface composition of a material. To this purpose, the object to be analyzed is used as a target for a beam of accelerated charged particles. The interactions of the beam particles with the atoms (or the nuclei) of the target material induce from the latter the emission of secondary radiation (X-rays, gamma rays, particles), having an energy characteristic of the emitting atom or nucleus. Suitable detectors are then used to collect and discriminate in energy the emitted radiation. In the case of emitted particles their energy also depends on the energy losses both of projectiles and registered particles on the paths traversing by them in the sample before and after the interaction respectively. This makes it possible not only to detect an element but also to determine the depth profile of its concentration in a single measurement. Ion Beam Analysis techniques are thus implemented on a wide variety of applications, ranging from environmental studies, cultural heritage and geology to semiconductor, metallurgy and chemistry.

Among the IBA techniques, EBS (Elastic Backscattering Spectroscopy) and NRA (Nuclear Reaction Analysis), depending on the interaction occurring in the target between the accelerated particles and the atomic nuclei, are especially suited for light element detection, which generally constitutes a great challenge in the field. The application of these methods requires the determination of the differential cross sections used in the concentration calculations, over a wide range of energies and detection angles with the highest possible accuracy. The theoretically evaluated cross-section data are the most reliable ones to be used in such analytical studies, since they involve a critical assessment of the available experimentally determined cross sections, followed by a proper tuning of the corresponding nuclear model parameters. The existing experimental data are quite scarce and discrepant in many cases, hindering both their direct use in implementing the aforementioned IBA techniques and the corresponding evaluation process, thus limiting the applicability of both EBS and NRA.

My dissertation's contribution in this field mainly involves the measurement of selected reactions critical for EBS and NRA purposes. Using these reactions, natural magnesium, fluorine and lithium can be accurately determined in near surface layers of materials. Part of my research also involves the development of an experimental procedure, called benchmarking, for the validation of charged particle differential cross section datasets, which is indeed of great importance for all analytical applications. Benchmarking is an integral experiment that needs to


be very carefully designed and performed, since a great number of parameters need to be investigated and accurately determined. Benchmarking is actually in many ways critical for the implementation of EBS and NRA techniques in material analysis, besides the validation of differential cross-section data, since it also provides feedback for the adjustment of the parameters of the nuclear model used in the evaluation procedure. Moreover, it can facilitate the extension of the existing evaluations to higher energies, it can help in assigning realistic uncertainties to the cross sections, and it can also indicate recommended experimental datasets to be used in analysis in the absence of theoretically evaluated ones.

The theoretical approach of the elastic scattering and particularly the scattering theory, along with the subsequent theoretical models used in the evaluation procedure of the cross section data, is also presented in this dissertation. Namely, the case of the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{0}\right)$ elastic scattering was studied, performing R-matrix calculations with the use of the AZURE code.

## CHAPTER 1

## ION BEAM ANALYSIS

The aim of this chapter is to present an overview of the Ion Beam Analysis (IBA) fundamentals. Starting from an overview of the corresponding theory, not only concerning the related nuclear physics concepts and models, but also concerning the experimental features present in the corresponding spectrometry, this chapter presents the important aspects of Ion Beam Analysis. All the nuclear techniques used in this field are briefly described here, while the basic ones are throughout analyzed. The implementation of these techniques is investigated in all aspects, proving the importance and the critical role of the differential cross sections of the studied nuclear reactions. The subsequent motivation of the present thesis in this field is eventually presented in the end of this chapter.

Ion Beam Analysis is a powerful tool in the general field of applied nuclear physics, to study the near-surface composition of a material in a non-destructive way, with the use of an accelerated ion beam impinging on the sample of interest (target). The quantification and the depth profiling of an element in a sample is achieved by detecting the emitted radiation (particles, gamma-rays, X-rays) after the interaction between the charged particles of the beam and the nuclei or the atoms of the target, as sketched in Figure 1.1. The energy of the emitted radiation is characteristic for each interaction, enabling the determination of elemental or isotopic concentration in depth. IBA techniques are therefore implemented on a wide variety of applications, ranging from environmental studies, cultural heritage, geology, to semiconductor, metallurgy and chemistry.


Figure 1.1: Schematics of the processes exploited by Ion Beam Analysis indicating the most commonly used techniques, detecting the corresponding outgoing particle or radiation.

### 1.1 General features of theory

An overview of the interaction between the projectiles and the nuclei of the target is described in this section, in order to present the main features of the underlying nuclear physics. Among all the reaction mechanisms, that are mentioned here, the elastic scattering theory is in more detail analyzed, in order to reveal the differences between the potential scattering and the compound nucleus scattering, as illustrated in section 1.1.2, characterizing the corresponding IBA techniques. The application of these techniques, determined by the corresponding spectrometry, is totally related to phenomena occurring during the experimental procedure. The theoretical assessment of these spectrometry features plays a key role in the implementation of the techniques and is therefore also presented below.

### 1.1.1 Reaction mechanisms

The contributing reaction mechanisms for the projectile-nucleus interaction are sketched in the following figure 1.2 in chronological series of occurrence, showing the connection between all processes. Only the main categorization of the reactions is, however, briefly described here, concerning a light charged-particle beam, which is the case study in this dissertation.

As sketched in Figure 1.2, after the first interaction, the projectile may leave the nucleus immediately by a direct reaction or interact with a nucleon and start a cascade of nucleonnucleon interactions from which pre-equilibrium emission may occur. During this cascade, the energy is shared among an increasing number of nucleons until the eventual formation of the compound nucleus, which may decay into the elastic or any of the reaction channels that are allowed energetically.


Figure 1.2 Direct, pre-compound and compound nucleus contributions to a nuclear reaction [based on

The combination of the shape and the compound elastic processes gives the measured elastic scattering cross section, while the direct, pre-equilibrium and compound nucleus inelastic processes combine to give the inelastic cross sections concerning all the other non elastic reactions.

It should be noted here that the contribution of each mechanism depends mainly on the beam energy and on the projectile-target combination and is actually a subject of investigation most of the times, as analyzed in the following section (1.1.2).

## a) Direct reactions

The direct reactions take place in the time the projectile takes to traverse the target nucleus, typically around $10^{-22} \mathrm{~s}$. In these processes the projectile may interact with a nucleon or a group of nucleons or the whole nucleus (potential scattering) and emission takes place immediately. Exactly because of the momentum transfer to a small amount of nucleons or due to the form of Coulomb potential (scattering), there is a strong forward angular dependence for this kind of reactions. The simplest direct reaction is elastic scattering, which leaves the target nucleus in the ground state. It is also called potential or shape elastic scattering, because it proceeds through the direct interaction of a single bombarding particle with a potential well, representing the nucleus. Protons at very low energies for example, are repelled by the electrostatic field of the nucleus (Coulomb) and are scattered elastically with a cross section given by the Rutherford formula, which is described in the following section concerning the scattering theory (1.1.2). Inelastic scattering predominantly excites collective states, one nucleon transfer reactions excite single-particle states and multinucleon transfer excites cluster states.

Most of our knowledge of nuclear structure comes from direct reaction studies (for example the ( $\mathrm{d}, \mathrm{p}$ ) ones), measuring the absolute cross section for exciting each state, the angular distribution of the emitted particles and if possible their polarization.

## b) Compound nucleus reactions

In these reactions the projectile is captured (absorbed) by the target nucleus producing an intermediate compound nucleus, while its energy is shared and re-shared among all the nucleons of the compound nucleus until it reaches a state of statistical (thermal) equilibrium. After a time much longer than the time required by the projectile to cross the nucleus (to pass through the region occupied by the potential well of the nucleus), a nucleon or a group of nucleons near the
surface may receive enough energy to escape. This required time depends on the projectile energy and at low incident energies may be $10^{6}-10^{7}$ times greater than the transit time (the time of direct interaction) and at high incident energies it may be only about 10-100 times greater [1]. A typical lifetime for a compound nucleus, which is always highly excited because the absorbed particle brings both its kinetic and bond energy, is $\sim 10^{-14} \mathrm{~s}$. This statistical process, leads eventually to the decay of the compound nucleus with the emission of some particle, favoring the evaporation of particles with energy near the smallest possible energy to any direction (with front-back symmetry). If the excitation energy of the compound nucleus is high enough, several particles may be evaporated in sequence and the process continues until the energy of the nucleus is below the threshold for particle emission and then the energy emits $\gamma$-rays until it reaches the ground state. The compound elastic scattering case is the one of emitting the same particle as the absorbed one (projectile), after forming the compound nucleus, and leaving the residual nucleus (the re-formed original one) in ground state. This scattering is strongly affected by the structure of the compound nucleus, mainly concerning its energy levels, as further described in the following 1.1 .2 section. The nucleus may however decay in a variety of other ways, for example heavy compound nuclei may fission into two fragments of comparable mass.

Information gained from the study of compound nucleus processes includes the properties of the states of the compound nucleus, the mechanism of nuclear deexcitation including the role of the angular momentum and the nuclear deformation in affecting particle evaporation.

## c) Pre-equilibrium reactions

It is also possible that a particle is emitted neither immediately after a direct reaction, nor after a long time by the statistical decay of the compound nucleus. The projectile may share its energy among a small number of nucleons, which may further interact with other nucleons and during this cascade of nucleon-nucleon interactions through which the energy of the incident particle is progressively shared among the target nucleons, a particle may be emitted again to any direction long before the attainment of statistical equilibrium. These processes constitute the precompound or pre-equilibrium reaction mechanism. The study of these reactions is of great importance to investigate the mechanism of thermalization of the nucleus, i.e. the reaching of the statistical equilibrium state.

### 1.1.2 Scattering theory - cross section

The elastic scattering of the beam charged particles from the target nuclei depends on the interference of the Coulomb and the nuclear forces, as analyzed in this section. The penetration of the projectile in the nuclear-force short range depends mainly on the projectile energy and the target nucleus itself. This range leads actually to a strict demarcation between the regions where only long-range Coulomb forces or only nuclear forces operate, as the latter are at least 100 times greater than Coulomb forces at short distances of about 1 fm .

An atomic nucleus is a strongly bound system of nucleons located in a small domain with a typical radius $\mathrm{R}=\mathrm{R}_{0} \mathrm{~A}^{1 / 3}(\mathrm{fm})$ with $\mathrm{R}_{0}=1.1-1.5$ [2 - chapter 3] with a typical value of $\mathrm{R}_{0}=1.25 \mathrm{fm}$ [3], where A is the mass number. Considering the nucleus as a uniformly charged sphere of radius $R$, the dependence of the electrostatic potential energy on the distance $r$ for the projectilenucleus system, with charge z and Z respectively, is the following [2 - chapter 3]:

$$
V_{C}(r)= \begin{cases}\frac{Z z e^{2}}{r} & \text { for } r \geq R \\ \frac{Z z e^{2}}{2 R}\left(3-\frac{r^{2}}{R^{2}}\right) & \text { for } r \leq R\end{cases}
$$

The transition from repulsion to attraction for the combined Coulomb and nuclear potential, sketched in Figure 1.3 [2 - chapter 3], proceeds in a narrow region in the vicinity of the boundary of the nucleus ( $r_{1}$ and $r_{2}$ are the classical turning points). A charged particle should have sufficient kinetic energy T to overcome the Coulomb potential barrier of height $B_{C}=\frac{Z z e^{2}}{R}$ , in order to reach the range of nuclear forces. According to quantum mechanics, however, the particle can still penetrate through the barrier even in the case of having kinetic energy below the potential barrier, with its transparency D being given by the following equation. Therefore, nuclear reactions with low energetic charged particles are indeed feasible at energies below the potential barrier. The two regions of both forces, the long ranged Coulomb and the short ranged nuclear ones, are thereby interfering, thus mixing the corresponding two kinds of scattering, as further explained below.

$$
D \approx \exp \left[-\frac{2}{\hbar} \int_{r_{1}}^{r_{2}} \sqrt{2 \mu\left(V_{C}-T\right)} \mathrm{dr}\right]
$$

where $\mu=M m /(M+m)$ is the reduced mass.


Figure 1.3: The combined Coulomb and nuclear potential of a nucleus. The classical turning points for a particle with kinetic energy T are located at $\mathrm{r}_{1}$ and $\mathrm{r}_{2}$ [2 - chapter 3].

If the projectile-nucleus interaction is conditioned solely by the long range electric (Coulomb) forces, then the differential cross section $\frac{d \sigma}{d \Omega}$ of an elastic scattering event, generally defined as the probability of a reaction to occur, can be analytically calculated using the Rutherford formula, derived from the conservation of energy and angular momentum and defining the impact parameter $b$ as the perpendicular distance to the closest approach to the target nucleus (if the projectile were undeflected).

The differential cross section for the so-called Rutherford scattering $\frac{d \sigma_{R}}{d \Omega}$, which denotes the probability of a particle $\left(\mathrm{Z}_{1}, \mathrm{M}_{1}\right)$ with energy E to be scattered from a nucleus $\left(\mathrm{Z}_{2}, \mathrm{M}_{2}\right)$ to an angle $\theta$ per steradian $(\Omega)$, in the laboratory system, is given by:

$$
\frac{d \sigma_{R}}{d \Omega}(E, \theta)=\left(\frac{\mathrm{Z}_{1} \mathrm{Z}_{2} e^{2}}{4 E}\right) \frac{2\left[\left(M_{2}^{2}-M_{1}^{2} \sin ^{2} \theta\right)^{1 / 2}+\mathrm{M}_{2} \cos \theta\right]^{2}}{\mathrm{M}_{2} \sin ^{4} \theta\left(M_{2}^{2}-M_{1}^{2} \sin ^{2} \theta\right)^{1 / 2}}
$$

At short distances though, of the order of the range of the nuclear forces, simultaneous knowledge of the momentum and the impact parameter (distance-position) of the scattering particle is impossible according to Heisenberg's uncertainty principle. Consequently, no theory can in principle incorporate the nuclear forces for the determination of the particle trajectory. In this framework, quantum mechanics must be used instead of classical physics. In this region, elastic scattering differential cross sections deviate [3] from the Rutherford ones, exactly
because of the interference between the nuclear and Coulomb scattering, as mentioned above (see barrier transparency D). These phenomena can be studied and analyzed in the framework of quantum mechanics with the help of suitable models, as described in the next paragraphs.

The elastic scattering of two nuclei (projectile $\mathrm{m}_{1}$ with a target nucleus $\mathrm{m}_{2}$ ) can be described by the Schrödinger equation with a potential V , generally depending on the distance between the two particles, their spin and relative velocity [3]. Considering the coordinates of the two particles with vectors $r_{1}$ and $r_{2}$ relative to an arbitrary origin fixed in the laboratory frame of reference, the separation vector $\boldsymbol{r}=r_{1}-r_{2}$ is independent of the origin choice, while the vector $R_{C M}=\left(m_{1} r_{1}+m_{2} r_{2}\right) /\left(m_{1}+m_{2}\right)$ describes the motion of the center of mass system (CM) of the two particles in the laboratory one (LAB). By writing: $\boldsymbol{\psi}\left(\boldsymbol{r}_{1}, \boldsymbol{r}_{2}\right)=\boldsymbol{\psi}(\boldsymbol{r}) \chi\left(\boldsymbol{R}_{C M}\right)$, the Schrödinger equation for the total motion in the LAB system can be separated into two equations: one for the relative motion in the CM system and one for the motion of the centre of mass in the LAB system respectively, as follows [3]:

$$
\begin{gather*}
\nabla^{2} \psi(r)+\frac{2 \mu}{\hbar^{2}}\left(E_{c h}-V\right) \psi(r)=0 \\
\nabla^{2} \chi\left(R_{C M}\right)+\frac{2 M}{\hbar^{2}}\left(E_{L A B}-E_{c h}\right) \chi\left(R_{C M}\right)=0
\end{gather*}
$$

where $M=m_{1}+m_{2}, \mu=m_{1} m_{2} /\left(m_{1}+m_{2}\right)$ is the reduced mass of the two particles with the projectile $\left(\mathrm{m}_{1}\right)$ having kinetic energy $E_{L A B}$. Then the channel energy is $E_{c h}=\frac{m_{2}}{m_{1}+m_{2}} E_{L A B}$, being the only available energy to initiate reactions. The interaction potential V denotes the combined nuclear and Coulomb potential.

The second equation describes the uniform motion of the centre of mass in the LAB system. Taking the z -axis for this direction of motion of the center of mass (beam direction), the equation has the plane wave solution:

$$
\chi(z)=\exp \left\{i z\left[\frac{2 M}{\hbar^{2}}\left(E_{L A B}-E_{c h}\right)\right]^{\frac{1}{2}}\right\}
$$

It should be noted here that all the above calculations are non-relativistic, which is usually adequate for low energy nuclear reactions used in IBA. At higher energies, namely above 100 MeV , the corresponding relativistic equations must be used. These cases are beyond the scope of the present dissertation and are thus not included here.

The first equation, describing the interaction of two particles through a potential $\mathrm{V}(\mathrm{r})$, actually contains all the physics of the interaction. It indeed shows that the Schrödinger equation describing the motion of two interacting particles is equivalent to that of one particle with the reduced mass $\mu$ in one-body potential. The solution of this equation gives the elastic scattering cross section as a function of the incident energy, but an analytical solution is not possible to be obtained. Only approximate numerical solutions can be applied, as briefly shown in the subsequent analysis that follows.

An approximate solution when $\boldsymbol{E}_{\boldsymbol{c h}} \gg|\boldsymbol{V}(\boldsymbol{r})|$ is the following (first order Born approximation) [3]. For quantitative analysis the equation is considered in spherical coordinates giving a general solution $\psi$ of the following form, with the Legendre polynomial denoted as $P_{l}(\cos \theta)$, the radial wave function as $R_{k l}$ and a coefficient $A_{l}$, explained below. It is evident that each partial wave corresponds to particles moving with a given orbital momentum $l$ and is characterized by the $P_{l}(\cos \theta)$ angular distribution (partial wave expansion).

$$
\psi=\sum_{l=0}^{\infty} A_{l} P_{l}(\cos \theta) R_{k l}(r)
$$

Prior to scattering, the wave function $\psi$ for a particle with a given momentum p has the form of a plane wave $\boldsymbol{e}^{\boldsymbol{i k z}}$, expressed in spherical coordinates, considering that far from the center of scattering (at large distance r ) the radial function for each component $l$ can be represented in the form of two partial spherical waves, one convergent $e^{-i\left(k r-l \frac{\pi}{2}\right)}$ and one divergent $e^{i\left(k r-l \frac{\pi}{2}\right)}$ from the center of the interaction. The plane wave describing this initial stage of scattering is thus depicted with these spherical waves having equal amplitudes, as follows:

$$
\psi=e^{i k z}=\sum_{l=0}^{\infty} \frac{(2 l+1) i^{l}}{2 i k r} P_{l}(\cos \theta)\left[e^{i\left(k r-l \frac{\pi}{2}\right)}-e^{-i\left(k r-l \frac{\pi}{2}\right)}\right]
$$

where k is a propagation vector $k=\frac{p}{\hbar}=\frac{1}{\lambda}$ or $k^{2}=\frac{2 \mu}{\hbar}\left(E_{c h}-V\right) \approx \frac{2 \mu}{\hbar} E_{c h}$ with $\lambda$ the reduced de Broglie wavelength $\left(\lambda=\frac{\lambda}{2 \pi}\right)$

In the course of scattering, the plane wave interacts with the field of the nucleus $\mathrm{V}(\mathrm{r})$, giving rise to a spherical wave divergent from the center of the interaction to the $(\theta, \varphi)$ direction. In the case of azimuthal asymmetry around the z axis, as in the case of unpolarized particles and targets (considered spinless), it gets the form of:

$$
f(\theta) \frac{e^{i k r}}{r}
$$

The $1 / \mathrm{r}$ factor represents the decreasing of the flux in inverse proportionality to the square of distance $\left(\psi \psi^{*} \sim \frac{1}{r^{2}}\right)$, while $f(\theta)$ is the amplitude of the wave and $\theta$ the scattering angle.
In spherical coordinates, the additional divergent wave induces the $S_{l}$ coefficient at the divergent wave to the radial part $R_{k l}$, since the ratio between the two spherical partial waves changes. It has therefore the form of:

$$
R_{k l} \sim S_{l} e^{i\left(k r-l \frac{\pi}{2}\right)}-e^{-i\left(k r-l \frac{\pi}{2}\right)}
$$

In the case of elastic scattering though, the fluxes for the convergent and divergent should be equal, meaning that $\left|S_{l}\right|^{2}=1$. This factor can thus be written as follows:

$$
S_{l}=e^{2 i \delta_{l}}
$$

$\boldsymbol{\delta}_{\boldsymbol{l}}$ is called phase shift of the $\boldsymbol{l}$ th partial wave and it physically denotes the difference in the wave velocity in the presence of the nuclear force field inside the nucleus as illustrated in Figure 1.4 [2 - chapter 3]. In the elastic scattering they are real numbers, while in the case of inelastic ones they become complex, decreasing the amplitude of the divergent waves $\left(\left|S_{l}\right|^{2}<1\right)$.

After the scattering, the superposition of the plane wave $e^{i k z}$ and the $\frac{e^{i k r}}{r} f(\theta)$ one, depicts the interaction problem, which can thereby be treated with the wavefunction $\psi$ given by the following relation, expressed also in spherical coordinates:

$$
\begin{gather*}
\Psi \approx \mathrm{e}^{\mathrm{ikz}}+\frac{\mathrm{e}^{\mathrm{ikr}}}{\mathrm{r}} \mathbf{f}(\theta)=\sum_{l=0}^{\infty} \frac{(2 l+1) i^{l}}{2 i k r} P_{l}(\cos \theta)\left[e^{2 i \delta_{l}} e^{i\left(k r-l \frac{\pi}{2}\right)}-e^{-i\left(k r-l \frac{\pi}{2}\right)}\right] \\
f(\theta)=\frac{1}{2 i k} \sum_{l=0}^{\infty}(2 l+1)\left(e^{2 i \delta_{l}}-1\right) P_{l}(\cos \theta)
\end{gather*}
$$

In the case that the projectile has a nonzero spin, the equations become more complicated because the radial wave equation splits into $2 s+1$ equations, but the entire described scheme remains valid. Moreover, taking into account the known Coulomb potential for charged projectiles, an additional term in the scattering amplitude is needed, with $\sigma_{l}$ the phase shifts for Coulomb scattering respectively. Then the scattering amplitude is given by the following relation.

$$
f(\theta)=f_{C}(\theta)+\frac{1}{2 i k} \sum_{l=0}^{\infty}(2 l+1)\left(e^{2 i \delta_{l}}-1\right) e^{2 i \sigma_{l}} P_{l}(\cos \theta)
$$



Figure 1.4: Formation of the wave phase shift [2 - chapter 3]. After the scattering the partial wave has

$$
\text { the form of } R_{k l} \approx e^{i\left(k r-l \frac{\pi}{2}+2 \delta_{l}\right)}-e^{-i\left(k r-l \frac{\pi}{2}\right)} \text {. }
$$

By definition, the differential cross section $\frac{d \sigma}{d \Omega}$ is equal to the fraction $\mathrm{dN} / \mathrm{N}$ of projectiles scattered into the given solid angle, as sketched in Figure 1.5. The number of particles dN traversing the surface element dS per unit time is determined by the probability of finding particles in the elementary volume $\mathrm{dV}=\mathrm{vr}^{2} \sin \theta \mathrm{~d} \theta \mathrm{~d} \varphi$, with v the particle velocity. Since $\mathrm{d} \Omega=\sin \theta \mathrm{d} \theta \mathrm{d} \varphi$, one can immediately derive the following relation concerning the differential cross section [2 - chapter 3], showing that the angular distribution of the scattered particles is defined by the scattering amplitude $f(\theta)$.


Figure 1.5: Illustration of the definition of the differential cross section [2 - chapter 3].

$$
\frac{d \sigma}{d \Omega}=|f(\theta)|^{2}
$$

Differential cross section for elastic scattering can therefore be calculated from the above equation with the $\mathrm{f}(\theta)$ function, being expressed through phase shifts $\delta_{l}$. The exact knowledge of the phase shifts $\delta_{l}$ themselves is actually sufficient for the cross section determination, while the experimental determination of differential cross sections with detectors placed at suitable scattering angles enables in reverse the phase shifts assessment.
The phase shifts being functions of $k$ and $l$, do not depend on the scattering angle and are calculated by solving the Schrödinger equation (eq. 1.4) with an assumed potential V(r) and boundary conditions concerning the continuity of the solution and its first derivative at the nucleus surface at radius R .

The consideration made so far concerning the energy of the projectile and the potential, namely that $\boldsymbol{E}_{\boldsymbol{c h}} \gg|\boldsymbol{V}(\boldsymbol{r})|$ is actually not very realistic in most cases. As has already been pointed out, the interference of the absorptive effects (see 1.1.1 and transparency D, equation 1.2) needs also to be taken into account, since all the other channels, namely the direct non-
elastic processes, the pre-equilibrium and the compound nuclear reactions can also occur, affecting the elastic scattering cross-section [1]. The optical model [3,1], which is described in more detail in chapter 5 (section 5.1.33), is a relatively simple model used to account for elastic scattering in a general way, also incorporating these effects, by proposing a one-body complex potential $\mathrm{V}(\mathrm{r})$ to represent the scattering. The interaction is considered to be determined by the bulk features of the nucleus, meaning that the used potential depends mainly on the nuclear dimension and nuclear shape (without detailed structure). This potential consists of two parts, as seen in the following relation to describe a proper radial dependence.

$$
V(r)=U(r)+i W(r)
$$

The real part, $\mathrm{U}(\mathrm{r})$, is responsible for the elastic scattering between the projectile and target and the imaginary part, $\mathrm{W}(\mathrm{r})$, for the absorption. The real part $\mathrm{U}(\mathrm{r})$ is similar to the shell-model potential and is thus described, with some energy dependent modifications, by the Woods-Saxon analytical expression [1], considering a diffuse nuclear surface, namely a smooth edge of the potential, around the mean nuclear radius R. On the contrary, a more complicated approach needs to be applied for the imaginary part, depending on the projectile energy. The full optical potential, including the Coulomb potential and a spin-orbit term has the following terms:

$$
V(r)=V_{C}(r)+U f_{U}(r)+i W f_{W}(r)+V_{S o}(r)
$$

The smooth variations of the cross section, with broad minima and maxima can be in principle very well described with the optical model, while the strong resonant structure originating from the compound elastic scattering cannot. As has already been pointed out, compound elastic scattering is strongly affected by the structure of the compound nucleus. In particular, the energy at the maximum cross section corresponds to that one of the excited state of the compound nucleus and its width $\Gamma$ gives the lifetime $\tau=\hbar / \Gamma$ of the state [1]. As seen in Figure 1.6 [2 chapter 3], light nuclei present discrete energy levels and the cross section has thereby a resonant structure, while in the case of the high level density of heavy nuclei, smoother cross section dependence on energy is observed, because of the overlapping levels ( $\Gamma>\mathrm{D}$, where D is the energy spacing between sequential levels). In the intermediate case ( $\Gamma \sim \mathrm{D}$ ), where the level width $\Gamma$ is comparable to the level spacing D , the cross section exhibits a strongly fluctuating structure, the so-called Ericson fluctuations [2 - chapter 3].


Figure 1.6: Diagrams of the energy levels for light and heavy nuclei and the corresponding cross section behavior [2 - chapter 3].

The strong resonant mechanism of light nuclei can be represented by the Breit-Wigner function (Lorentz type), which is the following formula, concerning the compound nucleus (CN) elastic cross section of a single isolated resonance (around the resonance energy $\mathrm{E}_{\mathrm{R}}$ ) for the orbital angular momentum 1 wave, considering all other channels closed [1].

$$
\sigma_{E, C N, R}^{l}=\int|f(\theta)|^{2} d \Omega=\frac{\pi}{k^{2}}(2 l+1) \frac{\Gamma^{2}}{\left(E_{R}-E\right)^{2}+\Gamma^{2} / 4}
$$

The cross section is of course composed of Coulomb, potential (optical model) and resonance terms, which amplitudes are added coherently. As a result of this interference, the excitation function (cross section) presents a typical structure with resonances pictured as dips and bumps, as shown in the Figure 1.7 [2 - chapter 3].


Figure 1.7: Interference of the potential and resonance scattering for ${ }^{12} \mathrm{C}\left(\mathrm{p}, \mathrm{p}_{0}\right)^{12} \mathrm{C}$. Note that the resonance dramatically affects the cross section at energies much below the Coulomb barrier [2 - chapter 3].

### 1.1.3 Spectrometry

The theoretical aspects of studying the projectile-nucleus interaction with the use of an ion beam on a target are briefly described here, while the corresponding experimental part is thoroughly analyzed in chapter 2 and 3 (section 3.1). This procedure, which constitutes the foundation of Ion Beam Analysis, involves the detection of the outgoing particles, whereas the generated electrical signals get suitably processed, giving to the acquired data the form of a spectrum (hence the name spectrometry).

Starting from the exact point where the beam hits the target, one should consider four physical concepts entering into spectrometry, corresponding to specific physical phenomena [4]. Initially, the beam particles lose energy crossing the target material, before the point of interacting with its nuclei. This process leads to the concept of stopping power and to the capability of depth perception. Subsequently, there are statistical fluctuations in this energy loss of the beam particles moving through the dense medium (target), leading to the concept of energy straggling and to limitations in the achieved mass and depth resolution. Reaching eventually the projectile-nucleus interaction point, one should take into account the likelihood of occurrence of the specific nuclear reaction of interest. This leads to the third concept, the one of the cross section and of course to the capability of quantitative analysis. The last phenomenon
(fourth) certainly concerns the energy of the ejectile of the reaction, which is to be detected, and more specifically the kinematic factor $\mathbf{K}$ for the elastic scattering and the $\mathbf{Q}$-value of the nuclear reaction. After the reaction, the emitted particles lose an additional amount of energy crossing back the material towards the detector. Consequently the energy of the detected particles depends on the depth at which the scattering occurred. Except for the case of the cross section concept, which has already been discussed above (1.1.2), all the other aspects will be analyzed in the following paragraphs.

### 1.1.3.1. Energy loss, stopping power

The physics of energy loss phenomena is very complex, involving many kinds of interactions among the projectile ion, the target electrons and nuclei. These phenomena have been the subject of intense studies since the beginning of the $20^{\text {th }}$ century, because of their significant importance in many fields of physics. Concerning the Ion Beam Analysis field in the framework of this thesis, the situation will be simplified and limited to the basic concepts [2 - chapter 2] and models widely used.

The relative importance of the different interaction processes between the ion and the medium depends mostly on the ion velocity and on the atomic numbers of the ion and target atoms. The energy loss $(\Delta \mathrm{E})$ of the projectiles is defined as the average kinetic energy loss of point-like particles traversing matter, while the stopping power of a material for a particular ion is defined as the energy loss per distance travelled in the material, denoted as

$$
S=\frac{d E}{d x}
$$

This quantity depends on the ion type and the material traversed, as well as on the energy of the ion, and is usually considered in three velocity regimes, namely, low, intermediate and high velocities, as shown in Figure 1.8 [ 2 - chapter 2] for lithium ions in iron. The classification of the regimes is based on the ion velocity in comparison to the orbital velocity of the atomic electrons.


Figure 1.8: Regimes of ion stopping illustrated by ${ }^{7}{ }^{7}$ i ions in iron.

At ion velocities v that are significantly lower than the Bohr velocity of the atomic electrons $\mathrm{v}_{\mathrm{o}}$ the ion carries its electrons and tends to neutralize by electron capture. At very low velocities, elastic collisions with the target nuclei prevail and the so-called nuclear energy loss dominates. As the ion velocity increases, the nuclear energy loss diminishes as $1 / \mathrm{E}$, as plotted in Figure 1.9 for silicon ions in silicon. Simultaneously, inelastic collisions with the atomic electrons become the main interaction, leading to significant increase of the so-called electronic energy loss. The total energy loss is in any case taken as the sum of the nuclear and electronic contributions. However, for most applications of Ion Beam Analysis, the nuclear contribution is small, typically below $1 \%$ of the electronic one (for energies above $200 \mathrm{keV} / \mathrm{amu}$ ).


Figure 1.9: Electronic and nuclear stopping power for silicon ions in silicon, with the characteristic stopping maximum.

The theoretical framework for the energy loss was initially carried out by Bohr [4] and it is generally depicted through the well known Bethe-Bloch formula [3] that follows, concerning its relativistic form.

$$
-\frac{d E}{d x}=\frac{4 \pi}{m_{e} c^{2}} \frac{n z^{2}}{\beta^{2}}\left(\frac{e^{2}}{4 \pi \varepsilon_{0}}\right)^{2}\left[\ln \left(\frac{2 m_{e} c^{2} \beta^{2}}{I\left(1-\beta^{2}\right)}\right)-\beta^{2}\right]
$$

The parameter I in this equation represents the mean excitation energy of the atomic electrons, which could in principle be computed by averaging over all ionization and excitation processes, but is rather regarded as an empirical constant with a value of the order of 10 Z in eV . The electron density (electrons $/ \mathrm{cm}^{3}$ ) of the stopping target is denoted as $n=Z N_{A} \rho / \mathrm{A}$.

Bethe Bloch equation is a good approximation at high energies, as shown in Figures 1.8 and 1.9, beyond the maximum in the stopping cross section, where the projectile is fully ionized [4].

The stopping cross section $\varepsilon$, is defined as the energy loss per atom per unit area (areal density) of material traversed. The relation between the two quantities is given by:

$$
S \equiv \frac{d E}{d x}=N \varepsilon
$$

where N is the atomic density (atoms $/ \mathrm{cm}^{3}$ ).
Values of ion stopping cross sections in all elements are available from an extensive study based on semiempirical fitting of experimental data, while recent (up-to-date) data can be found in SRIM [5].

It should be noted here, that in cases of compound targets or mixtures of different elements, the Brag's rule approximation is used to calculate the stopping cross sections of the ions [4]. According to this approximation, each target atom acts independently in the energy loss process, ignoring any effects of chemical bonding in the material. This leads to the principle of linear additivity of stopping cross sections, postulated first by Bragg and Kleeman [2 - chapter 4], according to which the energy loss in the medium composed of various atomic species is the sum of the losses in the constituent elements, weighted proportionately to their abundance in the compound. The compound stopping cross section $\varepsilon^{\text {AmBn }}$ of a molecule $\mathrm{A}_{\mathrm{m}} \mathrm{B}_{\mathrm{n}}$ (or a mixture with equivalent composition) is given by the following relation, in terms of energy loss per molecule per unit are traversed:

$$
\varepsilon^{A_{m} B_{n}}=m \varepsilon^{A}+n \varepsilon^{B}
$$

where $\varepsilon^{\mathrm{A}}$ and $\varepsilon^{\mathrm{B}}$ are the stopping cross sections of the atomic constituents A and B. The corresponding stopping power is thus given by:

$$
\left(\frac{d E}{d x}\right)^{A B}=N^{A B} \varepsilon^{A B}=N_{A}^{A B} \varepsilon^{A}+N_{B}^{A B} \varepsilon^{B}
$$

where $\mathrm{N}^{\mathrm{AB}}$ is the molecular density (molecules $/ \mathrm{cm}^{3}$ ) and $N_{A}^{A B}$ and $N_{B}^{A B}$ are the atomic densities of A and B respectively (the subscripts $m$ and $n$ are suppressed in this notation). Deviations on the Bragg rule have been reported and a correction factor can be applied but further analysis is out of the scope of this thesis.

## Model used

The compilation by Ziegler, Biersack and Littmark [6] based on electronic stopping power data consists the most frequently used model for the stopping power calculations of incident protons, deuterons and tritons in all elements. The electronic stopping power $S e$ in $\mathrm{eV} /\left(10^{15} \mathrm{atoms} / \mathrm{cm}^{2}\right)$ for an incident hydrogen ion with energy/mass $E$ in $\mathrm{keV} / \mathrm{amu}$, in the energy range of 10 $\mathrm{keV} / \mathrm{amu} \leq E<10 \mathrm{MeV} / \mathrm{amu}$, is given by:

$$
S_{e}=\frac{S_{\text {Low }} S_{\text {High }}}{S_{\text {Low }}+S_{\text {High }}}
$$

with

$$
S_{\text {Low }}=C_{1} E^{C_{2}}+C_{3} E^{C_{4}} \quad \text { and } \quad S_{H i g h}=\frac{C_{5}}{E^{C_{6}}} \ln \left(\frac{C_{7}}{E}+C_{8} E\right)
$$

where $C_{1}-C_{8}$ are fitting coefficients, partly tabulated in [7].

Calculations at higher energies or for heavier ions are irrelevant to the IBA studies and are therefore not included in the present work.

### 1.1.3.2. Energy straggling, resolution

The slowing of the beam particles, while crossing the material, is accompanied by a gradual spreading of their energy distribution, as shown in Figure 1.10. This phenomenon is called energy straggling and occurs due to statistical fluctuations in the number of collision processes [2 - chapter 2]. At the point (depth) where the very low energy ions eventually reach the energy that corresponds to the maximum stopping, their energy loss decreases with depth leading to the "energy bunching" of the straggling distribution [2 - chapter 2]. In Ion Beam Analysis, straggling broadens the measured energy distributions and impairs depth resolution by placing a finite limit for the precision with which energy losses and hence depths can be resolved by backscattering spectrometry. Except for atoms located at the surface of the target, the ability to identify masses is also impaired, since the beam energy E before the collision with a mass $\mathrm{M}_{2}$ is no longer monoenergetic at some depth and thus the ratio $\mathrm{E}_{1} / \mathrm{E}_{0}$ and hence the identification of $\mathrm{M}_{2}$ (see equation 1.34 below) becomes uncertain. It is therefore important to take into account and quantify the magnitude of energy straggling for any given combination of energy, projectile, target material and target thickness [4].


Figure 1.10: The evolution of the energy distribution as a function of depth as the ion traverses through a medium. The energy spread due to straggling increases with depth until the lowest-energy ions reach the energy of maximum stopping. Below this energy level, the energy loss of the ions decreases with decreasing energy leading to the "energy bunching" of the straggling distribution [2 - chapter 2].

Actually, the energy resolution in a spectrum arises from several different contributions [8, 2 chapter 2]:

1. Electronic energy loss straggling due to statistical fluctuations in the transfer of energy to electrons. This is actually the main contribution of straggling and it is therefore analytically described below.
2. Nuclear energy loss straggling due to statistical fluctuations in the nuclear energy loss. Nuclear energy loss straggling is small compared to electronic energy-loss straggling for light ions (protons or helium ions), and can be neglected. For heavy ions the total straggling distribution is only somewhat larger than electronic energy loss straggling alone, but with a long tail towards low energies. However, the tail contains only a small fraction of all particles, and the width of the total energy distribution (electronic plus nuclear straggling) is still dominated by electronic energy-loss straggling [9]. The nuclear straggling is therefore neglected for all ion species.
3. Geometrical straggling due to finite detector solid angle and finite beam spot size, resulting in a distribution of scattering angles and different pathlengths for outgoing particles.
4. Straggling due to multiple small angle scattering, resulting in angular and energy spread on the ingoing and outgoing paths.
5. Straggling due to surface and interlayer roughness and thickness inhomogeneities of absorber foils and correlation effects in the energy loss [10, 11].
6. An additional contribution to the energy broadening, which is visible in the acquired experimental spectra, is the energy resolution of the detector, described also by a Gaussian distribution.
7. The beam energy profile itself, prior to the target impinging, contributes to the broadening of the energy as well, being also Gaussian, but this is in most cases neglected being very small comparing to the other factors.

The different Gaussian distributions to energy fluctuation in a spectrum can be added quadratically. Taking into account for example the detector resolution, the energy straggling and beam profile, respectively, the total variance of the energy loss fluctuations $\Omega_{\mathrm{TOT}}{ }^{2}$ is given by:

$$
\Omega_{\mathrm{TOT}}^{2}=\Omega_{\mathrm{DET}^{2}}^{2}+\Omega_{\mathrm{STR}}^{2}+\Omega_{\mathrm{BEAM}^{2}}+\ldots
$$

Concerning the dominant contribution, which is in most cases the electronic energy loss straggling, there are four main theories describing it [12-14], each one applicable in a different regime of energy loss. With $\Delta \mathrm{E}$ being the mean energy loss of the beam, and $E$ the energy of the incident beam, the regimes can be distinguished as follows [8]:
$\Delta E / E<10 \%$ Vavilov's theory [15, 13]: For thin layers and small energy losses the energy distribution is non-Gaussian and asymmetrical. However, in this case, the contribution of straggling to the total energy broadening is much smaller than the contribution of the finite energy resolution of the detector.

10-20\% Bohr's theory [16, 17]: As the number of collisions becomes large, the distribution of particle energies becomes Gaussian, as described in detail below.
20-50\% Symon's theory [12]: This theory includes non-statistical broadening caused by the change in stopping power over the particle energy distribution. If the mean energy of the beam is higher than the energy of the stopping power maximum, then particles with a lower energy have a higher stopping power, and particles with higher energy have a smaller stopping power. This results in a nonstatistical broadening of the energy distribution. The width of the particles energy distribution in Symon's theory is significantly higher than predicted by Bohr's theory. The distribution of particle energies is still Gaussian.
50-90\% Payne's and Tschalärs Theory [18, 19]: When the energy losses become very large and the mean energy of the beam decreases below the energy of the stopping power maximum, the particle energy distribution again become skewed, because now particles with lower energy have a lower stopping power than particles with higher energy. The distribution is also approximately Gaussian.

The existing models used for the calculation of the energy straggling are based on the theory of Bohr, which is therefore the only one described here in detail. According to Bohr's theory, when the energy transferred to target electrons in the individual collisions is small compared to the width of the energy loss distribution, the energy distribution of the beam that has traversed a medium is approximately Gaussian, as a consequence of the assumption that the number of collisions is large and follows a Poisson distribution [2 - chapter 2]. The condition of a Gaussian distribution can actually be formulated as follows [2 - chapter 2]:

$$
N_{t}\left[\text { atoms } / \mathrm{cm}^{2}\right] \geq 2 \times 10^{20} \frac{1}{Z_{2}}\left(\frac{E[\mathrm{MeV} / \mathrm{amu}]}{Z_{1}}\right)^{2}
$$

where $N_{t}$ is the areal density of the target material $Z_{2}$ for projectile of $Z_{1}$ with energy $E$.

In the limit of high energy velocity, beyond the stopping maximum (see Figure 1.8, 1.9), the energy loss is dominated by electronic excitations, as has been mentioned in the previous paragraph. In this region straggling is almost independent of projectile velocity. In this Gaussian region, Bohr derived the value for the standard deviation of the average energy loss fluctuation (Bohr value $\Omega_{B}$ ), as follows [2 - chapter 2]:

$$
\Omega_{B}^{2}\left[\mathrm{keV}^{2}\right]=0.26 Z_{1}^{2} Z_{2} N_{t}\left[10^{18} \text { atoms } / \mathrm{cm}^{2}\right]
$$

The FWHM of a Gaussian distribution (12-88\% range of the error function) is wider that the standard deviation $\Omega$ (also denoted as $\sigma^{1}$ ) of an energy distribution (range of $16-84 \%$ ) by a factor of $2(2 \ln 2)^{1 / 2}=2.355$ [4].

For thick targets, where the energy loss inside the target exceeds $25 \%$, the Gaussian distribution fails [2 - chapter 2]. The applicability of Bohr's treatment has been extended to lower energies of light ions $\left(Z_{1}<Z_{2}\right)$, in the vicinity of the maximum of the $d E / d x$ curve and below, by Lindhard and Shaff, by proposing a simple correction for ion velocities below $\mathrm{E}[\mathrm{keV} / \mathrm{amu}]=75 \mathrm{Z}_{2}$, as follows [2 - chapter 2]:

$$
\begin{gather*}
\frac{\Omega^{2}}{\Omega_{B}^{2}}=\left\{\begin{array}{l}
0.5 L(x), \text { for } E[\mathrm{keV} / \mathrm{amu}]<75 Z_{2} \\
1, \quad \text { for } E[\mathrm{keV} / \mathrm{amu}] \geq 75 Z_{2}
\end{array}\right. \\
\text { with } \quad L(x)=1.36 x^{1 / 2}-0.016 x^{3 / 2} \\
x=\frac{E[\mathrm{keV} / \mathrm{amu}]}{25 Z_{2}}
\end{gather*}
$$

Further studies and calculations have been performed for lower energies, in the non-Gaussian region, concerning heavy ions and thick targets (a review of the corresponding references is found in [2 - chapter 2]). These corrections are in general incorporated in the existing models for straggling calculations, briefly described in the next paragraph together with the models themselves.

[^0]Concerning the straggling in mixtures and compounds, a similar treatment to that for energy loss, with a linear additivity approach, was proposed by Chu [20] according to the Bohr model. For a compound (or mixture) $\mathrm{A}_{\mathrm{m}} \mathrm{B}_{\mathrm{n}}$ with atom density $\mathrm{N}^{\mathrm{AB}}\left[\right.$ atoms $\left./ \mathrm{cm}^{3}\right]$ and corresponding elemental values $\mathrm{N}_{\mathrm{A}}$ and $\mathrm{N}_{\mathrm{B}}$ and also $\Omega^{\mathrm{A}}$ and $\Omega^{\mathrm{B}}$ for the assumed straggling values in a layer of thickness t , the straggling $\Omega^{\mathrm{AB}}$ in this compound (or mixture) layer can be obtained from the expression:

$$
\frac{\left(\Omega^{A B}\right)^{2}}{N^{A B} t}=\frac{m\left(\Omega^{A}\right)^{2}}{N_{A} t}+\frac{n\left(\Omega^{B}\right)^{2}}{N_{B} t}
$$

In the case of atomic concentrations: $m+n=1$, then $N^{A}=m N^{A B}$ and $N^{B}=n N^{A B}$, the assumption of additivity bears out, by obtaining the following:

$$
\left(\Omega^{A B}\right)^{2}=\left(\Omega^{A}\right)^{2}+\left(\Omega^{B}\right)^{2}
$$

## Models used

Qualitative agreement for light ion experimental data with the predictions of Bohr [16], Lindhard and Sharff [21], Bonderup and Hvelplund [22] and Chu [20] is generally observed [2chapter 2]. The Chu + Yang's theory, which is briefly described below, is actually considered to be the most complete and is thus recommended to be used in the computer codes simulating spectra. On the other hand [2 - chapter 2], binary collision approximation (BCA) calculations involving Monte Carlo calculations, has developed into many well-established computer codes such as SRIM [5] for the simulation of ion range distributions in material, based on transport theory (motion of the ions inside the target during their slowing down to zero energy).

Chu's theory takes deviations from Bohr straggling caused by the electron binding in the target atoms into account, and Yang's theory additionally incorporates charge state fluctuations of the ions. More specifically, in Chu's theory the Bohr straggling is modified by a correction factor $H$ [20, 17]:

$$
\sigma_{\text {Chu }}{ }^{2}=H\left(E / M_{1}, Z_{2}\right) \sigma_{\text {Bohr }}^{2}
$$

For lower ion energies the Bohr straggling is multiplied by the Chu correction factor $H\left(\mathrm{E} / M_{1}\right.$, $Z_{2}$ ), which depends only on $E / M_{1}$ and the nuclear charge of the target atoms $Z_{2}$. Chu [20, 17] has calculated $H$ by using the Hartree-Fock-Slater charge distribution. This calculation gives straggling values which are considerably lower than those given by Bohr's theory. The Chu
correction is mainly necessary for high $Z_{2}$ and low energies. For high energies $H$ approaches 1 and becomes independent of $Z_{2}$ and energy. Charge state fluctuations of the ions result in an additional straggling contribution, taken into account empirically by Yang et al [11]. Using the effective charge and scaling approach for energy straggling and the Chu model and also considering correlation effects and charge change effects, an empirical formula was obtained by Yang fitting the data for heavier ion straggling. The total straggling, in Yang's theory is thereby expressed by [8]:

$$
\frac{\sigma_{\text {Yang }}^{2}}{\sigma_{\text {Bohr }}^{2}}=\gamma^{2}\left(Z_{1}, Z_{2}, v\right) \frac{\sigma_{\text {Chu }}^{2}}{\sigma_{B o h r}^{2}}+\frac{\Delta \sigma^{2}}{\sigma_{B o h r}^{2}}
$$

where $\gamma^{2}\left(Z_{1}, Z_{2}, v\right)$ is the effective charge factor for ions in matter, $v$ the ion velocity, and $\Delta \sigma^{2}$ is the additional straggling due to correlation effects.

### 1.1.3.3. Kinematic factor, $Q$-value

The stopping power and straggling in the target till the interaction depth define only the corresponding projectile energy loss and beam energy spreading in the target up to the point of the interaction and the same applies to the particles escaping from the target along the outward path to the detector. Exactly at the interaction point though, the energy of the emitted particle $\mathrm{E}_{1}$ depends of course on the occurred reaction, as shown below.

When the beam particle of mass $\mathrm{M}_{1}$ collides elastically with the target nucleus mass $\mathrm{M}_{2}$ with $M_{1}<M_{2}$, its energy decreases from $E_{0}$ to $E_{1}$, depending on the scattering angle $\theta$ and the masses, as seen in Figure 1.11. The energy $\mathrm{E}_{1}$ is thus designated to their ratio, the kinematic factor K , according to the relation 1.34, originating from the kinematics of the reaction (conservation of kinetic energy and momentum) [4].


Figure 1.11: Kinematics of the elastic scattering schematically.

$$
\mathrm{E}_{1}=K * \mathrm{E}_{0} \text { with } K=\left\{\frac{\left[1-\left(\mathrm{M}_{1} / \mathrm{M}_{2}\right)^{2} \sin ^{2} \theta\right]^{1 / 2}+\left(\mathrm{M}_{1} / \mathrm{M}_{2}\right) \cos \theta}{1+\left(\mathrm{M}_{1} / \mathrm{M}_{2}\right)}\right\}^{2}
$$

In addition to the elastic scattering, which is characterized by the same types of particles in the entrance and the exit channels of the occurred interaction and the conservation of kinetic energy, other nuclear reactions can also take place when an accelerated beam impinges on the target, as discussed above (1.1.1). The possibility for the reactions to occur is governed also by conservations laws, the conservation of the number of nucleons, the electric charge, the energy, the angular momentum and the conservation of parity. The energy released (in the form of kinetic energy of the reaction products) in a nuclear reaction is called $\mathbf{Q}$-value, originating from the conservation of energy. It is exactly the difference between the rest mass energy of the interacting particles (mass $\mathrm{M}_{1}$ of the projectile and $\mathrm{M}_{2}$ of the target nucleus) and the rest mass energy of the particles produced in the reaction (mass $M_{3}$ of the ejectile and $M_{4}$ of the residual nucleus), as given by the following equation:

$$
Q=\left(M_{1}+M_{2}\right) c^{2}-\left(M_{3}+M_{4}\right) c^{2}
$$

### 1.1.3.4. Mass and depth scale and resolution

As has already been pointed out, the purpose of spectrometry is to extract quantitative information in depth on the elemental composition of the sample of interest and this can be done by interpreting the acquired spectrum in terms of distributions of atoms in depth below the surface. The particle energy loss in the target, the energy straggling, the cross section and the kinematic factor consist mainly all the theoretical part of the analytical procedure, which immediately leads to practical features in the process, namely the mass and depth scale and resolution and the acquired yield. Focusing on the elastic scattering case of the possible projectile-target nucleus interaction, these features can be easily described as follows in the next paragraphs. In all other cases the situation is partly similar.

The kinematic factor K of the scattering, described in equation 1.34, depends only on the ratio of the projectile to the target masses and on the scattering angle $\theta$. The plot of K versus $\mathrm{M}_{2} / \mathrm{M}_{1}$ and $\theta$ can be seen in Figure 1.12 [4] that follows. The equation for the kinematic factor contains exactly the essence of how spectroscopy acquires its ability to sense the mass of a
target atom, especially through the plot in Figure 1.12. Concerning multielemental targets, which is mostly the case, the mass separation depends exactly on the signal separation in the spectra, namely the detected particle energy separation. In the case that the target contains two types of atoms that differ in their masses by a small amount $\Delta \mathrm{M}_{2}$, it is important that this difference produces as large change $\Delta \mathrm{E}_{1}$ as possible in the measured energy $\mathrm{E}_{1}$ of the projectile after the collision. As Figure 1.12 shows, a change of $\Delta \mathrm{M}_{2}$ (for fixed $\mathrm{M}_{1}$ ) gives the largest change of K when $\theta=180^{\circ}$ for all but the smallest values of $\mathrm{M}_{2}$. Therefore, $\theta=180^{\circ}$ is the preferred location for the detector to be placed. This is of course not possible, because the detector would obstruct the path of the incident particles. The detector is thus preferably positioned at some steep backward angle, such as at $170^{\circ}$. This arrangement is actually exactly the reason for the particular method to be named backscattering spectrometry. The nuclear techniques implementing backscattering spectrometry are analytically discussed in the following section.

For a fixed scattering angle $\theta$, the energy separation $\Delta \mathrm{E}_{1}$ is given by:

$$
\Delta E_{1}=E_{0}\left(\frac{d K}{d M_{2}}\right) \Delta M_{2}
$$



Figure 1.12: The kinematic factor $K$ plotted as a function of the scattering angle $\theta$ and the mass ratio

$$
x^{-1}=M_{2} / M_{1}[4] .
$$

For $M_{2} \gg M_{1}$, which is most often the case, this reduces to the following equation, in the vicinity of $\theta=180^{\circ}$, i.e. $\theta=\pi-\delta[4]$ :

$$
\Delta E_{1}=E_{0}\left(4-\delta^{2}\right)\left(M_{1} / M_{2}^{2}\right) \Delta M_{2}
$$

If $\Delta E_{1}$ is set equal to $\delta E$, the minimum energy separation that can be experimentally resolved, then the mass resolution of the system $\delta \mathrm{M}_{2}$ is [2 - chapter 4]:

$$
\delta M_{2}=\frac{\delta E}{E_{0}\left(\frac{d K}{d M_{2}}\right)}
$$

The quantity $\delta \mathrm{E}$ depends on the energy spread in the spectrum, as discussed above; it is a matter of the detector resolution, the straggling, the beam energy profile (spread) and various geometric effects [2 - chapter 2]. At the sample surface, the mass resolution is primarily determined by the detector resolution, while for layers deep in the target straggling dominates. For fixed $\delta \mathrm{E} / \mathrm{E}_{0}$, as indicated in Figure 1.13 [2 - chapter 4], $\delta \mathrm{M}_{2}$ improves with increasing beam mass $\left(\mathrm{M}_{1}\right)$. This can however be deceptive, since $\delta \mathrm{E}$ frequently depends on the beam mass, mainly because of the detector resolution for different ion species, which is in general worsening with increasing beam mass. The critical choice of beam mass and beam energy plays therefore an important role in the analytical procedure, as discussed further, along with other key factors, in the section 1.3.


Figure 1.13: Plots of $\left(d K / d M_{2}\right)^{-1}$ versus target mass $\mathrm{M}_{2}$ for several analysis beams (ion mass $\mathrm{M}_{1}$ ) for specified $\delta \mathrm{E} / \mathrm{E}_{0}$ and backscattering angle at $180^{\circ}$ [2 - chapter 4$]$.

Concerning the relation of the energy of the scattered particle to the depth x in the sample where the scattering occurred, one obtains the following expressions [4] for the inward and the outward paths of the particles, respectively, as sketched and explained in Figure 1.14.

$$
\frac{x}{\cos \theta_{1}}=-\int_{E_{0}}^{E} \frac{d E}{d E / d x} \quad \text { and } \quad \frac{x}{\cos \theta_{2}}=-\int_{K E}^{E_{1}} \frac{d E}{d E / d x}
$$



Figure 1.14: Backscattering events in in a sample (target) consisting of a monoisotopic element. The angels $\theta_{1}$ and $\theta_{2}$ are positive regardless of the side they lie with respect to the normal of the sample. The incident beam, the direction of detection and the sample normal are coplanar [4].

Assuming a constant value for $\mathrm{dE} / \mathrm{dx}$ along the inward and outward path, one can calculate the difference in energy $\Delta \mathrm{E}$ at a detector of a particle scattered at the surface and one scattered at a depth x , measured perpendicular to the sample surface for the inward and outward path. This quantity, concerning a monoelemental target, is given as a function of x and the energy loss factor $[\mathrm{S}]$ or the stopping cross section factor [ $\varepsilon$ ], defined as follows [2 - chapter 4]:

$$
\begin{gather*}
\Delta E=[S] x \text { or } \Delta E=[\varepsilon] N x \\
{[S]=\left[K\left(\frac{d E}{d x}\right)_{\text {in }} \frac{1}{\cos \theta_{1}}+\left(\frac{d E}{d x}\right)_{\text {out }} \frac{1}{\cos \theta_{2}}\right]} \\
{[\varepsilon]=\left[\frac{K}{\cos \theta_{1}} \varepsilon_{\text {in }}+\frac{1}{\cos \theta_{2}} \varepsilon_{\text {out }}\right]}
\end{gather*}
$$

where K is the kinematic factor and $\theta_{1}$ and $\theta_{2}$ angles are defined by the experimental geometry, shown in Figure 1.13.

For multielemental samples the depth-energy relation must be calculated for each element separately. In the case of a compound $\mathrm{A}_{\mathrm{m}} \mathrm{B}_{\mathrm{n}}$ target with molecular density $\mathrm{N}^{\mathrm{AB}}$ (molecules $/ \mathrm{cm}^{3}$ ) and corresponding K and $\varepsilon$ values, the total stopping cross section $\varepsilon_{0}$ is calculated using the equation (1.22), where the following equation provides the relation for each element (the A for example). The lower index refers to the scattering element and the upper one to the stopping material.

It should be noted here that for the evaluation of the $\varepsilon$ values (eq. 1.42), the surface-energy approximation is usually used for the incident scattering energy $\mathrm{E}_{0}$ (or the mean-energy approximation, corresponding to the energy in the middle of the thickness of the target), at which the $\varepsilon_{\text {in }}$ is evaluated for all elements, while for the $\varepsilon_{\text {out }}$ values, one needs to take into account the different energies after the scattering for each element (different K values) and evaluate the $\varepsilon_{\text {out }}$ values at each $\mathrm{KE}_{0}$ energy.

$$
\begin{gather*}
\Delta E_{A}=[\varepsilon]_{A}^{A B} N^{A B} x \\
{[\varepsilon]_{A}^{A B}=\left[K_{A} \varepsilon_{\text {in }}^{A B} \frac{1}{\cos \theta_{1}}+\varepsilon_{o u t, A}^{A B} \frac{1}{\cos \theta_{2}}\right]}
\end{gather*}
$$

An integral over the relevant energy values needs in any case to be determined for the evaluation of either the energy loss or the stopping cross section factor, because of the existence of energy-dependent parameters, as seen in the previous note.

The minimum detectable depth difference $\delta \mathrm{x}$, is of course related to minimum particle energy difference $\delta \mathrm{E}$ and leading to the depth resolution concept, as follows:

$$
\delta x=\frac{\delta E}{[S]}
$$

The minimum $\delta \mathrm{E}$ value is already described above, concerning its effect to mass resolution. Actually, there are significant similarities between depth and mass resolution, exactly because of the huge effect of the energy spread of the particles in both cases. In the particular case of depth, the depth resolution degrades with depth, since straggling simultaneously increases and therefore a common practice is to quote depth resolution at the surface. A convenient approximation is also to assume that all sources contributing to the energy spread are Gaussian
and adding them in quadrature. Depth resolution can actually be improved by increasing the energy loss [S], by tilting the sample normal relative to the incoming beam (increasing thus $\theta_{1}$ and/or $\theta_{2}$ ), thus increasing the path length to reach a given depth (measured perpendicular to the surface). However, large tilts introduce additional energy broadening placing a limit to the optimization of the resolution.

### 1.1.3.5. Yield

The yield of the particles emitted from a given depth in the sample corresponds to the number of detected particles (counts) in the acquired spectrum with respect to their energy (energy interval - channel). The conversion of the detector signals into the spectrum is described in detail in the next chapter (2.4).

The essence of depth profiling is exactly to relate the spectrum height H (or yield Y ) to a slab of material with thickness t and number of atoms per unit area Nt at depth x , that produces particles detected in the energy interval $\delta E$, the energy width of a channel. Considering that the produced elemental peaks are much wider than the energy resolution of the detecting system, the height (counts/channel) for a single element peak near the surface of the target, corresponding to detected particles with energy $\mathrm{E}_{1}$, is given by equation 1.46 [4], illustrated schematically in the Figure 1.15:

$$
H\left(E_{1}\right)=\frac{d \sigma}{d \Omega}(E, \theta) Q \Omega \frac{\delta E}{[\varepsilon(E)] \cos \theta_{1}}
$$

where $\frac{\delta E}{[\varepsilon(E)]}$ is the areal density Nt contributing to one channel of the spectrum near the surface and E is the energy of the incident particle immediately before scattering. The stopping cross section factor $[\varepsilon(\mathrm{E})]$ is defined in equation 1.42 in the previous paragraph, concerning the inward and outward paths. For the outward path, $\varepsilon_{\text {out }}$ is evaluated at energy KE, taking into account the kinematic factor $K$ of the scattering.



Figure 1.15: Backscattering on a monoelemental target at a depth x and the resulting spectrum [4].

The height of the two elemental peaks in a compound $A_{m} B_{n}$ are given correspondingly by the following relation concerning each element (the A for example), with the corresponding stopping cross section factors described in equation 1.44:

$$
H\left(E_{1}\right)=\frac{d \sigma_{A}}{d \Omega}(E, \theta) Q \Omega \frac{m \delta E}{[\varepsilon(E)]_{A}^{A B} \cos \theta_{1}}
$$

It should be noted here that the calculations for the spectrum height for scattering at deeper layers of the target get more complicated, mainly because of the enhanced/increased energy loss and straggling effects, or even because of geometrical reasons (broadening).

### 1.2 Nuclear techniques

The nuclear techniques implementing Ion Beam Analysis (hence called IBA techniques), used for the quantification and/or the depth profiling of elements in a sample, are based on the already described interaction, occurring in the studied sample between the atoms or the nuclei of its comprising elements and the accelerated ions (beam) bombarding it. While crossing the material, the ions interact mostly with the electrons and rarely with the nuclei of the atoms of the sample, resulting to their energy loss and possibly to changes in their direction and particle and/or radiation emission (X-rays, $\gamma$ - rays). Every possible interaction of the incident beam (projectile) with a nucleus in a sample (target), as sketched in Figure 1.16 that follows, leads to a specific result which is characteristic of the procedure. Detecting the characteristic emitted particle (ejectile), for example, one can identify the occurred interaction and then, following the specific methodology based on the principles described in the previous sections, one can eventually determine and quantify in depth the elements of interest in the sample. The identification of the particles in all Ion Beam Analysis techniques is based on their characteristic energy, which can in all cases be calculated, as described in 1.1.3.3.


Figure 1.16: The interaction of the beam particles (projectile) with a target nuclei schematically.

The IBA techniques are divided in categories, depending on the studied interaction, namely on the detection system used, as seen schematically in Figure 1.17. The choice of the method to be used depends of course on the specific case study. A brief description of all the existing techniques is given below for reasons of completeness, whereas a detailed analysis of the methods used in the present dissertation (namely the RBS, EBS and NRA techniques) is subsequently presented.


Figure 1.17: Schematic representation of the IBA nuclear techniques and the used setup, depending on the studied interaction and the detected product.

Rutherford Backscattering Spectroscopy - RBS: Detecting the particles that have been elastically scattered by the Coulomb potential of a nucleus of the target, meaning that the Rutherford formula can be applied for this interaction, the technique is called Rutherford Backscattering Spectroscopy. RBS is one of the mainly used techniques in Ion Beam Analysis and is thus described in detail in the following section.

Elastic Backscattering Spectroscopy - EBS: In the case that the detected particles originate from their elastic backscattering on the target nuclei, which does not follow the Rutherford's formula (depending on the energy of the projectile and the specific projectile/target combination), the technique is called Elastic Backscattering Spectroscopy. This technique is very similar to the RBS one; the one and only difference between the two techniques is that in EBS, because of the additional interference of the nuclear potential and other mechanisms, the elastic cross section of the scattering cannot be analytically calculated by any formula and needs to be determined experimentally.

Nuclear Reaction Analysis - NRA: This technique involves the detection of the particles (b) emitted via the nuclear reaction $A(a, b) B$ occurring between the beam particles (a) and the nucleus of interest (A). The main important feature of this method is the high energy of the
detected particles in most cases, resulting from the Q -value of each nuclear reaction. This characteristic high energy of the particles enables the study of light isotopes, which may not be feasible with the use of other techniques.

Elastic Recoil Detection Analysis - ERDA: This technique is based on the $\mathrm{A}(\mathrm{a}, \mathrm{a}) \mathrm{A}$ elastic scattering, like the RBS technique, but detecting the recoil A nucleus at forward angles instead of the scattered particle (ejectile a) at backward ones, as shown in Figure 1.17. It is mainly implemented for the detection of light elements like ${ }^{1} \mathrm{H}$ or ${ }^{4} \mathrm{He}$, usually with a heavy ion beam on the target.

Particle Induced Gamma Emission - PIGE: The method of detecting $\gamma$ - rays is based on the deexcitation of the compound or the residual excited nucleus through the emission of $\gamma$ - rays (e.g. (p, $\gamma$ ) and (p,p' $\gamma$ ) reactions respectively), which are usually recorded with the use of Highpurity Germanium (HPGe) detectors. The energy of the $\gamma$-radiation corresponds to transitions of the energy levels of the excited nucleus which are characteristic for every nucleus, thus enabling its analysis. When strong and narrow resonances exist in a system, PIGE can be used for accurate depth profiling by gradually changing the beam energy, thus "moving" the resonant interaction deeper inside the target. It has to be noted here, that $\gamma$ - rays crossing the material can only be absorbed, meaning that there is no energy loss while interacting with matter if no absorption takes place. Their intensity is thus reduced and not their energy, which is always the case when particles interact with matter.

Particle Induced X-Ray Emission - PIXE: This technique involves the detection of the X-rays emitted from the target atoms, when outer shell electrons drop down to fill the inner shell vacancies caused by the ionization of the atoms, when being bombarded with an ion beam. However, only certain transitions are allowed. More specifically, each element has a unique XRay "fingerprint", a unique pattern consisting of a combination of K, L, and M X-Rays, due to the variation in the atomic structure. No information can though be provided concerning the depth profiling of the elemental distributions in the target, defining PIXE as the only non profiling technique in Ion Beam Analysis. It is widely used however, usually along with RBS, for the elemental analysis of samples.

### 1.2.1 Rutherford Backscattering Spectroscopy (RBS)

The spectroscopy based on the elastic scattering of the beam particles (RBS and EBS methods) is the most commonly used for the sample analysis. RBS' detailed description is indeed mandatory, since the EBS technique, being an extension of the RBS one, constitutes the main part of this dissertation.

As has already been described in 1.1.2, Rutherford scattering occurs when the beam particles are scattered by the Coulomb potential of the nuclei of the target, as seen schematically in Figure 1.18 for an alpha particle impinging on the atom of interest.


Figure 1.18: Rutherford scattering of an alpha particle from the nucleus of interest.

The RBS method, applied in such scattering cases, typically concerns the analysis of heavy nuclei ( $\mathrm{A}>60$ ), given that the ion beam by an accelerator is typically of a few MeV . Its application is thus advantageous for the study of heavy elements on light substrates. With this technique one can determine the stoichiometry and the profile of elements in depth, ranging from a few nm to several $\mu \mathrm{m}$ below the surface. The term backscattering corresponds to the fact that for standard applications the studied samples are thick and the incident particles have typically not enough energy to run through the sample, enabling only backward scattering to be studied. Moreover, backscattering at steep backward angles anyway enhances the mass resolution, as described in 1.1.3.4.

All the physical concepts and phenomena entering into spectroscopy are described in the previous section (1.1.3), concerning the calculations for the analysis, whereas the Rutherford formula for the cross-section determination in RBS is described in the scattering theory in section 1.1.2. More specifically, the implementation of the RBS technique lies mainly in the
exact study of the acquired yield, which is the result of all the processes occurring in the target before, during and after the scattering, including the energy loss and the straggling phenomena. The identification of the scattered particles in the acquired spectrum is rather trivial in most cases, because of their characteristic energy, which is a priori known and expected owing to the kinematic factor K , with minor corrections, concerning the target composition and the energy loss before and after the scattering heading towards the detector. The depth profiling of an element of interest lies exactly in the study of the energy distribution of the detected particles, translating their energy to the scattering depth. The energy of the detected particles at an angle $\theta$ (where the detector is placed) have actually a range of $\Delta \mathrm{E}$ owing to the distribution of the nuclei causing the studied scattering, namely to the distribution of the element of interest, as shown in Figure 1.19 for the particular example.

As represented in this Figure, the particles reaching the detector induce signals which are electronically processed (as described in section 2.4) and are finally recorded in a spectrum (last image in the figure) according to their energy. The particles that are scattered from the heavy nuclei on the surface of the target ( $1^{\prime}$ ) do not lose energy before being scattered, since they do not travel through the material at all. Their energy gets consequently the maximum possible value, as calculated from the kinematics and these particles are thus recorded in the right part of the spectrum (at the highest energy values). When the scattering takes place deeper inside the target with terminal point the end of it ( 2 and $2^{\prime}$ ), the detected particles lose different amounts of energy, while crossing the material, depending on the depth of the interaction.


Figure 1.19: Schematics of the detection of the scattered beam particles from a heavy (in red) and a light (in green) element of the same thickness, constituting the target (sample).

Therefore, one gets a distribution of particles (counts) in the acquired spectrum within the energy range $\Delta \mathrm{E}_{\mathrm{s}}$, depending on the total thickness of the target (assuming in this particular case, as shown in the sketch, that the target contains both of its comprising elements across its whole thickness (not in layers) and that the target thickness is such, that the particles can cross it and head backwards to the detector). The same illustration applies to the scattering from the lighter element ( $3^{\prime}$ and $4^{\prime}$ in Figure 1.19), from which the particles are scattered with less energy, owing to the kinematics. The energy after the scattering is decreasing with decreasing mass number $\mathrm{M}_{2}$.

It should be noted here that in the case of thicker heavy element or of smaller difference in masses (smaller $\Delta \mathrm{M}$ ) of the elements in the mentioned example, there would be an overlap in the curves in the spectra forming steps, depending also on the beam energy (see equations in 1.1.3 (4) section). This, however, would hinder the analysis only in extreme cases.

It has already been pointed out that the calculations for the RBS analysis (and actually for all IBA studies) are based exactly on the acquired yield. Its description is seen in the following relation, as has already been defined in section 1.1.3 along with the corresponding principles concerning all the involved physical phenomena.

$$
H\left(E_{1}\right)=\frac{d \sigma_{R}}{d \Omega}(E, \theta) Q \Omega \frac{\delta E}{[\varepsilon(E)] \cos \theta_{1}}
$$

This equation shows that the acquired spectrum, excluding the special low energetic part for reasons that are about to be clear in the next paragraphs, mainly represents the product of the differential cross section variation with energy, along with the stopping power. The contribution of the energy straggling effect, the resolution of the detector and the ripple of the machine to the spectrum height is not depicted in this particular basic relation but is certainly taken into account in the models used for the numerical analysis (see 1.1.3.2).

In the special case of a very thin element of interest (thin film on a substrate for example), namely with thickness of a few keV (in terms of the energy loss of the incident particles), the following simpler equation can be used instead, depending however on the desired accuracy. This procedure gives satisfactory results for the studied atomic areal density $\mathrm{N}_{\mathrm{t}}$, but its reliability depends of course on the thickness of the film, in terms of the energy E used for the calculation.

The energy of the incident particles before the scattering can be assumed to have either the surface energy value, where no energy loss is taken into account, or an intermediate value in the film (surface energy approximation or mean energy approximation, respectively [4]).

$$
H\left(E_{1}\right)=\frac{d \sigma_{R}}{d \Omega}(E, \theta) Q \Omega \frac{N_{t}}{\cos \theta_{1}}
$$

In the opposite case of a target of infinite thickness (e.g. on substrate), meaning that the beam particles lose all their energy and stop inside it, the spectrum would be extended from the maximum energy after the scattering, corresponding to scattering on the surface of the targets, down to zero energy. This corresponds to the particles travelling the longest possible path in the sample before scattering, having though the needed amount of energy to cross it back (double energy loss) to reach the detector with minimal energy. For instance, if one has a uniform and infinitely thick target of gold and a proton beam of 2 MeV on it, which is a case of purely Rutherford scattering, the acquired spectrum would have a shape similar to the one illustrated in Figure 1.20.


Figure 1.20: Spectrum of protons scattered from a uniform Au target at $170^{\circ}$ for beam charge $\mathrm{Q} \Omega$ of $10^{12}$ (particles*sr).

The spectrum reveals the characteristic increase of the differential cross section with the decreasing energy of protons being scattered on the surface and deeper in the target (looking at the spectrum from the right to the left side). One can also notice the additional increase of the
scattered protons with very low energy, originating not only by the straggling effect, but also by the plural scattering in the target, denoting events which originate from multiple (usually double) large-angle scattering, resulting to low energy signals registered by the detector. At energies close to zero a decrease is observed in the yield owing to the same effect of plural scattering, combined with lateral straggling, which yields to a reduction in the number of backscattered beam particles that fall within the solid angle subtended by the detector.

An application of the RBS technique to thin film analysis is illustrated in the following Figure 1.21 [2 - chapter 4] for the general and ideal case of Rutherford scattering on a twoelement $A_{m} B_{n}$ thin film of uniform composition on a lower-mass substrate showing all the previously mentioned features of the acquired spectra.


Figure 1.21: Experimental geometry (top) and the backscattering spectrum (bottom) for a two-element $A_{m} B_{n}$ thin film of uniform composition on a lower-mass substrate [2 - chapter 4].

### 1.2.2 Elastic Backscattering Spectroscopy (EBS)

When the scattering of the ion beam from the target nuclei is not purely Rutherford, as analyzed in scattering theory (section 1.1.2), the situation gets more complicated. It became however evident that the interference of the Coulomb potential with the nuclear one and the occurred compound reaction mechanism strongly affect the elastic differential cross section, depending mostly on the beam energy and the target composition (light or heavy nuclei).

In such cases, the methodology is called Elastic Backscattering Spectroscopy in general and is actually very similar to the RBS one. The only difference between the two is that, since the scattering is not described by the Rutherford formula, the differential cross sections, being composed of the Coulomb, the potential and the resonant scattering, as described in 1.1.2, need to be experimentally determined for every projectile-nucleus system. This has already been done for many reactions in the past (and this procedure is still in progress) and in specific cases, cross sections can be theoretically calculated (evaluated), given that there has been a thorough (as possible) experimental study of the specific reaction. The applicability of EBS is thus limited by the experimental studies and the theoretical evaluations based on them, as described in detail in the following sections. The existing determined differential cross sections are available to the scientific community through the IBANDL database [23], which is part of the EXFOR [24] general one and SigmaCalc [25].

The EBS analytical calculations for the quantification and/or depth profile of the element of interest in a sample are correspondingly based on the same relation (1.48) describing the scattering through the spectrum height H , as follows:

$$
H\left(E_{1}\right)=\frac{d \sigma}{d \Omega}(E, \theta) Q \Omega \frac{\delta E}{[\varepsilon(E)] \cos \theta_{1}}
$$

An example of RBS and EBS spectra for the same accumulated charge on the target, is illustrated in the following Figures 1.22, concerning the backscattering of alphas from a $\mathrm{Fe}_{3} \mathrm{O}_{4}$ film on a Fe substrate, clearly presenting the resonant structure of the alpha scattering on oxygen. The enhanced O peak in the right spectrum is due to the strong resonance in the ${ }^{16} \mathrm{O}(\mathrm{p}, \mathrm{p})$ cross section at $\sim 3.04 \mathrm{MeV}$.


Figure 1.22: The 2 MeV Rutherford backscattering of alphas from a $\mathrm{Fe}_{3} \mathrm{O}_{4}$ film on a Fe substrate, along with the 3.043 MeV non Rutherford backscattering spectrum for the same accumulated charge (simulations).

The Elastic Backscattering Spectroscopy (EBS), being an extension of the RBS one, is generally preferable in most applications for the determination of the concentration profile of light elements, due to its superior depth resolution resulting from the enhanced stopping power of the outgoing particles, for the same analyzing depth. Moreover, it is usually performed in the same experimental setup (as the RBS one), with minimal changes in the experimental conditions. Actually, among all IBA techniques, EBS and NRA (as discussed below) are the most widely used methods, due to their high analytical power for accurate and also simultaneous determination of several light element concentrations in complex samples.

EBS is often used along with RBS for the parallel study of an element from which the scattering is purely Rutherford (e.g. on heavy element). The aim of this simultaneously study, as seen in the following section, is the determination of the $(\mathrm{Q} \Omega)$ factor. This technique of relative measurements, with respect to the Rutherford scattering on a heavy element, is widely used in the present work in the cross section determination and the benchmarking procedure, as seen in the following chapters.

### 1.2.3 Nuclear Reaction Analysis (NRA)

In the case of complex matrices or of isotope study, the Nuclear Reaction Analysis is usually implemented due to the favorable (positive) Q -value of a selected nuclear reaction $\mathrm{A}(\mathrm{a}, \mathrm{b}) \mathrm{B}$ occurring when the ion beam hits the target. The detection of the ejectile $b$ at the expected high energy is usually almost background free, meaning that no interference of the spectra peaks is usually present. The determination however of the corresponding reaction differential cross section is again a challenging task, requiring experimental studies. This method, as all IBA methods, is based on the relation describing the spectrum height (1.48), where the energy loss in the material enables again the depth profiling of the isotope of interest as previously described.

The most important NRA advantages are its high isotopic selectivity, its enhanced sensitivity for many abundant stable nuclides, the capability of least-destructive depth profiling, and the possibility of simultaneous analysis of more than one light element in near-surface layers of materials. Moreover, when deuterium is used as probing beam, important advantages for d-NRA studies emerge, due to: (a) the simultaneous excitation of most light elements (e.g. B, O, N, C, $\mathrm{F}, \mathrm{Al}, \mathrm{Mg}$ and S ) usually co-existing in complex matrices, either in high concentrations or as impurities (which can unfortunately also cause some background interferences in certain cases due to peak overlaps), and (b) the enhanced sensitivity and accuracy, mainly due to the generally large differential cross-sections of the deuteron-induced nuclear reactions. It has to be noted though, that when d-NRA is implemented, radiation safety precautions are mandatory due to the emitted neutrons originating from ( $\mathrm{d}, \mathrm{n}$ ) reactions on the target elements and the structural materials in the path of deuterons, and from the deuteron breakup (for deuteron beam energies higher than 2.2 MeV ). This problem, however, is not critical, for low energies and beam currents of the order of nA typically used in NRA studies. The main problem that has actually hindered the wide implementation of NRA in depth profiling studies in the past is the fact that existing NRA differential cross-section datasets in literature (IBANDL [23] and EXFOR [24] databases) are usually not abundant, being also often quite discrepant.

An example of the successful NRA implementation over the EBS one is presented in Figure 1.24, concerning a gold sample with carbon traces on top, comparing the spectrum using the resonant ${ }^{12} \mathrm{C}(\mathrm{p}, \mathrm{p})$ elastic scattering at 1750 keV on the left and the one using the ${ }^{12} \mathrm{C}\left(\mathrm{d}, \mathrm{p}_{0}\right)$ reaction at 1200 keV (right figure).


Figure 1.24: EBS spectrum in the resonant region of the ${ }^{12} \mathrm{C}(\mathrm{p}, \mathrm{p})$ elastic scattering (left) comparing to the NRA spectrum of the ${ }^{12} \mathrm{C}(\mathrm{d}, \mathrm{p})$ reaction (right) on a gold target with carbon traces on top for the same accumulated charge.

It should be mentioned here that the NRA method is often implemented along with the EBS and/or the RBS one, in order to obtain the most accurate results by combining the advantages of these techniques and/or by decreasing the uncertainties by the simultaneous combined analysis.

### 1.3 Implementation of the techniques

The implementation of the IBA techniques relies on the study and the analysis of the specific nuclear reaction(s) occurring in the sample of interest, while being bombarded with an ion beam, depending on the technique used. It certainly requires the use of the appropriate accelerated beam to impinge on the sample-target and the suitable experimental set up, consisting of the detector placed at the selected scattering angle and the corresponding electronics, as described in the following chapter. It has already been pointed out that, provided that the beam interaction with the target can in principle be monitored and studied in terms of the acquired spectrum, one can quantify and/or depth profile (depending on the technique used) the element or isotope of interest contained in the target. The latter can be achieved by analyzing the acquired data based on the principles of the nuclear reaction studied (mainly its cross section) and the detecting system used. As general requirement to the followed method, one should have all the parameters involved in the procedure accurately determined, namely the beam energy, the detector position-angle with respect to the beam direction, the solid angle of detection, the beam current (specifically the accumulated charge in the sample) and the characteristics of the detector and the electronics used, such as the detection efficiency and resolution and the amplification (in terms of spectrum calibration).

The actual implementation though of the IBA methods in material study, starts way before the final setting up of the detector(s) and the measurement itself (or the final analysis), since it is totally based on the exact selection of the appropriate technique to be used, depending on the specific case. The technique to be used depends primarily on the sample to be analyzed and its comprising element(s) or isotope(s) one wants to quantify and/or depth profile. The depth analysis together with the possible coexistence of near Z elements or of very heavy ones, plays a very important role to the analytical procedure and thereby to the methodology to be followed. Depending on the case, the appropriate ion beam at the specific energy is selected along with the emitted ejectile, originating from the reaction that suits the study, to obtain the most accurate results. The higher the energy of the projectiles, the deeper the probed analysis would be, but providing worse depth resolution because of the lower stopping power in the material with increasing energy. For each case, all the involved parameters are taken into account and the best compromise would lead to the most suitable technique to be used. For instance, for the profile of a heavy element, the RBS technique should be applied, while for the analysis of a very light element, ERDA or EBS is preferable. If the sample is thick, one would need highly energetic
beam particles, whereas for a thin sample a heavy ion beam is needed to provide better depth resolution. In the case of a specific isotope study, or of a complicated matrix, the NRA technique would in principle resolve the situation.

However, the choice of the IBA technique, the ion beam, the beam energy and the detector angle depends not only on the sample and its comprising elements, but also on the availability of the corresponding cross section data for the selected studied reaction to be used in the final concentration calculations. The whole analytical procedure of quantifying an element or isotope is actually based on the cross section concept, as described in detail in the previous sections. Except for the case of Rutherford backscattering spectrometry (RBS), where the cross section can be analytically derived from the corresponding formula (see 1.1.2), the implementation of all the depth profiling IBA techniques critically relies on the existing data (experimentally determined and/or evaluated ones) and their reliability. For a specific analysis, the most suitable method cannot be applied unless the corresponding differential cross section data exist. In addition to this constraint, the most precise, in all aspects, procedure could also be hindered by the accuracy of the used cross sections. A validation procedure of the data is, therefore, also very important for the proper implementation of the techniques.

There has been a tremendous progress accomplished during the last decade, through the creation of the IBANDL database [23], which contains differential cross sections suitable for IBA that can be directly incorporated in widely used analytical programs, as well as the existence of evaluated differential cross-section datasets that are available to the scientific community through the on-line calculator SigmaCalc [25] and through IBANDL as well. However, in the case of EBS and NRA (and d-NRA in particular), the present situation still leaves much to be studied, since the existing experimental data are quite scarce and discrepant in many cases, hindering both their direct use in implementing the aforementioned IBA techniques and the corresponding evaluation process, thus limiting the applicability of both techniques (EBS and NRA). Therefore, the measurement and evaluation of differential cross sections at steep backscattering angles suitable for IBA, constitutes an open field of ongoing research.

Moreover, the accuracy of the cross section data used in IBA analytical studies certainly plays a critical role in the final results and conclusions, since the whole procedure is completely based on these values. The experimental procedure to measure cross sections, as described in chapter 3 for such measurements in the framework of the present dissertation, includes a variety of uncertainty factors that could affect the calculations. Therefore, the obtained cross-section data, either derived from an experimental procedure, or within the evaluation process, which is
also based on experimental data (as described in chapter 5), need to be validated prior to their use, in order to check their reliability and accuracy. The benchmarking process denotes the validation procedure of cross section values, by acquiring thick target spectra containing the reaction of interest, followed by the detailed simulation of these spectra using the cross section data to be checked. The main concept of the benchmarking is based on the fact that the thick target spectrum reveals the true cross section of the corresponding reaction, convoluted of course with all the aforementioned other parameters. The whole procedure is described in detail in chapter 4. The fact that there are significant discrepancies in many cases in the existing data in IBANDL and EXFOR, concerning resonances or even plateaus of a cross section and moreover, the possible fine structure that cannot be depicted in the discrete experimental points of measured cross sections, make the benchmarking procedure more than useful and valuable. As described in detail in chapter 4, the benchmarking of the evaluated data plays a crucial role, not only in the validation of the data, but also in the evaluation procedure itself (feedback).

### 1.4 Motivation

The main contribution of the present doctoral thesis in the field of Ion Beam Analysis involves the measurement of the cross sections of selected reactions critical for EBS and NRA purposes. More specifically, the $\mathbf{p}+{ }^{7} \mathbf{L i},{ }^{\mathbf{1 9}} \mathbf{F}$ and the $\mathbf{d}+{ }^{\text {nat }} \mathbf{M g}$ systems were thoroughly studied, as described in chapter 3.

It should be pointed out that lithium and fluorine are very common elements in nature with huge technological interest. In particular, the quantitative determination of lithium is important for the characterization of various materials, including aluminum and magnesium alloys, ceramics, glasses, lubricants, greases, and rechargeable batteries. The quantitative determination of fluorine in various samples, on the other hand, is of great importance for material science, as well as, for medical, biological and environmental studies. The main problem concerning the depth profiling of lithium and fluorine is that since both elements are highly reactive, they are usually present in relatively complex matrices along with several medium- or high-Z elements. Thus, due to their low atomic number and their coexistence in heavy matrices, the determination of their profile concentrations presents strong analytical challenges for all IBA techniques. Among these techniques, Elastic Backscattering Spectroscopy (EBS) and Nuclear Reaction Analysis (NRA) are preferably used, due to their high analytical power for accurate and
simultaneous determination of several light element concentrations in complex samples. The existing differential cross-section datasets in the literature, necessary for the implementation of these techniques, are unfortunately inadequate and discrepant in many cases. More specifically, for the study of lithium concentration depth profiles, ${ }^{7} \mathrm{Li}\left({ }^{3} \mathrm{He}, \alpha_{0}\right){ }^{6} \mathrm{Li},{ }^{7} \mathrm{Li}\left({ }^{3} \mathrm{He}, \mathrm{d}\right)^{8} \mathrm{Be}$, ${ }^{7} \mathrm{Li}\left({ }^{3} \mathrm{He}, \mathrm{p}\right)^{9} \mathrm{Be},{ }^{7} \mathrm{Li}\left(\mathrm{p}, \mathrm{p}_{0}\right)^{7} \mathrm{Li}$ and ${ }^{7} \mathrm{Li}\left(\mathrm{p}, \alpha_{0}\right)^{4} \mathrm{He}$ reactions have been proposed in the past [26-33,108-109]. The most promising one though, seems to be the ${ }^{7} \mathrm{Li}\left(\mathrm{p}, \alpha_{0}\right)^{4} \mathrm{He}$ reaction, because of its relatively high cross-section values and high Q -value, providing isolated peaks with practically no background. There is however a lack of corresponding data in the literature over a wide range of energies and detector angles.

The present study aims at contributing in this field through the differential cross-section study of the ${ }^{7} \mathbf{L i}\left(\mathbf{p}, \mathbf{p}_{0}\right)^{7} \mathbf{L i},{ }^{7} \mathbf{L i}\left(\mathbf{p}, \mathbf{p}_{1}\right)^{7} \mathbf{L i}$, and ${ }^{7} \mathbf{L i}\left(\mathbf{p}, \boldsymbol{\alpha}_{0}\right){ }^{4} \mathbf{H e}$ reactions, as sketched in Figure 1.24, in the energy range of $1.5-7 \mathrm{MeV}$ using a variable energy step and for detection angles between $140^{\circ}$ and $170^{\circ}$ in steps of $10^{\circ}$.


Figure 1.24: Level scheme of the p+Li system in C.M..

As far as fluorine is concerned, Proton Induced $\gamma$-ray Emission (PIGE) is mainly used for the determination of its profile concentrations, due to the existence of several, narrow and strong resonances in the $\mathrm{p}+{ }^{19} \mathrm{~F}$ system (e.g. the relatively narrow, $\Gamma=4.5 \mathrm{keV}$ resonance at $\mathrm{Ep}=$ 872.11 keV of the ${ }^{19} \mathrm{~F}(\mathrm{p}, \alpha \gamma){ }^{16} \mathrm{O}$ reaction). Alternatively, ${ }^{19} \mathrm{~F}\left(\mathrm{~d}, \alpha_{0}\right){ }^{17} \mathrm{O},{ }^{19} \mathrm{~F}\left(\mathrm{~d}, \mathrm{p}_{0}\right){ }^{20} \mathrm{~F},{ }^{19} \mathrm{~F}\left(\mathrm{~d}, \mathrm{p}_{1}\right)^{20} \mathrm{~F}$,
${ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{0}\right){ }^{19} \mathrm{~F}$, and ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{0}\right)^{16} \mathrm{O}$ reactions have been proposed in the past [34-48]. However, several differential cross-section datasets in the literature concerning various $\mathrm{p}+{ }^{19} \mathrm{~F}$ reaction channels are discrepant in many cases, mainly because of the complicated resonance structures involved. There has also been a tentative evaluation for proton elastic backscattering from ${ }^{19} \mathrm{~F}$ for a limited energy range (550-1750 keV) retrieved from SigmaCalc [25]. It is important to note here, that this work aimed primarily at studying the $\mathrm{p}+{ }^{7} \mathrm{Li}$ system but due to the implemented LiF target though, selected differential cross-section values have also been determined for the ${ }^{19} \mathbf{F}\left(\mathbf{p}, \mathbf{p}_{0}\right){ }^{19} \mathbf{F},{ }^{19} \mathbf{F}\left(\mathbf{p}, \boldsymbol{\alpha}_{0}\right)^{16} \mathrm{O}$ and ${ }^{19} \mathbf{F}\left(\mathbf{p}, \boldsymbol{\alpha}_{1,2}\right)^{16} \mathrm{O}$ reactions, sketched in the following Figure 1.25 , in the same energy range ( $1.5-7 \mathrm{MeV}$ ) and scattering angles between $140^{\circ}$ and $170^{\circ}$ in steps of $10^{\circ}$. The alpha groups $\alpha_{1}$, and $\alpha_{2}$, belonging to the 6049 keV and 6130 keV excitation levels of the ${ }^{16} \mathrm{O}$ nucleus respectively, could not be analyzed separately, because of the coincidence of the corresponding peaks in the spectra for the proton energy range studied (due to the kinematics). It has to be pointed out however, that the adopted energy step was inadequate for a complete study of the strong and narrow resonances existing in the $\mathrm{p}+{ }^{19} \mathrm{~F}$ system. Nevertheless, the determined, coherent differential cross-section datasets from the present work proved to be valuable for further evaluation purposes, presented in chapter 5. This work, concerning both studies of $\mathrm{p}+{ }^{7} \mathrm{Li}$ and the $\mathrm{p}+{ }^{19} \mathrm{~F}$ system, is analytically presented in chapter 3 ( 3.2 section).


Figure 1.25: Level scheme of the $\mathrm{p}+\mathrm{F}$ system in C.M.

Concerning the magnesium study, it should be noted that magnesium is the third most commonly used structural metal, following iron and aluminum. It is widely implemented in electronic devices and in front-end technology, mainly in the form of magnesium alloys. It is extensively used in the industry for the production of several high-volume parts, for the fabrication of numerous electronic devices, as well as, in the field of research of superconducting materials and applications [49]. Accordingly, magnesium depth profiling is of prime importance to characterize the produced alloys. Due to its low Z, however, and the fact that it is highly reactive and thus forms complex compounds, like lithium and fluorine, the accurate determination of its depth profiling presents a strong analytical challenge for the elastic backscattering spectroscopy (EBS) technique, despite the existence of multiple strong and narrow resonances [50]. Indeed, EBS measurements (involving mainly resonances in proton elastic scattering) can efficiently solve the problem of magnesium depth profiling in the cases where: i) the Mg concentration is not very low, especially in the presence of a high- Z matrix, ii) there is no signal interference from other light elements (usually in the form of overlapping resonances) e.g. as in the cases where Si and/or Al co-exist in a magnesium alloy. When these conditions cannot be met, nuclear reaction analysis (NRA) seems to be the most suitable technique for magnesium depth profiling studies, through the implementation of the ${ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{0,1,2}\right)^{25} \mathrm{Mg}$ reactions, given that ${ }^{24} \mathrm{Mg}$ constitutes $\sim 79 \%$ of natural magnesium.

In the particular case of $d+{ }^{\text {nat }} \mathrm{Mg}$ system, sketched in Figure 1.26, it should be noted that there exists only one dataset [51] in literature, suitable for EBS and NRA studies, thus limiting the implementation of the corresponding techniques for Mg depth profiling studies. The dataset of Gallman et al. [52] concerns the study of ${ }^{24} \mathrm{Mg}(\mathrm{d}, \mathrm{p})$ reactions at $120^{\circ}$ and $80^{\circ}$ in the high energy range of $2790-6100 \mathrm{keV}$ with a sparse energy step, while the study of Lee et al. [53] concerns one detection angle at $90^{\circ}$ in a range of about $2000-4000 \mathrm{keV}$. Both datasets are thereby considered inadequate for Mg analytical studies.

The contribution of this dissertation in this field concerns the analytical cross section study of the ${ }^{\text {nat }} \mathrm{Mg}\left(\mathrm{d}, \mathrm{d}_{0}\right)$ elastic scattering and the ${ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{0}, \mathrm{p}_{1}, \mathrm{p}_{2}\right)^{25} \mathrm{Mg}$ reactions as well, at $55^{\circ}, 70^{\circ}, 90^{\circ}$, $125^{\circ}, 150^{\circ}$ and $170^{\circ}$. The deuteron energy ranged from $1300-2050 \mathrm{keV}$ in the laboratory system, with a variable energy step, as discussed further in 3.3 section presenting also the results of this work.


Figure 1.26: Level scheme of the $\mathrm{d}+\mathrm{Mg}$ system in C.M.

Part of my research also involves the development of an experimental procedure for the validation of differential cross section datasets for charged-particle reactions on light isotopes, called benchmarking. The validity of the data used is of course of critical importance for all analytical applications. Benchmarking is actually an integral experiment that needs to be very carefully designed and performed, since a great number of parameters need to be investigated and accurately determined. The whole procedure is analytically described in this dissertation in chapter 4 , presenting the benchmarking experiments performed for the validation of the measured differential cross sections mentioned above, namely the data concerning the studied p $+{ }^{7} \mathrm{Li},{ }^{19} \mathrm{~F}$ and $\mathrm{d}+{ }^{\text {nat }} \mathrm{Mg}$ systems. Moreover, in the general absence of cross-section validation in literature, benchmarking experiments were also preformed for the proton elastic scattering on ${ }^{23} \mathrm{Na},{ }^{31} \mathrm{P}$, ${ }^{\text {nat }} \mathrm{S}$ and ${ }^{\text {nat }} \mathrm{Si}$, being critical for analytical purposes. A different approach in the experimental procedure was applied for the validation of ${ }^{\text {nat }} \mathrm{B}(\mathrm{p}, \mathrm{p})$ data, because of the nuclear reaction background, as described in section 4.7.

Besides the validation of differential cross-section data, benchmarking is actually in more ways critical for the implementation of EBS and NRA techniques in material analysis, since it also provides feedback for the adjustment of the parameters of the nuclear model used in the evaluation procedure, which eventually leads to the most reliable data to be used. Moreover, it can facilitate the extension of the existing evaluations to higher energies, it can help in assigning
realistic uncertainties to the cross sections, and it can also indicate recommended experimental datasets to be used in analysis in the absence of theoretically evaluated ones.

The last part of this dissertation concerns the theoretical cross-section investigation itself along with the subsequent theoretical models and phenomenology describing the occurred reaction processes. An example of the evaluation procedure of cross-section data, is alongside illustrated, concerning the case of the ${ }^{19} \mathrm{~F}(\mathrm{p}, \mathrm{p})$ reaction, in an attempt to extend the evaluation to higher energies.

## CHAPTER 2

## EXPERIMENTAL SET UP

The two experimental setups used for the cross section and the benchmarking measurements of the present thesis are described in this chapter. The production of the ion beam from both accelerators is briefly presented, while the scattering chambers, the used detectors and electronics, as well as the preparation of the targets are thoroughly described.

### 2.1 Accelerators

All the experiments for the cross section measurements were performed at the 5.5 MV Tandem accelerator located at the Tandem accelerator laboratory of the Institute of Nuclear and Particle Physics of the National Center for Scientific Research "Demokritos" in Athens, Greece. The benchmarking experiments for the ( $\mathrm{p}, \mathrm{p}$ ) scattering on LiF , ${ }^{\text {nat }} \mathrm{B}$ and ${ }^{19} \mathrm{~F}$, as well as the ( $\mathrm{d}, \mathrm{d}$ ) on ${ }^{\text {nat }} \mathrm{Mg}$, were also performed at NCSR "Demokritos", while the benchmarking measurements concerning the elastic proton backscattering from ${ }^{\text {nat }} \mathrm{Si},{ }^{23} \mathrm{Na},{ }^{31} \mathrm{P}$ and ${ }^{\text {nat }} \mathrm{S}$ were performed at the 2 MV Tandetron accelerator of the Ion Beam Centre of the University of Surrey, England.

### 5.5 MV TN11 Tandem accelerator

The electrostatic accelerator at NCSR "Demokritos" is based on the Van de Graaf generator operation. The basic parts of the accelerator, sketched in Figure 2.1 along with the optical components, are the ion sources in the beginning of the line, the Van de Graaf generator in the center, inside the tank, responsible for accelerating the ions and finally the experimental beam lines. The high voltage structure of the accelerator is isolated by $\mathrm{SF}_{6}$ gas at high pressure, whereas high vacuum of the order of $10^{-6}-10^{-7}$ Torr is maintained in the accelerating tube and beam lines. At the end of the experimental beam lines there is usually a carefully designed chamber, where the beam hits the target of interest, and the detection system. Each line has a different geometry with specific layout and capabilities, serving specific experimental purposes.

The choice and the configuration of a beam line are based on the purpose and the needs of each experiment.

Starting from the ion sources, it should be mentioned that there are two kinds of sources, the duoplasmatron for light ions (protons and deuterons) and the sputtering source for heavy ones $\left({ }^{12} \mathrm{C},{ }^{16} \mathrm{O}\right.$ etc). The produced ions from the source used, depending on the desired ion for each case, are negative. They get pre-accelerated $(60 \mathrm{kV})$ entering the pre-acceleration tube to the central transfer line, where they gain energy being attracted by the positive voltage of the generator (up to 5.5 MV ). This voltage is provided with the use of a rotating belt (insulator) system, depositing positive charge on the terminal (metallic sphere), thus charging it, while a corona feedback system is used for the stabilization of the voltage. In the center of the terminal, the ions pass through a thin carbon foil $\left(\sim 10 \mu \mathrm{~g} / \mathrm{cm}^{2}\right)$, which strips their electrons turning them from negative to positive ions. The positively charged particles are subsequently repulsed from the applied (positive) voltage of the terminal resulting to a second stage of acceleration (additional) of the particles (hence the name 'tandem' accelerator). Afterwards, the beam is focused entering the first electromagnetic quadrupole and is guided to the $90^{\circ}$ bending analyzing magnet, which selects the ions with the desired energy (central value E, depending on the field) and a well-specified $q / m$ ratio. The magnetic field strength is accurately measured and tuned through a feedback system through a Nuclear Magnetic Resonance (NMR) system. However, the exact determination of the beam energy, namely the accurate calibration of the magnetic field (and related fringe fields) in terms of energy is actually a very challenging task and is described in more details in a following section (3.1.2.1).


Figure 2.1: Schematics of the 5.5 MV HV Tandem accelerator at NCSR "Demokritos".

## 2 MV Tandetron Accelerator [54,55]

The fully computer controlled 2MV Tandetron accelerator at the Ion Beam Center of the University of Surrey resembles, in its main principle, the one at NCSR "Demokritos" described above, since it is also of tandem type. The Tandetron high voltage power supply is based on the Cockcroft-Walton system, with Radio Frequency power (at 14 KHz ) fed to all stages together, making it extremely responsive and more controllable compared to the use of a belt-driven machine with a corona feedback system. The terminal potential is stabilized by a feedback system which uses a generating voltmeter (GVM) and capacitive pickoff monitors. The duoplasmatron source allows for a $\mathrm{H}^{-}$beam to be extracted, while a lithium charge exchange channel can provide a negatively charged He beam. A cesium-sputter source is used to produce heavy ion beams. The accelerator is equipped with a compact dual source injection system, as sketched in the following Figure 2.2 [55], while the source selection and the mass analysis of the injected ion beam are accomplished by the $90^{\circ}$ switching/analyzing magnet. Before the ion beam enters the accelerator tubes, the Q-snout [US patent \#5.247.263.] accelerates the ions up to 80 keV . This serves for the matching of the ion energy to the focusing power of the acceleration tube entrance, whereby a beam waist is created at the center of the stripping channel. The double acceleration is achieved with the stripping gas in the terminal, turning the negative ions to positive, while a quadrupole doublet is used for the final focusing of the beam and a switching magnet is of course used for the beam line selection (see Figure 2.3 [54]).


Figure 2.2: Layout of the dual source injector. (1) Injector block, (2) 90" magnet, (3) Cs sputter source, (4) duoplasmatron, (5) einzel lens, (6) lithium charge exchange channel, (7) steerers, (8) turbomolecular pump, (9) defining aperture. (10) Faraday cup, (11) Q-snout, (12) tank [55]


Figure 2.3: Schematic of the building with 2 MV Tandetron installation (approximately to scale). $\mathrm{S}=$ double source assembly, $\mathrm{L}=$ low energy magnet, $\mathrm{T}=2 \mathrm{MV}$ Tandetron accelerator, $\mathrm{H}=$ high energy magnet, $\mathrm{M}=$ microbeam line with object aperture ("o"), $\mathrm{B}=$ broadbeam (millibeam) line with apertures ("a") [54].

### 2.2 Scattering chamber

At the Tandem laboratory of NCSR "Demokritos" we used the beam line at the end of which there is a 70 cm in diameter scattering chamber. This chamber is always in high vacuum, of the order of $10^{-6}$ Torr, during the measurements, with the use of a rotary and a turbo pump. A collimator of 2 mm in diameter and an anti-scatterer of 2.5 mm in diameter are placed at the entrance of the chamber (with a distance of $\sim 3 \mathrm{~cm}$ between them) resulting to a beam size of $\sim 2 \mathrm{~mm}$ in diameter onto the target. As seen in Figure 2.4, the target is placed in the center of the chamber on a special support and the detectors at the scattering angles of interest on both goniometric tables. In general, four targets on holders of certain specifications can be mounted on this support in the center of the chamber and only a vertical movement (and rotational if necessary) is necessary for the exact placement of each target on the course of the beam. The detectors are mounted on special holders on the goniometer, as described below. The signals of the detectors are guided out of the chamber using BNC vacuum feedthroughs, as seen in Figure 2.4. These connectors provide also the means for the power supply of the detectors.

The 60 cm in diameter scattering chamber used in Surrey was quite similar to the described one at "Demokritos", being mostly dedicated to such studies, where multiple detectors and targets can be mounted. The proton beam can be focused down to $\sim 1 \mathrm{~mm}$ in diameter on the target, but various sets of collimation can also be used. A six axis goniometer [54] with a sample stage with dimensions of $105 \times 153 \mathrm{~mm}$ (able of holding many and/or large samples) sliding into the mechanism, enables the micrometric movement and, when needed, the tilt of the targets. Their correct positioning along the z -axis (beam axis), according to their thickness (up to $\sim 6 \mathrm{~mm}$ for the used targets), is also allowed. The targets are mounted all together on the sample holder (depending on their size of course), enabling the automatic switch from one target to another for each energy step, during the measurements. The sample exchange mechanism acts through an vacuum tight system, allowing for the fast exchange of the targets. The scattering angles, where the detectors are placed, as described below, can be directly measured with high accuracy (of $0.1^{\circ}$ ), using a beam-line laser and the motors for the alignment.


Figure 2.4: The scattering chamber at NCSR "Demokritos" with four detectors already in their final position. The arrow shows the direction of the beam onto the target (in the center of the goniometric table).

### 2.3 Detector setup

For the detection of the scattered particles, Silicon Surface Barrier (SSB) detectors were used for all the measurements. Except from the case of the $\Delta E / E$ experiment, described thoroughly in 4.7, the setup consisted of either 2 or 6 detectors, depending on the case, with $15-20 \mathrm{keV}$ energy resolution and thicknesses that varied from $300 \mu \mathrm{~m}$ up to $1000 \mu \mathrm{~m}$. This thickness was in all cases sufficient for the deposition of the full energy of the particles of interest, thus enabling their correct detection. The detectors were placed at the desired scattering angles in each case, with the use of special calibrated rails inside the goniometric chamber, while small aluminum tubes $\sim 1 \mathrm{~cm}$ in diameter and of various lengths ( $\sim 4-7 \mathrm{~cm}$ ) were placed in front of them, as seen in Figure 2.4. These tubes hinder the detection of scattered particles on the walls of the chamber itself and/or the Faraday cup at the end of the beam line (which is not included in Figure 2.4). Exactly in front of the active surface of each detector, orthogonal slits of $\sim 4 \times 8 \mathrm{~mm}^{2}$, as seen in Figure 2.5, are placed in order to define the active area of detection to a small but sufficient enough opening (solid angle $\Omega$ ) exploiting the phi invariance. The distance of the detectors from the target varied from 12 up to 25 cm , so that each detector had an angular acceptance of about $\pm 1^{\circ}$ or smaller.


Figure 2.5: Photo of a silicon (SSB) detector in place in the scattering chamber, without the aluminum tubes, in order to make the orthogonal slits visible.

For the benchmarking measurements that were performed at the Ion Beam Center, at the University of Surrey, two detectors were installed in the plane of the beam incidence (IBM geometry) at $120.6^{\circ}$ and $148.8^{\circ}$, while a third one in Cornell geometry at $173.5^{\circ}$. The scattering angles were directly measured with high accuracy (of $0.1^{\circ}$ ), using a beam-line laser and the motors for the alignment, as already mentioned. The detectors at $120.6^{\circ}, 148.8^{\circ}$ and $173.5^{\circ}$ were placed at a distance of $\sim 14,12$ and 19 cm from the target, with orthogonal slits having a width
of $\sim 2,2$ and 5 mm in front of them, in order to reduce the effective angular uncertainty to $\sim 1^{\circ}$, $1.4^{\circ}$ and $2.3^{\circ}$ respectively.

### 2.4 Electronics

The detection system used at both laboratories, at "Demokritos" and at the University of Surrey, consisted of Silicon Surface Barrier (SSB) detectors, placed at the corresponding angles of interest, as already mentioned. In both cases the detectors were used along with the standard NIM electronics for spectroscopy, described as follows, besides the case of using $\Delta \mathrm{E} / \mathrm{E}$ telescopes described in detail in section 4.7.

Generally each detector produces an electrical signal, proportional to the energy of the detected particle. The detector functions normally, giving the best possible signal, when it is fully biased. The produced signal though, gets modulated electronically, as sketched in Figure 2.6 to take its final form, which is the form of a spectrum (described in detail in the following section).


Figure 2.6: Schematic of the used electronics to obtain the spectrum on the computer.

Initially, it gains a small amplification by the preamplifier which is directly connected to it, in order to convert charge into voltage and to match the impedance for the transmission of the signal through a long cable. Through the preamplifier the detector gets biased using a high voltage power supply unit. Then the signal gets modulated and amplified by a spectroscopic amplifier. This step involves the adjustment of various parameters, namely the shaping time and
pole to zero level of the pulse, the polarity, the output (unipolar or bipolar) and possibly the DC level restorer. Besides the amplification (gain) that depends on the energy of the studied particles, which can widely vary from case to case (EBS comparing to NRA analysis for example), the rest of the parameters are tuned only in the beginning of an experiment, since they mostly depend on the functionality of each detector and the counting rate, which is always kept low in the order of $\sim 1-5 \mathrm{kHz}$ (full spectrum rate) when working with protons or deuterons. Afterwards, the signal is digitized with the use of an ADC (Analog to Digital Converter) and is then registered to a channel depending on its height (its voltage corresponding to the deposited particle energy) with the use of a multi channel analyzer (MCA). Due to the low resolution of the detectors used compared to the HPGe ones, 1024 channels are sufficient for the recording of the pulses to a spectrum. One typical spectrum is presented in Figure 2.7 representing the number of detected particles (counts) at each specific energy (channel). The channel to energy relation, i.e. the ADC-MCA energy calibration, enables the peak identification and is described in detail in the following chapter (section 3.1.1.1).


Figure 2.7: Typical experimental spectrum taken with a thin target consisting of $\mathrm{Ta} / \mathrm{Mg} / \mathrm{MgCl}_{2}$ evaporated on a carbon foil, at $150^{\circ}$ for $E_{d, l a b}=1785 \mathrm{keV}$ along with the corresponding peak identification.

### 2.5 Target preparation

The targets used for the differential cross-section measurements and all the benchmarking experiments, were all made at the Tandem laboratory at NCSR "Demokritos", using the evaporator and the high pressure system for manufacturing pellets. The evaporator, as seen in Figure 2.8 , is mainly a chamber in high vacuum, where two different techniques can be applied for the evaporation of a material. Depending only on the material (melting point, chemical behavior etc) one can either use thermal evaporation, or use the electron-gun technique. The latter is a sputtering method in a very close geometry with electrons produced by a heating resistor and directed onto the material with the use of a proper magnetic field. The material for evaporation is placed at the central part of the chamber onto a special but simple construction according to the evaporation method to be used. Above it and at a variable distance between 1020 cm , a mechanical support for the substrate (supporting material of the target) is placed, as can be seen in the right photo in Figure 2.8.


Figure 2.8: The evaporator of the Tandem laboratory in the Institute of Nuclear and Particle Physics of NCSR "Demokritos"

As an example of the procedure, the preparation of the target for the $\mathrm{p}+\mathrm{LiF}$ cross-section measurements will be described as both techniques of evaporation were used. It consisted of a carbon foil of $52 \pm 2 \mu \mathrm{~g} / \mathrm{cm}^{2}$ thickness, with a LiF layer of $(960 \pm 38) \times 10^{15} \mathrm{at} / \mathrm{cm}^{2}$ that was evaporated onto the carbon foil. A thin gold layer of $4.4 \pm 0.3 \mu \mathrm{~g} / \mathrm{cm}^{2}$ was additionally evaporated onto the LiF layer. The actual thickness calculation of all the layers is described in detail in section 3.2.1. In the beginning the carbon foil was made using the electron-gun method, where a small piece of graphite was bombarded with electrons resulting in the sputtering of carbon atoms. At a distance of $\sim 20 \mathrm{~cm}$ over the graphite, several glass slides ( $\sim 2 \times 7 \mathrm{~cm}$ ), with a thin film of soap mixture ( $10 \%$ betaine and $90 \%$ sugar water) which has previously been applied on, were placed on a special support at the evaporator, as seen in Figure 2.8 (right photo). After several hours of electron sputtering the evaporation was stopped and a thin layer of carbon was formed onto the soap film of the glass slides. The carbon layer was afterwards removed from the glass by slowly dissolving the soap mixture in water. As the mixture dissolves the carbon layer floats on the water and can be easily placed on a target holder.

This procedure leads to the production of several carbon foils depending on the number of glass slides placed in the chamber during the evaporation. It should be noted here that this is the same procedure followed for producing the carbon stripping foils of the accelerator, as described in the previous section (2.1). These foils need of course to be thinner, about $10 \mu \mathrm{~g} / \mathrm{cm}^{2}$.

For the evaporation of the LiF layer onto the carbon foil, the needed quantity (m) of LiF powder was placed on a metallic sheet (boat), made of Ta , and the carbon foil (on a target holder) was placed above it, at a distance ( r ) of $\sim 15 \mathrm{~cm}$. As high current passed through the Ta boat, LiF melted and then evaporated, resulting at a deposition onto the carbon foil with an areal density d . The calculation for the isotropic evaporation in this geometry (in the upper $2 \pi$ part of the evaporator) is actually trivial, as shown in the following equation.

$$
m=d *\left(2 \pi r^{2}\right)
$$

For the gold layer of the target, the same procedure was followed. Instead of the LiF powder a small piece of gold ( $\sim 40 \mathrm{mg}$ ) on a new Ta boat was placed. On top of it the carbon foil with the LiF layer was placed downwards for the gold to be evaporated on the LiF layer, for wear protection and charge/solid angle normalization purposes (as explained in section 3.1).

For the $\mathrm{d}+{ }^{\text {nat }} \mathrm{Mg}$ differential cross-section measurements the thin target used was made in a very similar way. That is, by evaporating a mixture of natural magnesium and magnesium chloride powder (in a Ta boat) on a $\sim 10 \mu \mathrm{~g} / \mathrm{cm}^{2}$ carbon stripping foil and by evaporating afterwards a thin Au layer on top of it. Alternatively, a thin Ta layer can be evaporated on top of the magnesium target, by increasing the current in the tantalum boat containing the mixture (immediately after the evaporation of the magnesium mixture) till the evaporation point of the tantalum itself is reached. The thicknesses of all the layers were determined accurately as described in the corresponding section 3.3.1.

The pellets that were used for the benchmarking measurements, were produced by highly pressing the desired powder. The $\mathrm{NaBr}, \mathrm{MoS}_{2}, \mathrm{ZnF}_{2}$ and B pellets were made by implementing a 6 ton pressure on the corresponding powder for 10 min , in 2 ton gradual steps. Along with the other thick targets used for these measurements, namely the Silicon [111] and GaP wafers and the Mg tape, all the pellets were covered with a thin layer of gold following. Thus, all targets used had a thin layer of Au on top, for wear protection and charge/solid angle normalization purposes (as already mentioned above).

### 2.6 Target characterization

The chosen target is of critical importance for the reliability of all the experiments performed, concerning both the differential cross-section measurements and the benchmarking ones. It is therefore evident that, prior to their use, all targets need to be characterized in the most accurate way. It should be noted here that the procedure of the target preparation itself is unavoidably responsible for some secondary effects, namely the eventual presence of impurities in the target. Depending on the case, this can involve surface oxidization and the presence of small amounts of nitrogen and possibly chlorine, due to the involved water in the evaporation procedure concerning the thin targets (when making the carbon backing foil). Moreover, carbon molecules may also be deposited onto the target beam spot, being drifted by the beam particles during the target irradiation (carbon build up). However, under the typical experimental conditions, in terms of beam current and irradiation time, the carbon build up effect is negligible. All the above parameters are studied and are taken into account in the analysis depending on their scale and the case study.

For the quantification of mid-heavy and heavy elements and, in particular, for the thin layer of gold deposited on top of the targets, the X-ray Fluorescence (XRF) technique is used. This technique has generally a typical detection limit for elements lighter than magnesium ( $\mathrm{Z}>12$ ) and is also of limited accuracy (as low as 10\%), pending on the target composition, the thickness (e.g absorption effects in the pellets) and/or the target's homogeneity [56]. For light element quantification, where this method (XRF) cannot be applied, other complementary IBA techniques are implemented in such a way, that the cross section is precisely known and preferably following the Rutherford formula (RBS technique), choosing low energetic or heavy beam particles for instance, thus allowing for the determination of the studied thickness, with a better accuracy than typical XRF measurements. Combined techniques can also be used in some cases in order to minimize the induced uncertainties in the target composition.

Each target needs therefore to be characterized using the appropriate technique according to its composition. The characterization of the targets used for the cross-section measurements of the present studies, is analytically described in sections 3.2.1 and 3.3.1 respectively. On the other hand, the pellets used for the benchmarking runs (excluding the boron case in section 4.7) did not really need any special treatment for the determination of the thin gold layer thickness, since the obtained spectra at low energies were sufficient to determine this value. This was indeed feasible by using the Rutherford scattering of the heavier element of each thick compound target used at these energies, as thoroughly described in the relevant sections in chapter 4 (4.5-4.8).

## CHAPTER 3

## DIFFERENTIAL CROSS - SECTION

## MEASUREMENTS

The main contribution of the present dissertation in the field of Ion Beam Analysis is to provide differential cross sections to the scientific community, thus facilitating the implementation of the EBS and NRA techniques. More specifically, the $\mathrm{p}+\mathrm{Li}, \mathrm{p}+\mathrm{F}$ and $\mathrm{d}+\mathrm{Mg}$ systems were studied at NCSR "Demokritos" and the obtained cross-section data for the ${ }^{7} \mathrm{Li}\left(\mathrm{p}, \mathrm{p}_{0}\right){ }^{7} \mathrm{Li},{ }^{7} \mathrm{Li}\left(\mathrm{p}, \mathrm{p}_{1}\right)^{7} \mathrm{Li},{ }^{7} \mathrm{Li}\left(\mathrm{p}, \alpha_{0}\right){ }^{4} \mathrm{He},{ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{0}\right){ }^{19} \mathrm{~F},{ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{0}\right)^{16} \mathrm{O}$ and ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{1,2}\right)^{16} \mathrm{O}$ reactions, as well as for the ${ }^{\text {nat }} \mathrm{Mg}(\mathrm{d}, \mathrm{d})$ and ${ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{\mathrm{i}}\right)$ reactions, are presented in this chapter. It is essential, however, to describe the experimental and analytical procedure for the cross-section determination in detail prior to the measurements themselves (presented in sections 3.2 and 3.3). Therefore, the methodology used, all the steps needed for the spectral analysis and the corresponding calculations are in detail presented in the first sections of this chapter.

### 3.1 Determination of the differential cross section

The determination of the differential cross section ( $\mathrm{d} \sigma / \mathrm{d} \Omega$ ) of a reaction is based exactly on its definition in the case of an ultra thin target, as discussed in section 1.2.1 and also seen in the simplified equation 3.1 below. The differential cross section represents the probability of the beam particles with energy E (in the laboratory system) to be scattered from the target nuclei to an angle $\theta$ (EBS case) or to react with the nuclei emitting an ejectile at an angle $\theta$ (NRA case), depending on the studied reaction. Using an ultra thin target containing the element of interest, the detected particles (yield) at $\theta$, within the detector solid angle $\Omega$, originating from the occurred reaction, are thus measured with respect to the number of the beam particles (charge $Q$ ) reaching the target and the solid angle of the detector, normalized also to the number of the target nuclei $N_{t}$.

$$
\left(\frac{d \sigma}{d \Omega}\right)_{E, \theta}=\frac{Y}{N_{t}(Q \Omega)}
$$

The thickness $N_{t}$ corresponds to the thickness of the target element/isotope involved in the studied reaction, measured in surface density units (at/cm ${ }^{2}$ ), while the $\Omega$ factor represents the solid angle covered by the detector and is given in sr. The resulting cross section is therefore measured in $\mathrm{mb} / \mathrm{sr}$.

It should be noted here, that equation 3.1 is valid only in ultra thin target cases, namely with minimal beam energy loss inside the target and only when the cross section does not present strong variation within this energy interval. Concerning however the latter special cases (with Breit-Wigner resonances, seen in 1.1.2), the analysis is significantly limited due to the beam energy uncertainty (ripple), as it will be described in 3.1.2.1. The effect of the energy loss in the cross section determination is analytically described in 3.1.2.2.

All the terms in the above equation can be experimentally measured, thus calculating directly the unknown cross section. More specifically, the detected particles $\boldsymbol{Y}$ are easily counted analyzing the spectra, as described in detail in the following section. The determination of the target thickness $\boldsymbol{N}_{\boldsymbol{t}}$, on the other hand, is usually quite challenging and each target needs to be characterized in a different way, depending on its consisting elements, as described in section 2.6. The accumulated charge $\boldsymbol{Q}$ in such experiments can be measured by integrating the induced current on the target and the Faraday cup behind it, using a current integrator. Due to secondary effects in the irradiated target though (like electron emission from the target elements), some kind of suppressing voltage needs to be applied in the circuit. Alternatively, the use of a close geometry of the target-chamber-Faraday cup setup (the chamber being the Faraday cup) would lead to a better counting of the charge, but this is never the case in such studies, where the chamber is of relatively large dimensions to fit the detectors at some cm distance from the target and is always prone to small parasitic currents which impede its use as a Faraday cup. Actually the Faraday cup in these studies is inefficient, usually being far from the target (at a distance of $\sim 125 \mathrm{~cm}$ in our case), and thus covering only the really straight forward particles, making the charge measurement inaccurate. Actually, it has been proven in the past, that the suppressed accumulated charge in the scattering chamber used at Demokritos, where the cross sections of the present work were measured, is collected with errors ranging from 3 to $15 \%$, depending not only on the ion species and energy, but also on the target thickness, thus presenting a strong challenge in the minimization of the measured charge uncertainties. Another issue that needs to be treated carefully is the determination of the solid angle $\boldsymbol{\Omega}$ for each detector. It can indeed be
measured with the use of an isotropic alpha source ( $2 \pi$ ) of known activity placed exactly in the position of the target. This measurement though is also not precise enough, mostly because of the different dimensions of the source and the beam spot. Summarizing, the $\mathrm{Q} \Omega$ factor is overall hard to be absolutely measured at the desired accuracy of a few percent and for its determination in the present study we used the scattering on the thin layer of gold on the targets, which is purely Rutherford at the studied energies. This methodology leads to the use of formulas for relative measurements of the cross sections, namely compared to the ones on gold, described as follows below. The scattering on thin gold is of course also described by equation 3.1, where the cross section $\left(\frac{d \sigma}{d \Omega}\right)_{A u}$ is in this case analytically calculated using the Rutherford formula (see section 1.2.1).

For example, in order to measure the differential cross sections of the proton scattering on the x element, using a thin target containing the x element with an ultra thin layer of gold on top, one would need to use formulas 3.2 and 3.3, respectively, for one measurement ( $E_{p}, \theta$ ). The detected particles at the scattering angle $\theta$, originating from the scattering on x and Au nuclei are now written as $Y_{x}$ and $Y_{A u}$ respectively. The cross sections and the thicknesses of the two elements are also denoted in a similar way.

$$
\left(\frac{d \sigma}{d \Omega}\right)_{x}=\frac{Y_{x}}{N_{t, x}(Q \Omega)}
$$

$$
\left(\frac{d \sigma}{d \Omega}\right)_{A u}=\frac{Y_{A u}}{N_{t, A u}(Q \Omega)}
$$

During one measurement, at one proton energy that is, the accelerated protons react with both $x$ and Au nuclei, for the same accumulated charge Q (given that the number of the scattered particles in the first Au layer, that obviously do not reach the deeper layer, are negligible (below $0.1 \%$ ) compared to the beam particles impinging on the target) and the scattered protons from both elements are recorded by the detector set at $\theta$ within the same solid angle $\Omega$.

Dividing these two equations, we get the desired cross-section values relatively to the Rutherford ones from the scattering on gold without the $\mathrm{Q} \Omega$ product, as seen in the final equation 3.4. These two major sources of big uncertainty are in this way eliminated, making this method far more accurate than absolute measurements (calculating cross sections directly using equation 3.1 and measuring Q and $\Omega$ independently). The ratio of the thicknesses of the two
layers $\frac{N_{t, A u}}{N_{t, x}}$ is usually determined coherently to further reduce the uncertainty. A detailed assessment of the uncertainties in the present measurements of cross sections is discussed in the corresponding sections (3.2.2 and 3.3.2).

$$
\left(\frac{d \sigma}{d \Omega}\right)_{x}=\left(\frac{d \sigma}{d \Omega}\right)_{A u} \frac{Y_{x}}{Y_{A u}} \frac{N_{t, A u}}{N_{t, x}}
$$

The procedure that follows the performed experiment and the acquisition of the data is throughout described in the following sections. This procedure is necessary for the determination of the cross sections and it practically consists of three steps. Initially, the acquired spectra recorded by the detectors, along with the corresponding electronics that have already been described above, need to be analyzed and the target thickness to be determined. Calibrating the energy of the accelerator and knowing the composition of the target, the final energy of the beam particles can be calculated and therefore the unknown cross sections can eventually be determined at each energy step.

### 3.1.1 Spectrum analysis

A typical spectrum is seen in Figure 3.1 for the proton beam at $\mathrm{E}_{\mathrm{p}, \mathrm{lab}}=4780 \mathrm{keV}$ at $150^{\circ}$ hitting a carbon target with a thin layer of Au on top. This experimental spectrum shows the number of protons scattered to $150^{\circ}$ after interacting with the thin target, with respect to the channels of the ADC (with incorporated MCA -multi channel analyzer). After calibrating the ADC, i.e. finding the relation between the channel and the particle's energy, as described in the following section, one can identify the peaks in a spectrum of the specific reaction that yielded the detected particles. Afterwards, the peak(s) corresponding to the reaction(s) of interest should be integrated to give the yield $Y$ needed in the equation for the determination of the cross section ( $Y_{x}$ and $Y_{A u}$ in the above equation 3.4).


Figure 3.1: Typical spectrum of the detector at $150^{\circ}$ for proton beam on a thin carbon target with a thin Au layer on top.

### 3.1.1.1 Peak identification

The acquired spectra using thin targets usually exhibit several peaks corresponding to groups of detected particles at several energies (channels). Since the targets often contain more elements than the studied one(s), (see section 2.5 for the ones used in the present work) the detected particles have specific energies, depending on the nuclei they have interacted with and the type of the occurred reaction. As has already been analyzed in 1.1.3.3, the elastic scattering follows the kinematics of the reaction, while for a nuclear reaction its Q-value and the exciting level of the residual nucleus should be taken into consideration. In all cases the energy of the detected particles is characteristic of the reaction and can be a priori calculated. After calculating the expected groups of energies of the particles, with the use of LARELKIN [57] or catkin [58], for instance, originating from all the possible reaction channels regarding all the elements of the target, one can identify the peaks in a spectrum, by calibrating the ADC, as described in the following paragraph. With the ADC energy calibration one determines the linear correlation between the channels of the spectrum and the energy of the corresponding detected particles, namely the gain (in $\mathrm{keV} /$ channel) and the offset (in keV ). Afterwards, possible unknown peaks in a spectrum must be attributed to reactions with small (unconsidered) contaminations of the target or unaccounted reaction channels of one or more isotopes, which can in reverse be identified since their energy (group of channels) is known (in the spectrum). The origin of all detected particles (always in groups forming peaks) can thereby be determined. It has to be
noted here that the ADC calibration is very important in cases where there are lots of peaks in the spectra. This can be the case, when the target consists of many elements/isotopes and/or when lots of different reactions occur between the beam particles and the nuclei in the target (as in the case of highly energetic beam particles). In such cases, spectra can occur with overlapping peaks or with peaks that "suddenly" appear (at the onset of an additional reaction channel). Such experiments need to be treated in a very careful and systematic way in the analytical procedure, in order to study the reactions (peaks) of interest and not some other parasitic ones in the spectra, rendering the calibration procedure and thus the peak identification very important.

A quite precise ADC calibration can be performed during the first steps of an experiment. With the use of a triple alpha source $\left({ }^{239} \mathrm{Pu},{ }^{241} \mathrm{Am},{ }^{244} \mathrm{Cm}\right)$, from which the emitted alpha particles have characteristic and well known energy (with the highest intensities at 5156.6, $5485.6,5804.8 \mathrm{keV}$ respectively), prior to the target irradiation, one can not only fix the gain of the amplification used and check the electronics, but also roughly calibrate the ADC. Using the three (main) peaks of the detected alpha particles, one relates their energy to the corresponding ADC channels (position in the spectrum), thus enabling the calibration of the spectrum (with extrapolation), by determining the gain and the offset factors of the linear relation between the detection energy and the channel. With this calibration, one can identify some characteristic peaks in a spectrum during the experiment, like the elastic scattering peaks and especially the one corresponding to the elastic scattering on the heaviest element (which will be the one on the right of the group of the elastic ones) or on the thickest element (wider peak). In Figure 3.1 for example, we can see three peaks corresponding to the elastic scattering of protons on carbon, oxygen and gold at $150^{\circ}$. The final and most accurate calibration of the spectra for the analysis is actually performed after the measurements, using the acquired spectra themselves in the whole range of studied energies. The calibration is indeed more accurate this way, because no extrapolation is needed. Generally, even two known (identified) peaks that are far from each other in one spectrum can be used for its calibration (when for example the experiment involves only a few measurements at close beam energies) giving satisfactory results.

It should be noted here that there are various parameters being involved in the peak identification and the accurate ADC calibration procedure [2 - chapter 15]. These include the accelerator calibration (described in detail in the following section 3.1.2.1), the energy loss of the projectile and the ejectile in the target, the effects of the detector entrance window and dead layer (the so-called pulse height defect -PHD) and the detector resolution. The accuracy of the obtained energy calibration relies on the precise determination of these parameters that affect the
position of edges and peaks in a spectrum. However, the significance of these effects in the whole procedure generally depends on the case study and the desired accuracy. It should also be mentioned here that fractional channel numbers could be used in the calibration procedure and special attention should also be drawn in the strong correlation of the gain and offset factors, as described in [2 - chapter 15].

Regarding the exact energy value of the detected particles relative to their energy loss in the target, one can use in general the surface signals to eliminate the corresponding uncertainties. The use of standard samples for the energy calibration is in any case preferable [2 - chapter 15]. The PHD effect, which results in a slightly different (non linear) response of the detector for different ion species passing the detector entrance window and dead layer needs to be taken into account (e.g implement PHD correction in the analytical codes) especially in NRA studies, or when working at significantly different beam energies (or of wide energy range). However, in the case studies of the present thesis, which concerned proton and deuteron beams, this effect was indeed negligible.

At NCSR "Demokritos", where all the cross-section measurements were performed, the standard procedure of the ADC calibration involves the use of a thick gold target at several beam energies for the gain adjustment and determination. A pure polished silicon wafer is always used as target, preferably measured at the lowest beam energies, for the subsequent determination of the resolution of the detectors. In the present studies, the final calibration was obtained using the peak of gold (top layer of the targets used) in the acquired spectra over the whole energy range studied. Such is the case shown in Figure 3.2, for proton energies ranging between 2.7-7 MeV , which presents excellent linearity. An increase in the number of experimental points in the least square fit method results of course in the reduction of the corresponding statistical errors in the determination of the gain (slope in $\mathrm{keV} / \mathrm{ch}$ ) and offset ( keV ) parameters. It should be noted here that the detected energies used for the scattered particles from gold were corrected to their final values, in terms of the accelerator calibration and the thickness of gold layer, as described in detail in the next section. Moreover, the position (channel) of each detected particle (group) depends on the corresponding pulse height of the recorded signal, which is of course not the same for all the detectors used in one experiment being placed at different scattering angles, depositing different energy in them and having different cable set and amplification, even using the same ADC type. Therefore, each detector spectrum, corresponding to one ADC, needs to be calibrated separately. The calibration factors
concern of course the measurements where no change in the amplification occurs. If the gain needs to be changed, for example, one needs to recalibrate the ADC afterwards. Therefore any kind of changes in the electronics is highly avoided during the measurements.


Figure 3.2: ADC calibration using the surface signal originating from the elastic scattering on gold.

### 3.1.1.2 Peak integration

Having identified the peaks of interest in all the acquired spectra, one needs to integrate them to obtain the yield for the calculation of the corresponding cross section. If the studied peak is not overlapping with another one in the spectrum, it is trivial to integrate it by initially subtracting any possible background counts using any kind of spectrum analysis program. In the case that the peak is not isolated, double fit with asymmetric Gaussian-type functions is needed for the determination of the integral of the studied peak. Triple fit may also be needed in the case of peak overlapping in both the left and right side of the peak of interest. This fitting procedure might be very sensitive to the program used and usually leads to larger statistical errors in the result. In the extreme case that there is a total overlap between two peaks, no accurate result can be obtained. One can and should spot such a case, by examining the nearby peaks to the studied one at each measurement sequentially, since the kinematics and thus the distance between the peaks differ for different beam energies (at least one peak of the two would correspond to a
nuclear reaction in a nuclei of the target elements). Actually, these cases can be predicted just by knowing the kinematics of all the occurring reactions in advance (using the LARELKIN code [57], for example), namely the expected energies of all the peaks in the spectra prior to the analysis procedure. Peaks originating from elastic scattering would never totally overlap except in the case of very bad resolution of the detector and/or in the case of bad mass resolution, depending on the masses of the target elements and the beam energy, as described in section 1.1.3.4, (e.g. in the case of isotope study at low energies). In these cases, it is evident that elastic scattering cross sections cannot be measured at all.

In the studied cases of the present dissertation, most of the peaks of interest were isolated, as described in detail in sections 3.2 and 3.3, but there were still a few cases where double fit was needed especially at the lowest energies, where the elastic peaks of the light nuclei were very close to each other. All experimental spectra for the cross section measurements were analyzed using the TV program [59], enabling the user to subtract any kind of background (linear or polynomial), to fit with fixed or different FWHM or asymmetries, when necessary, and also to obtain the yield with its statistical uncertainty.

### 3.1.2 Energy determination

The last step for the calculation of the differential cross sections $\frac{d \sigma}{d \Omega}(E, \theta)$ of a reaction, at the specific energy $E$ and at the detection angle $\theta$, is the determination of the exact energy of each measurement E (projectile energy step) corresponding to each analyzed spectrum. The needed accuracy in the energy calibration, though, depends of course on each case study. In the present dissertation, where resonant structures are generally investigated, the accuracy of the beam energy plays indeed a critical role on the obtained results, as further discussed in the following sections.

As described in section 2.1 (for the Tandem accelerator at NCSR "Demokritos"), the energy of the beam particles entering the scattering chamber depends on the applied accelerating voltage but only the field strength of the analyzing magnet can be accurately measured (with the NMR technique), as described in section 2.1. Therefore by calibrating this field in terms of energy (offset of the magnet), one determines the energy of the beam, with an uncertainty (ripple) which depends on the opening of the analyzing slits. In the case of the used Tandetron accelerator of the Ion Beam Centre of the University of Surrey, it is not the field of the magnet
that is accurately determined, but the applied voltage itself, with the GVM. One needs therefore to calibrate directly the voltage to energy terms, taking into account all the effects occurring in the accelerating procedure affecting the beam energy, such as the extraction voltage and the stopping power in the stripping gas.

Finally, in order to calculate the exact energy E of the beam particles reacting with the nuclei of the target, one needs not only to calibrate the accelerator beam energy, but also to take into account the energy loss crossing the target till the interaction occurs (deeper in the target), generally using the standard convention of attributing the cross section to the half of the target's thickness (mean value approximation), as seen below.

### 3.1.2.1 Accelerator energy calibration

There are several ways to calibrate an accelerator, including resonances in elastic scattering, threshold reactions with neutrons in the exit channel etc [2 - chapter 15]. However, the most accurate procedure would involve the study of very narrow resonances (a few eV) with $\gamma$-ray emission, over a wide energy range, ideally over the whole energy range studied. The gamma emission is preferable, since the detection of $\gamma$-rays is achieved with a better resolution compared to charged particle detection. The existence, however, of only a few such reactions (known) at a limited energy range, having in most cases some uncertainty (small but still evident) in the exact energy and width of the resonance, inhibits the ideal accelerator calibration.

The standard reaction generally implemented is the ${ }^{27} \mathrm{Al}(\mathrm{p}, \gamma)^{28} \mathrm{Si}$ one, which presents a very narrow resonance $(\Gamma=110 \mathrm{eV})$ for $\mathrm{E}_{\mathrm{p}, \text { lab }}=991.9 \mathrm{keV}$ [60], as shown in Figure 3.3. The use of two more resonances at higher proton energies, namely the (1747.6 $\pm 0.9$ ) keV of the ${ }^{13} \mathrm{C}(\mathrm{p}, \gamma)^{14} \mathrm{~N}$ reaction $(\Gamma=122 \mathrm{eV})[61]$ and the $(3379 \pm 1) \mathrm{keV}$ of the ${ }^{32} \mathrm{~S}(\mathrm{p}, \mathrm{py})^{32} \mathrm{~S}$ reaction $(\Gamma=700 \mathrm{eV})$ [62] is described in section 4.2.1, revealing the high accuracy of the procedure up to $\sim 3.4 \mathrm{MeV}$ proton beam energy [63]. The use of the ${ }^{14} \mathrm{~N}\left(\mathrm{p}, \mathrm{p}^{\prime} \gamma\right)^{14} \mathrm{~N}$ reaction with resonances in the range of 4-6 MeV has also been reported recently [64], but the procedure provides limited accuracy, because of the width of the resonances $(17-106 \mathrm{keV})$ and the 3 keV uncertainty in all resonance positions.


Figure 3.3: Decay modes of the 991.9 keV resonance [60].

The implementation of the ${ }^{27} \mathrm{Al}(\mathrm{p}, \gamma)^{28} \mathrm{Si}$ reaction, was carried out in the beginning and/or in the end of all the measurements performed at the Tandem accelerator at NCSR "Demokritos" to calibrate its energy. A thick aluminum foil was placed at the end of the beamline in close geometry with a $50 \%$ relative efficiency high purity germanium detector ( HPGe ) facilitating the detection of the emitted $\gamma$-rays at 1779 keV . A step of 1 keV in the beam energy (nominal $\mathrm{E}_{\mathrm{p}}$ ) was used from 1002 down to 985 keV to scan the resonance, while an equal number of protons (charge Q) impinged on the target each time. Counting the $\gamma$-rays emitted at 1779 keV in each measurement, as plotted in Figure 3.4, one can determine the energy of the accelerator and its uncertainty (ripple), as follows. The mid-point of the sigmoidal-like rise of the observed counting rate corresponds to the resonance energy ( 991.9 keV ). According to the NMR frequency however, it was found to be at 995 keV (nominal energy), yielding a "shift" (offset) of approximately 3 keV in this case. The width $\alpha$ from $25 \%$ up to $75 \%$ of the maximum yield [65] corresponds to the energy ripple and it was found to be $1.5 \mathrm{keV}(\sim 0.15 \%$ of the impinging beam energy).


Figure 3.4: Normalized thick target yield of the ${ }^{27} \mathrm{Al}(\mathrm{p}, \gamma)^{28} \mathrm{Si}$ reaction in the energy range of $985-1002$ keV calculated using the corresponding NMR frequency.

### 3.1.2.2 Energy loss in the target

After the calibration of the accelerator energy, as described in the previous section, the only additional correction to be applied to the projectile energy, in order to obtain the exact energy value E before the interaction, is the beam energy loss in the target till the actual interaction with its nuclei. This energy should then be related to the corresponding interaction and thus to the corresponding studied cross section values, as described in equation 3.1.

The phenomenon of the beam energy loss in material has actually been thoroughly analyzed in section 1.1.3, along with other important theoretical aspects of spectrometry. It became evident along those lines that the projectile energy loss in the target depends both on its energy and on the specific material crossed. The study of the energy loss in all the elements of the target separately is therefore mandatory. The fact that the targets used for the cross section measurements consist of different elements or compounds in layers, and that the energy of the detected particles is characteristic of the element (or isotope) involved in the reaction (and the type of it), indeed enables the correction for the energy loss to be applied in layers. The used targets are ultra thin, meaning that the energy loss in each layer is minimal and can be approximated to be constant over its whole thickness. The use of ultra thin targets plays nevertheless a crucial role in the whole cross-section calculation procedure, as has already been
pointed out in the beginning of this chapter, in terms of the energy variation of the cross sections themselves.

The usual treatment when using ultra thin targets is to assume that all reactions occurred in the middle of the corresponding layer (mean energy approximation [4]). This assumption is actually very close to reality since the energy loss in the target itself is very small (usually below 3 keV even at low energies) and thus the studied cross sections can be considered to correspond to this "mean" value of energy. More specifically, for the first layer element interactions, the projectiles are considered to have crossed a path till the middle of its thickness and their energy is accordingly corrected. Likewise, the energy loss crossing the first layer and half of the second layer is calculated for the second layer interacting projectiles etc. The uncertainty originating from this approximation is in all cases well below the ripple value of the beam energy and can thus be omitted in the error calculations.

As has already been mentioned, all the used targets for the cross-section measurements consisted of a thin gold layer on top (first layer) and of a thin layer of carbon foil on the back side (backing), while the layer in between was comprised of the studied element (see section 2.5). The proton energy loss in these two elements (gold and carbon), as an example, is plotted in the following Figure 3.5, calculated using the SRIM 2011 [5] code, showing its energy and Z dependence. For all the studied cases which follow, the targets are in detail described in the corresponding sections (3.2.1 and 3.3.1) along with the subsequent energy loss calculations. It has to be noted here, however, that possible diffusion of gold in the next layer or the presence of other elements on the surface of the target, such as oxygen from the environment or due to the manufacturing of the targets (like nitrogen from the used soap in the evaporating procedure), is indeed negligible compared to the main composition of the target and is thus not included in any energy calculations except for the case of the magnesium study. As analytically presented in the corresponding following section 3.3.1, such contaminants were present over the whole thickness of the used magnesium target and therefore their energy loss was carefully analyzed.


Figure 3.5: Proton energy loss in the layers of gold and carbon respectively.

To summarize, the final energy of the projectiles is always calculated according to the energy calibration of the accelerator (offset) and the energy loss in the target itself. The energy uncertainty certainly involves the ripple of the accelerator (beam profile) and the energy straggling in the target, as described in section 1.1.3, as well as the energy loss calculation and approximation, with the ripple being of course the predominant factor when using ultra thin targets. The subsequent cross section uncertainty is evidently pronounced in the cases of resonant structure, depending however on the width of the studied resonances and the ripple. In the special cases of strong resonant structures, cross sections cannot be calculated using the equation 3.1 at all, as has already been pointed out in the beginning of this chapter. In all cases though, when using ultra thin targets, the limit of the analysis is indeed set by the thickness of the target and the ripple of the accelerator.

### 3.2 Cross-section measurement for ${ }^{7} \mathbf{L i}\left(\mathbf{p}, \mathbf{p}_{0}\right)^{7} \mathbf{L i},{ }^{7} \mathbf{L i}\left(\mathbf{p}, \mathbf{p}_{1}\right){ }^{7} \mathbf{L i},{ }^{7} \mathbf{L i}\left(\mathbf{p}, \boldsymbol{\alpha}_{0}\right)^{4} \mathbf{H e}$, ${ }^{19} \mathrm{~F}\left(\mathbf{p}, \mathbf{p}_{0}\right){ }^{19} \mathbf{F},{ }^{19} \mathrm{~F}\left(\mathbf{p}, \boldsymbol{\alpha}_{0}\right){ }^{16} \mathrm{O}$ and ${ }^{19} \mathrm{~F}\left(\mathbf{p}, \boldsymbol{\alpha}_{1,2}\right)^{16} \mathrm{O}$ reactions

The differential cross sections measured at NCSR "Demokritos" concerning the $\mathrm{p}+\mathrm{Li}$ and $\mathrm{p}+\mathrm{F}$ systems are presented in this section, along with the detailed target characterization. The measurements concerned the ${ }^{7} \mathrm{Li}\left(\mathrm{p}, \mathrm{p}_{0}\right){ }^{7} \mathrm{Li},{ }^{7} \mathrm{Li}\left(\mathrm{p}, \mathrm{p}_{1}\right)^{7} \mathrm{Li},{ }^{7} \mathrm{Li}\left(\mathrm{p}, \alpha_{0}\right)^{4} \mathrm{He},{ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{0}\right){ }^{19} \mathrm{~F},{ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{0}\right)^{16} \mathrm{O}$ and ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{1,2}\right)^{16} \mathrm{O}$ reactions in the energy range of $1.5-7 \mathrm{MeV}$ using a variable energy step and for detection angles between $140^{\circ}$ and $170^{\circ}$ in steps of $10^{\circ}$. The results obtained and the discrepancies found are also thoroughly discussed and analyzed. These measurements contribute in the field of lithium and fluorine depth profiling, as has already been presented in section 1.4, by implementing both the EBS and NRA techniques in each case. It is important to note here, that this work aimed primarily at studying the $\mathrm{p}+{ }^{7} \mathrm{Li}$ system but due to the implemented LiF target though, selected differential cross-section values have also been determined for the $\mathrm{p}+{ }^{19} \mathrm{~F}$ system.

The determination of the differential cross-section values for ${ }^{7} \mathrm{Li}$ and ${ }^{19} \mathrm{~F}$ reactions respectively, was carried out following the formulas for relative measurements, as described in the previous section, compared to the differential cross section of the ${ }^{197} \mathrm{Au}\left(\mathrm{p}, \mathrm{p}_{0}\right)$ reaction, as follows:

$$
\begin{align*}
& \left(\frac{d \sigma}{d \Omega}\right)_{L i}=\left(\frac{d \sigma}{d \Omega}\right)_{A u} \frac{Y_{L i}}{Y_{A u}} \frac{N_{t, A u}}{N_{t, L i}} \\
& \left(\frac{d \sigma}{d \Omega}\right)_{F}=\left(\frac{d \sigma}{d \Omega}\right)_{A u} \frac{Y_{F}}{Y_{A u}} \frac{N_{t, A u}}{N_{t, F}}
\end{align*}
$$

where Y generally corresponds to the experimental yield (integrated peak counts), and $\mathrm{N}_{\mathrm{t}}$ to the number of the corresponding target atoms per $\mathrm{cm}^{2}$.

Due to the kinematics of the studied reactions, all peaks in the spectra were isolated, as shown in the typical spectrum in Figure 3.6, over the whole energy range studied, except for a very few cases, e.g. peaks that correspond to the ${ }^{7} \mathrm{Li}\left(\mathrm{p}, \alpha_{0}\right)^{4} \mathrm{He}$ and ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{0}\right)^{16} \mathrm{O}$ reactions coincide for the proton energy range $\sim 2550-2750 \mathrm{keV}$ at $150^{\circ}$, thus rendering their independent analysis impossible.


Figure 3.6: Typical experimental spectrum with a thin target consisting of Au/LiF evaporated on a carbon foil, taken at $140^{\circ}$ and for $\mathrm{E}_{\mathrm{p}, \text { lab }}=3700 \mathrm{keV}$, along with the corresponding peak identification.

### 3.2.1. Target characterization

The LiF target implemented for the cross-section measurements consisted of a thin gold layer of $(4.4 \pm 0.3) \mu \mathrm{g} / \mathrm{cm}^{2}$ evaporated onto a thin LiF layer of $(960 \pm 38) \times 10^{15} \mathrm{at} / \mathrm{cm}^{2}$ on a carbon backing foil of $52 \pm 2 \mu \mathrm{~g} / \mathrm{cm}^{2}$ and was manufactured in the Tandem Laboratory at NCSR "Demokritos", as presented in section 2.5. The thickness determination of the used target plays an important role for the accurate calculation of the studied cross sections, as has already been described above.

The thickness of the gold layer was determined by performing X-ray Fluorescence (XRF) analysis using the in-house developed portable XRF setup [66] of the Institute of Nuclear and Particle Physics of NCSR "Demokritos". The thickness, on the other hand, of the LiF layer was estimated using the evaluated differential cross sections from SigmaCalc calculations [25] for proton elastic scattering on ${ }^{19} \mathrm{~F}$ at 1600 keV , where there are no strong variations in the cross section, at $160^{\circ}$. Prior to the determination of the LiF thickness in such a way, a validation experiment at 1600 keV was performed for the verification of the evaluated differential cross sections to be used. For this experiment a thick $\mathrm{CaF}_{2}$ pellet and the SIMNRA code [70] were used for the simulation of this measurement. The simulated spectrum was produced using the evaluated differential cross-section dataset from SigmaCalc for the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{0}\right)^{19} \mathrm{~F}$ scattering, taking into account a very small energy step for the incoming and outgoing protons, the effect of
multiple scattering, the beam ripple, Ziegler-Biersack-Littmark [6] stopping power data, and Chu and Yang's straggling model, as implemented in the SIMNRA code. The elastic scattering on ${ }^{12} \mathrm{C}$ and ${ }^{16} \mathrm{O}$ (on the surface of the pellet) were also simulated using the corresponding evaluated data from SigmaCalc. The spectrum acquired by the detector at $160^{\circ}$ could be reproduced by the simulation, as shown in Figure 3.7, only with the evaluated cross sections being increased by $17 \%$. This increase corresponds to the narrow energy window $\mathrm{E}_{\mathrm{p}} \sim 1575-1600$ keV , as shown by the dotted lines in Figure 3.7, where the elastic scattering signal from fluorine is not contaminated. Using these corrected data for fluorine for $\mathrm{E}_{\mathrm{p}}=1600 \mathrm{keV}$ at $160^{\circ}$, the thickness of the fluorine layer with respect to the gold one was then determined directly in the following way (equation 3.6), in order to minimize the uncertainty of the ratio to $\sim 4 \%$. The error of $\sim 4 \%$ in the thicknesses originates only from the statistical uncertainty of the integrated yields ( $Y$ ). It should be noted here that the inherent error in the evaluated data was not taken into account. The assessment of the uncertainties in the evaluated datasets has actually been the subject of recent studies [67,68] being in general quite a challenging task.

$$
\frac{N_{t, A u}}{N_{t, F}}=\frac{\left(\frac{d \sigma}{d \Omega}\right)_{F}}{\left(\frac{d \sigma}{d \Omega}\right)_{A u}} \frac{Y_{A u}}{Y_{F}} \Rightarrow \frac{N_{t, A u}}{N_{t, F}}=0.028 \pm 0.001
$$



Figure 3.7: Experimental spectrum taken whilst irradiating the thick $\mathrm{CaF}_{2}$ pellet at $\mathrm{E}_{\mathrm{lab}}=1600 \mathrm{keV}$ at $160^{\circ}$ along with the simulated spectrum using the evaluated cross sections [25] increased by $17 \%$, using the SIMNRA code [70].

In general, alkaline/halogen salts maintain their stoichiometry even under extreme conditions due to the strength of the involved chemical bond. The Li:F ratio of the target was however studied using transmission ERDA with $5.9 \mathrm{MeV}{ }^{12} \mathrm{C}$ ions and was found to closely approximate 1:1, but the analysis proved to be complicated and therefore inaccurate, because of the significant peak overlapping and background contribution. The $1: 1$ ratio was thus verified by the thick target spectra obtained for the validation procedure, described in detail in the following section 4.5. Such spectrum at 3200 keV , using a thick LiF target, can be seen in the following Figure 3.8, along with the corresponding simulation (using SIMNRA [70]). The thick LiF target was a highly pressurized pellet made of LiF powder, consisting thus of LiF in $1: 1$ ratio. The simulation was performed using the obtained cross sections of the present measurements for the ( $\mathrm{p}, \alpha_{0}$ ) reactions on lithium and fluorine, assuming an equal concentration of these elements in the thin target used ( $1: 1 \mathrm{LiF}$ ). Comparing the simulated thick target spectra to the experimental ones, one can check if this assumption is correct, just by comparing the relative heights of the two reaction yields (near the surface) in both spectra. It was thereby proved (see Figure 3.8), that the ratio of the two elements was correctly assumed to be $1: 1$ within $3 \%$. Nevertheless, this procedure leads to a systematic uncertainty of the lithium thickness of $\sim 3 \%$. The absolute height of the simulated spectrum is further discussed in the benchmarking section in 4.5, yielding results for the validation of the cross sections themselves.

The thickness of the lithium layer of the target was thus determined to be equal with the fluorine one and it was actually also used in the calculations with respect to the gold layer directly, as follows:

$$
\frac{N_{t, A u}}{N_{t, L i}}=\frac{N_{t, A u}}{N_{t, F}}=0.028 \pm 0.001
$$



Figure 3.8: Thick LiF target spectra in the region of the $\left(\mathrm{p}, \alpha_{0}\right)$ reactions for the study of the relative height between the two reaction yields in the surface region.

### 3.2.2. Assessment of the uncertainties

The combined statistical errors for the obtained differential cross sections for the ${ }^{7} \mathrm{Li}\left(\mathrm{p}, \mathrm{p}_{0}\right)^{7} \mathrm{Li}$, ${ }^{7} \mathrm{Li}\left(\mathrm{p}, \mathrm{p}_{1}\right){ }^{7} \mathrm{Li},{ }^{7} \mathrm{Li}\left(\mathrm{p}, \alpha_{0}\right){ }^{4} \mathrm{He},{ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{0}\right){ }^{19} \mathrm{~F},{ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{0}\right){ }^{16} \mathrm{O}$ and ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{1,2}\right)^{16} \mathrm{O}$ reactions, varied between $\sim 1-4 \%$ for the ( $\mathrm{p}, \mathrm{p}_{0}$ ) elastic scattering and $\sim 4-7 \%$ for the inelastic nuclear reactions, including the uncertainties in peak integration (including counting statistics and background subtraction). The overall target thickness' uncertainty of $\sim 4 \%$, is systematic, while an additional systematic uncertainty for the lithium case of $\sim 3 \%$ originates from the LiF ratio in the target (see previous section). The reported proton energy values in the laboratory reference frame correspond to the half of the LiF layer's thickness, with negligible straggling, following SRIM calculations [5], after the proper correction according to the results of the accelerator calibration presented in the previous section, with an accuracy of 4-10 keV over the whole studied energy range.

### 3.2.3. Results and Discussion

The correlated differential cross-section values obtained for the ${ }^{7} \mathrm{Li}\left(\mathrm{p}, \mathrm{p}_{0}\right)^{7} \mathrm{Li},{ }^{7} \mathrm{Li}\left(\mathrm{p}, \alpha_{0}\right)^{4} \mathrm{He}$ and ${ }^{7} \mathrm{Li}\left(\mathrm{p}, \mathrm{p}_{1}\right)^{7} \mathrm{Li}$ reactions are presented here in detail, along with their corresponding uncertainty, in Figures 3.9, Figures 3.10 and in Figure 3.11 respectively, for the laboratory detector angles $140^{\circ}, 150^{\circ}, 160^{\circ}$ and $170^{\circ}$, along with data from literature, when available. The error bars shown in the following graphs for the obtained data are only the statistical experimental errors (excluding the uncertainty in the determination of the target's thickness), while the error bars along the x - axis (energy ripple of $0.16 \%$ ) are not visible due to the adopted scale. The obtained cross sections [71] are also presented in tabular form in Appendix A.

Two resonances are clearly revealed in the region up to 2700 keV , namely at $\mathrm{E}_{\mathrm{p}, \text { ab }} \sim 2050$ and $\sim 2500 \mathrm{keV}$, as seen in Figures 3.9, corresponding to the excited levels of the compound nucleus ${ }^{8} \mathrm{Be}$ at 18910 and 19400 keV [http://www.nndc.bnl.gov/chart/] respectively. Comparing the present data at higher energies with those published by Caciolli et al. [26] in Figure 3.9 (left), one would notice that there is a discrepancy around the peak at $\sim 4 \mathrm{MeV}$ both in the shape of the curves and in absolute values. In Figure 3.9 (top), it is seen that there is an angular dependence of cross sections only close to that same peak. A very good agreement is nevertheless observed between the present data and the other existing data points. The corresponding reported uncertainty of Gleyvod et al. [109] and Fasoli et al. [27] ranges from $\sim 10$ to $15 \%$ and up to
$1.5 \%$ respectively, while there is no error assignment for the data of Kilian et al. [108], and Malmberg et al. [28].

Angular dependence of the cross sections is also seen in Figure 3.10 (top) for the ${ }^{7} \operatorname{Li}\left(\mathrm{p}, \alpha_{0}\right)^{4} \mathrm{He}$ reaction and in Figure 3.11 for the ${ }^{7} \mathrm{Li}\left(\mathrm{p}, \mathrm{p}_{1}\right)^{7} \mathrm{Li}$ reaction. It is also noticeable that in Figure 3.10 (bottom) there is no agreement in absolute values with the few available datasets in literature ([29] and [30]).



Figures 3.9: Differential cross section values ( $\mathrm{mb} / \mathrm{sr}$ ) for the ${ }^{7} \mathrm{Li}\left(\mathrm{p}, \mathrm{p}_{0}\right)^{7} \mathrm{Li}$ reaction at $140^{\circ}, 150^{\circ}, 160^{\circ}$ and $170^{\circ}$ for $\mathrm{E}_{\mathrm{p}, \text { lab }}=1500-7000 \mathrm{keV}$ along with data from literature, when available. Error bars are not shown in the graphs for clarity reasons, except for the case of $150^{\circ}$ and $160^{\circ}$, where data from the present work can be directly compared to those of Caciolli et al. [26] (with a quoted uncertainty of $\sim 8 \%$ around 4 MeV and $\sim 4 \%$ elsewhere) and of Kilian et al. [108] (no reported uncertainty) respectively.


Figures 3.10: Differential cross-section values ( $\mathrm{mb} / \mathrm{sr)}$ ) for the ${ }^{7} \mathrm{Li}\left(\mathrm{p}, \alpha_{0}\right)^{4} \mathrm{He}$ reaction at $140^{\circ}, 150^{\circ}, 160^{\circ}$ and $170^{\circ}$ for $\mathrm{E}_{\mathrm{p}, \mathrm{lab}}=1500-7000 \mathrm{keV}$. Error bars are not shown in the graphs for clarity reasons except for the case of $150^{\circ}$, where data from the present work can be directly compared to those of Sarma et al. [29] and Dieumegard et al. [30] (with quoted uncertainties of $3-8 \%$ and $8 \%$ respectively).


Figure 3.11: Differential cross-section angular dependence for the ${ }^{7} \mathrm{Li}\left(\mathrm{p}, \mathrm{p}_{1}\right)^{4} \mathrm{He}$ reaction at $140^{\circ}, 150^{\circ}$, $160^{\circ}$ and $170^{\circ}$ for $\mathrm{E}_{\mathrm{p}, \mathrm{lab}}=1500-7000 \mathrm{keV}$. Data are plotted without error bars for clarity reasons.

Differential cross sections obtained for the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{0}\right){ }^{19} \mathrm{~F},{ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{0}\right){ }^{16} \mathrm{O}$ and ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{1,2}\right){ }^{16} \mathrm{O}$ reactions, for the same energy range and laboratory detection angles $140^{\circ}, 150^{\circ}, 160^{\circ}$ and $170^{\circ}$, are presented in detail [71], along with the corresponding uncertainty (excluding the uncertainty in the determination of the target's thickness) in tabular form in Appendix B and are also plotted in Figures 3.12a-d, Figures 3.13a-d and in Figure 3.14 respectively. The alpha groups $\alpha_{1}$, and $\alpha_{2}$, belonging to the 6049 keV and 6130 keV excitation levels of the ${ }^{16} \mathrm{O}$ nucleus respectively, could not be analyzed separately, because of the overlap of the corresponding peaks in the spectra for the proton energy range studied. Data are again reported in the graphs with the corresponding statistical experimental errors along with data from literature, when available, while the error bars along the x - axis (energy ripple of $\sim 0.16 \%$ ) are not visible due to the adopted scale. Differential cross sections for the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{0}\right)^{19} \mathrm{~F}$ reaction, plotted in Figures 3.12a-d, show their complicated structures with strong resonances. For a detailed study of the $\mathrm{p}+{ }^{19} \mathrm{~F}$ system, smaller energy steps than the ones adopted in the present work (which was tuned for the lithium case in the first place, as has already been mentioned) were apparently needed. To clarify the situation near 1700 keV , after comparing the obtained results primarily to the evaluated ones, the study of the energy range between $1600-1800 \mathrm{keV}$ was indeed repeated in smaller steps at $160^{\circ}$ and
$170^{\circ}$, seen in Figures 3.12c-d, showing excellent agreement in that region. Moreover, comparing overall the data from the present work to the evaluated ones (SigmaCalc [25]) and to other data from literature, as it is shown in Figures 3.12a-d, one would notice discrepancies in absolute values in some cases, whereas there are energy regions, where all data agree well in absolute values. In particular, in Figure 3.12c ( $160^{\circ}$ ) data of Webb et al.[39] agree well with data from the present study at $1500-1800 \mathrm{keV}$ and the same occurs, not only with the data of Cuzzocrea et al.[34] at 2120-2520 keV (Figure 3.12a), but with the data of Kuan et al.[38] as well (Figure 3.12d). In Figures 3.13a-d, concerning the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{0}\right)^{16} \mathrm{O}$ reaction, a good agreement both in shape and in absolute values between all datasets is observed, while the energy step of the present work seems to be again inadequate for a detailed study of the observed resonances.



Figures 3.12 a-d: Differential cross-section values $(\mathrm{mb} / \mathrm{sr})$ for the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{0}\right)^{19} \mathrm{~F}$ reaction at $140^{\circ}, 150^{\circ}$, $160^{\circ}$ and $170^{\circ}$ for $\mathrm{E}_{\mathrm{p}, \text { lab }}=1500-7000 \mathrm{keV}$. The obtained data with the combined statistical experimental errors are plotted in the graphs along with the evaluated cross sections (SigmaCalc) [25] and data from literature, when available (with a quoted uncertainty of $2 \%$ for data by Cuzzocrea et al. [34] and Dearnaley et. al [35] as well) for comparison.



Figures 3.13a-d: Differential cross-section values (mb/sr) for the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{0}\right)^{16} \mathrm{O}$ reaction at $140^{\circ}, 150^{\circ}$, $160^{\circ}$ and $170^{\circ}$ for $\mathrm{E}_{\mathrm{p}, \mathrm{lab}}=1500-4500 \mathrm{keV}$. The obtained data with the combined statistical experimental errors are plotted in the graphs along with data from literature, when available, for comparison.


Figure 3.4: Differential cross-section values (mb/sr) for the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{1,2}\right)^{16} \mathrm{O}$ reaction at $140^{\circ}, 150^{\circ}, 160^{\circ}$ and $170^{\circ}$ for $E_{p, l a b}=1500-4000 \mathrm{keV}$. Data are plotted without error bars for clarity reasons.

Due to the observed discrepancies among differential cross-section datasets from literature, a validation procedure using thick targets is critical in order to verify the obtained values. It is important to note however, that all datasets obtained in the present study are correlated. By validating a dataset of cross sections concerning one particular reaction channel for the $\mathrm{p}+{ }^{7} \mathrm{Li}$ system, as presented in detail in the following chapter ( 4.5 section), one simultaneously validates all the correlated datasets of the other exit channels, taking into account that only peak integration differs, while all the other parameters in the relative formula remain intact. The same naturally occurs in the $\mathrm{p}+{ }^{19} \mathrm{~F}$ case as well (also described in 4.5).

### 3.3 Cross-section measurements for the ${ }^{\text {nat }} \mathbf{M g}(\mathbf{d}, \mathrm{d})$ and ${ }^{24} \mathbf{M g}\left(\mathbf{d}, \mathbf{p}_{\mathbf{i}}\right)^{\mathbf{2 5}} \mathbf{M g}$ reactions

The cross-section measurements of the $\mathrm{d}+\mathrm{Mg}$ system, which were also performed at NSCR "Demokritos", are presented in this section, along with the target characterization and the discussion about the obtained results in comparison to related data from literature. The present results contribute in the field of magnesium depth profiling, as has already been presented in section 1.4, by implementing the EBS and NRA techniques.

The cross-section measurements were carried out in two distinct phases, namely during two independent experimental runs. The primary object of the work was to measure the ${ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{\mathrm{i}}\right)^{25} \mathrm{Mg}$ reactions at backward scattering angles, thus enabling the NRA method to be implemented in depth profiling studies of Mg . More specifically the first three proton levels ( $\mathrm{p}_{0}$, $\mathrm{p}_{1}, \mathrm{p}_{2}$ ) were studied at $140^{\circ}, 150^{\circ}, 160^{\circ}$ and $170^{\circ}$ at deuteron energies ranging from 1300-2050 keV in the laboratory system, with a variable energy step of $\sim 50$ down to $\sim 10 \mathrm{keV}$ (in apparent resonant regions), using the setup described in chapter 2. However, differential cross sections of the ${ }^{\text {nat }} \operatorname{Mg}\left(\mathrm{d}, \mathrm{d}_{0}\right)$ elastic scattering were alongside also calculated for the backscattering angles at $140^{\circ}$ and at $150^{\circ}$, for the same deuteron beam energy range. This study revealed an unexpected resonant-like structure, with strong deviations from the Rutherford formula, due to the existence of several, possibly overlapping resonances. It became thereby evident, that further investigation of this phenomenon was necessary, taking into account that in all nuclear compilation reports in literature (e.g. in [69] or in http://www.nndc.bnl.gov/chart/) there is no reference to the corresponding excited states of the compound nucleus ${ }^{26} \mathrm{Al}$ for the center of mass energy range covered in the present work.

Within this framework, a second experimental run was performed in the energy range of interest, namely at $1660-1990 \mathrm{keV}$ with dense energy steps of 2 and 5 keV for the detection angles at $150^{\circ}$ and $170^{\circ}$, which are suitable for EBS depth profiling studies, and at $55^{\circ}, 70^{\circ}, 90^{\circ}$ and $125^{\circ}$. A detailed study of the region of interest, mainly tuned for the elastic scattering ( $\mathrm{d}, \mathrm{d}$ ) on Mg , was thereby enabled, aiming also to a possible future level characterization of the compound nucleus ${ }^{26} \mathrm{Al}$ with R-matrix calculations of the $\mathrm{d}+{ }^{24} \mathrm{Mg}$ system. The obtained results of this run are of course complementary datasets to the previously calculated ones, described above (first experiment).

The experimental setup and the followed procedure for both experiments were almost identical (placing extra detectors for the second detailed run), while the targets used in each run were manufactured and characterized in a similar way, described in the next paragraph. For reasons of clarity, however, the calculations and the target characterization of only the second run will be presented in this dissertation.

The differential cross sections for the ${ }^{\text {nat }} \mathrm{Mg}\left(\mathrm{d}, \mathrm{d}_{0}\right)$ and the ${ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{\mathrm{i}}\right)^{25} \mathrm{Mg}$ reactions were determined, as described previously (section 3.1), relative to the elastic scattering on tantalum, which was evaporated on top of the target using the following equation for each measurement (energy step E ) and scattering angle $\theta$ :

$$
\left(\frac{d \sigma}{d \Omega}\right)_{M g}=\left(\frac{d \sigma}{d \Omega}\right)_{T a} \frac{Y_{M g}}{Y_{T a}} \frac{N_{t, T a}}{N_{t, M g}}
$$

where Y generally corresponds to the experimental yield (integrated peak counts), and $\mathrm{N}_{\mathrm{t}}$ to the number of corresponding target atoms per $\mathrm{cm}^{2}$.

A typical experimental spectrum, showing mostly the elastic peaks, can be seen in Figure 3.15 for $\mathrm{E}_{\mathrm{d}, \mathrm{lab}}=1785 \mathrm{keV}$ at $150^{\circ}$, along with the corresponding peak identification, while in Figure 3.16, one can see all the peaks in the acquired spectrum for $\mathrm{E}_{\mathrm{d}, \mathrm{lab}}=1300 \mathrm{keV}$ at $140^{\circ}$. The high energetic part of the spectrum in the latter figure is also presented in the inset, containing the ${ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{\mathrm{i}}\right)$ peaks of interest. It should be noted that by using a natural magnesium target, the ${ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{1}\right)$ peak could be contaminated by the ${ }^{25} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{5}\right)$ one over the whole energy range studied in the present work, due to reaction kinematics. However, the low abundance of ${ }^{25} \mathrm{Mg}$ in ${ }^{\text {nat }} \mathrm{Mg}$, the absence of other ${ }^{25} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{\mathrm{x}}\right)$ peak in the experimental spectra and the successful correlated benchmarking of all the studied ${ }^{24} \mathrm{Mg}$ proton levels, shown in section 4.6 , render such a contamination insignificant.

The obtained calculated results of both runs (being merged), compared with the only existing dataset in literature in the same energy and angular range [51], are overall presented and analyzed in the following corresponding section (3.3.3). It has to be noted here that both measurements were thoroughly validated, using a thick Mg target with a thin Au layer evaporated on top, as described in the corresponding section (4.6) of the following chapter.


Figure 3.15: Typical experimental spectrum with a thin target consisting of $\mathrm{Ta} / \mathrm{Mg} / \mathrm{MgCl}_{2}$ evaporated on a carbon foil, taken at $150^{\circ}$ for $\mathrm{E}_{\mathrm{d}, \mathrm{lab}}=1785 \mathrm{keV}$ along with the corresponding peak identification (elastic scattering and nuclear reactions).


Figure 3.16: Typical experimental spectrum with a thin target consisting of $\mathrm{Ta} / \mathrm{Mg} / \mathrm{MgCl}_{2}$ evaporated on a carbon foil, taken at $140^{\circ}$ and $\mathrm{E}_{\mathrm{d}, \mathrm{lab}}=1300 \mathrm{keV}$, along with the corresponding peak identification.

### 3.3.1. Target characterization

The thin target used for the $\mathrm{d}+\mathrm{Mg}$ differential cross-section measurements was made by evaporating a mixture of natural magnesium and magnesium chloride powder (in a Ta boat) on a $\sim 10 \mu \mathrm{~g} / \mathrm{cm}^{2}$ carbon foil and by evaporating afterwards a thin Ta layer on top of it, as described in section 2.5 .

In order to accurately define the ratio of the tantalum to magnesium atoms per surface unit $\left(\mathrm{N}_{\mathrm{t}, \mathrm{Ta}} / \mathrm{N}_{\mathrm{t}, \mathrm{Mg}}\right)$, the elastic scattering data at three proton energies, namely at $\mathrm{E}_{\mathrm{p}}=1700,2200$ and 2500 keV were studied using the SIMNRA code [70]. The $\mathrm{N}_{\mathrm{Ta}} / \mathrm{N}_{\mathrm{Mg}}$ ratio was used as a free parameter for the simulation and the evaluated differential cross section datasets for the ${ }^{\text {nat }} \operatorname{Mg}\left(\mathrm{p}, \mathrm{p}_{0}\right)$ reaction, which has been validated in the past [50] to an accuracy of the order of $\sim 5 \%$, were taken from the online calculator SigmaCalc [25]. As an illustration of the target characterization procedure, a typical experimental spectrum along with the simulated one can be seen in Figure 3.17. The strong carbon peak is attributed to the supporting foil, the presence of chlorine is related to the evaporation process, while the corresponding one of oxygen is connected with the unavoidable oxidization of magnesium and Ta. As far as these elements are concerned, evaluated cross-section data for proton elastic scattering on C and O were also taken from [25] to be used in the simulations. Possible deviations from Rutherford scattering concerning the ${ }^{\text {nat }} \mathrm{Cl}(\mathrm{p}, \mathrm{p})$ reaction at relatively low proton beam energies (below 3 MeV ) have not been thoroughly investigated, thus experimental data for ${ }^{35} \mathrm{Cl}(\mathrm{p}, \mathrm{p})$ at $150^{\circ}$ were used from IBANDL [23], while for ${ }^{37} \mathrm{Cl}(\mathrm{p}, \mathrm{p})$ no deviations were taken into account in the simulations.


Figure 3.17: A typical proton elastic scattering energy spectrum that was used for the target characterization, along with the corresponding SIMNRA simulation.

The ratio $\mathrm{N}_{\mathrm{Ta}} / \mathrm{N}_{\mathrm{Mg}}$ was then calculated as follows, by averaging the results for the three proton energies using the backscattering spectra at $150^{\circ}$ and $170^{\circ}$ due to their superior depth resolution, while the standard deviation corresponded to the statistical uncertainty of the average value.

$$
\frac{N_{t, T a}}{N_{t, t a{ }_{M g}}}=0.038 \pm 0.002
$$

### 3.3.2. Assessment of the uncertainties

Concerning the deuteron elastic scattering cross sections on ${ }^{\text {nat }} \mathrm{Mg}$, the main source of the $\sim 5 \%$ uncertainty originates from the target characterization. More specifically, the statistical uncertainty in the $\mathrm{N}_{\mathrm{Ta}} / \mathrm{N}_{\mathrm{Mg}}$ ratio was estimated to be $5.3 \%$. Taking into account that the elastic peaks in the proton backscattering spectra were isolated with practically no background, while, at the same time, all the systematic sources of error were eliminated in the determination of the ratio, this uncertainty reflects in practice the uncertainty of the evaluated data in the elastic scattering of protons from ${ }^{\text {nat }} \mathrm{Mg}$, at different energies and angles. It should also be noted here that the proton beam energies implemented for the determination of the ratio were not in the vicinity of strong, narrow resonances. Other sources of uncertainty were neglected in this case, given that the statistical uncertainty from the yield ratio of the elastic peaks $\left(\mathrm{Y}_{\mathrm{Mg}} / \mathrm{Y}_{\mathrm{Ta}}\right)$ was kept less than $1 \%$, even in the case of the overlapping ${ }^{\text {nat }} \mathrm{Mg}$ and ${ }^{\text {nat }} \mathrm{Cl}$ peaks at forward angles.

On the other hand, concerning the ${ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{\mathrm{i}}\right)$ differential cross sections, the most important remaining uncertainty factor was undoubtedly related to the integrated number of counts of the proton peaks of the deuteron-induced reactions on ${ }^{24} \mathrm{Mg}$, denoted as $\mathrm{Y}_{\mathrm{Mg}}$. This uncertainty, when the differential cross-section values were significantly low, reached values as high as $\sim 10 \%$ and was the dominant factor of the overall uncertainty.

The energy loss of the deuteron projectiles across the target material was calculated using the SRIM Monte-Carlo simulation code [5] and by adopting the averaged results of the target characterization procedure described previously. The same procedure was followed for the determination of the energy straggling ( $\sim 6 \mathrm{keV}$ ), which was the dominant factor in the uncertainty in energy with respect to the accelerator energy ripple.

### 3.3.3. Results and Discussion

Concerning the elastic scattering ${ }^{\text {nat }} \operatorname{Mg}\left(\mathrm{d}, \mathrm{d}_{0}\right)$, the obtained cross sections of the present work for the two forward angles and the ones at $90^{\circ}$ and $125^{\circ}$ are presented in Figure 3.18 and the corresponding results for the backward detection angles relative to EBS studies in Figures 3.19, along with the combined statistical experimental errors and data from literature when available. The obtained cross-section values $[72,73]$ are also presented in tabular form in Appendix C.

The included $\mathrm{N}_{\mathrm{Ta}} / \mathrm{N}_{\mathrm{Mg}}$ ratio statistical ambiguity of $5.3 \%$ is the dominant uncertainty in these cases, as already noted in the previous section. The elastic scattering excitation functions were recorded in steps of 5 keV , while a 2 keV step was adopted in the energy region around 1800 keV.


Figure 3.18: Differential cross-section values of the ${ }^{\text {nat }} \operatorname{Mg}(\mathrm{d}, \mathrm{d} 0)$ reaction for the forward angles $\theta_{\text {lab }}$ $=55^{\circ}, 70^{\circ}$, as well as for $90^{\circ}$ and $125^{\circ}$ for $\mathrm{E}_{\mathrm{d}}, \mathrm{lab}=1660-1990 \mathrm{keV}$.

The only dataset found in literature by Omar et al. [51] for elastic scattering at $135^{\circ}$ is presented in arbitrary units (as stated) compared to the Rutherford values with no corresponding error assessment. The ratio to Rutherford values are stated in the corresponding figure of the article apparently in percentage form. Therefore, by converting the data by Omar et al. (taken from the IBANDL database having exactly the same form) to $\mathrm{mb} / \mathrm{sr}$ and also dividing them by a factor of 100, one should be able to compare the cross sections between the two datasets. This comparison is seen in Figure 3.19 concerning the obtained data at $140^{\circ}$.



Figure 3.19: Differential cross-section values of the nat $\operatorname{Mg}\left(\mathrm{d}, \mathrm{d}_{0}\right)$ reaction between $140^{\circ}$ and 170 for the corresponding energy range studied, along with the corresponding uncertainties. The dataset by Omar et al. [51] at $135^{\circ}$ is also illustrated being divided by a factor of 100 for comparison.

The comparison of the obtained data with the only related available work in literature ([51]) shows the following. Concerning the elastic scattering ${ }^{\text {nat }} \mathrm{Mg}\left(\mathrm{d}, \mathrm{d}_{0}\right)$, the two datasets, plotted above in Figure 3.19, seem to be in very good agreement, given not only the non attributed uncertainty of the cross section-values by Omar et al., but also their uncertainty originating by the stated ambiguous units of the data themselves.

The obtained results for the differential cross-section values of the ${ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{0}, \mathrm{p}_{1}, \mathrm{p}_{2}\right){ }^{25} \mathrm{Mg}$ reactions [72,73] are presented in tabular form in Appendix C and are plotted in Figures 3.20, for all detection angles between $55^{\circ}$ and $170^{\circ}$, along with the only available data from literature [51] at $119^{\circ}$ and $150^{\circ}$ for comparison.

Concerning the ${ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{0}\right)$ reaction, for all three points reported in [51] at $150^{\circ}$ and the one at $119^{\circ}$ in the studied energy range, the agreement with the results presented in this work is fair within $1-2 \sigma$. The large errors reported in [51] in this case are attributed to the normalization procedure followed, relatively to the elastic scattering cross sections. However, it is not clearly
indicated in the text whether the ${ }^{\text {nat }} \mathrm{Mg}\left(\mathrm{d}, \mathrm{d}_{0}\right)$ reaction results at $135^{\circ}$ were averaged relative to the Rutherford elastic scattering values, or a point-by-point comparison was adopted for the normalization






Figures 3.20: Differential cross-section values of the ${ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{0}, \mathrm{p}_{1}, \mathrm{p}_{2}\right)^{25} \mathrm{Mg}$ reactions at detection angles between $55^{\circ}$ and $170^{\circ}$, for the corresponding energy range studied, along with the only available data from literature by Omar et al. [51] at $119^{\circ}$ and $150^{\circ}$ for comparison. The combined experimental errors are included in the graphs, as well as the ones along the y-axis of the older dataset [51]. For reasons of clarity, the errors along the x -axis have not been included.

The most significant result of this work, however, is that the obtained data clearly reveal the existence of several, possibly overlapping, resonances, corresponding to unknown levels of the compound nucleus ${ }^{26} \mathrm{Al}$. In the region around 1800 keV , a strong, resonant-like behavior can be seen in the experimental data concerning all reaction channels. Especially the maximum in the yield around $\mathrm{E}_{\mathrm{d}, \mathrm{lab}}=1810 \mathrm{keV}$ appears to be very pronounced in the ( $\mathrm{d}, \mathrm{p}_{1}$ ) reaction over the whole angular range studied, less pronounced in the ( $\mathrm{d}, \mathrm{p}_{0}$ ) and ( $\mathrm{d}, \mathrm{p}_{2}$ ) reactions and as a minimum in the ${ }^{\text {nat }} \operatorname{Mg}\left(\mathrm{d}, \mathrm{d}_{0}\right)$ one, clearly indicating the possible existence of a level in the compound nucleus ${ }^{26} \mathrm{Al}$. For beam energies of $\sim 1800 \mathrm{keV}$, the excited states of the compound nucleus ${ }^{26} \mathrm{Al}$ with energies of the order of 13 MeV are populated. The spectroscopic information in this region of excitation energies is rather limited [74, 75] and contradictory, as Ericson fluctuations have also been reported in the past [76]. However, it should be noted that according to previous works [http://www.nndc.bnl.gov/chart/] the existence of a discrete level at 13910 keV of ${ }^{26} \mathrm{Al}$, which is beyond the energy range probed in the resent work, as well as the non decreasing energy difference between the excited states of ${ }^{26} \mathrm{Al}$ at such excitation energies, contradict this argument. It has been shown in several works (e.g. [77]) that at such low deuteron energies the compound nucleus mechanism strongly prevails over the direct reaction one. It is thus surprising that in all nuclear compilation reports in literature (e.g. in [69] or in http://www.nndc.bnl.gov/chart/) there is no reference to the corresponding excited states of the compound nucleus ${ }^{26} \mathrm{Al}$ for the center-mass energy range covered in the present work, the characterization of which (determination of the $\mathrm{J}^{\pi}$ value) will be the subject of a future work.

It should also be pointed out here that the variation of the differential cross-section values of practically all proton levels studied was relatively smooth, over the whole covered energy and angular range, as shown in Figures 3.20a-h. This greatly facilitates NRA profiling studies also allowing for a correlated analysis of thick or deep-implanted magnesium layers, especially in the common case of compact experimental chambers with fixed detector settings, where the detector to target distance is relatively small (in order to increase statistics), and thus the angular uncertainty is usually large, or when the accelerator beam energy and its ripple are not known with high accuracy. Moreover, taking into account the superior mass resolution of deuterons over protons, the absence of strong, narrow resonances in the elastic scattering ${ }^{\text {nat }} \operatorname{Mg}(\mathrm{d}, \mathrm{d})$ and the observed rather smooth angular variation of the differential cross sections, deuteron elastic scattering studies prove to be particularly convenient for Mg depth profiling for routine applications and a viable alternative to the proton elastic scattering ones. Within this framework,
the simultaneous implementation of both EBS and NRA techniques using a deuteron beam can evidently result in more detailed and accurate magnesium depth profiling studies.

## CHAPTER 4

## VALIDATION PROCEDURE - BENCHMARKING

It has already been pointed out that the implementation of all Ion Beam Analysis (IBA) depth profiling techniques critically depends on the accuracy of the existing differential cross-section datasets for the reactions involved (see section 1.3). The evaluated cross-section data, available through the online calculator SigmaCalc [25], are the most reliable data to be used in analytical studies, since they involve a critical assessment of the available experimental data, which are often scarce and/or discrepant, followed by a proper tuning of the corresponding nuclear model parameters [78]. However, most of the evaluated datasets are still not adequately validated. A carefully designed benchmarking experimental procedure, which regards the actual validation of differential cross-section data via the acquisition of thick target spectra followed by their simulation, is thus mandatory. Benchmarking can also provide feedback for the adjustment of the parameters of the nuclear model used in the evaluation process, and can help in assigning realistic uncertainties to the cross sections. Moreover in the absence of evaluated cross sections, it can indicate recommended experimental datasets. In the past, benchmarking results have usually been reported, related to the validity of specific experimentally determined differential cross-section datasets [e.g. 79-81]. However, such measurements have never been performed in a systematic and consistent way, taking into account all the fine steps and details of the benchmarking process.

The present dissertation contributes in this field exactly by developing a methodology for this process, concerning the detailed investigation of all the involved parameters, thus defining the necessary steps for the benchmarking process, described in the beginning of this chapter following a brief description of the general methodology and concept. Within this framework, benchmarking measurements were performed for the validation of the measured cross sections analytically presented in the previous chapter and the results obtained are presented and analyzed here in detail. Extra benchmarks concerning important cross sections relevant to IBA are also presented in this chapter, in sections 4.7 and 4.8. More specifically, a different approach is proposed in section 4.7, for studying the cases, where there is background contribution of alpha particles (originating from ( $\mathrm{p}, \alpha$ ) reactions) inhibiting the benchmarking process of the proton elastic backscattering. The systematic and coherent benchmarking studies presented in
section 4.8 on the other hand, aim at validating the already existing evaluated cross sections, facilitating also their extension to higher energies.

### 4.1 Methodology

The benchmarking of the cross section of a specific elastic scattering reaction concerns the study of the scattering itself using a uniform thick target of the element of interest. The followed procedure is actually based on the comparison between the acquired thick target spectra and the corresponding simulation of the spectra. The scope and the challenge of this process is to perform simulations under the same conditions with those of the experiment and then after locking all the other parameters involved, affecting the obtained spectra, one can attribute any possible discrepancies between the simulations and the real experimental spectra exclusively to the differential cross-section data used in the simulations (over a restricted energy range, as discussed in the following section). Benchmarking is thereby a validation procedure concerning the corresponding cross-section values of the studied interaction.

More specifically, using a thick target, the acquired backscattering spectrum does not consist of thin peaks, but it depicts a yield in a "huge" energy range. It represents, namely, the scattering of the particles on the "total" thickness of the target, ranging from its surface, on the right edge of the spectrum, corresponding to the particles with the highest energy of detection, down to the very deep layer of it, which corresponds to the particles having energy close to zero reaching back the detector after being scattered deep inside the target. A similar situation has already been described in detail in section 1.1.1, concerning the RBS spectra. The only difference in the benchmarking spectra is that the cross sections under investigation do not follow the Rutherford formula, being thus categorized as EBS or NRA spectra (see also 1.1.2). Therefore the shape of each obtained spectrum reveals the corresponding cross section curve at the specific energy range, mainly convoluted with the detector resolution, the stopping power and the straggling function in the target, as analyzed in section 1.1.3. In that section, the simplified relation of the obtained thick target yield has been presented, which is also seen below, along with its complete description [65], including also the accelerator energy distribution (ripple) $g\left(E^{\prime}, E_{0}\right)$ for mean incident energy $\mathrm{E}_{0}$, the energy loss in target $\Delta$ and the energy straggling $\mathrm{W}\left(\mathrm{E}, \mathrm{E}^{\prime}, \mathrm{E}^{\prime \prime}\right)$, as follows:

$$
\begin{gather*}
Y\left(E_{1}\right)=\frac{d \sigma}{d \Omega}(E, \theta) Q \Omega \frac{\delta E}{[\varepsilon(E)] \cos \theta_{1}} \\
Y\left(E_{1}\right)=\int_{E_{0}-\Delta}^{E_{0}} \int_{0}^{\infty} \int_{0}^{\infty} \frac{d \sigma}{d \Omega}\left(E^{\prime \prime}, \theta\right) Q \Omega \frac{\delta E}{\left[\varepsilon\left(E^{\prime \prime}\right)\right] \cos \theta_{1}} g\left(E^{\prime}, E_{0}\right) W\left(E, E^{\prime}, E^{\prime \prime}\right) d E^{\prime \prime} d E^{\prime} d E
\end{gather*}
$$

An example of the benchmarking procedure, namely of the actual comparison between the experimental obtained spectra and the simulated ones is given in the following figures, for the proton backscattering on a thick carbon target [79] (Figure 4.1) and the corresponding evaluated cross-section data [25] used for the simulation in Figure 4.2. In the square seen in this figure, one can see the similar in shape corresponding cross sections, which are this way validated, since the reproduction of the experimental spectrum is excellent, as shown in Figure 4.1.


Figure 4.1: Thick target spectra acquired at $150^{\circ}$ corresponding to elastic proton scattering on carbon at 5960 keV [79].


Figure 4.2: Evaluated differential cross section of the proton elastic scattering on carbon at $150^{\circ}$ [25].

The whole experimental procedure for benchmarking the elastic scattering on the studied element involves several steps to allow for accurate simulations to be afterwards performed. These steps are thoroughly described in the following section and can be summarized here as follows: (i) the acquisition of EBS thick target spectra from uniform thick targets of known composition with good counting statistics, (ii) the accurate calibration of the accelerator over a broad energy range, (iii) the precise determination of the detector resolution and (iii) the minimization of target-related effects such as channeling, surface roughness, etc.

### 4.2 Benchmarking steps

Benchmarking is an experimental procedure that needs to be very carefully designed. In order to simulate the thick target spectra acquired, one must investigate and accurately determine all the parameters involved.

A thick target spectrum is essentially a convolution of the stopping power and the straggling function in the material, the resolution of the detector and the corresponding cross section, as analyzed in section 1.1.3, but several other parameters are also important for accurate simulations. These include the calibration of the accelerator energy and the ADC, the determination of the accumulated charge in the target and the treatment of possible background counts and/or pile-up effects. Special attention should also be drawn to the proper selection of the thick target used in benchmarking, in terms of its element composition and structure, for several reasons. These mainly concern the background contribution, the charge/solid angle normalization, the multiple scattering and the effect of surface/interlayer roughness or channeling. Each of these parameters affects the obtained spectra in a different way, but all of them need to be carefully treated for a proper and accurate validation procedure. In addition to the above, the code used for the simulation should be capable of taking into account any possible fine structure of the corresponding differential cross section (sharp narrow resonances).

For the present benchmarking measurements, all the mentioned parameters were treated in the most detailed way (as possible), as described in the following paragraphs, while the SIMNRA code [70] and the DataFurnace code [82], which is capable of taking into account the cross-section fine structure and self-consistently fitting multiple spectra, were used for the simulations. The simulated spectra were along these lines produced taking into account a very small energy step for the incoming and outgoing particles, the effect of multiple scattering, the
beam ripple, ZBL stopping power data [6], and Chu and Yang's straggling model [20, 11] as implemented in the codes used. It should be noted here that for the moment all popular analytical codes do not take the uncertainties in the experimental differential cross-section datasets into account, while the assessment of the uncertainties in the evaluated datasets has been the subject of recent studies [67, 68].

### 4.2.1 Energy calibration

The energy of the protons impinging on the target is certainly an essential parameter to be precisely known for accurate simulations in the validation procedure. Especially in the cases of resonant structures, the incident energy plays a crucial role in the process. The actual energy for all the benchmarking measurements performed in the present work was determined by calibrating the accelerators, as previously described in 3.1.2.1 section.

More specifically, for the calibration of the GVM Tandetron accelerator at the University of Surrey, where the proton backscattering cross sections on ${ }^{\text {nat }} \mathrm{Si},{ }^{23} \mathrm{Na},{ }^{31} \mathrm{P}$ and ${ }^{\text {nat }} \mathrm{S}$ were studied for validation up to 3.5 MeV (described in section 4.8), three narrow resonances were used, namely the (991.9 $\pm 0.1$ ) keV one of the ${ }^{27} \mathrm{Al}(\mathrm{p}, \gamma)^{28} \mathrm{Si}$ reaction ( $\Gamma=110 \mathrm{eV}$ ) [60], the (1747.6 $\pm 0.9$ ) keV of the ${ }^{13} \mathrm{C}(\mathrm{p}, \gamma)^{14} \mathrm{~N}$ reaction ( $\Gamma=122 \mathrm{eV}$ ) [61] and the (3379 $\left.\pm 1\right) \mathrm{keV}$ of the ${ }^{32} \mathrm{~S}(\mathrm{p}, \mathrm{p} \gamma)^{32} \mathrm{~S}$ reaction ( $\Gamma=700 \mathrm{eV}$ ) [62] using a $10 \%$ HPGe detector. The linearity of the energy with respect to the accelerating voltage, as shown in the following Figure 4.3, was found to be excellent over the whole energy range studied. The uncertainty of the proton energy was calculated to be less than $0.1 \%$. All the other benchmarking measurements were performed at NCSR "Demokritos", where the accelerator was similarly calibrated with the use of the same resonances.


Figure 4.3. Tandetron accelerator calibration of the University of Surrey using the three mentioned narrow resonances.

### 4.2.2 Detector resolution and ADC calibration

Another parameter that needs to be taken into account for a proper benchmarking is the resolution of the detectors, which is, of course, also convoluted in the obtained spectra, affecting their shape in terms of energy spread (seen in chapter 1, section 1.1.3(2)). It is therefore necessary to determine it precisely, along with the calibration of the ADC, in order to simulate the spectra under the same conditions prior to the validation procedure, that is, prior to the comparison between the experimental and the corresponding simulated spectra.

In the present benchmarking measurements, the simulation of the backscattered protons from the polished targets (silicon and/or GaP wafer) at all studied angles, compared to the corresponding experimental spectra acquired, enabled simultaneously the calibration of the ADC using the Au peak over a wide beam energy range, as described in detail in the second paragraph of section 3.1.1.1, and the determination of the resolution of the detectors. In the following Figure 4.4, such comparison is shown for a proton backscattering spectrum from a silicon wafer with a thin Au layer on top. The resolution of the used detector is directly indicated by the slope of the silicon edge (since the target is polished) and thus one can easily determine it by simulating the slope adjusting the appropriate value for the resolution. The small peak on the right of the spectrum in Figure 4.4, corresponding to the scattering on the thin Au layer could also be used for the adjustment of the resolution by fitting/simulating its FWHM. However, this is not equally accurate as the silicon edge, because the FWHM of the peak is a convolution of both the detector resolution and the thickness of the Au layer, considering that the ripple of the accelerator is much smaller than the detector resolution, thus inducing the uncertainty of the Au thickness into the resolution determination, which is of course undesirable.


Figure 4.4: Simulation of the edge (slope) of a Si wafer to determine the resolution of the used detector.

### 4.2.3 Pile-up

Another important effect that could impede and/or mislead the validation procedure is the pileup of the detected events in the acquired thick target spectra, occurring in cases with high counting rate.

Calculations of the corresponding spectral distortion and the pulse losses can in principle be applied with high accuracy, concerning both the tail pile-up and the leading edge overlap, as analyzed in Molodtsov et al. [83] by considering a Poisson probability distribution and proper response functions for the description of the phenomenon. It should be noted here, that the exclusive use of electronic pile-up rejection cannot resolve the problem, as discussed in [83].

In order to totally avoid the pile-up effect, the beam current needs to be low, at about 5 nA , depending on the solid angle of the detector (distance from the target), the beam energy and the comprising elements of the target. Given that the distance of the detector is adjusted only once, in the beginning of an experiment, and then stays fixed, the beam current on the target should always be monitored with respect to the counting rate of the acquired spectra during all measurements (since pile-up effect is easily recognizable in the spectra from the characteristic tail formation-shape).

It should be pointed out here that this simple method of eliminating the pile-up effect, by keeping the beam current low, was in fact applied in all the measurements of the present work.

### 4.2.4 Stopping power, straggling and plural scattering

The benchmarking procedure totally relies on the acquired thick target spectrum, which is in turn the absolute result of the interaction between the beam particles and the target atoms described in chapter 1 (section 1.1). Concerning the stopping power and the straggling in the target, the models, which are considered to be the most accurate ones, need to be used in the code used for the simulations of the thick target spectra. These are the model of Ziegler-Biersack-Littmark [6] for the proton stopping power and the one of Chu \& Yang [20, 11] for the straggling function. The effect though, of these two parameters, as well as the effect of plural scattering, especially when a heavy element is present in the target, were investigated in the present studies by comparing the simulated and the experimental spectra obtained at close energies (i.e. at resonances and then, in small energy steps above the resonances) and using different stopping power compilations. It was found that the effect of these three parameters
could not be simulated in a satisfactory way at lower energies (deeper in the targets), as it can be observed in Figure 4.5, for the plural scattering effect. Although each of these parameters has a different dependence on depth, all of them are more pronounced, with decreasing energy of the incoming particles. In order to diminish such problems in the simulations, the analysis was limited relatively close to the surface leaving a narrow window of opportunity for the validation of the cross-section data. The energy step for all the benchmarking runs was thus small, not larger than 250 keV , over the whole energy range studied (see section 4.8).


Figure 4.5. Thick target spectrum $\left(\mathrm{MoS}_{2}\right)$ simulated with and without plural scattering at 1531 keV at $148.8^{\circ}$, along with the corresponding experimental spectrum.

### 4.2.5 Accumulated charge - solid angle

The accumulated charge Q , along with the subtended solid angle of the detector $\Omega$, evidently play a critical role in the obtained thick target yield, as depicted in the equations presented in the beginning of this chapter (4.1). The $\mathrm{Q} \Omega$ factor is preferably indirectly determined to achieve better accuracy, as mentioned in the previous chapter concerning cross-section measurements. The so called charge-solid angle normalization denotes the determination of the $\mathrm{Q} \Omega$ factor of a measurement relatively to the simulation of the Rutherford signal of a target element with known thickness (preferably of infinite thickness). A thin Au layer was therefore evaporated on top of all targets used in the present benchmarking runs.

This procedure leads to the determination of $(\mathrm{Q} \Omega)$ with an uncertainty depending on the determination of the Au thickness and the statistics of the corresponding signal. However, these are features that can in principle be very well controlled and determined, as further described in the following section 4.4 concerning the overall uncertainty assessment.

### 4.2.6 Background and channeling effect

Depending on the elements comprising the thick target and the beam energy, there may be several nuclear reactions occurring in the target, as analyzed in chapter 1 (section 1.1.1). This results in the detection of several outgoing particles/products, depositing different amounts of energy in the detector. The corresponding spectra consist therefore of several overlapping signals at some point at relatively low energies (in the case of thick targets). Considering that in the present work the studied part of the spectra concerns the elastic scattering cases, background contribution of counts originating from other reaction channels, inhibits the direct validation procedure. The treatment of such background is thus crucial and depends on each case study, in terms of the other possible reaction channels and the scale of the phenomenon, being revealed by the acquired spectra themselves. For example, a linear regression rule can be applied for the background subtraction in cases of smooth linear contributions, like the ones described in section 4.6. In cases of a very pronounced background contribution one can use $\Delta \mathrm{E} / \mathrm{E}$ telescopes to separate the different particle species and thus "clean" the spectra, as proposed in section 4.7 studying the ${ }^{\text {nat }} \mathrm{B}(\mathrm{p}, \mathrm{p})$ backscattering. This method can of course be applied only when the contributing particles present a considerably different energy loss in the thin $\Delta \mathrm{E}$ detector used.

Concerning the channeling effects when using crystalline targets, one can artificially misalign the target with respect to the beam axis, either by tilting it, or by randomly rotating it during the measurements. In the case of a constant tilt of the target, one should be certain of the misalignment by checking the obtained spectra and preferably by scanning it to determine a correct position (tilt) with random rotation, by measuring the obtained surface yield at each step. The latter method was in fact implemented in the following cases of crystal targets (see 4.8). It should be noted here, that in any case, when using crystalline targets, the imitation of a "random" spectrum cannot be better than $98 \%$, as has been reported in the past [4].

### 4.2.7 Contaminations

Moreover, there may be some contaminants in the thick targets used for the benchmarking measurements, affecting the backscattering spectra with unwanted peaks. The existence of a small amount of carbon cannot be totally avoided (carbon buildup during the measurements) and the same applies in most of the cases to oxygen as well (oxidization on the surface). Moreover, both the procedure of the target preparation and the sealing afterwards can possibly induce only
slight contaminations in the target composition. The unwanted effect of these contaminants should always be taken into account if necessary, (e.g. the ${ }^{12} \mathrm{C}(\mathrm{p}, \mathrm{p})$ elastic scattering has already been evaluated and validated [79] over a broad energy range), in cases for example where the unwanted peak is very close to the one of the element under study. In most cases though, these small contaminants appear at the low energy part of the spectra and do not really affect the validating results in the benchmarking procedure, as evidenced in the present studies described in the following sections (4.5-4.8).

### 4.3 Roughness of the targets

The surface roughness of the target can significantly affect the shape of the spectra, affecting the energy of the incoming and outgoing particles near the surface region, and thus, it is very important to treat it carefully, when present. An example of this effect is shown in Figure 4.6 comparing the experimental proton spectrum of a rough $\mathrm{MoS}_{2}$ target to the simulated one with and without the roughness correction. The roughness of the pellets used in the present study was treated a posteriori using a built algorithm, implementing the mathematical model developed by Molodtsov et al. [84], which parametrizes and takes into account the possible secondary crossings of protons in the asperities of the target surface. The corrected spectrum of the example shown below, in Figure 4.6, is plotted in black solid line reproducing the experimental data.


Figure 4.6: Backscattering proton spectra on a $\mathrm{MoS}_{2}$ pellet, along with the corresponding simulations with and without roughness correction.

### 4.3.1 Model

The mathematical model for the roughness effect (Molodtsov et al. [84]) is based on the parameterization on the fraction $\mathbf{n}$ of the scattered particles, which cross one or more valleys in the material, depending on its sharpness $\mathbf{p}$ and the scattering angle $\boldsymbol{\theta}$, as shown in the following Figure 4.7, whereas a random height chosen from a Gaussian distribution of variance $\boldsymbol{\sigma}^{\mathbf{2}}$ is assigned to a regular linear grid of reference points with separation $d$ to model the rough surface. The dimensionless parameter $p$ can range between [0.5-3] and the scattering angle is of course considered to vary between $90^{\circ}$ and $180^{\circ}$.


$$
p=\log \frac{\sigma}{d}
$$

Figure 4.7: Schematics of the surface roughness described in $p, \theta, \sigma$ and d parameters.

The additional exit path length $\mathbf{x}$ in these asperities, as calculated with Monte Carlo simulations, is parametrized through the function $\mathbf{f}(\mathbf{x})$ (equation 1). The induced $\alpha$ and $b$ parameters, as well as the n fraction of the particles, depend on p and $\theta$, as described in the following equations (4.34.6).

$$
\begin{align*}
& f(x)=\frac{b^{a+1}}{\Gamma(a+1)} x^{a} \exp (-b x), \\
& n(\theta, p)=\frac{1-\exp \left[k_{4}(180-\theta)^{k_{5}}\right]}{\left\{1+\exp \left[k_{6} z(\theta, p)\right]\right\}^{k_{7}}}
\end{align*}
$$

$$
\begin{gather*}
a(\theta, p)=k_{4}\left\{\cosh \left[k_{5} z(\theta, p)\right]\right\}^{k_{6}}+k_{7} \\
b(\theta, p)=\frac{\left(k_{4}+\theta\right) z(\theta, p) \exp \left[k_{5} z^{2}(\theta, p)\right]+k_{6}+k_{7} \theta+k_{8} \theta^{2}}{1+\exp \left[k_{9} z(\theta, p)+k_{10}\right]}
\end{gather*}
$$

with different $\boldsymbol{k}_{\boldsymbol{i}}$ for each parameter (n, a,b) and general functions $z(\theta)$ and $\varphi(\theta, p)$ as given below:

$$
\begin{align*}
& \varphi(\theta)=k_{0} \theta^{2}+k_{1} \theta+k_{2} \\
& z(\theta, p)=\theta \sin [\varphi(\theta)]+p \cos [\varphi(\theta)]+k_{3}
\end{align*}
$$

The uncorrected simulated spectrum $Y_{0}(\mathbf{E})$ should be convoluted with the $f(x)$ function in order to obtain the final spectrum $\mathbf{Y}(\mathbf{E})$ corrected for the roughness effect, as shown in the following equation (4.8), accounting for the secondary crossings in the material asperities of the fraction $n$ particles.

$$
Y(E)=n \int_{0}^{\infty} Y_{0}\left(E^{\prime}\right) \frac{f\left(\frac{\left(E, E^{\prime}\right)}{\sigma}\right)}{\sigma S\left(E^{\prime}\right)} d E^{\prime}+(1-n) Y_{0}(E)
$$

$X\left(E, E^{\prime}\right)$ accounts for the distance in the material traveled by a particle with initial energy $E^{\prime}$ and final $E$, as calculated using the corresponding stopping power function $S(E)$, seen in the following relation.

$$
X\left(E, E^{\prime}\right)=\int_{E}^{E^{\prime}} \frac{d \hat{\mathrm{E}}}{S(\hat{\mathrm{E}})}
$$

### 4.3.2 Code

A programming code was developed using FORTRAN to calculate the corrected backscattering spectrum taking into account the roughness effect of a target, as is parametrized in the model of S.L. Molodtsov et al. [84], briefly described in the previous section.

SRIM calculations were used to calculate the stopping power in the targets, while a linear interpolation of the backscattering data was implemented between each two channel yields in order to convert the channel binning of the spectra to a continuous energy range. The sharpness $\mathbf{p}$ and the height $\boldsymbol{\sigma}$ of the Gaussian distribution of the model were determined with the MINUIT [85] routine for $\chi^{2}$ minimization, accordingly incorporating the code as needed. The input concerns the energy of the incident protons, the scattering angle, the target, the ADC calibration and the corresponding file with the experimental and the uncorrected simulated spectrum, while the output file contains the final corrected spectrum.

### 4.4 Assessment of the uncertainty factors

The assessment of the uncertainties in the benchmarking procedure is very important and must be the result of the detailed study of all the parameters involved in the simulating and validating steps. The obtained simulated yield is directly related to the stopping power systematics. The effect though of different stopping power compilations (e.g. ZBL [6] and Andersen-Ziegler [86]) in the integrated yield corresponding to $\sim 250 \mathrm{keV}$ from the surface which were used in the validation procedure of the studied benchmarks (described in the following paragraphs), was always less than $1 \%$. The pulse height defect, related to the energy loss in the dead layer of the detector, has also a negligible effect on the analysis for the proton energy range studied (1-4 MeV in most cases) and the ADC width (keV/channel) used. The important uncertainty factors in the present studies, apart from the special case of ${ }^{\text {nat }} \mathrm{B}(\mathrm{p}, \mathrm{p})$, as described in 4.7 in detail, are thus related to the counting statistics and the accurate determination of the accumulated charge Q multiplied by the solid angle $\Omega$ subtended by each detector ( $\mathbf{Q} \boldsymbol{\Omega}$ factor). The effect of these parameters is strongly target dependent. Whenever the target consists of a compound with a high-Z element, for which the elastic cross section does not deviate from the Rutherford formula, the uncertainty in the determination of the $\mathrm{Q} \Omega$ factor is minimized, while the corresponding uncertainty in the statistics is maximized, because one has to subtract the large Rutherford signal of the high- Z element from the total experimental one, in order to validate the cross-section for the light element of interest. In order to minimize the uncertainty of the $\mathrm{Q} \Omega$ factor at high proton energies, where possible deviations from the Rutherford formula could in principle exist for Ga and Br (using GaP and NaBr targets for studying the cases of ${ }^{31} \mathrm{P}(\mathrm{p}, \mathrm{p})$ and ${ }^{23} \mathrm{Na}(\mathrm{p}, \mathrm{p})$ respectively), the data were normalized relative to the Rutherford backscattering on
the thin Au layer evaporated on top of all targets. The thickness of the deposited thin Au layers was calculated for each target, by fitting the simulated spectra at several low beam energies and detector angles, where the proton elastic backscattering on the element of interest or the heavy element in the case of compound targets follows the Rutherford formula and by taking afterwards the average value and/or with the XRF technique using the in-house developed portable XRF setup [66] of the Institute of Nuclear and Particle Physics of NCSR "Demokritos". This procedure yielded an estimated uncertainty of $\sim 3 \%$ in all cases, and this was in fact the dominant uncertainty in the validation procedure, except for the case of the NaBr target and the complicated case of ${ }^{\text {nat }} \mathrm{B}(\mathrm{p}, \mathrm{p})$, which are described in the following sections. On the other hand, at lower proton beam energies the uncertainty in the determination of the $\mathrm{Q} \Omega$ factor was minimized, since it was obtained directly from the Br , Mo and Ga signal, originating from the backscattering on the heavy element of each target ( $\mathrm{NaBr}, \mathrm{MoS}_{2}$ and GaP respectively), following the roughness correction and the dominant uncertainty was thus the statistical error in the experimental yield. In all cases, however, with the exception of ${ }^{23} \mathrm{Na}(\mathrm{p}, \mathrm{p})$ and ${ }^{\mathrm{nat}} \mathrm{B}(\mathrm{p}, \mathrm{p})$, the total combined uncertainty in the present work, including all statistical errors, did not exceed 4\% $( \pm 1 \sigma)$.

### 4.5 Benchmarking on the studied $\mathbf{p + L i F}$ cross sections

Due to the observed discrepancies among differential cross-section datasets from literature, a benchmarking procedure is critical in order to validate the obtained results for the ${ }^{7} \mathrm{Li}\left(\mathrm{p}, \mathrm{p}_{0}\right)^{7} \mathrm{Li}$, ${ }^{7} \mathrm{Li}\left(\mathrm{p}, \mathrm{p}_{1}\right){ }^{7} \mathrm{Li},{ }^{7} \mathrm{Li}\left(\mathrm{p}, \alpha_{0}\right){ }^{4} \mathrm{He}$ and ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{0}\right){ }^{19} \mathrm{~F},{ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{0}\right){ }^{16} \mathrm{O}$ and ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{1,2}\right){ }^{16} \mathrm{O}$ reactions, presented in 3.2.3. It is important to note here, that all datasets obtained in the present study ( 3.2 section) are correlated. Therefore, by validating a dataset of cross sections concerning one particular reaction channel for the $\mathrm{p}+{ }^{7} \mathrm{Li}$ system, one simultaneously validates all the correlated datasets of the other exit channels, taking into account that only peak integration differs, while all the other parameters in the relative formula remain intact, as has already been discussed in 3.2.3. The same naturally occurs in the $\mathrm{p}+{ }^{19} \mathrm{~F}$ case as well. The ( $\mathrm{p}, \alpha_{0}$ ) reactions were considered to be the most favorable ones to be benchmarked, since the corresponding peaks in the thick target spectra are the only ones that present no interferences over a broad energy range, thus enabling the validation of the corresponding cross sections. Unlike the ( $\mathrm{p}, \alpha$ ), the ( $\mathrm{p}, \mathrm{p}$ ) spectra are affected by plural scattering in heavy elements present in the thick target used $\left(\mathrm{BaF}_{2}\right.$ case, see below). Additionally, as it has already been mentioned, the ( $\mathrm{p}, \mathrm{p}$ ) cross section (especially in the ${ }^{19} \mathrm{~F}$ case) presents a complicated structure with many narrow resonances, for the study of which, the energy step adopted in the present work is not appropriate.

More specifically, benchmarking measurements were performed at NCSR "Demokritos", using thick and mirror-polished $\mathrm{BaF}_{2}$ and LiF targets to validate the obtained differential cross sections of the ( $\mathrm{p}, \alpha_{0}$ ) reactions for both elements $\left({ }^{7} \mathrm{Li}\right.$ and $\left.{ }^{19} \mathrm{~F}\right)$ using the SIMNRA code. Prior to their use, both targets were kept in sealed containers with silica gel, for protection against humidity wear and surface changes. The simulated spectra were produced using the obtained differential cross-section datasets and as described in the previous sections 4.1 and 4.2. The Rutherford differential cross sections for the scattered protons from Au and Ba were also used for the simulated spectra. The obtained spectra at $150^{\circ}$ at 2300 and 3200 keV are presented in Figures 4.8a-b respectively, which show the excellent reproduction of the experimental spectra in the energy range corresponding to the studied ${ }^{7} \mathrm{Li}\left(\mathrm{p}, \alpha_{0}\right){ }^{4} \mathrm{He}$ and ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{0}\right){ }^{16} \mathrm{O}$ reactions, thus validating the obtained cross-section datasets. It is important to note here, that in Figure 4.8b, the reproduction of the thick LiF target spectrum by the simulated one verifies not only the accuracy of the obtained differential cross sections involved, but also the validity of the Li:F ratio in the thin target being equal to 1:1, as discussed in section 3.2.1 (target characterization).


Figures 4.8a, b: Experimental spectra taken at $150^{\circ}$, whilst irradiating the thick and mirror-polished $\mathrm{BaF}_{2}$ (a) and LiF (b) targets at 2300 and 3200 keV , respectively. The experimental spectra are presented along with the simulated ones using the SIMNRA code [70]. In the inset, spectra are presented in the range corresponding to the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{0}\right)$ reaction.

### 4.6 Benchmarking on the studied $\mathbf{d + M g}$ cross sections

The obtained cross-section values for the ${ }^{\text {nat }} \mathrm{Mg}(\mathrm{d}, \mathrm{d})$ and ${ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{\mathrm{i}}\right)$ reactions, which are presented in section 3.3, have been validated with benchmarking measurements at two deuteron beam energies, namely at 1700 keV and 2000 keV . The used target consisted of a thick, highpurity, highly-pressed magnesium oxide pellet (a MgO crystal was not implemented in order to avoid channeling effects) with an ultra thin layer of Au evaporated on top of it for solid angle and beam current normalization purposes. The thickness of the gold layer was verified by the RBS measurements and simulations using SIMNRA. It should be noted here that since the obtained cross sections for the studied ${ }^{\text {nat }} \mathrm{Mg}(\mathrm{d}, \mathrm{d})$ and ${ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{\mathrm{i}}\right)$ reactions are correlated, only the acquired spectra with the best resolution were used for the validation procedure, namely the ones acquired at $140^{\circ}$ and $150^{\circ}$. Moreover, the validation was performed following the methodology presented in the previous sections (4.1-4.3) using the SIMNRA code.

The final benchmarking results are shown in Figures 4.11a,b, for $E_{d, l a b}=1700$ and 2000 keV , at $140^{\circ}$ and $150^{\circ}$ respectively, along with the proper peak identification. The solid line represents the simulations using the differential cross-section datasets obtained in the present work for ${ }^{\text {nat }} \mathrm{Mg}\left(\mathrm{d}, \mathrm{d}_{0}\right)$ and ${ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{0,1,2}\right)$, along with evaluated datasets from SigmaCalc [25] for ${ }^{16} \mathrm{O}$ and ${ }^{12} \mathrm{C}$ (surface contamination). The agreement between the experimental spectra and the simulated results for the ${ }^{24} \mathrm{Mg}(\mathrm{d}, \mathrm{p})$ reactions is quite satisfactory for both detection angles and over the whole energy range studied in the present work. More specifically, as shown in Figure 4.11b for the higher benchmarking energy, the experimental spectra are reproduced with an accuracy better than $\sim 7-12 \%$ (comparing the integrated experimental and simulated yield of the ${ }^{24} \mathrm{Mg}(\mathrm{d}, \mathrm{p})$ reactions).


Figure 4.11a, b: Benchmarking results for $\mathrm{E}_{\mathrm{d}, \mathrm{lab}}=1700 \mathrm{keV}$ and 2000 keV using a magnesium oxide pellet with a thin gold layer on top, along with the corresponding peak identification.

It is evident that in EBS benchmarking runs, a slightly better agreement between simulated and experimental spectra can in principle be achieved. Benchmarking d-NRA data is a rather complicated process, due to the present lack of evaluated differential cross-section datasets for all the 3 major stable light element isotopes $\left({ }^{25} \mathrm{Mg}\right.$ and ${ }^{26} \mathrm{Mg}$ constitute $10 \%$ and $11 \%$ of ${ }^{\text {nat }} \mathrm{Mg}$ respectively), and the existence of background counts under the studied proton peaks. Consequently, and taking into account the structure and composition of the implemented thick target, the attained agreement is quite encouraging.

Within this framework, benchmarking measurements for the elastic scattering ${ }^{\text {nat }} \mathrm{Mg}(\mathrm{d}, \mathrm{d})$ were repeated using a thick Mg metallic ribbon instead, also with an ultra thin layer of Au evaporated on top of it for protection against wear and for charge/solid angle normalization purposes. For additional protection against oxidization, the target was constantly kept in a closed container filled with Ar before the irradiation. Nonetheless, a thin oxidized layer, of the order of $1500 \times 10^{15} \mathrm{at} / \mathrm{cm}^{2}$ on the target's surface was unavoidably formed, leaving a rather narrow window of opportunity for validation purposes, between the surface energy signals of the elastic scattering on Mg and O . Thus, starting at $\mathrm{E}_{\mathrm{d}}=1750 \mathrm{keV}$, benchmarking spectra were acquired with a small energy step of $50-100 \mathrm{keV}$ at $150^{\circ}$ and $170^{\circ}$, following the same methodology. It should be noted here that the amplification of the signals in these runs was chosen to be adequate for studying explicitly the elastic scattering case, resulting to relatively large gain values, thus the high energetic ( $\mathrm{d}, \mathrm{p}$ ) peaks were not present in the spectra.

As shown in Figure 4.12 in semi-logarithmic scale for a typical acquired spectrum, the benchmarking process was impeded by a background contribution (as high as 5-7\%) induced by protons originating from $\left(\mathrm{d}, \mathrm{p}_{\mathrm{x}}\right)$ reactions on all stable Mg isotopes. The usual ways of removing such a background, i.e. with the use of absorber foils or $\Delta \mathrm{E} / \mathrm{E}$ telescopes, are not applicable in this particular case, since they are based on the different stopping power of particle species. In the deuteron-proton case, there is only a small difference between the stopping power values, especially for the low scattering energies involved, thus requiring large thicknesses of the $\Delta \mathrm{E}$ detector, which would further complicate the analysis by inducing large uncertainties, especially concerning the implemented straggling function. Moreover, an analytical calculation and subtraction of the corresponding yield from the experimental spectra is not possible, since there are no cross-section data in literature for these reactions at such low energies. This background contribution was eventually estimated, following a linear regression rule on the high energy part,
beyond the Mg elastic scattering edge, and was subsequently subtracted from all experimental spectra, prior to the simulation process, as demonstrated in Figure 4.12.


Figure 4.12: Typical background subtraction of the estimated background contribution induced by protons originating from ( $\mathrm{d}, \mathrm{p}_{\mathrm{x}}$ ) reactions on Mg isotopes prior to the benchmarking simulation process at $\mathrm{E}_{\mathrm{d}}=1800 \mathrm{keV}$ at $150^{\circ}$.

Following the background subtraction, the simulation was performed using again the SIMNRA code. The Au layer thickness was measured to be around $24 \mu \mathrm{~g} / \mathrm{cm}^{2}$ using the in situ XRF spectrometer. The treatment of the target surface roughness was made following the methodology presented in [63]. As shown in Figure 4.13, for $\mathrm{E}_{\mathrm{d}}=1750$, 1850 and 1950 keV at $170^{\circ}$, the reproduction of the experimental spectra using the differential cross-section datasets determined in the present work was excellent and the observed deviations did not exceed $5 \%$ in all studied cases.


Figure 4.13: Benchmarking spectra for $\mathrm{E}_{\mathrm{d}}=1750$, 1850 and 1950 keV at $170^{\circ}$ using a metallic magnesium target with a thin layer of gold, along with the corresponding simulations using the SIMNRA code [70].

### 4.7 Benchmarking on the ${ }^{\text {nat }} \mathbf{B}(\mathbf{p}, \mathrm{p})$ cross section

Boron is widely used not only in the semiconductor industry as dopant/impurity in silicon and germanium substrates, but also in nuclear technology as the main reactor moderator. The quantification and depth profile of boron in all applications is thus critical but unfortunately the existing cross section data for the implementation of the IBA techniques in the field is rather discouraging, due to the significant discrepancies among the data.

The benchmarking of the ${ }^{\text {nat }} \mathrm{B}(\mathrm{p}, \mathrm{p})$ reaction data is however impeded by the yield contribution of $(p, \alpha)$ reactions on boron isotopes, which lies under the thick target spectra acquired, as plotted in the following Figure 4.14 concerning the present case of a boron pellet with a thin gold layer on top used as target. This contaminant contribution ranges up to $15 \%$ for beam energies reaching 3 MeV . The procedure of benchmarking becomes thereby more complicated, since one has to take into account the contribution of all the reactions to the obtained yield, in order to validate the used cross sections for the corresponding simulations. In the case of known reactions, such as the contribution of small contaminants like carbon or oxygen on the surface of the target (see section 4.2.7) the problem can easily be treated, but for yield contributions over the whole range of the spectra with unknown and/or unvalidated reaction channels, the process gets far more complicated. Trying to simulate the underlying contaminant spectra, namely the ( $\mathrm{p}, \alpha$ ) channels in the case of boron, one would induce huge uncertainties to the validation procedure.


Figure 4.14: Experimental spectrum acquired at $\mathrm{E}_{\mathrm{p}}=1500 \mathrm{keV}$ at $170^{\circ}$ using a boron pellet with a thin gold layer on top.

A different approach of benchmarking measurements is proposed here for such cases of background contribution by using $\Delta \mathrm{E} / \mathrm{E}$ telescopes, being implemented for the exact aforementioned case of the ${ }^{\text {nat }} \mathrm{B}(\mathrm{p}, \mathrm{p})$ reaction. A brief description of the $\Delta \mathrm{E} / \mathrm{E}$ telescope technique (which has been widely used for other experimental purposes [87]), along with the corresponding electronics, is presented in the following paragraph. The attempt to systematically benchmark the elastic proton backscattering on ${ }^{\text {nat }} \mathrm{B}$, using a ${ }^{\text {nat }} \mathrm{B}$ pellet with a thin layer of gold on top, in the energy range of $1500-3300 \mathrm{keV}$ at $120^{\circ}$ and $170^{\circ}$ is subsequently discussed.

### 4.7.1 $\Delta \mathrm{E}$-E telescope

A $\Delta \mathrm{E} / \mathrm{E}$ telescope consists of two SSB detectors in a row, as seen in the following picture (Figure 4.15), that is of a very thin transmission one ( $\Delta \mathrm{E}$ ) first, in which the detected particles do not deposit their full energy and a thick one ( E ) exactly behind it, in which they finally stop. The use of event by event acquisition implementing such telescopes, as briefly described below, can indeed help in resolving the complicated cases of benchmarking, such as ${ }^{\text {nat }} \mathrm{B}(\mathrm{p}, \mathrm{p})$, where background contributions exist in the obtained spectra originating from ( $\mathrm{p}, \alpha$ ) reactions. This can be achieved by separating the spectra of protons and alphas, exploiting the measurable different amount of the deposited energy in the thin $(\Delta \mathrm{E})$ detector of the two particles while crossing it. The used electronics for the event by event acquisition of 3 telescopes is schematically shown in Figure 4.16 that follows. The overall procedure involves the generation of a pulse gate in which all the signals are recorded, triggering on the E detectors, due to solid angle and noise reduction considerations.


Figure 4.15: The scattering chamber containing $3 \Delta \mathrm{E} / \mathrm{E}$ telescopes on the goniometric table. The arrow shows the course of the beam hitting the target.

Plotting the detected counts of a single telescope ( $\Delta \mathrm{E}$ and E ), one gets the desired information, as seen in Figure 4.17, leading to the identification of the particles. One can afterwards treat the data as desired, namely project the studied particles (for example the lower "banana" shaped counts in Figure 4.17, corresponding to protons) to their energy in the E detector, or add the corresponding energies for all particles deposited in both detectors, obtaining eventually all the information, when both $\Delta \mathrm{E}$ and E detectors can be accurately calibrated and noise issues (which are quite common for thin detectors) are resolved.

This method can be applied in all cases, where the energy loss of the different kind of particles crossing the $\Delta \mathrm{E}$ detector is indeed significant. For example, the separation of lowenergy deuterons and protons cannot be achieved with this method (since a quite thick $\Delta \mathrm{E}$ detector is required).


Figure 4.16: Schematics of the used electronics for the event by event acquisition.


Figure 4.17: Particle identification plotting the detected counts with respect to the deposited energy in $\Delta \mathrm{E}$ and E detector, presenting the so-called "bananas".

### 4.7.2 Results and Discussion

Boron backscattering was studied in the present work, both by using standard NIM electronics and by implementing the $\Delta \mathrm{E} / \mathrm{E}$ technique up to 3.3 MeV . With the use of a $\Delta \mathrm{E} / \mathrm{E}$ telescope, the detected protons and alphas are eventually separated as described above, thus enabling two different ways to further analyze the data. The first one is to directly perform simulations of the protons acquired by implementing the telescope and the second one to study the acquired alphas instead, which constitute the background contribution and continue from there, depending on the case. Both techniques were investigated in the present work, concerning the case of ${ }^{n a t} B(p, p)$ benchmarking as analyzed below.

Using the $\Delta \mathrm{E} / \mathrm{E}$ telescopes and after projecting the proton counts to the deposited energy in the thick E detector, the obtained proton yield was free of background alpha contributions. The subsequent validation step involved the actual simulation of the acquired proton spectra being evidently of different kind than the simulations described in the previous benchmarking experiments (4.5-4.6), due to the implemented thin $\Delta E$ detectors. Each simulation in this case depended on the energy loss and straggling in the corresponding thin $\Delta \mathrm{E}$ detector. In order to reproduce these effects in the simulated spectra, a proper silicon foil, namely of the same thickness of the corresponding thin detector, was used as absorber foil in all simulations. The nominal thickness of the $\Delta \mathrm{E}$ detectors used was checked experimentally and was eventually
determined using a triple alpha source. The procedure followed was rather simple and involved the detection of the emitted alpha particles in a thick detector with and without the unknown thin detector in front of it. This method led to its thickness determination with an accuracy of the order of $4 \%$ (uncertainty in the stopping power [5]).

The study on the other hand of the detected alphas, as shown in Figure 4.18, revealed a linear dependence with energy, which enabled a linear regression rule to be applied. Thereby their contribution to the obtained yield when using standard NIM electronics could be subtracted, as demonstrated in Figure 4.19, similarly to the magnesium case presented in the previous section (4.6). This way the simulation procedure and thereby the validation process is simplified, as it does not depend on any straggling function (other than the one in the studied material).


Figure 4.18: The alpha-particle identification (on the left) for proton beam energy at 1500 keV using the $\Delta \mathrm{E} / \mathrm{E}$ telescope at $170^{\circ}$ and their projection to the deposited energy in the E detector (on the right).


Figure 4.19: Linear background subtraction resulting to the corrected spectrum in red at 1500 keV at $170^{\circ}$.

Both techniques present distinct inherent disadvantages. The former strongly depends on the accuracy of the straggling function and the thickness of the $\Delta \mathrm{E}$ detector which acts as an absorber foil, while the latter ignores any possible variations in the underlying alpha background. Providing also that there still seem to be discrepancies between both implemented techniques for the same energy window, the complete analysis will be the subject of a complementary future study.

Another problem which should be noted here is the determination of the actual thickness of the thin gold layer used for the normalization of the charge ( $\mathrm{Q} \Omega$ factor). Using the XRF technique, one can obtain a very poor accuracy of $\sim 15 \%$, because of the light substrate (boron). Therefore the results of this technique were also tested implementing a $\mathrm{MgB}_{2}$ pellet as target at a beam energy of 1500 keV at $170^{\circ}$, where the proton backscattering on magnesium can be considered as reliable (evaluated and validated [50, 25]), to give a reference point for Boron yield at that energy and angle.

### 4.8 Benchmarking on the proton backscattering on ${ }^{23} \mathrm{Na},{ }^{31} \mathrm{P}$, ${ }^{\text {nat }} \mathbf{S}$ and ${ }^{\text {nat }} \mathrm{Si}$

The measurements for the benchmarking on the proton backscattering on ${ }^{23} \mathrm{Na},{ }^{31} \mathrm{P},{ }^{\text {nat }} \mathrm{S}$ and ${ }^{\text {nat }} \mathrm{Si}$ were performed in one comprehensive run using the 2 MV Tandetron Accelerator at the Ion Beam Centre at the University of Surrey, described in 2.1 section. Spectra of elastically backscattered protons from ${ }^{23} \mathrm{Na},{ }^{31} \mathrm{P},{ }^{\text {nat }} \mathrm{S}$ and ${ }^{\text {nat }} \mathrm{Si}$, using uniform thick targets were systematically measured and simulated as described in sections 4.1 and 4.2 in the energy range $1-3.5 \mathrm{MeV}$, in steps of $\mathbf{2 5 0} \mathbf{~ k e V}$, at $120.6^{\circ}, 148.8^{\circ}$ and $173.5^{\circ}$ with an uncertainty of $0.1^{\circ}$. The results of this extensive/ benchmarking run are presented in the following paragraphs for each elastic backscattering and concern the analytical validation of the studied cross-section datasets, as thoroughly described in sections 4.1 and 4.2 being also treated for the roughness effect (4.3). It should be noted here that contributions of contaminant yields originating from elastic backscattering on surface carbon and oxygen were negligible and were thus not included in the simulations (to avoid further complications and uncertainty factors). A complementary uncertainty assessment is also described where needed, with respect to the already presented one in section 4.4.

The figures, along with the numerical results in the Tables that follow, concern the comparison of the near-surface experimental yield to the simulated one and present analytical results of the corresponding validation of the studied evaluated cross-section data both qualitatively (in Figures, e.g. for resonance yield) and quantitatively. The extension of the evaluations is moreover enabled, both with the use of the acquired experimental thick target spectra (see the beginning of this chapter concerning the feedback process in the evaluation procedure) and by validating experimental cross-section datasets in the absence of evaluated ones (cases of ${ }^{23} \mathrm{Na}(\mathrm{p}, \mathrm{p})$ and ${ }^{31} \mathrm{P}(\mathrm{p}, \mathrm{p})$ ).

The targets used were high-purity ( $>99.99 \%$ ), highly pressurized tablets of NaBr and $\mathrm{MoS}_{2}$ in the case of ${ }^{23} \mathrm{Na}$ and ${ }^{\text {nat }} \mathrm{S}$, and polished crystalline GaP and Silicon wafers in the case of ${ }^{31} \mathrm{P}$ and ${ }^{\text {nat }} \mathrm{Si}$ respectively. A thin layer of gold was evaporated on top of all the used targets in order to protect them from corrosion and for charged/solid angle normalization purposes, according to the followed methodology. It should be mentioned here, that this is the case of the performed GVM machine calibration, illustrated in section 4.2.1, which showed the excellent energy linearity (see Figure 4.3).

### 4.8.1 The ${ }^{\text {nat }} \mathbf{S}(\mathbf{p}, \mathbf{p})$ case

For the ${ }^{\text {nat }} \mathrm{S}(\mathrm{p}, \mathrm{p})$ backscattering evaluated cross-section data range from 1500 keV up to 3500 keV [25], as plotted in Figure 4.20 for the backscattering angle at $148.8^{\circ}$. The benchmarking results of the present work, using a $\mathrm{MoS}_{2}$ pellet with a thin layer of gold on top, as target, concerning these data, are shown in Figures 4.21 and 4.22 and in Table 4.1 in numerical form. It is thereby shown that the simulated spectra, using the evaluated cross sections reproduce the experimental ones in an excellent way (within 1-8\%) for all the backward angles studied, up to 3287 keV , which was the last benchmark point, where the simulation and the experiment perfectly agree. Cross sections for all intermediate backward detection angles, typically used for EBS measurements, are thereby also validated. In Figures 4.21 and 4.22, it is seen that using the evaluated results from SigmaCalc 1.6 for the ${ }^{\text {nat }} \mathrm{S}(\mathrm{p}, \mathrm{p})$ backscattering, there are discrepancies between the experiment and the simulation around 3.5 MeV . Following the benchmarking results of the present work, the evaluation was revised (SigmaCalc 2.0) [88, 25], as seen in Figure 4.23 , leading to a very good reproduction of the experimental spectra, as illustrated in Figure 4.24. A comparison between the cross sections obtained using the previous and the current SigmaCalc versions (1.6 and 2.0 respectively) is presented in Figure 4.23.


Figure 4.20: Evaluated cross-section data for ${ }^{32} \mathrm{~S}(\mathrm{p}, \mathrm{p})$ reaction at $148.8^{\circ}$ [25].


Figure 4.21: Benchmarking spectra at $173.5^{\circ}$ on $\mathrm{MoS}_{2}$ with a thin gold layer on top, along with the corresponding simulations using the DataFurnace code [82].


Figure 4.22: Benchmarking spectra at $148.8^{\circ}$ on $\mathrm{MoS}_{2}$ with a thin gold layer on top, along with the corresponding simulations using the DataFurnace code [82].

Table 4.1: Differences between the integrated experimental and simulated yields.

| Spectrum Energy (keV) / Angle | $\mathbf{1 4 8 . 8 ^ { \circ }}$ | $\mathbf{1 7 3 . 5}^{\circ}$ |
| :---: | :---: | :---: |
| $\mathbf{1 7 8 8 - 2 0 3 3}$ | $+2 \%$ | $+5 \%$ |
| $\mathbf{2 0 3 9 - 2 2 8 4}$ | $-5 \%$ | $+8 \%$ |
| $\mathbf{2 2 9 0 - 2 5 3 5}$ | $+8 \%$ | $+8 \%$ |
| $\mathbf{2 7 9 1 - 3 0 3 6}$ | $+1 \%$ | $+3 \%$ |
| $\mathbf{3 0 4 2 - 3 2 8 7}$ | $+4 \%$ | $+6 \%$ |

$\qquad$


Figure 4.23: Evaluated cross-section data for ${ }^{32} \mathrm{~S}(\mathrm{p}, \mathrm{p})$ reaction at $173.5^{\circ}$ [25].


Figure 4.24: Benchmarking results using both versions of evaluated data.

### 4.8.1.1 Benchmarking database

The obtained results for the benchmarking on the proton backscattering on ${ }^{\text {nat }} \mathrm{S}$ can be demonstrated online in SigmaCalc website [25]. There exists a full database with all the relevant acquired thick target spectra (along with the corresponding information and characteristics) and one can directly perform simulations using any existing (relevant) cross-section dataset online, in order to validate the specific data, as illustrated in the following Figure 4.25.
The most significant feature of this initial benchmark database is that the benchmarked crosssection datasets are now "tagged" giving immediate information about their reliability to all the users. Moreover, there is the ability to validate any other relevant cross-section dataset, thus directly (online) checking their reliability before use.



Figure 4.25: The existing cross-section datasets [23], along with the available benchmarking spectra for proton backscattering on ${ }^{\text {nat }} S$ at $170^{\circ}$ and the corresponding graph of the highlighted case [25].

### 4.8.2 The ${ }^{23} \mathrm{Na}(\mathrm{p}, \mathrm{p})$ case

The existing evaluation in the case of ${ }^{23} \mathrm{Na}(\mathrm{p}, \mathrm{p})$ covers a limited energy range, up to 1500 keV , as plotted in Figure 4.26. Concerning the ${ }^{23} \mathrm{Na}(\mathrm{p}, \mathrm{p})$ backscattering using a NaBr pellet with a thin layer of gold evaporated on top, one can see in Figures 4.27 the benchmarks of the present study, using the evaluated cross-section data for the simulations. At such low energies, as it is shown in Figures 4.27, the spectra are dominated by the signal of the heaviest element in the compound target, which is Br . The benchmarking at higher energies was performed using the data of Caciolli et al.[89] at $150^{\circ}$, plotted in Figure 4.28. The results of this validation procedure are shown in Figures 4.29, while all the corresponding numerical results are seen in Table 4.2.


Figure 4.26: Evaluated cross-section data for ${ }^{23} \mathrm{Na}(\mathrm{p}, \mathrm{p})$ reaction at $148.8^{\circ}$ [25].

Concerning the validation of the evaluated data (Figures 4.27) one can observe that despite the resulting poor statistics ( $5 \%$ uncertainty in the worst case), originating from the subtraction of the large Rutherford Br signal from the total experimental one (over the whole integrated region corresponding to 250 keV from the surface), the simulation seems to reproduce the experimental spectra quite well for all the studied angles and the evaluation is thus in principle validated. At higher energies, where the only existing dataset relevant to the detection angles studied in the present work, is the one of Caciolli et al. [89] at $150^{\circ}$, covering the energy range between 2210 and 5200 keV , the Rutherford cross section for ${ }^{\text {nat }} \operatorname{Br}(\mathrm{p}, \mathrm{p})$ is reduced and the sodium signal is more pronounced. The simulations using these experimentally determined differential cross sections, as shown in Figures 4.29, are in excellent agreement with the experimental spectra within the total experimental uncertainty ( $4 \%$ ) except for the low energy case (at 2284 keV ) where the agreement is within $7 \%$. This dataset is thus validated and can be recommended for EBS analytical purposes. Moreover, it can be used for the extension of the evaluation to higher energies. As far as ${ }^{\text {nat }} \operatorname{Br}(\mathrm{p}, \mathrm{p})$ is concerned, the results from the present work at $148.8^{\circ}$ up to 3.6 MeV showed no significant deviation from the Rutherford formula as reported in [37] at $150^{\circ}$.

Table 4.2: Differences between the integrated experimental and simulated yields.

| Spectrum Energy (keV) / Angle | $\mathbf{1 2 0 . 6}^{\circ}$ | $\mathbf{1 4 8 . 8}^{\circ}$ | $\mathbf{1 7 3 . 5}^{\circ}$ |
| :---: | :---: | :---: | :---: |
| $\mathbf{9 8 0 - 1 2 3 0}$ |  |  |  |
| $\mathbf{1 2 8 1 - 1 5 3 1}$ | $-2 \%$ | $-4 \%$ | $-20 \%$ |
| $\mathbf{2 1 4 0 - 2 2 8 4 *}$ | $+11 \%$ | $+5 \%$ | $-11 \%$ |
| $\mathbf{2 5 3 5 - 2 7 8 5 *}$ |  | $-7 \%$ |  |
| $\mathbf{3 0 3 7 - 3 2 8 7 *}$ |  | $-3 \%$ |  |
| 3288-3538* |  | $-1 \%$ |  |
| *Using data from [89] |  | $-5 \%$ |  |



Figure 4.27: Benchmarking spectra on a NaBr pellet with a thin gold layer on top, along with the corresponding simulations using the DataFurnace code [82].


Figure 4.28: Experimental cross-section data for ${ }^{23} \mathrm{Na}(\mathrm{p}, \mathrm{p})$ reaction at $150^{\circ}$ by Caciolli et al. [89].


Figure 4.29: Benchmarking spectra on NaBr pellet with a thin gold layer on top, along with the corresponding simulations using the data of Caciolli et al. [89], with the DataFurnace code [82].

### 4.8.3 The ${ }^{31} \mathbf{P}(\mathbf{p}, \mathbf{p})$ case

The evaluated cross sections for the ${ }^{31} \mathrm{P}(\mathrm{p}, \mathrm{p})$ backscattering exist up to 2000 keV [25] showing a rather complicated structure with narrow resonances, as seen in Figure 4.30. The results of the corresponding benchmarking using a GaP wafer with a thin layer of gold on top as target, are presented in Figures 4.31 and 4.32 , whereas numerical results concerning the comparison between the experiment and the simulations are seen in Table 4.3.


Figure 4.30: Evaluated cross-section data for ${ }^{31} \mathrm{P}(\mathrm{p}, \mathrm{p})$ reaction at $173.5^{\circ}$ [25]

In Figures 4.31, concerning the energy range up to 1782 keV , the agreement between the simulations, using the evaluated data from SigmaCalc 1.6, and the experimental spectra is good (within 3-4\%, over a small energy window, as seen in Table 4.3). At higher energies the only existing experimental dataset, related to the detection angles studied in the present work, is the one by Karadzhev et al. [90] up to 3500 keV for the ${ }^{31} \mathrm{P}(\mathrm{p}, \mathrm{p})$ backscattering at $150^{\circ}$, plotted in Figure 4.33. The benchmarking results at $\sim 2000 \mathrm{keV}$ using both the evaluated data and the ones by [90] are shown in Figures 4.32. The results shown in Figures 4.34 were produced using only the data of [90] up to $\sim 3.5 \mathrm{MeV}$. It can be seen in these figures (4.34) that there are serious discrepancies between the simulated and measured spectra (actually it seems that the data of Karadzhev et al. are systematically underestimated). This dataset cannot thus be recommended for analytical purposes, despite the fact that there seems to be a clear qualitative agreement. Consequently, it cannot be directly incorporated in the evaluation procedure at higher energies and therefore further experimental studies, in addition to the already existing ones (at different backward angles and/or energy range [91] and [92]), are needed in this case.


Figure 4.31: Benchmarking spectra on GaP wafer with a thin gold layer on top, along with the corresponding simulations using the DataFurnace code [82].


Figure 4.32: Benchmarking spectra on GaP wafer with a thin gold layer on top, along with the corresponding simulations using the DataFurnace code [82].


Figure 4.33: Experimental cross-section data for ${ }^{31} \mathrm{P}(\mathrm{p}, \mathrm{p})$ reaction at $150^{\circ}$ by Karadzhev et al. [90].


Figure 4.34: Benchmarking spectra on GaP wafer with a thin gold layer on top, along with the corresponding simulations using the data of [90] with the DataFurnace code [82].

Table 4.3: Differences between the integrated experimental and simulated yields.

| Spectrum Energy (keV) / Angle | $\mathbf{1 2 0 . 6}^{\circ}$ | $\mathbf{1 4 8 . 8}^{\circ}$ | $\mathbf{1 7 3 . 5}^{\circ}$ |
| :---: | :---: | :---: | :---: |
| $\mathbf{1 3 6 9 - 1 5 3 1}$ | $-2 \%$ | $-4 \%$ | $-3 \%$ |
| $\mathbf{1 6 2 0 - 1 7 8 2}$ | $-1 \%$ | $-3 \%$ | $-3 \%$ |
| $\mathbf{1 7 8 8 - 2 0 3 3 *}$ |  | $-19 \%$ |  |
| $\mathbf{2 0 3 9 - 2 2 8 4 *}$ |  | $-21 \%$ |  |
| $\mathbf{2 2 9 0 - 2 5 3 5 *}$ |  | $-22 \%$ |  |
| $\mathbf{2 5 4 0 - 2 7 8 5} *$ | $-16 \%$ |  |  |
| $\mathbf{2 7 9 1 - 3 0 3 6} *$ | $-15 \%$ |  |  |
| $\mathbf{3 0 4 2 - 3 2 8 7 *}$ |  | $-20 \%$ |  |

* Using data from [90]

Following the benchmarking results of the present work, as in the case of natS(p,p), the revised [88] SigmaCalc 2.0 datasets (Figure 4.35) led to a very good reproduction of the experimental spectra, as shown in Figure 4.36. A comparison between the two versions of SigmaCalc is presented in Figure 4.35, showing the resonant structure and the extension of the evaluation up to 2.1 MeV [25].


Figure 4.35: Evaluated cross-section data for ${ }^{31} \mathrm{P}(\mathrm{p}, \mathrm{p})$ reaction at $148.8^{\circ}$ [25]


Figure 4.36: Benchmarking results using both versions of evaluated data.

### 4.8.4 The ${ }^{\text {nat }} \operatorname{Si}(\mathbf{p}, \mathbf{p})$ case

The evaluated cross-section data for the elastic proton backscattering on silicon covers an energy range up to 3 MeV , as plotted in Figure 4.37 for the scattering angle at $170^{\circ}$, but no validation has ever been performed in a systematic way. The validation results of the present work using a silicon [111] wafer (which presents the narrowest channel among standard commercial Si orientations) as target, with a thin layer of gold on top, are presented in the figures below ( 4.38 and 4.39) for two studied scattering angles, namely at $148.8^{\circ}$ and $173.5^{\circ}$ concerning all the beam energy steps and following the proposed methodology (4.1-4.2). Numerical results concerning the comparison between the experiment and the simulations are seen in Table 4.4.

As seen in Figures 4.38 and 4.39, the benchmarking spectra show an excellent agreement between the experimental and the simulated spectra within 1-8\% over the whole angular range studied up to $\sim 2.2 \mathrm{MeV}$ (the corresponding proton energy point was at 2284 keV ). The smooth variation of the thick target spectra above this energy (at 2535 and 2785 keV ) is attributed to the
contribution of the ${ }^{29} \operatorname{Si}(\mathrm{p}, \mathrm{p})$, as demonstrated by the revised evaluated dataset for ${ }^{\text {nat }} \operatorname{Si}(\mathrm{p}, \mathrm{p})$ [88,25].

It should be pointed out here, that the benchmarking procedure (up to 3.5 MeV ) and subsequently the revision and extension of the data is still in progress, since there are some target dependent features, that are still under investigation in order to eliminate any relevant effects. These may include not only the channeling effect itself, but also stopping power effects being relevant to the tilting of the target during the measurements. A dedicated experimental run is foreseen in the near future using an unpolished Si wafer in order to clarify all unsolved issues and complete the validation procedure.


Figure 4.37: Evaluated cross-section data for ${ }^{\text {nat }} \mathrm{Si}(\mathrm{p}, \mathrm{p})$ reaction at $173.5^{\circ}$ [25]

Table 4.4: Differences between the integrated experimental and simulated yields.

| Spectrum Energy (keV) / Angle | $\mathbf{1 4 8 . \mathbf { 8 } ^ { \circ }}$ | $\mathbf{1 7 3 . 5}^{\circ}$ |
| :---: | :---: | :---: |
| $\mathbf{1 5 3 2 - 1 7 8 2}$ | $+2 \%$ | $+6 \%$ |
| $\mathbf{1 7 8 3 - 2 0 3 3}$ | $+4 \%$ | $+8 \%$ |
| $\mathbf{2 0 3 4 - 2 2 8 4}$ | $+5 \%$ | $+8 \%$ |
| $\mathbf{2 2 8 5 - 2 5 3 5}$ | $+6 \%$ | $+1 \%$ |
| $\mathbf{2 5 3 5 - 2 7 8 5}$ | $+2 \%$ | $-17 \%$ |

$\qquad$


Figure 4.38: Benchmarking spectra on a silicon wafer with a thin gold layer on top, along with the corresponding simulations using the DataFurnace code [82].


Figure 4.39: Benchmarking spectra on a silicon wafer with a thin gold layer on top, along with the corresponding simulations using the DataFurnace code [82].

## CHAPTER 5

## THEORETICAL INVESTIGATION OF THE ${ }^{19} \mathrm{~F}(\mathrm{p}, \mathrm{p})$ <br> ELASTIC SCATTERING

The projectile interaction with a target nucleus can in principle be theoretically described as a sum of the elementary projectile-nucleon interactions, but the unknown scattering potential hinders such a procedure. Even assuming that comprehensive potential expressions can be provided, the insoluble many-body problem would nonetheless impede this theoretical description. A phenomenological approach is therefore applied [2 - chapter 3], considering the projectile interaction with a nucleus as a whole. The parameters of the used model and the appropriate potential, which represents the nucleus, are eventually found by fitting theoretical calculations to the available experimental data.

This phenomenological approach of the resonant elastic scattering cross sections within a theoretical framework is discussed in this chapter, concerning the main principles of the Rmatrix theory. Both the hard-sphere, as the standard consideration of this framework, and the use of the optical model theory are analyzed here. The widely used analytical code AZURE implementing the corresponding calculations is subsequently introduced, along with a brief discussion about other existing programs. An implementation of such a procedure, concerns the study of the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{0}\right)$ scattering and is described in detail in section 5.2 , which resulted in the extension of the corresponding evaluation up to $\mathrm{Ep}=2250 \mathrm{keV}$.

### 5.1 Main principles of the R-matrix theory

The review paper of Lane and Thomas in "R-matrix theory of nuclear reactions" [93] is certainly considered the reference paper in the field of resonance reactions, namely of the beamnucleus interactions proceeding through the compound nucleus mechanism, where narrow resonances dominate the cross section. The reaction mechanisms and the required scattering theory fundamentals have already been described in chapter 1 (section 1.1.2), presenting the formalism of the scattering process in partial waves. It was shown along these lines, that the
differential cross section for elastic scattering can be calculated through the scattering amplitude function, being expressed through the phase shifts. The overall presentation of the R-matrix framework is however beyond the scope of this dissertation and therefore only the main principles will be in some extent analyzed here, concerning a complete but rather simple scattering case, namely the one of a spinless particle by a potential. The basic features of further analysis and formulae, corresponding to real nuclear problems, are only mentioned here and include the complications introduced by the spins and the multiplicity of both the reaction channels and the compound energy levels, as well as the modification of the calculations using the optical potential.

It should be noted here that among the various alternative frameworks, the R-matrix theory of Wigner and his collaborators turns out to be the most physical and appropriate one for the analysis of resonance reactions [94], as demonstrated in the basic concept description that follows, while the actual comparison between the frameworks can also be found in [94].

### 5.1.1 Concept

The basic concept $[2,94]$ of R-matrix theory lies in the division of the configuration space of the problem into an "internal" region, corresponding to the compound nucleus, and an "external" region, corresponding to the reaction alternatives, or channels, possible to reach the compound nucleus or emerge from it. This division of space represents the well defined radius of the atomic nucleus, which arises from the short range of the nuclear forces, and is made by a choice of the boundary of the compound nucleus. A nuclear radius is therefore chosen for each reaction alternative. The resonances displayed in the cross section are given by the boundary conditions of the wave functions chosen at each radius, matching the two regions of space. The construction of the appropriate boundary value problem to achieve stationary states, yields to a complete set of internal wave functions (expanded in eigenfunctions of the radial equation) that correspond to actual states of the compound nucleus. With the wave function and its derivative being known at the boundary of the nucleus, the wave function can be found everywhere outside the nucleus. The collision matrix elements, provided by the external region, (and therefore the scattering cross section) become thus expressed through the level parameters of the compound nucleus.

It should be pointed out here that the external region provides the scattering-theory features, such as the collision matrix, and phase shifts or penetration factors, while the internal one provides parameters pertaining to the nucleus, including energy levels, level widths and reduced widths (or spectroscopic factors). Considering also the aforementioned interpretation of the channel radii and the boundary condition numbers, the R-matrix framework indeed presents a rather physical approach to the description of resonance processes.

### 5.1.2 Scattering of a spinless particle by a potential

The R-matrix theory is described in this section, being implemented in the simple case study of the scattering of a spinless particle by a potential, for reasons of simplicity. Nonetheless, all the involved quantities in the R- matrix framework will be in some extent presented here, starting from the basic features.

It has already been shown in the first chapter (section 1.1.2) that within the scattering theory, the differential cross section is given by the following expression at each partial wave, in terms of the phase shifts $\delta_{\ell}$ and the collision function $U_{\ell}=e^{2 i \delta_{\ell}}$.

$$
\left.\left.\frac{d \sigma}{d \Omega}=\left(\frac{1}{4 k^{2}}\right) \right\rvert\, \sum_{l}(2 \ell+1)\left(1-U_{\ell}\right) P_{\ell}(\cos \theta)\right)\left.\right|^{2}
$$

while the integrated cross section is given by:

$$
\sigma=\int \frac{d \sigma}{d \Omega} d \Omega=\left(\frac{\pi}{k^{2}}\right) \sum_{l}(2 \ell+1)\left|1-U_{\ell}\right|^{2}
$$

The determination of the collision function $U_{\ell}$, which is needed for the cross section calculation, is achieved through the division of the configuration space into two regions, an internal and an external one with respect to the nuclear radius, following the main principle of the R-matrix theory.

The internal region corresponds to the compound-nucleus domain, being represented by an assumed general potential well $\mathrm{V}(\mathrm{r})$. The internal radial equation is accordingly expanded in
eigenfunctions that correspond to actual states of the compound nucleus applying appropriate boundary conditions at the nuclear radius, as shown below.
The radial Schrödinger equation for stationary (resonant) waves $X_{\lambda}$ is:

$$
-\left(\frac{\hbar^{2}}{2 m}\right) \frac{d^{2} X_{\lambda \ell}}{d r^{2}}+V(r) X_{\lambda \ell}=E_{\lambda \ell} X_{\lambda \ell}
$$

along with the boundary condition

$$
\left.\mathrm{a}_{\ell} \frac{d X_{\lambda \ell}}{d r}\right|_{r=\mathrm{a}}=b_{\ell} X_{\lambda \ell}\left(\mathrm{a}_{\ell}\right)
$$

where $b_{\ell}$ is the boundary condition number (real number) chosen for each partial wave and $a_{\ell}$ is the corresponding matching radius to separate the internal from the external region. The case of the s-wave neutron scattering by a square potential well is illustrated in Figure 5.1. The choice and the effect of these factors will be further discussed below (right after the mathematical description of the framework).



Figure 5.1: The square potential well for s-wave neutron scattering with the resonant and non-resonant neutron wave functions at low energies (left) and the first six standing waves of the well constructed with a boundary condition $\mathrm{b}=0$ appropriate to low energy scattering, with $\mathrm{R}_{1}$ being the square well radius [95].

In order to connect this resonant internal region with the external one, which describes the actual scattering (eq. 5.1), one needs to match the logarithmic derivatives of the corresponding wave functions evaluated at $r=\mathrm{a}_{\ell}$.

The internal wave function $\varphi_{\ell}$ at arbitrary energy E certainly satisfies the same Schrödinger equation (5.5), while its logarithmic derivative ( $\varphi_{\ell}^{\prime} \equiv r d \varphi_{\ell} / d r$ ) can be expressed as follows, by applying the Green's theorem (multiplying the (5.5) by $\mathrm{X}_{\lambda}{ }^{*}(\mathrm{r})$ and the complex conjugate of (5.3) by $\varphi_{\ell}$, subtracting and integrating) [96].

$$
\begin{gather*}
-\left(\frac{\hbar^{2}}{2 m}\right) \frac{d^{2} \varphi_{\ell}}{d r^{2}}+V(r) \varphi_{\ell}=E \varphi_{\ell} \\
\varphi_{\ell}^{\prime} /\left.\varphi_{\ell}\right|_{r=\mathrm{a}_{\ell}}=\left(\frac{1+b_{\ell} R_{\ell}}{R_{\ell}}\right)
\end{gather*}
$$

The R function, connecting the wave function with its derivative, is defined as:

$$
R_{\ell}=\sum_{\lambda} \frac{\gamma_{\lambda \ell}^{2}}{E_{\lambda \ell}-E}
$$

with the reduced width $\gamma_{\lambda \ell}^{2}$ of the level $\lambda$ :

$$
\gamma_{\lambda \ell}^{2}=\frac{\hbar^{2}}{2 m \mathrm{a}_{\ell}} X_{\lambda \ell}^{2}\left(\mathrm{a}_{\ell}\right)
$$

The external wave function $\varphi$ is on the other hand more complicated, due to the centrifugal and Coulomb barriers. The corresponding radial equation is given by [94]:

$$
\frac{d^{2} \varphi_{\ell}}{d r^{2}}-\left[\frac{\ell(\ell+1)}{r^{2}}+\frac{2 m}{\hbar^{2}}\left(-E+\frac{Z_{1} Z_{2} e^{2}}{r}\right)\right] \varphi_{\ell}=0
$$

This equation has regular solutions $F_{\ell}$, which are finite at $r=0$, and irregular ones $G_{\ell}$ that are not finite at $\mathrm{r}=0$. Their asymptotic behavior at large r is:

$$
\begin{align*}
F_{\ell} & \sim \sin \left[k r-\eta \log (2 k r)-\left(\frac{1}{2}\right) \ell \pi+\sigma_{\ell}\right] \\
G_{\ell} & \sim \sin \left[k r-\eta \log (2 k r)-\left(\frac{1}{2}\right) \ell \pi+\sigma_{\ell}\right]
\end{align*}
$$

with the wave number being $k=m v / h$ and the Coulomb phase shift and parameter given respectively by:

$$
\sigma_{\ell}=\arg (1+\ell-i \eta) \quad \eta=\frac{Z_{1} Z_{2} e^{2}}{h v}
$$

The incoming and outgoing waves, denoted as $\mathrm{I}_{\ell}$ and $\mathrm{O}_{\ell}$ respectively, are accordingly written as:

$$
I_{\ell}=\left(G_{\ell}-i F_{\ell}\right) e^{i \omega_{\ell}} \quad O_{\ell}=\left(G_{\ell}+i F_{\ell}\right) e^{-i \omega_{\ell}}
$$

with $\omega_{\ell}=\sum_{n=1}^{\ell} \tan \left(\frac{\eta}{n}\right)$ being the Coulomb phase, while the penetration factor $\mathrm{P}_{\ell}$, the shift function $\mathrm{S}_{\ell}$ and the scattering phase shift $\Omega_{\ell}$ are defined as follows:

$$
\begin{gather*}
P_{\ell}=(k r) /\left(F_{\ell}^{2}+G_{\ell}^{2}\right) \\
S_{\ell}=\left(F_{\ell}^{\prime} F_{\ell}+G_{\ell}^{\prime} G_{\ell}\right) /\left(F_{\ell}^{2}+G_{\ell}^{2}\right) \\
O_{\ell}^{-1} I_{\ell}=e^{2 i \Omega_{\ell}} \text { with } \Omega_{\ell}=\omega_{\ell}-\tan \left(F_{\ell} / G_{\ell}\right)
\end{gather*}
$$

The scattering phase shift $\Omega_{\ell}$ is apparently composed of two parts, the Coulomb $\left(\omega_{\ell}\right)$ phase shift and the $\tan \left(\mathrm{F}_{\ell} / \mathrm{G}_{\ell}\right)$ one, being the phase shift of a hard sphere, in terms of the abrupt change in the potential at the matching radius.

Matching eventually the logarithmic derivative of the interval wave function with the one of the external wave function, one obtains the following form of the collision factor $U_{\ell}$ to be used in the cross section determination (see equations 5.1 and 5.2) defining $L \equiv O_{\ell}^{\prime} / O_{\ell}-b_{\ell}$.

$$
U_{\ell}=O_{\ell}^{-1}\left(1-R_{\ell} L_{\ell}\right)^{-1}\left(1-R_{\ell} L_{\ell}^{*}\right) I_{\ell}
$$

Substituting the exact expression of $U_{\ell}$ in the cross section formula (5.2), the final result for a single resonance $\lambda$ in the R -function (5.7) is given by [94]:

$$
\sigma=\left(\frac{\pi}{k^{2}}\right)(2 \ell+1)\left|-e^{2 i \Omega_{\ell}}\left\{1+\frac{i \Gamma_{\lambda \ell}}{\left[\left(E_{\lambda \ell}-E+\Delta_{\lambda \ell}\right)-\left(i \Gamma_{\lambda \ell} / 2\right)\right]}\right\}\right|^{2}
$$

The level width $\Gamma_{\lambda \ell}$ and level shift $\Delta_{\lambda \ell}$ are respectively:

$$
\Gamma_{\lambda \ell}=2 P_{\ell} \gamma_{\lambda \ell}^{2} \quad \Delta_{\lambda \ell}=\left(S_{\ell}-b_{\ell}\right) \gamma_{\lambda \ell}^{2}
$$

The cross section contains thereby all the essential elements of a resonance [94], primarily being the outcome of the interference of the potential and resonance scattering and by having an energy dependent level shift $\Delta_{\lambda e}$ with clear dependence on the choice of the boundary condition number.

However, in order to describe a real nuclear reaction case, some other features need also to be taken into account, namely the complications introduced by the spins and the multiplicity of both the reaction channels and the compound energy levels. A brief description of these elements is presented in section 5.1.3.

It should be noted here, that the exact choice of the boundary conditions and the matching radii can be indeed arbitrary but when using sensible values, the so called "natural" ones, these auxiliary parameters tend to improve the connection of the results to nuclear structure [94]. More specifically, the "natural" boundary condition number, which should be real in order to preserve the Hermitian nature of the eigenvalue problem for the resonant states, is recommended to be equal to the shift functions $S_{l}$ which vary slowly with energy. A proper choice of these functions would lead to almost zero values for the level shifts $\Delta_{\ell}$ in the energy interval of the analyzed data, resulting to resonance energies $E_{\lambda e}$ which nearly coincide with the states of the compound nucleus. Similarly, the natural choice of the matching radius of a square-well potential would be the exact square-well radius, or the mid-point radius of the mean field in the case of Woods-Saxon type potential (described in section 5.1.3.3). Actually, it appears that for the latter case, the right choice for the matching radius would be approximately one fermi greater than the mid-point radius of the mean field, as discussed in [97]. These sensible values lead to reduced widths comparable to the results of nuclear structure calculations.

### 5.1.3 Further complications and modifications

The full nuclear problem, including reaction channels and energy levels, along with spin considerations, is briefly addressed here. The main principle of this matter lies mainly in the conversion of the preceding formula describing the collision function into a collision matrix and subsequently in the matrix inversion problem. The collision matrix, whose rows and columns pertain to channels, can be connected [93, 95] to an R-matrix and under some approximations the problem of matrix inversion in this space (pertaining to channels) can be transformed into a problem of matrix inversion in a space which pertains to levels. The former constitutes the fewchannel, multi-level approximation, while the latter the few-level, multi-channel approximation of the R-matrix theory, which are thoroughly described in [93-95] but are only mentioned here.

Moreover, the consideration of a diffuse nuclear edge in the R-matrix calculations presents a different approach, described by the optical model of the nucleus, which is therefore also addressed in the following section 5.1.3.3.

### 5.1.3.1 The few-channel, multi-level R-matrix theory

In order to formulate nuclear resonances when retaining only few channels, the configuration space is divided into the internal region of the compound nucleus and the external one corresponding exactly to the various possible channels through which the compound nucleus can be formed or decay.

The total external wave function can be written as a sum of products, for each channel c , of the radial wave function $\varphi_{c}$ with the channel wave function $\psi_{\mathrm{c}}$, as follows:

$$
\psi=\sum_{c} \Psi_{c} \varphi_{c}
$$

The reaction channel c is specified by the quantum numbers $c \equiv\left(a, \ell, s, J, M_{J}\right)$, where the intrinsic spins I and i of the two particles (target and projectile or residual nucleus and ejectile, for incident or exit channel respectively) of the involved reaction pair $\alpha$ are coupled to form the channel spin s , which is then combined with the orbital angular momentum $\ell$ to form J . The corresponding vector additions are: $s=I+i$ and $J=\ell+s$.

Writing the radial wave function of the expression 5.19 in terms of incoming and outgoing waves and then using the collision matrix to connect these waves, one obtains the final form of the external radial wave function $\varphi_{c}$ (having the incoming waves in the channel c and the outgoing ones in any channel $\mathrm{c}^{\prime}$ ) to be used in the calculations at the matching radius of the channel $\mathrm{a}_{\mathrm{c}}$ (nuclear surface).

The internal wave function on the other hand is produced in a similar way as described in the previous section, applying boundary conditions at each piece of the channel surface $\left(\mathrm{a}_{\mathrm{c}}\right)$ to the resonant states $X_{\lambda}$ and eventually obtaining the following R-matrix:

$$
R_{c c^{\prime}}=\sum_{\lambda} \frac{\gamma_{\lambda c} \gamma_{\lambda c^{\prime}}}{E_{\lambda}-E}
$$

Matching the logarithmic derivatives of the two radial wave functions (of the internal and external region) on the channels surface $a_{c}$, the collision matrix gets the following form in terms of the R-matrix, which is similar to the one obtained above, in equation 5.16, although in channel space and matrices:

$$
U_{c c^{\prime}}=\left(k_{c} \mathrm{a}_{c}\right)^{1 / 2} O_{c}^{-1} \sum_{c^{\prime \prime}}[1-R L]_{c c^{\prime \prime}}^{-1}\left[\delta_{c^{\prime \prime} c^{\prime}}-R_{c^{\prime \prime} c^{\prime}} L_{c^{\prime}}^{*}\right] I_{c^{\prime}}\left(k_{c^{\prime}} \mathrm{a}_{c^{\prime}}\right)^{-1 / 2}
$$

L is the diagonal matrix with the diagonal components $L_{c} \equiv O_{c}^{\prime} O_{c}^{-1}-b_{c} \equiv S_{c}+i P_{c}$, where, as defined in 5.18, the shift function $S_{c}$ leads to level shifts, while the penetrability $P_{c}$ leads to level widths [95].

It should be noted here that the collision matrix is mainly used in the calculations in the following form (equation 5.22), which can be produced by observing that: $\left(k_{c} \mathrm{a}_{c}\right)^{1 / 2} O_{c}^{-1} I_{c^{\prime}}\left(k_{c^{\prime}} \mathrm{a}_{c^{\prime}}\right)^{-1 / 2}=\exp \left[i\left(\Omega_{c}+\Omega_{c^{\prime}}\right)\right] P_{c}^{1 / 2} P_{c^{\prime}}^{1 / 2}$, where all quantities have been defined above (see equations 5.13-5.15).

$$
U_{c c^{\prime}}=\exp \left[i\left(\Omega_{c}+\Omega_{c^{\prime}}\right)\right] P_{c}^{1 / 2} P_{c^{\prime}}^{-1 / 2} \sum_{c^{\prime \prime}}[1-R L]_{c c^{\prime \prime}}^{-1}\left[\delta_{c^{\prime \prime} c^{\prime}}-R_{c^{\prime \prime} c^{\prime}} L_{c^{\prime}}^{*}\right]
$$

### 5.1.3.2 The few-level, multi-channel R-matrix theory

Treating the problem of inverting the channel matrix $[1-R L]^{-1}$, as described by [95], an alternative form of the collision matrix is shown in equation 5.23 that follows [94], which refers to levels instead of channels. In this form many channels can be handled considering that there is a restriction in the number of the levels.

$$
U_{c c^{\prime}}=\exp \left[i\left(\Omega_{c}+\Omega_{c^{\prime}}\right)\right]\left(\delta_{c c^{\prime}}+i \sum_{\lambda \lambda^{\prime}} \Gamma_{\lambda c}^{1 / 2} \Gamma_{\lambda^{\prime} c^{\prime}}^{1 / 2} A_{\lambda \lambda^{\prime}}\right)
$$

where, (corresponding to equation 5.18):

$$
\Gamma_{\lambda c}=2 P_{c} \gamma_{\lambda c}^{2} \quad \Delta_{\lambda \lambda^{\prime}}=\sum_{c}\left(S_{c}-b_{c}\right) \gamma_{\lambda c} \gamma_{\lambda c^{\prime}}
$$

and

$$
\left(A^{-1}\right)_{\lambda \lambda^{\prime}}=\left(E_{\lambda}-E\right) \delta_{\lambda \lambda^{\prime}}+\Delta_{\lambda \lambda^{\prime}}-(i / 2) \Gamma_{\lambda \lambda^{\prime}}
$$

with

$$
\Gamma_{\lambda \lambda^{\prime}}=\sum_{c} 2 P_{c} \gamma_{\lambda c} \gamma_{\lambda^{\prime} c}
$$

Thus, the inverse level matrix A will have the following form:

$$
\left(A^{-1}\right)=\left(\begin{array}{ccc}
E_{1}+\Delta_{1}-E-\frac{i}{2} \Gamma_{1} & \Delta_{12}-\frac{i}{2} \Gamma_{12} & . . \\
\Delta_{21}-\frac{i}{2} \Gamma_{21} & E_{2}+\Delta_{2}-E-\frac{i}{2} \Gamma_{2} & . . \\
. . & . . & . .
\end{array}\right)
$$

### 5.1.3.3 Optical potential

The formal theory of the so-called optical potential is analytically described in [96], along with the corresponding empirical optical potential, usually referred to as the optical model. Only an overview of this widely used model is however presented here, in order to point out its significant role when implemented within the R-matrix framework, as the potential representing the scattering process.

A very brief presentation of the optical model has already been included in chapter 1 , in section 1.1.2 (scattering theory). It has been pointed out, along those lines, that this model accounts for elastic scattering in a general way, with the interaction being determined by the bulk features of the nucleus, incorporating also the absorption effects. Let's note here that the name of the model derives exactly from the similarity of the treatment for the absorption effects, as shown below, to the ones for the scattering of light by a translucid glass [96].

The idea of the model is actually similar to the one of the shell model. It replaces the complicated interaction that a nucleon has with the rest of the nucleus with a potential that acts on the nucleon. The most commonly used form of the optical potential is the following (equation 5.27), with $r$ being the distance between the center of mass of the two interacting nuclei. This potential contains parameters that can vary with the energy and the masses of the nuclei. These parameters should be adjusted to the experimental data (fitting procedure), as discussed below.

$$
V(r)=U_{R}(r)+i W(r)+V_{S O}(r)+V_{C}(r)
$$

The first term $U_{R}(r)$, is responsible for the elastic scattering of the projectile by the target nucleus, while the imaginary part, $\mathrm{W}(\mathrm{r})$, for the absorption. The rest correspond to spin-orbit and Coulomb terms, respectively.

The $U_{R}(r)$ part is real and is similar to the shell-model potential representing a nuclear well with depth V which is described, with some energy dependent modifications, by the WoodsSaxon form factor [1, 96], as given below, considering a diffuse nuclear surface ( $\alpha$ ), namely a smooth edge of the potential, around the mean nuclear radius R . The parameters $\mathrm{V}, \mathrm{R}$ and $\alpha$ which define the well (with round borders) are to be adjusted to the experimental data in each case.

$$
U_{R}(r)=-V f(r, R, \alpha)
$$

$$
f(r, R, \alpha)=\frac{1}{1+\exp \left[\frac{r-R}{\alpha}\right]}
$$

The absorption effects are taken into account by including a volume $\left(\mathrm{W}_{\mathrm{I}}\right)$ and a surface $\left(\mathrm{W}_{\mathrm{D}}\right)$ imaginary part in the potential, as shown in the following expressions (of Saxon-Woods type, equation 5.29). An imaginary part in the potential produces a term of decreasing exponential type [96] in the internal wavefunction, which therefore corresponds to absorption.

$$
W(r)=W_{I}+W_{D}=-W f\left(r, R_{1}, \alpha_{1}\right)+4 \alpha_{1} W_{D} \frac{d f\left(r, R_{1}, \alpha_{1}\right)}{d r}
$$

The first term is responsible for the absorption in the whole volume of the nucleus, while the second one, with the derivative of the $f$ function, acts specifically in the region near the surface, where the form factor $f$ presents the largest variation. These two parts have complementary strengths: At low energies, where interactions take mostly place at the surface since there are no available unoccupied states for nucleons inside the nucleus, the surface term is important and the volume one can be ignored, while, in the opposite case, at high energies, where the incident particle has larger penetration, the volume part is the important one. The parameters of the potential concerning its depth W and $\mathrm{W}_{\mathrm{D}}$, along with the nuclear radius $\mathrm{R}_{1}$ and diffuseness $\alpha_{1}$ need also to be fitted to the experimental data.

The spin-orbit interaction leads to asymmetric scattering due to the different signs of the product $\boldsymbol{s} \cdot \boldsymbol{l}$ as the projectile passes by one or the other side of the nucleus. The presence of the spin-orbit term in the used potential is therefore necessary to describe the polarization effect. This term is usually written in the following form, with $\mathrm{m}_{\pi}$ the mass of the pion (seen in the corresponding normalization factor) and the product $\boldsymbol{s} \cdot \boldsymbol{l}$ of the corresponding spin and angular orbital momentum operators.

$$
V_{S O}=\boldsymbol{s} \cdot \boldsymbol{l}\left(\frac{\hbar}{m_{\pi} c^{2}}\right)^{2} V_{S} \frac{1}{r} \frac{d f\left(r, R_{S}, \alpha_{S}\right)}{d r}
$$

This term is important only near the surface of the nucleus, since it contains the derivative of the form function (5.29) like the previously mentioned surface imaginary part. The values of $\mathrm{V}_{\mathrm{S}}, \mathrm{R}_{\mathrm{S}}$ and $\alpha_{\mathrm{S}}$ must be correspondingly adjusted by the experiments.

The last contributing part in equation 5.27 is the well known Coulomb potential, concerning the case where the scattering involves charged particles. This potential has already been described in 1.1.2 under the assumption that the nucleus is a homogeneously charged sphere of radius equal to R , which defines the region of predominance of each force, the nuclear or the Coulomb one.

The implementation of the optical model, namely the theoretical calculations using the optical potential of equation 5.27 , leads to a very good reproduction of the experimental cross section data with smooth variations (oscillations), originating from the modified well's properties.

Narrow resonances cannot however, be described using the optical model, since they concern the detailed compound nucleus structure (its energy levels and widths), but they can be very well reproduced in the R-matrix framework (when their corresponding energies and widths are introduced in the equations), as analyzed in the previous sections. Therefore, a unified approach, combining R-matrix and optical model has been shown [97,105,107] to be the most appropriate one for cross-section calculations in the case of low energy charged particle scattering. In this approach a Woods - Saxon real potential well along with a surface absorption part are used - together with the standard Coulomb and spin-orbit terms - for the calculation of phase shifts instead of the hard-sphere ones and, as a result, broad, single-particle resonances naturally occur, without being artificially, ab initio, introduced as in standard R-matrix approaches. This seems to constitute a more physical description of the scattering problem, since these resonances are not actually related to the compound nucleus eigenstates, as the other R-matrix components. Moreover, the introduction of the diffuse nuclear edge of the optical potential into the R-matrix theory, instead of using the hard sphere phase shifts $\left(\left(\tan \left(F_{\ell} / G_{\ell}\right)\right.\right.$, equation 5.15), removes both the artificial reflection of the incident wave by the abrupt square well and the artificial cross-section dependence on the nuclear radii. Comparing the results obtained with the use of the optical potential to those with a square well, the difference in the level widths lies mainly in the change of the penetrability, by an amount equal to the so-called reflection factor f [97]. Following this approach, a new, more versatile R-matrix code has been developed, which actually constitutes the core of the SigmaCalc online calculator [25] for the evaluated differential cross sections found in IBANDL [23]. This code can perform standard R-matrix calculations with hard-sphere or optical model potential phase shifts, and it can also incoherently add - when required -
contributions to the cross-section values originating from the direct reaction mechanism, by incorporating DWBA calculations using the well-known code DWUCK [106] as a subroutine. However, in the present work only the publicly available AZURE code has been implemented, which performs only standard hard-sphere R-matrix calculations, as will be discussed in the following paragraphs.

### 5.2 Theoretical investigation of the $p+{ }^{19} \mathrm{~F}$ system

The ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{0}\right)$ scattering up to $\mathrm{E}_{\mathrm{p}}=2.25 \mathrm{MeV}$ has been investigated in the present dissertation within the R-matrix framework using the AZURE code [98]. The existing experimental data for the $\mathrm{p}+{ }^{19} \mathrm{~F}$ system and especially of the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{0}\right)$ scattering, as well as the nuclear parameters of the excited states of the compound nucleus ${ }^{20} \mathrm{Ne}$, play a key role in the implementation of the theoretical calculations and hence in the evaluation procedure. The contribution of benchmarking spectra is also of high importance in producing and also in validating the theoretical scattering data. The corresponding adopted steps of the evaluation process are therefore presented in section 5.2.2, while the final results are summarized and discussed in 5.2.2.3 and 5.2.2.4.

### 5.2.1 AZURE code

AZURE [98] is a publicly available, multichannel, multilevel R-matrix computer code, designed to model low-energy nuclear reactions involving charged particles, $\gamma$-rays and neutrons, focusing on the extraction of level energies, observed partial widths and bound state normalization parameters from the analysis of experimental excitation functions and angular distributions and on the determination of $S$ factors at or near the energies of interest to nuclear astrophysics. The corresponding publication of the code structure by Azuma et al. [98] includes a demonstration of its applicability and versatility for a number of reaction cases relevant to stellar hydrogen burning, but it is designed to be easily adaptable to a variety of reactions.

The AZURE code is linked to the fitting package MINUIT [85] for the fitting procedure to experimental data and the $\chi^{2}$ minimization, while the used R-matrix formalism is based on the work of Barker et al [99], which introduced a full multilevel multichannel R-matrix approach that allows resonant and non-resonant reaction contributions to be combined in a self-consistent
manner. A number of additional expressions and transformations from experimental to theoretical parameter space (and vice versa) are also adopted in the code as noted in [98], allowing one to use experimental resonance energies and widths directly as starting parameters in the fitting procedure. These are automatically converted into the proper reduced width amplitudes and pole energies and are eventually transformed back into physical parameters, following the R-matrix analysis. Many other analytical options are available in AZURE, including beam energy convolution, target thickness effects and inverse kinematics. The various features offered by AZURE, along with its technical and computational aspects are described in detail in the user manual, which is available online at the AZURE website [100], along with the source code, the graphical user interface (GUI) and several examples.

The multichannel aspect of the code permits the inclusion of all the allowed channels, in terms of the angular momentum conservation, for as many compound state decay reactions as desired, whereas all the allowed interferences are automatically taken into account. It can simultaneously fit as many channels as desired, offering the important advantage of more strict constraints on the fitted parameters. It should be noted here that the respective channels that can populate a given R-matrix (one for each grouping of like $J^{\pi}$ levels) are restricted by conservation of both angular momentum and parity.

One important feature of actually implementing the R-matrix theory in a code, concerns the accurate calculation of the cross section in terms of the used eigenvalues of the internal region. More specifically, one must include all the energy levels in the compound nucleus to take into account all the possible eigenfunctions (see equation 5.3 in section 5.1.2), but this would be practically and computationally impossible. This is treated in AZURE by including all the levels of the given compound nucleus within the energy range of interest and by adding a background resonance for each of the relevant $J^{\pi}$ groups above the energy range of interest (background poles) to simulate the tails of higher energy resonances [101].

Moreover, the graphical user interface of the AZURE package, developed to expedite the data management and the program configuration, makes it quite friendly to use. For instance, the user can easily add or delete entire reaction channels, turn on, off or edit resonances and their associated parameters and even swap datasets in and out. Configuration flags, that can be toggled using the GUI, actually control many analysis options within AZURE, as described in the manual of the code [100].

### 5.2.2 Evaluation procedure

The theoretical investigation of cross sections within the R-matrix theory is in general a complicated procedure, since it relies on the relevant existing experimental data, the nature of which justify, in reverse, the importance of the evaluation in the first place. The possible fine structure of the measured cross section and/or its strong angular dependence (if present) may well be missed in an experiment (e.g. due to the used target, the experimental conditions, etc.). Moreover, the experimental datasets are in many cases quite discrepant and/or scarce (both on energy and angle). The production of evaluated cross sections, incorporating the data measured under different experimental conditions at different scattering angles into the framework of a unified theoretical approach is therefore mandatory [2 - chapter 3]. The produced evaluated cross sections can thereafter be calculated at any scattering angle with reliability exceeding that of any individual measurement.

The evaluation procedure involves several steps, as schematically shown in Figure 5.2, which mostly depend on the existing data. More specifically, the compiled datasets should firstly be critically examined in terms of the reported experimental conditions and errors. Then the apparently reliable experimental points are selected to be used in the implementation of the theoretical model, the R-matrix theory, whereas the used free parameters are manually adjusted or automatically fitted to the selected data points. The produced cross sections are checked using benchmark experiments, providing feedback to the theoretical calculations, along with additional cross section measurements (when required) in order to find the optimal set of nuclear parameters.


Figure 5.2: Evaluation procedure [25].

Concerning the proton elastic scattering on ${ }^{19} \mathrm{~F}$, which is investigated in the present thesis, the corresponding already made evaluation ranges up to 1730 keV [25]. The adopted steps for reproducing the evaluated data with the use of AZURE and extending them to higher energies $(\sim 2250 \mathrm{keV})$ are described in the following sections.

### 5.2.2.1 Data survey

The evaluation of the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{0}\right)$ scattering differential cross sections certainly requires the theoretical investigation of the $\mathrm{p}+{ }^{19} \mathrm{~F}$ system in total. In particular, experimental data on all the relevant reaction channels are useful, and especially the ones of the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{0}\right)$ scattering itself. A comprehensive compilation of all the corresponding charged particle data is found in IBANDL [23], and is listed here in Table 5.1, concerning the energy range of interest (up to $\sim 3 \mathrm{MeV}$ ). The corresponding spectroscopy/properties of the compound nucleus ${ }^{20} \mathrm{Ne}$ have been studied in some extent in the past and a compilation of the different works can be found in [102-104]. A list of the energy levels of ${ }^{20} \mathrm{Ne}$ nucleus is presented in Table 5.2.

Table 5.1: Studied particle reactions in ${ }^{19} \mathrm{~F}$, in the range of $1.5-3 \mathrm{MeV}$ [23].

| Reaction | Energy range (keV) | Scattering angle | Reference |
| :---: | :---: | :---: | :---: |
| (p, $\mathrm{p}_{0}$ ) | 650-1800 | 135, 145 | [48] |
| ( $\mathrm{p}, \mathrm{p}_{0}$ ) | 1400-2710 | 165 | [47] |
| (p, $\mathrm{p}_{0}$ ) | 1000-1880 | 153 | [46] |
| ( $\mathrm{p}, \mathrm{p}_{0}$ ) | 550-1810 | 159 | [39] |
| ( $\mathrm{p}, \mathrm{p}_{0}$ ) | 2490-4790 | 150 | [37] |
| ( $\mathrm{p}, \mathrm{p}_{0}$ ) | 500-2060 | 160,140, 125 | [35] |
| ( $\mathrm{p}, \mathrm{p}_{0}$ ) | 1800-2680 | 95, 123, 137 | [34] |
| (p, $\alpha_{0}$ ) | 500-1880 | 150 | [40] |
| (p, $\alpha_{0}$ ) | 1190-5270 | 160,90 | [41] |
| (p, $\alpha_{0}$ ) | 690-2020 | 150, 90 | [30] |


| $(\mathrm{p}, \mathrm{p})\left(\mathrm{p}, \alpha_{3}\right)$ | $3000-7100$ | 150,135 | $[26]$ |
| :---: | :---: | :---: | :---: |
|  |  | $161,159,149,145$, |  |
| $\left(\mathrm{p}, \mathrm{p}_{0-4}\right),\left(\mathrm{p}, \alpha_{0-4}\right)$ | $1520-3430$ | $138,125,123,113$, | $[36]$ |
|  |  | $111,98,95,82,69$, |  |
|  |  | $67,65,54$, |  |

Table 5.2: Levels of ${ }^{20} \mathrm{Ne}$ from ${ }^{19} \mathrm{~F}(\mathrm{p}, \mathrm{p})$ and ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{0}\right)$ studies [102].

| Excitation | $\mathbf{J}^{\boldsymbol{\pi}}$ | $\boldsymbol{\Gamma}$ <br> $\mathbf{( k e V})$ | $\boldsymbol{\Gamma}_{\mathbf{p}} / \boldsymbol{\Gamma}$ |
| :---: | :---: | :---: | :---: |
| 13.416 | $2^{-}$ | 35 | 0.012 |
| 13.483 | $1^{+}$ | 7.1 | 0.98 |
| 13.649 | $0^{+}$ | 22 | 0.996 |
| 13.677 | $2^{-}$ | 4.9 | 0.21 |
| 13.736 | $1^{+}$ | 7 | 0.17 |
| 14.126 | $2^{-}$ | 4.3 | 0.067 |
| 14.151 | $2^{-}$ | 14 | 0.17 |
| 14.198 | $1^{+}$ | 13.9 | 0.85 |
| 14.472 | $0^{+}$ | 86 | 0.8 |
| 14.648 | $0^{+}$ | 24 | 0.3 |
| 14.693 | $\left(1^{+}\right)$ | 38 | 0.5 |
| 14.776 | $\left(1^{-}\right)$ | 67 | 0.75 |
| 14.85 | $\left(2^{+}\right),\left(4^{+}\right)$ | $\left(2^{+}\right)$ | 71 |
| 15.04 | $\left(1^{-}\right)$ | 86 |  |
| 15.27 |  | 285 |  |

### 5.2.2.2 Data assessment

In order to extend the existing evaluation of the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{0}\right)$ cross sections, which ranges up to 1730 keV , one must carefully examine the corresponding experimental data found in literature, focusing on the datasets in the energy range above 1.5 MeV (Table 5.1). Taking into account the results presented in chapter 3, concerning the structure and the energy step of the relevant data (Figures 3.12a-d), as well as the available corresponding benchmarking spectra that range up to 2250 keV , as seen in the following section, the present evaluation procedure covers the energy range up to $\sim 2.25 \mathrm{MeV}$. The cross section in this interval presents several interfering (overlapping) resonant structures, as seen in the following plots of the available data at $140^{\circ}$ and $160^{\circ}$, in Figures 5.3.

The work of Ouichaoui et al. [36] is of great importance and relevance, since it concerned a systematic analysis of the $p+{ }^{19} \mathrm{~F}$ system within the R -matrix theory up to $\mathrm{E}_{\mathrm{p}}=3.4 \mathrm{MeV}$. It included the study of the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{0-4}\right)$ and ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{0-4}\right)$ reactions at several forward and backward angles. The reported theoretical investigation was focused on the level extraction and characterization of the compound nucleus ${ }^{20} \mathrm{Ne}$, in terms of allowed excitations and angular distributions. The absolute values of the obtained cross sections present, however, discrepancies compared to the majority of the other datasets in various energy regions, as can be seen in Figures 5.3 concerning the elastic channel. More specifically, comparing the data of Ouichaoui et al. [36] to the results obtained in the present work [71], which have been benchmarked (chapter 4, section 4.5), one excludes the case of a systematic error in the data of Ouichaoui, since there are indeed regions, namely at $\sim 1.8-1.95 \mathrm{MeV}$ and $\sim 2.05-2.1 \mathrm{MeV}$, where the data agree very well (Figures 5.3). The discrepancies could be attributed either to the insufficient charge collection of the Faraday cup or, less likely, to the gas target used by Ouichaoui et al. The reported experimental information of this work [36] is actually quite poor and one cannot exclude larger uncertainties than the reported $10 \%$. Being guided however by the absolute values of the present work [71], the cross sections of Ouichaoui, which qualitatively agree with the other available datasets in energy regions, where the present data are quite sparse, provide valuable information for the evaluation procedure.

On the other hand, the cross-section data of Jesus et al [47] are systematically underestimated compared to the other datasets. A factor of $18 \%$ seems however to be adequate to correct the results. Studying the experimental conditions of the other sources as well, and then comparing all the relevant data, as plotted in Figures 5.3, one concludes that there are three energy regions,
where special attention needs to be drawn. More specifically, there are structures (maxima) at $\sim 1.75, \sim 1.9$ and $\sim 1.95 \mathrm{MeV}$ that are described quite poorly by the present data [71] and need to be taken into account in the calculations.

Considering all the above, and using the reported excited states of the compound nucleus ${ }^{20} \mathrm{Ne}$ (Table 5.2), theoretical calculations for the $\mathrm{p}+{ }^{19} \mathrm{~F}$ system were performed using the AZURE code, focusing on the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{\mathrm{o}}\right)$ scattering cross section.


Figures 5.3: Existing differential cross sections of the ${ }^{19} \mathrm{~F}(\mathrm{p}, \mathrm{p})$ at $140^{\circ}$ and $160^{\circ}$ [23].

### 5.2.2.3 Results

The final input parameters for the theoretical calculations of the $\mathrm{p}+{ }^{19} \mathrm{~F}$ system with the AZURE code are given in Table 5.3, while the obtained ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{0}\right)$ cross sections for several scattering angles are plotted in Figures 5.4 and 5.5, along with the existing evaluated data (SigmaCalc [25]) and the available experimental values from literature, respectively.

All the reported levels from literature (Table 5.2) were used in the calculations with minimal energy shifts and differences in widths. However, in order to reproduce the pronounced resonant structure around 1.92 MeV (at $\sim 14.67 \mathrm{MeV}$ excitation energy of ${ }^{20} \mathrm{Ne}$ ), which presents a rather negligible angular dependence, an additional overlapping $2^{-}$level was introduced very close to the ambiguous reported $1^{+}$broad one. The width of the latter was also tuned accordingly.

Table 5.3: Final input parameters of ${ }^{20} \mathrm{Ne}$ used in AZURE (along with $\mathrm{R}_{0}=1.4 \mathrm{fm}$ ).

| Excitation <br> Energy (MeV) | $\mathbf{J}^{\boldsymbol{\pi}}$ | $\boldsymbol{\Gamma}_{\mathbf{p}}$ <br> $(\mathbf{k e V})$ | $\boldsymbol{\Gamma}$ <br> $(\mathbf{k e V})$ |
| :---: | :--- | :---: | :---: |
| 13.479 | $1^{+}$ | 6.9 | 6.9 |
| 13.646 | $0^{+}$ | 20.13 | 2.0 .15 |
| 13.673 | $2^{-}$ | 0.9 | 0.9 |
| 13.733 | $1^{+}$ | 1 | 4.7 |
| 14.149 | $2^{-}$ | 8.4 | 17.2 |
| 14.194 | $1^{+}$ | 13.5 | 20.1 |
| 14.468 | $0^{+}$ | 27.1 | 64.8 |
| 14.63 | $0^{+}$ | 29.4 | 49.9 |
| 14.669 | $2^{-}$ | 6.4 | 16 |
| 14.693 | $1^{+}$ | 0.3 | 9.7 |
| 14.745 | $1^{-}$ | 94 | 141.9 |
| 14.87 | $2^{+}$ | 71.4 | 265 |
| 15.21 | $1^{+}$ | 464 | 613.5 |



Figure 5.4: Comparison between the present evaluated data and the existing ones at $140^{\circ}$ and $170^{\circ}$.




Figures 5.5: The final results of the present evaluation along with selected existing data at $140^{\circ}, 150^{\circ}$, $160^{\circ}$ and $170^{\circ}$.

### 5.2.2.4 Benchmarking

The benchmarking, namely the validation, of the calculated cross-section data is a very important intermediate step in the evaluation procedure. It provides feedback to the obtained calculations in all stages of the process. More specifically, in the beginning of the evaluation, the benchmarking spectra indicate both qualitatively and quantitatively the cross-section structure, thus justifying the existing data assessment. As the evaluation progresses, benchmarking spectra are eventually used for the final tuning of the nuclear parameters of the theoretical calculations, gradually leading to the final results.

The validation of the calculated cross-section values has been achieved, using experimental thick target spectra and the corresponding simulations, as described in chapter 4 (4.1-4.4). More specifically, a $\mathrm{ZnF}_{2}$ pellet was used for the benchmarking measurements and the proton scattering on the target has been studied at 1730,2000 and 2250 keV at $140^{\circ}, 150^{\circ}, 160^{\circ}$ and $170^{\circ}$. The simulation of the ${ }^{\text {nat }} \mathrm{Zn}(\mathrm{p}, \mathrm{p})$ signal enabled the determination of the $\mathrm{Q} \Omega$ factor, while the roughness code was used to incorporate the corresponding surface effects of the spectra.

The obtained final benchmarking results are shown in Figures 5.6 and 5.7, regarding the scattering at $140^{\circ}$ and at $170^{\circ}$ respectively (where statistical errors were minimal, while angular range was maximal), whereas the corresponding simulations were performed using the final evaluated cross sections for the elastic scattering on ${ }^{19} \mathrm{~F}$ and the Rutherford ones for the ${ }^{\text {nat }} \mathrm{Zn}(\mathrm{p}, \mathrm{p})$ scattering. The comparison between the experimental and the simulated spectra was limited to a narrow energy window near the surface peak of ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{0}\right)$, at about 150 keV (see section 4.2.4), which corresponds to $\sim 40$ channels, in order to exclude any possible carbon contaminations and to further minimize the effect of plural scattering on the ${ }^{\text {nat }} \mathrm{Zn}$ substrate in the calculations.

Due to the kinematics of the ${ }^{19} \mathrm{~F}(\mathrm{p}, \alpha)$ reactions, there is a background contribution in the spectra originating from ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{3}\right)$ and ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{4}\right)$ reactions, but it is indeed negligible in the spectra acquired at 1730 and 2250 keV , as seen in the experimental yields. The contributions of the edges of the two signals seem to be of the order of $1 \%$.


Figures 5.6: Benchmarking spectra on $\mathrm{ZnF}_{2}$ pellet at $140^{\circ}$, along with the corresponding simulations using the SIMNRA code [70].

The only available cross section data of the two exit channels $\left({ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{3}\right)\right.$ and $\left.{ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{4}\right)\right)$ are the experimentally determined ones by Ouichaoui et al. [36], which range up to 2100 and 1960 keV respectively. This study shows that the cross section of the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{3}\right)$ reaction is indeed very low compared to the elastic scattering over the whole studied energy range, while the data concerning the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{4}\right)$ reaction present a structure with a relatively wide maximum at $\sim 1.9$ MeV , comparable to the elastic cross section values, as seen in Figure 5.8 (top). It should be noted here that the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{0}\right)$ cross section of Ouichaoui et al [36] is in good agreement with the ones presented in chapter 3 [71] which are benchmarked (see 3.2 and 4.5). Therefore the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{3}\right)$ and ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{4}\right)$ data of [36], despite the absence of other experimental data in literature,
can be considered to be at least indicative concerning their absolute values, since all experimental data were simultaneously acquired as reported in [36].


Figures 5.7: Benchmarking results on $\mathrm{ZnF}_{2}$ pellet at $170^{\circ}$, along with the corresponding simulations using the SIMNRA code [70].

It is also shown in [36] that there is only a slight angular dependence of the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{4}\right)$ differential cross section data (with $\sigma_{140^{\circ}}<\sigma_{170^{\circ}}$ ), while the ${ }^{\text {nat }} \mathrm{Zn}$ (p,p) scattering cross section at $140^{\circ}$ is $\sim 26 \%$ higher than the one at $170^{\circ}$. The contribution of the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{4}\right)$ counts in the ${ }^{\text {nat }} \mathrm{Zn}$ $(\mathrm{p}, \mathrm{p})$ yield acquired at $140^{\circ}$ is therefore insignificant in the case of the incident proton energy at 2 MeV , where the edge of the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{4}\right)$ signal is expected at a slightly higher energy than the one of the ${ }^{\text {nat }} \mathrm{Zn}$ signal, and it did not affect the determination of the $\mathrm{Q} \Omega$ factor (by simulating the ${ }^{\text {nat }} \mathrm{Zn}(\mathrm{p}, \mathrm{p})$ yield). However, the higher ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{4}\right)$ cross-section values for lower incident energies
(inside the target) contribute to the ${ }^{19} \mathrm{~F}(\mathrm{p}, \mathrm{p})$ yield with the maximum values being present below channel $\sim 550$ in the corresponding Figure 5.6 (bottom), changing the shape of the spectrum and giving a qualitative discrepancy between the experimental and simulated thick target yields in the range between $\sim 1850-1950 \mathrm{keV}$. Therefore, the spectra at 2 MeV cannot be used for the validation of the evaluated cross sections of ${ }^{19} \mathrm{~F}(\mathrm{p}, \mathrm{p})$ in this energy region (below 2 MeV ). Using nevertheless the data by [36] for the ( $\mathrm{p}, \alpha$ ) reactions in the simulation (with a gap of data in the region $1.96-2 \mathrm{MeV}$ for the ( $\mathrm{p}, \alpha_{4}$ ) one, which is not studied by Ouichaoui et al.), the difference between the experimental and the simulated spectra minimizes from $13 \%$ to $9 \%$, as shown in Figure 5.8 (bottom) but this procedure remains inaccurate.

It should be pointed out here, that all differential cross-section measurements using thin targets show a strong fine structure in the cross section in this particular energy region of $\sim 1850$ 1950 keV (see Figures 5.3 for example). In this case, and in the absence of reliable ("clean") benchmarking spectra, the evaluated differential cross-section values were rather tuned according to the selected experimental data points. A possible set of additional benchmarking spectra measured exactly in this problematic energy region with proton-alpha particle separation (e.g by using $\Delta \mathrm{E} / \mathrm{E}$ detectors) and/or with the use of a different target could clarify this point and lead to a better fine tuning of the level parameters involved in the AZURE calculations, since the evaluation is a dynamic process.

Nevertheless, with the exception of this problematic region, comparing in absolute values the spectra at 1730 and 2250 keV in an energy region near the surface, which corresponds to $\sim 40$ channels in average for both detectors (at $140^{\circ}$ and at $170^{\circ}$ ), the corresponding evaluated crosssection values are validated, since the difference of the integrated yields (subtracting the ${ }^{\text {nat }} \mathrm{Zn}(\mathrm{p}, \mathrm{p})$ contribution) is in all cases within 3-7\%, as seen in Table 5.3.

Table 5.3: Differences between the integrated experimental and simulated yields.

| Spectrum energy (keV) / Angle | $\mathbf{1 4 0}^{\circ}$ | $\mathbf{1 7 0}^{\circ}$ |
| :---: | :---: | :---: |
| $\sim \mathbf{1 5 8 0 - 1 7 3 0}$ | $-4 \%$ | $+7 \%$ |
| $\sim \mathbf{2 1 0 0 - 2 2 5 0}$ | $-4 \%$ | $+3 \%$ |
|  |  |  |



Figures 5.8: Evaluated differential cross sections for the proton elastic scattering on ${ }^{19} \mathrm{~F}$ at $140^{\circ}$, along with the experimental ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{3,4}\right)$ ones by Ouichaoui et al. [36] (top). Simulated ${ }^{19} \mathrm{~F}$ signal at $140^{\circ}$ for $\mathrm{E}_{\mathrm{p}}=2 \mathrm{MeV}$ with and without the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{0-4}\right)$ contribution. The ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{4}\right)$ reaction has been measured only up to 1960 keV , which corresponds to channel $\sim 460$ (bottom).

## CONCLUSIONS - FUTURE PERSPECTIVES

The contribution of the present dissertation in the field of Ion Beam Analysis (IBA) lies on the measurements, the benchmarking and the theoretical investigation of differential cross sections suitable for EBS and NRA studies.

More specifically, selected differential cross sections have been experimentally determined regarding the $\mathrm{p}+{ }^{7} \mathrm{Li}, \mathrm{p}+{ }^{19} \mathrm{~F}$ and $\mathrm{d}+{ }^{\mathrm{nat}} \mathrm{Mg}$ systems, where the available data in literature are quite sparse and/or discrepant. More than 1000 new cross-section values have been added to IBANDL (Ion Beam Analysis Nuclear Data Library) through this work, concerning several reactions, which in most of the cases have been measured for the first time in this angular and energy range, thus enhancing the implementation of the corresponding IBA techniques. These reactions are:

- ${ }^{7} \mathrm{Li}\left(\mathrm{p}, \mathrm{p}_{0}\right)^{7} \mathrm{Li},{ }^{7} \mathrm{Li}\left(\mathrm{p}, \mathrm{p}_{1}\right){ }^{7} \mathrm{Li},{ }^{7} \mathrm{Li}\left(\mathrm{p}, \alpha_{0}\right){ }^{4} \mathrm{He} \kappa \alpha_{1}{ }^{19} \mathrm{~F}\left(\mathrm{p}, \mathrm{p}_{0}\right){ }^{19} \mathrm{~F},{ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{0}\right){ }^{16} \mathrm{O},{ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{1,2}\right){ }^{16} \mathrm{O}$ in the energy range of $1.5-7 \mathrm{MeV}$ at several backward detection angles, namely at $140^{\circ}, 150^{\circ}, 160^{\circ}$ and $170^{\circ}$.
- ${ }^{\text {nat }} \mathrm{Mg}\left(\mathrm{d}, \mathrm{d}_{0}\right),{ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{0}, \mathrm{p}_{1}, \mathrm{p}_{2}\right)^{25} \mathrm{Mg}$ in the energy range of $1.3-2.05 \mathrm{MeV}$ at $55^{\circ}, 70^{\circ}$, $90^{\circ}, 125^{\circ}, 140^{\circ}, 150^{\circ}, 160^{\circ}$ and $170^{\circ}$.

Additionally, a benchmarking methodology has been developed and documented in the present thesis regarding the validation of charged particle differential cross sections, using thick target yield. This procedure has been implemented to validate not only the obtained crosssection values for the aforementioned reactions, but also the evaluated (and/or the existing experimental) cross-section datasets, concerning other critical reactions (elements) for IBA.

In particular, the benchmarking of the present cross section datasets for the $\mathrm{p}+{ }^{7} \mathrm{Li}, \mathrm{p}+{ }^{19} \mathrm{~F}$ and $\mathrm{d}+{ }^{\text {nat }} \mathrm{Mg}$ systems yielded quite satisfactory results, thus validating all the obtained data. The extra benchmarking measurements involved the validation of the existing differential cross sections of proton elastic scattering on ${ }^{23} \mathrm{Na},{ }^{31} \mathrm{P},{ }^{\text {nat }} \mathrm{S}$, and ${ }^{\text {nat }} \mathrm{Si}$. The corresponding studied evaluated data were found to be valid in most of the cases (in terms of energy regions and scattering angles), while selected benchmarks of experimentally determined cross sections (in the absence of evaluated ones at higher energies) indicated the reliable datasets, which could potentially be used in the corresponding evaluation process in order to extend it to higher energies.

The theoretical approach of calculating resonant elastic cross sections within the R-matrix framework has also been presented in this dissertation, followed by the implementation of such a procedure regarding the $\mathrm{p}+{ }^{19} \mathrm{~F}$ system using the AZURE code. This work resulted in the reproduction of the existing evaluated cross-section data (SigmaCalc), which range up to 1730 keV , using a different code and their extension to $\sim 2250 \mathrm{keV}$.

Nonetheless, special effort in the study of differential cross sections is in overall still required, in order to improve the accuracy and the reliability of all depth profiling IBA techniques. First of all, differential cross-section measurements are still needed, especially concerning the cases where the existing work in literature is poor, as in the case of deuteron elastic scattering on light elements. This would facilitate for example the simultaneous (and complementary) application of both EBS and NRA techniques, leading to far more accurate analytical IBA studies. It is also of crucial importance to validate all the existing cross-section data prior to their use, and especially the evaluated ones which are considered to be the most reliable datasets, since they are produced by incorporating all the corresponding experimental studies into the framework of a unified theoretical approach. The benchmarking procedure is therefore expected to become an important field of research in the following years, including and incorporating different techniques (e.g. using $\Delta \mathrm{E} / \mathrm{E}$ detectors) and/or using different targets.

Moreover, the extension of the existing evaluations to higher beam energies is indeed needed for the implementation of the IBA profiling techniques at higher depths. New cross-section measurements, along with the corresponding benchmarking spectra will enable such extensions of the evaluated cross section data, but can also facilitate the theoretical calculations to be applied in problematic cases, like the ${ }^{\text {nat }} \mathrm{B}(\mathrm{p}, \mathrm{p})$ scattering, where no evaluated data exist, although highly needed by the IBA community.

It should also be noted that the present study of the $d+{ }^{\text {nat }} \mathrm{Mg}$ system revealed an unexpected resonant-like structure, due to the existence of several, possibly overlapping resonances. There is however no reference in all nuclear compilation reports in literature to the corresponding excited states of the compound nucleus ${ }^{26} \mathrm{Al}$ for the center of mass energy range covered in the present work. The relevant comprehensive datasets of the present work cover a wide angular range and several exit channels and can therefore possibly contribute to a future level characterization.

## APPENDIX A

Table 1: Differential cross-section values of the proton elastic scattering on ${ }^{7} \mathrm{Li}$.

| $\begin{gathered} \mathrm{E}_{\mathrm{lab}} \\ (\mathrm{keV}) \end{gathered}$ | $\begin{gathered} \delta \mathrm{E}_{\text {lab }} \\ (\mathrm{keV}) \end{gathered}$ | $\sigma \pm \delta \sigma(\mathrm{mb} / \mathrm{sr}),{ }^{7} \mathbf{L i}\left(\mathbf{p}, \mathbf{p}_{0}\right)$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $140^{\circ}$ |  | $150^{\circ}$ |  | $160^{\circ}$ |  | $170^{\circ}$ |  |
| 1498 | 3 | 31.5 | 0.7 | 27.6 | 0.6 | 27.4 | 0.5 | 27.9 | 0.6 |
| 1598 | 3 | 32.3 | 0.6 | 27 | 0.6 | 26.8 | 0.5 | 26.6 | 0.9 |
| 1698 | 3 | 32.3 | 0.5 | 25.6 | 0.5 | 25.1 | 0.7 | 26.9 | 1.0 |
| 1798 | 3 | 29.0 | 0.6 | 25.2 | 0.4 | 20.1 | 0.5 | 19.6 | 0.5 |
| 1848 | 3 | 39.9 | 0.5 | 32.3 | 0.6 | 34.1 | 0.4 | 28.3 | 0.4 |
| 1873 | 3 | 35.7 | 0.5 | 31.7 | 0.4 | 30.3 | 0.4 | 26.9 | 0.6 |
| 1898 | 3 | 39.4 | 0.5 | 36.3 | 0.5 | 37.1 | 0.4 | 37.9 | 0.5 |
| 1923 | 3 | 51.4 | 0.6 | 51.5 | 0.5 | 46.8 | 0.5 | 52.1 | 0.5 |
| 1948 | 3 | 64.7 | 0.7 | 66.5 | 0.6 | 65.3 | 0.6 | 68.0 | 0.6 |
| 1973 | 3 | 77.4 | 0.8 | 80.9 | 0.6 | 80.9 | 0.6 | 82.3 | 0.7 |
| 1998 | 3 | 84.8 | 0.8 | 90.9 | 0.6 | 92.0 | 0.7 | 92.6 | 0.7 |
| 2023 | 3 | 84.1 | 0.8 | 93.9 | 0.7 | 96.2 | 0.7 | 99.1 | 0.7 |
| 2048 | 3 | 86.3 | 0.8 | 93.2 | 0.6 | 97.3 | 0.7 | 99.7 | 0.7 |
| 2073 | 4 | 81.6 | 0.8 | 90.5 | 0.6 | 93.2 | 0.7 | 95.8 | 0.7 |
| 2098 | 4 | 73.2 | 0.7 | 81.8 | 0.6 | 84.6 | 0.6 | 86.9 | 0.7 |
| 2123 | 4 | 60.8 | 0.6 | 67.6 | 0.5 | 71.3 | 0.6 | 73.2 | 0.6 |
| 2148 | 4 | 48.9 | 0.5 | 53.7 | 0.5 | 56.8 | 0.5 | 59.1 | 0.5 |
| 2173 | 4 | 35.4 | 0.5 | 38.7 | 0.4 | 40.5 | 0.5 | 40.8 | 0.5 |
| 2198 | 4 | 25.1 | 0.4 | 25.9 | 0.3 | 27.7 | 0.4 | 27.3 | 0.4 |
| 2298 | 4 | 52.1 | 0.6 | 53.8 | 0.5 | 55.8 | 0.5 | 56.3 | 0.5 |
| 2398 | 4 | 68.9 | 0.8 | 71.8 | 0.6 | 78.3 | 0.7 | 81.1 | 0.7 |
| 2499 | 4 | 68.9 | 0.7 | 76.7 | 0.6 | 80.0 | 0.6 | 85.9 | 0.7 |
| 2599 | 4 | 67.3 | 0.7 | 75.5 | 0.6 | 77.8 | 0.6 | 81.3 | 0.7 |
| 2699 | 5 | 66.4 | 0.7 | 72.4 | 0.6 | 76.2 | 0.6 | 79.1 | 0.6 |
| 2799 | 5 | 63.7 | 0.7 | 71.9 | 0.6 | 74.9 | 0.6 | 77.7 | 0.6 |
| 2899 | 5 | 66.5 | 0.7 | 72.9 | 0.6 | 76.2 | 0.6 | 82.1 | 0.7 |
| 2999 | 5 | 69.1 | 0.7 | 77.0 | 0.6 | 82.9 | 0.6 | 86.2 | 0.7 |
| 3099 | 5 | 71.3 | 0.7 | 80.3 | 0.6 | 86.4 | 0.7 | 90.9 | 0.7 |
| 3199 | 5 | 73.6 | 0.7 | 81.0 | 0.6 | 92.4 | 0.7 | 94.2 | 0.7 |
| 3299 | 6 | 74.9 | 0.7 | 87.2 | 0.6 | 95.1 | 0.7 | 99.1 | 0.7 |
| 3399 | 6 | 77.0 | 0.7 | 88.4 | 0.5 | 97.4 | 0.6 | 101.5 | 0.7 |
| 3499 | 6 | 78.6 | 0.7 | 89.1 | 0.5 | 100.3 | 0.6 | 105.4 | 0.7 |
| 3599 | 6 | 80.1 | 0.7 | 91.8 | 0.5 | 102.9 | 0.6 | 108.5 | 0.7 |
| 3699 | 6 | 81.6 | 0.7 | 96.0 | 0.5 | 103.7 | 0.6 | 112.2 | 0.7 |
| 3799 | 6 | 82.6 | 0.7 | 95.9 | 0.5 | 107.3 | 0.6 | 113.4 | 0.7 |
| 3899 | 7 | 84.5 | 0.7 | 104.4 | 0.5 | 110.6 | 0.6 | 118.0 | 0.7 |
| 3999 | 7 | 86.2 | 0.7 | 105.2 | 0.5 | 113.1 | 0.6 | 116.7 | 0.7 |
| 4099 | 7 | 81.3 | 0.5 | 88.9 | 0.4 | 103.6 | 0.5 | 107.6 | 0.6 |
| 4199 | 7 | 81.2 | 0.5 | 91.7 | 0.4 | 105.5 | 0.5 | 109.6 | 0.6 |
| 4299 | 7 | 81.6 | 0.5 | 91.4 | 0.4 | 104.2 | 0.5 | 108.7 | 0.6 |


| 4399 | 7 | 79.8 | 0.5 | 89.4 | 0.4 | 100.5 | 0.5 | 104.5 | 0.6 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4499 | 8 | 76.8 | 0.5 | 85.6 | 0.4 | 97.1 | 0.5 | 100.7 | 0.5 |
| 4599 | 8 | 71.8 | 0.4 | 78.8 | 0.4 | 88.0 | 0.4 | 91.2 | 0.5 |
| 4699 | 8 | 65.1 | 0.4 | 71.5 | 0.4 | 78.6 | 0.4 | 77.1 | 0.4 |
| 4799 | 8 | 58.6 | 0.4 | 63.7 | 0.3 | - |  |  |  |
| 4899 | 8 | 52.3 | 0.4 | 56.8 | 0.4 | - |  |  |  |
| 4999 | 8 | 47.1 | 0.3 | 55.2 | 0.3 | - | - |  |  |
| 5099 | 9 | - | - | - | - | 46.3 | 1.2 | 46.2 | 0.4 |
| 5199 | 9 | - | - | - | - | 39.0 | 0.3 | - |  |
| 5299 | 9 | 38.5 | 0.3 | 35.9 | 0.3 | - | - |  |  |
| 5399 | 9 | 36.3 | 0.3 | 35.9 | 0.6 | - | - |  |  |
| 5499 | 9 | 35.5 | 0.3 | 33.2 | 1.8 | 33.8 | 0.4 |  |  |
| 5599 | 10 | 34.6 | 0.3 | 29.7 | 0.3 | - | - | - |  |
| 5699 | 10 | 34.3 | 0.3 | 29.5 | 0.2 | - | - | - | 33.8 |
| 5799 | 10 | 32.6 | 0.2 | 28.8 | 0.2 | - | 32.5 | 0.4 | 32.6 |
| 5899 | 10 | - | - | - | - | - | 32.3 | 0.4 | 32.2 |
| 5999 | 10 | - | - | - | - | 31.0 | 0.2 | 30.8 | 0.3 |
| 6099 | 10 | - | - | - | - | 0.2 |  |  |  |
| 6199 | 11 | - | - | - | - | 29.4 | 0.2 | 29.7 | 0.2 |
| 6299 | 11 | - | - | - | - | 29.8 | 0.2 | 30.0 | 0.2 |
| 6399 | 11 | 29.1 | 0.2 | 28.1 | 0.2 | 29.8 | 0.2 | 29.7 | 0.2 |
| 6499 | 11 | 27.6 | 0.1 | 27.0 | 0.2 | 28.5 | 0.2 | 29.0 | 0.2 |
| 6599 | 11 | 27.3 | 0.3 | 26.8 | 0.2 | 27.9 | 0.2 | 28.2 | 0.2 |
| 6699 | 11 | 26.0 | 0.3 | 26.1 | 0.2 | 26.9 | 0.2 | 26.9 | 0.2 |
| 6799 | 12 | 25.0 | 0.2 | 25.2 | 0.2 | 26.1 | 0.2 | 25.9 | 0.2 |
| 6899 | 12 | 24.4 | 0.2 | 24.3 | 0.2 | 24.6 | 0.2 | 24.7 | 0.2 |
| 6999 | 12 | 22.8 | 0.2 | 23.0 | 0.2 | 23.8 | 0.2 | 23.9 | 0.2 |

Table 2: Differential cross-section values of the ${ }^{7} \mathrm{Li}\left(\mathrm{p}, \mathrm{p}_{1}\right)^{7} \mathrm{Li}$ reaction.

| $\begin{gathered} \mathrm{E}_{\text {lab }} \\ (\mathrm{keV}) \end{gathered}$ | $\begin{aligned} & \delta \mathrm{E}_{\mathrm{lab}} \\ & (\mathrm{keV}) \end{aligned}$ | $\sigma \pm \delta \sigma(\mathrm{mb} / \mathrm{sr}),{ }^{7} \mathbf{L i}\left(\mathbf{p}, \mathbf{p}_{\mathbf{1}}\right)$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $140^{\circ}$ |  | $150^{\circ}$ |  | $160^{\circ}$ |  | $170^{\circ}$ |  |
| 1498 | 3 | 4.5 | 0.2 | 3.8 | 0.3 | 4.3 | 0.3 | 5.5 | 0.2 |
| 1598 | 3 | 4.8 | 0.2 | 5.3 | 0.2 | 5.3 | 0.3 | 4.7 | 0.2 |
| 1698 | 3 | 5.5 | 0.2 | 6.6 | 0.3 | 6.3 | 0.3 | 5.9 | 0.3 |
| 1798 | 3 | 5.4 | 0.4 | 6.1 | 0.2 | 5.5 | 0.3 | 5.9 | 0.2 |
| 1848 | 3 | 6.0 | 0.2 | 6.4 | 0.2 | 6.2 | 0.2 | 6.6 | 0.2 |
| 1873 | 3 | 5.2 | 0.2 | 5.7 | 0.2 | 5.7 | 0.2 | 5.5 | 0.2 |
| 1898 | 3 | 5.2 | 0.2 | 5.5 | 0.2 | 6.0 | 0.2 | 5.4 | 0.2 |
| 1923 | 3 | 5.1 | 0.5 | 5.3 | 0.2 | 5.7 | 0.3 | 6.2 | 0.2 |
| 1948 | 3 | 4.3 | 0.3 | 5.2 | 0.3 | 4.4 | 0.3 | 5.1 | 0.2 |
| 1973 | 3 | 5.7 | 0.2 | 6.5 | 0.2 | 5.1 | 0.2 | 5.1 | 0.2 |
| 1998 | 3 | 5.6 | 0.5 | 6.2 | 0.2 | 6.7 | 0.3 | 6.1 | 0.3 |
| 2023 | 3 | 5.5 | 0.3 | 6.1 | 0.2 | 6.8 | 0.2 | 6.8 | 0.2 |
| 2048 | 3 | 5.9 | 0.2 | 6.4 | 0.2 | 6.2 | 0.2 | 5.8 | 0.2 |
| 2073 | 4 | 5.8 | 0.3 | 6.0 | 0.2 | 6.6 | 0.2 | 6.5 | 0.2 |
| 2098 | 4 | 5.4 | 0.3 | 6.3 | 0.2 | 6.3 | 0.2 | 6.6 | 0.2 |
| 2123 | 4 | 5.9 | 0.3 | 6.1 | 0.2 | 6.0 | 0.2 | 5.6 | 0.2 |
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| 2148 | 4 | 5.4 | 0.3 | 6.4 | 0.2 | 6.5 | 0.3 | 5.8 | 0.2 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 2173 | 4 | 5.8 | 0.4 | 5.7 | 0.2 | 6.8 | 0.2 | 6.0 | 0.2 |
| 2198 | 4 | 6.1 | 0.3 | 6.5 | 0.2 | 6.3 | 0.2 | 6.3 | 0.2 |
| 2298 | 4 | 6.3 | 0.3 | 6.5 | 0.2 | 7.0 | 0.2 | 6.4 | 0.2 |
| 2398 | 4 | 6.0 | 0.4 | 6.0 | 0.2 | 7.0 | 0.3 | 6.0 | 0.2 |
| 2499 | 4 | 7.1 | 0.3 | 8.0 | 0.3 | 7.0 | 0.2 | 7.0 | 0.2 |
| 2599 | 4 | 7.3 | 0.3 | 8.7 | 0.3 | 8.6 | 0.3 | 8.1 | 0.2 |
| 2699 | 5 | 8.8 | 0.3 | 8.7 | 0.2 | 8.0 | 0.3 | 8.0 | 0.3 |
| 2799 | 5 | 8.9 | 0.3 | 9.0 | 0.2 | 8.9 | 0.3 | 9.1 | 0.2 |
| 2899 | 5 | 10.4 | 0.5 | 10.6 | 0.3 | 10.1 | 0.1 | 9.8 | 0.3 |
| 2999 | 5 | 10.7 | 0.2 | 10.7 | 0.2 | 11.4 | 0.1 | 11.0 | 0.2 |
| 3099 | 5 | 10.5 | 0.3 | 12.0 | 0.3 | 11.7 | 0.1 | 11.9 | 0.3 |
| 3199 | 5 | 12.0 | 0.3 | 12.8 | 0.3 | 11.8 | 0.3 | 12.8 | 0.3 |
| 3299 | 6 | 12.2 | 0.3 | 12.3 | 0.3 |  |  |  |  |
| 3399 | 6 | 12.4 | 0.4 |  |  |  |  |  |  |
| 3499 | 6 | 9.9 | 0.2 |  |  |  |  |  |  |
| 3599 | 6 |  |  |  |  |  |  | 12.4 | 0.2 |
| 3699 | 6 |  |  |  |  | 12.2 | 0.3 |  |  |
| 3799 | 6 |  |  | 11.5 | 0.1 |  |  |  |  |
| 3899 | 7 | 10.7 | 0.2 |  |  |  |  |  |  |
| 3999 | 7 |  |  |  |  |  |  |  |  |
| 4099 | 7 | 10.4 | 0.1 | 10.6 | 0.1 |  |  |  |  |
| 4199 | 7 | 10.5 | 0.1 |  |  |  |  |  |  |
| 4299 | 7 | 10.1 | 0.4 |  |  |  |  |  |  |
| 4399 | 7 |  |  |  |  |  |  |  |  |
| 4499 | 8 |  |  |  |  | 12.9 | 0.2 |  |  |
| 4599 | 8 |  |  | 10.9 | 0.2 | 11.8 | 0.2 |  |  |
| 4699 | 8 |  |  | 10.9 | 0.2 | 11.4 | 0.1 | 11.3 | 0.1 |
| 4799 | 8 | 8.8 | 0.2 | 10.9 | 0.1 | 11.0 | 0.2 | 11.4 | 0.1 |
| 4899 | 8 | 8.1 | 0.2 | 10.9 | 0.1 | 11.5 | 0.1 | 11.2 | 0.1 |
| 4999 | 8 |  |  |  |  | 13.2 | 0.2 |  |  |
| 5099 | 9 | 10.8 | 0.2 | 12.7 | 0.2 | 13.1 | 0.2 | 12.6 | 0.1 |
| 5199 | 9 | 11.9 | 0.3 | 13.1 | 0.2 | 13.6 | 0.2 | 13.6 | 0.2 |
| 5299 | 9 | 15.1 | 0.3 | 15.4 | 0.2 | 16.0 | 0.2 | 15.6 | 0.2 |
| 5399 | 9 | 14.7 | 0.3 | 14.8 | 0.2 | 15.0 | 0.2 | 15.0 | 0.2 |
| 5499 | 9 | 13.1 | 0.2 | 13.9 | 0.1 | 15.0 | 0.2 | 14.7 | 0.2 |
| 5599 | 10 | 14.5 | 0.3 | 15.4 | 0.2 | 16.0 | 0.2 | 16.3 | 0.2 |
| 5699 | 10 | 14.3 | 0.2 | 15.2 | 0.2 | 15.2 | 0.2 | 14.6 | 0.3 |
| 5799 | 10 | 13.2 | 0.1 | 14.1 | 0.2 | 14.1 | 0.2 | 13.0 | 0.5 |
| 5899 | 10 | 11.3 | 0.2 | 13.2 | 0.3 |  |  | 12.3 | 0.7 |
| 5999 | 10 | 10.0 | 0.2 | 11.6 | 0.1 |  |  |  |  |
| 6099 | 10 | 9.3 | 0.2 | 10.2 | 0.1 |  |  |  |  |
| 6199 | 11 | 8.9 | 0.2 | 10.2 | 0.2 |  |  |  |  |
| 6299 | 11 | 9.1 | 0.2 |  |  |  |  |  |  |
| 6399 | 11 |  |  |  |  |  |  |  |  |
| 6499 | 11 |  |  |  |  |  |  |  |  |
| 6599 | 11 |  |  |  |  |  |  |  |  |
| 6699 | 11 |  |  | 9.9 | 0.1 |  |  |  |  |

Table 3: Differential cross-section values of the ${ }^{7} \mathrm{Li}\left(\mathrm{p}, \alpha_{0}\right)^{4} \mathrm{He}$ reaction.

| $\begin{gathered} \mathrm{E}_{\mathrm{lab}} \\ (\mathrm{keV}) \end{gathered}$ | $\begin{gathered} \delta \mathrm{E}_{\mathrm{lab}} \\ (\mathrm{keV}) \end{gathered}$ | $\sigma \pm \delta \sigma(\mathrm{mb} / \mathrm{sr}),{ }^{7} \mathbf{L i}\left(\mathbf{p}, \mathbf{a}_{0}\right)$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $140^{\circ}$ |  | $150^{\circ}$ |  | $160^{\circ}$ |  | $170^{\circ}$ |  |
| 1498 | 3 | 1.97 | 0.07 | 2.02 | 0.08 | 2.21 | 0.09 | 2.15 | 0.08 |
| 1598 | 3 | 2.25 | 0.07 | 2.26 | 0.09 | 2.49 | 0.09 | 2.3 | 0.1 |
| 1698 | 3 | 2.34 | 0.07 | 2.5 | 0.09 | 2.9 | 0.1 | 2.6 | 0.1 |
| 1798 | 3 | 2.49 | 0.07 | 2.82 | 0.08 | 2.66 | 0.08 | 2.68 | 0.07 |
| 1848 | 3 | 2.55 | 0.08 | 2.8 | 0.1 | 2.8 | 0.1 | 2.76 | 0.09 |
| 1873 | 3 | 2.59 | 0.08 | 3.0 | 0.1 | 2.9 | 0.1 | 2.81 | 0.09 |
| 1898 | 3 | 2.83 | 0.08 | 2.91 | 0.09 | 2.8 | 0.1 | 3.06 | 0.09 |
| 1923 | 3 | 2.79 | 0.08 | 3.0 | 0.1 | 3.0 | 0.1 | 2.93 | 0.09 |
| 1948 | 3 | 2.98 | 0.08 | 3.2 | 0.1 | 3.2 | 0.1 | 3.3 | 0.1 |
| 1973 | 3 | 2.93 | 0.08 | 3.3 | 0.1 | 3.1 | 0.1 | 3.2 | 0.1 |
| 1998 | 3 | 3.07 | 0.09 | 3.3 | 0.1 | 3.5 | 0.1 | 3.3 | 0.1 |
| 2023 | 3 | 3.17 | 0.09 | 3.5 | 0.1 | 3.3 | 0.1 | 3.5 | 0.1 |
| 2048 | 3 | 3.22 | 0.09 | 3.5 | 0.1 | 3.5 | 0.1 | 3.6 | 0.1 |
| 2073 | 4 | 3.41 | 0.09 | 3.6 | 0.1 | 3.5 | 0.1 | 3.7 | 0.1 |
| 2098 | 4 | 3.35 | 0.09 | 3.7 | 0.1 | 3.7 | 0.1 | 3.6 | 0.1 |
| 2123 | 4 | 3.62 | 0.09 | 3.7 | 0.1 | 3.7 | 0.1 | 3.8 | 0.1 |
| 2148 | 4 | 3.75 | 0.10 | 4.1 | 0.1 | 3.8 | 0.1 | 3.8 | 0.1 |
| 2173 | 4 | 3.95 | 0.10 | 4.2 | 0.1 | 4.0 | 0.1 | 4.1 | 0.1 |
| 2198 | 4 | 3.96 | 0.10 | 4.3 | 0.1 | 3.9 | 0.1 | 4.0 | 0.1 |
| 2298 | 4 | 4.23 | 0.10 | 4.6 | 0.1 | 4.7 | 0.1 | 4.4 | 0.1 |
| 2398 | 4 | 4.86 | 0.11 | 4.9 | 0.1 | 4.8 | 0.2 |  |  |
| 2499 | 4 | 5.11 | 0.12 | 5.1 | 0.1 |  |  |  |  |
| 2599 | 4 | 5.61 | 0.12 |  |  | 5.9 | 0.2 | 5.7 | 0.1 |
| 2699 | 5 | 5.97 | 0.14 |  |  | 6.1 | 0.1 | 5.7 | 0.1 |
| 2799 | 5 |  |  | 6.0 | 0.2 | 5.8 | 0.1 | 5.7 | 0.1 |
| 2899 | 5 |  |  | 6.3 | 0.1 | 5.6 | 0.1 | 5.5 | 0.1 |
| 2999 | 5 | 5.88 | 0.16 | 5.9 | 0.1 | 5.4 | 0.1 | 5.2 | 0.1 |
| 3099 | 5 | 5.71 | 0.14 | 5.4 | 0.1 | 4.4 | 0.1 | 4.3 | 0.1 |
| 3199 | 5 | 5.31 | 0.12 | 4.2 | 0.1 | 3.6 | 0.1 | 3.4 | 0.1 |
| 3299 | 6 | 4.14 | 0.10 | 3.6 | 0.1 | 3.0 | 0.1 | 2.70 | 0.09 |
| 3399 | 6 | 3.47 | 0.07 | 2.85 | 0.07 | 2.27 | 0.07 | 2.12 | 0.06 |
| 3499 | 6 | 2.80 | 0.06 | 2.21 | 0.06 | 1.89 | 0.06 | 1.60 | 0.05 |
| 3599 | 6 | 2.26 | 0.06 | 1.89 | 0.06 | 1.47 | 0.05 | 1.32 | 0.05 |
| 3699 | 6 | 1.87 | 0.05 | 1.62 | 0.05 | 1.18 | 0.04 | 1.06 | 0.04 |
| 3799 | 6 | 1.62 | 0.04 | 1.40 | 0.04 | 1.14 | 0.04 | 0.95 | 0.03 |
| 3899 | 7 | 1.45 | 0.04 | 1.30 | 0.04 | 0.99 | 0.04 | 0.87 | 0.03 |
| 3999 | 7 | 1.29 | 0.03 | 1.17 | 0.04 | 0.99 | 0.04 | 0.81 | 0.03 |
| 4099 | 7 | 1.09 | 0.03 | 0.95 | 0.03 | 0.81 | 0.03 | 0.71 | 0.02 |
| 4199 | 7 | 0.95 | 0.03 | 0.93 | 0.03 | 0.83 | 0.03 | 0.71 | 0.02 |
| 4299 | 7 | 0.94 | 0.03 | 0.93 | 0.03 | 0.83 | 0.03 | 0.71 | 0.02 |
| 4399 | 7 | 0.89 | 0.03 | 0.85 | 0.03 | 0.79 | 0.03 | 0.65 | 0.02 |
| 4499 | 8 | 0.81 | 0.03 | 0.85 | 0.03 | 0.76 | 0.03 | 0.67 | 0.02 |
| 4599 | 8 | 0.77 | 0.02 | 0.80 | 0.03 | 0.71 | 0.03 | 0.64 | 0.02 |
| 4699 | 8 | 0.70 | 0.02 | 0.71 | 0.03 | 0.64 | 0.03 | 0.59 | 0.02 |
| 4799 | 8 | 0.64 | 0.02 | 0.68 | 0.03 | 0.58 | 0.02 | 0.49 | 0.02 |


| 4899 | 8 | 0.63 | 0.02 | 0.63 | 0.02 | 0.53 | 0.02 | 0.45 | 0.02 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 4999 | 8 | 0.67 | 0.02 | 0.57 | 0.02 | 0.45 | 0.02 | 0.32 | 0.02 |
| 5099 | 9 | 0.76 | 0.02 | 0.59 | 0.02 | 0.42 | 0.02 | 0.24 | 0.01 |
| 5199 | 9 | 0.94 | 0.03 | 0.68 | 0.03 | 0.43 | 0.02 | 0.19 | 0.01 |
| 5299 | 9 | 1.23 | 0.03 | 0.81 | 0.03 | 0.5 | 0.02 | 0.26 | 0.02 |
| 5399 | 9 | 1.62 | 0.04 | 1.15 | 0.03 | 0.6 | 0.03 | 0.36 | 0.02 |
| 5499 | 9 | 1.99 | 0.04 | 1.33 | 0.04 | 0.85 | 0.03 | 0.51 | 0.02 |
| 5599 | 10 | 2.22 | 0.04 | 1.51 | 0.04 | 1.10 | 0.03 | 0.75 | 0.03 |
| 5699 | 10 | 2.32 | 0.04 | 1.71 | 0.04 | 1.22 | 0.04 | 0.94 | 0.03 |
| 5799 | 10 | 2.26 | 0.04 | 1.82 | 0.04 | 1.40 | 0.04 | 1.04 | 0.03 |
| 5899 | 10 | 2.22 | 0.04 | 1.83 | 0.04 | 1.47 | 0.04 | 1.19 | 0.03 |
| 5999 | 10 | 2.31 | 0.04 | 1.90 | 0.04 | 1.65 | 0.04 | 1.25 | 0.03 |
| 6099 | 10 | 2.27 | 0.04 | 1.86 | 0.04 | 1.57 | 0.04 | 1.34 | 0.03 |
| 6199 | 11 | 2.09 | 0.04 | 1.87 | 0.04 | 1.55 | 0.04 | 1.35 | 0.03 |
| 6299 | 11 | 2.03 | 0.04 | 1.70 | 0.04 | 1.55 | 0.04 | 1.32 | 0.03 |
| 6399 | 11 | 1.96 | 0.04 | 1.74 | 0.04 | 1.53 | 0.04 | 1.24 | 0.03 |
| 6499 | 11 | 1.90 | 0.04 | 1.73 | 0.04 | 1.49 | 0.04 | 1.21 | 0.03 |
| 6599 | 11 | 1.89 | 0.04 | 1.58 | 0.04 | 1.48 | 0.04 | 1.13 | 0.03 |
| 6699 | 11 | 1.90 | 0.04 | 1.69 | 0.04 | 1.39 | 0.04 | 1.18 | 0.03 |
| 6799 | 12 | 1.88 | 0.04 | 1.70 | 0.04 | 1.41 | 0.04 | 1.18 | 0.03 |
| 6899 | 12 | 1.92 | 0.04 | 1.68 | 0.04 | 1.48 | 0.04 | 1.20 | 0.03 |
| 6999 | 12 | 1.85 | 0.04 | 1.76 | 0.04 | 1.48 | 0.04 | 1.30 | 0.03 |

## APPENDIX B

Table B1: Differential cross-section values of the proton elastic scattering on ${ }^{19} \mathrm{~F}$.

| $\begin{gathered} \mathrm{E}_{\mathrm{lab}} \\ (\mathrm{keV}) \end{gathered}$ | $\begin{aligned} & \delta \mathrm{E}_{\text {lab }} \\ & (\mathrm{keV}) \end{aligned}$ | $\sigma \pm \delta \sigma(\mathrm{mb} / \mathrm{sr}),{ }^{19} \mathbf{F}\left(\mathbf{p}, \mathbf{p}_{0}\right)$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $140^{\circ}$ |  | $150^{\circ}$ |  | $160^{\circ}$ |  | $170^{\circ}$ |  |
| 1498 | 3 | 103.7 | 2.4 | 95 | 4 | 86 | 4 | 82 | 3 |
| 1598 | 3 | 79.1 | 1.4 | 72 | 3 | 66.2 | 1.9 | 64.0 | 2.0 |
| 1650 | 3 |  |  |  |  | 55.9 | 2.2 | 51.4 | 2.1 |
| 1670 | 3 |  |  |  |  | 51.0 | 2.0 | 50.9 | 2.0 |
| 1690 | 3 |  |  |  |  | 49.0 | 2.0 | 51.5 | 2.1 |
| 1698 | 3 | 67.8 | 1.3 | 65.6 | 2.0 |  |  |  |  |
| 1700 | 3 |  |  |  |  | 50.6 | 2.0 | 52.5 | 2.1 |
| 1710 | 3 |  |  |  |  | 57.4 | 2.3 | 57.3 | 2.3 |
| 1730 | 3 |  |  |  |  | 68.4 | 2.7 | 69.6 | 2.8 |
| 1798 | 3 | 62.1 | 1.1 | 57.0 | 1.1 | 51.2 | 1.5 | 49.2 | 2.0 |
| 1848 | 3 | 46.4 | 1.0 | 44.0 | 2.0 | 39.3 | 1.1 | 38.8 | 1.5 |
| 1873 | 3 | 39.4 | 1.0 | 39.3 | 1.5 | 34.6 | 0.7 | 35.8 | 1.4 |
| 1898 | 3 | 31.3 | 0.9 | 32.2 | 0.9 | 29.5 | 0.7 | 29.8 | 1.4 |
| 1923 | 3 | 19.9 | 0.7 | 19.3 | 0.6 | 15.8 | 0.5 | 15.8 | 0.7 |
| 1948 | 3 | 45.1 | 1.2 | 38.8 | 0.9 | 31.2 | 0.5 | 29.2 | 0.7 |
| 1973 | 3 | 38.4 | 0.9 | 32.6 | 0.8 | 25.9 | 0.5 | 23.6 | 0.7 |
| 1998 | 3 | 33.0 | 0.9 | 25.0 | 0.5 | 23.5 | 0.5 | 21.3 | 0.7 |
| 2023 | 3 | 35.8 | 0.9 | 29.1 | 0.9 | 26.9 | 0.5 | 25.6 | 0.7 |
| 2048 | 3 | 41.3 | 0.9 | 37.6 | 0.9 | 31.8 | 0.5 | 30.9 | 0.7 |
| 2073 | 4 | 42.5 | 0.9 | 39.9 | 0.9 | 34.7 | 0.7 | 32.9 | 0.7 |
| 2098 | 4 | 41.4 | 0.9 | 39.7 | 0.9 | 33.8 | 0.7 | 32.7 | 0.7 |
| 2123 | 4 | 37.6 | 0.9 | 35.2 | 0.9 | 31.0 | 0.5 | 30.6 | 0.7 |
| 2148 | 4 | 33.3 | 0.9 | 31.4 | 0.9 | 27.4 | 0.5 | 26.3 | 0.7 |
| 2173 | 4 | 29.7 | 0.9 | 29.1 | 0.9 | 24.8 | 0.5 | 23.9 | 0.7 |
| 2198 | 4 | 25.8 | 0.7 | 25.5 | 0.9 | 22.6 | 0.5 | 22.1 | 0.7 |
| 2298 | 4 | 30.7 | 0.9 | 34.7 | 0.9 | 34.1 | 0.7 | 35.3 | 0.7 |
| 2398 | 4 | 45.1 | 1.2 | 43.9 | 0.9 | 38.1 | 0.7 | 36.5 | 0.7 |
| 2499 | 4 | 26.3 | 0.9 | 24.7 | 0.9 | 21.1 | 0.7 | 19.8 | 0.5 |
| 2599 | 4 | 31.8 | 0.9 | 28.9 | 0.9 | 24.0 | 0.7 | 22.1 | 0.4 |
| 2699 | 5 | 46.6 | 1.2 | 43.7 | 0.9 | 35.4 | 0.7 | 34.5 | 0.5 |
| 2799 | 5 | 46.4 | 1.2 | 36.0 | 0.9 | 30.4 | 0.7 | 26.2 | 0.5 |
| 2899 | 5 | 41.9 | 0.9 | 31.8 | 0.9 | 27.8 | 0.5 | 25.5 | 0.4 |
| 2999 | 5 | 37.3 | 0.9 | 33.4 | 0.9 | 27.2 | 0.7 | 24.7 | 0.4 |
| 3099 | 5 | 31.3 | 0.9 | 30.3 | 0.9 |  |  |  |  |
| 3199 | 5 | 18.9 | 0.7 | 17.8 | 1.2 |  |  |  |  |
| 3299 | 6 | 28.7 | 0.9 |  |  |  |  |  |  |
| 3599 | 6 |  |  |  |  | 25.0 | 0.9 |  |  |
| 3799 | 6 |  |  | 38.3 | 1.1 |  |  |  |  |
| 3899 | 7 | 50.4 | 0.8 |  |  |  |  |  |  |
| 3999 | 7 | 45.9 | 0.7 |  |  |  |  |  |  |
| 4099 | 7 | 25.5 | 0.5 |  |  |  |  |  |  |


| 4199 | 7 | 23.9 | 0.7 |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 4299 | 7 |  |  |  |  | 21.3 | 0.5 | 17.3 | 0.4 |
| 4399 | 7 |  |  |  |  | 21.3 | 0.3 | 19.6 | 0.4 |
| 4499 | 8 |  |  | 12.9 | 0.5 | 11.8 | 0.2 | 10.7 | 0.2 |
| 4599 | 8 |  |  | 19.1 | 0.5 | 14.4 | 0.2 | 12.0 | 0.2 |
| 4699 | 8 | 16.8 | 0.4 | 13.3 | 0.5 | 11.7 | 0.2 | 10.7 | 0.2 |
| 4799 | 8 | 21.1 | 0.4 | 15.8 | 0.5 | 10.6 | 0.2 | 6.6 | 0.2 |
| 4899 | 8 | 16.1 | 0.5 | 13.0 | 0.5 | 10.7 | 0.2 | 9.9 | 0.2 |
| 4999 | 8 | 22.2 | 0.4 | 20.8 | 0.5 | 19.7 | 0.2 | 19.2 | 0.3 |
| 5099 | 9 | 20.4 | 0.4 | 16.5 | 0.5 | 13.0 | 0.5 | 11.9 | 0.4 |
| 5199 | 9 | 19.3 | 0.4 | 16.8 | 0.5 | 12.9 | 0.5 | 10.7 | 0.4 |
| 5299 | 9 | 25.4 | 0.5 | 19.9 | 0.5 | 13.3 | 0.5 | 9.6 | 0.2 |
| 5399 | 9 | 24.3 | 0.5 | 18.1 | 0.5 | 11.5 | 0.5 | 5.8 | 0.2 |
| 5499 | 9 | 24.4 | 0.5 | 18.5 | 0.5 | 10.3 | 0.5 | 5.5 | 0.2 |
| 5599 | 10 | 20.2 | 0.4 | 15.0 | 0.5 | 8.3 | 0.5 | 4.0 | 0.2 |
| 5699 | 10 | 18.2 | 0.4 | 13.7 | 0.5 | 7.3 | 0.5 | 3.4 | 0.2 |
| 5799 | 10 | 14.0 | 0.4 | 10.3 | 0.5 | 5.9 | 0.5 | 2.9 | 0.2 |
| 5899 | 10 | 13.3 | 0.4 | 10.3 | 0.5 | 9.5 | 0.5 | 8.8 | 0.2 |
| 5999 | 10 | 18.1 | 0.4 | 17.8 | 0.5 | 17.8 | 0.5 | 18.3 | 0.2 |
| 6099 | 10 | 20.4 | 0.4 | 16.2 | 0.5 | 12.7 | 0.5 | 11.6 | 0.2 |
| 6199 | 11 | 18.1 | 0.4 | 13.6 | 0.5 | 9.4 | 0.5 |  |  |
| 6299 | 11 | 15.7 | 0.4 | 12.3 | 0.5 | 9.2 | 0.5 |  |  |
| 6399 | 11 | 14.2 | 0.3 | 13.0 | 0.5 |  |  |  |  |
| 6499 | 11 |  |  | 13.7 | 0.4 |  |  |  |  |

Table B2: Differential cross-section values of the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{0}\right)^{16} \mathrm{O}$ reaction.

| $\begin{gathered} \begin{array}{c} \mathrm{E}_{\mathrm{lab}} \\ (\mathrm{keV}) \end{array} \\ \hline 1498 \end{gathered}$ | $\begin{gathered} \begin{array}{c} \delta E_{\text {lab }} \\ (\mathrm{keV}) \end{array} \\ \hline 3 \end{gathered}$ | $\sigma \pm \delta \sigma(\mathrm{mb} / \mathrm{sr}),{ }^{19} \mathbf{F}\left(\mathbf{p}, \boldsymbol{\alpha}_{0}\right)$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $140^{\circ}$ |  | $150^{\circ}$ |  | $160^{\circ}$ |  | $170^{\circ}$ |  |
|  |  | 0.56 | 0.04 | 0.49 | 0.04 | 0.37 | 0.03 | 0.36 | 0.03 |
| 1598 | 3 | 1.08 | 0.05 | 1.33 | 0.09 | 1.49 | 0.10 | 1.57 | 0.08 |
| 1698 | 3 | 0.92 | 0.05 | 0.69 | 0.06 | 0.71 | 0.05 | 0.69 | 0.05 |
| 1798 | 3 | 2.97 | 0.11 | 3.76 | 0.13 | 4.03 | 0.15 | 4.26 | 0.10 |
| 1848 | 3 | 3.77 | 0.14 | 4.48 | 0.18 | 5.36 | 0.22 | 5.63 | 0.14 |
| 1873 | 3 | 3.15 | 0.13 | 4.12 | 0.17 | 4.11 | 0.20 | 4.76 | 0.13 |
| 1898 | 3 | 2.36 | 0.11 | 2.77 | 0.13 | 2.99 | 0.16 | 3.35 | 0.11 |
| 1923 | 3 | 1.89 | 0.10 | 2.06 | 0.08 | 2.21 | 0.13 | 2.26 | 0.08 |
| 1948 | 3 | 1.37 | 0.08 | 1.60 | 0.07 | 1.69 | 0.13 | 1.72 | 0.07 |
| 1973 | 3 | 1.11 | 0.08 | 1.07 | 0.05 | 0.98 | 0.07 | 1.15 | 0.07 |
| 1998 | 3 | 0.78 | 0.07 | 0.71 | 0.05 | 0.67 | 0.05 | 0.62 | 0.04 |
| 2023 | 3 | 0.66 | 0.06 | 0.68 | 0.05 | 0.51 | 0.05 | 0.53 | 0.04 |
| 2048 | 3 | 0.71 | 0.06 | 0.62 | 0.04 | 0.49 | 0.03 | 0.43 | 0.03 |
| 2073 | 4 | 0.54 | 0.06 | 0.54 | 0.04 | 0.46 | 0.03 | 0.40 | 0.03 |
| 2098 | 4 | 0.79 | 0.07 | 0.72 | 0.05 | 0.53 | 0.05 | 0.44 | 0.03 |
| 2123 | 4 | 1.11 | 0.08 | 0.73 | 0.05 | 0.48 | 0.03 | 0.32 | 0.03 |
| 2148 | 4 | 1.04 | 0.07 | 0.78 | 0.05 | 0.61 | 0.05 | 0.43 | 0.03 |
| 2173 | 4 | 0.97 | 0.07 | 0.99 | 0.05 | 0.9 | 0.05 | 0.83 | 0.05 |
| 2198 | 4 | 1.22 | 0.08 | 1.11 | 0.09 | 1.09 | 0.08 | 1.01 | 0.08 |


| 2298 | 4 | 3.91 | 0.14 | 4.69 | 0.17 | 5.06 | 0.2 | 5.10 | 0.19 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 2398 | 4 | 2.09 | 0.11 | 2.38 | 0.08 | 2.46 | 0.16 |  |  |
| 2499 | 4 | 2.67 | 0.12 | 3.20 | 0.15 |  |  |  |  |
| 2599 | 4 | 3.05 | 0.13 |  |  |  |  | 3.86 | 0.15 |
| 2699 | 5 | 2.05 | 0.12 |  |  | 2.29 | 0.13 | 2.42 | 0.12 |
| 2799 | 5 |  |  | 1.13 | 0.09 | 0.82 | 0.07 | 0.63 | 0.04 |
| 2899 | 5 |  |  | 1.56 | 0.10 | 1.50 | 0.07 | 1.58 | 0.07 |
| 2999 | 5 |  | 1.73 | 0.10 | 1.41 | 0.07 | 1.35 | 0.07 |  |
| 3099 | 5 | 2.26 | 0.11 | 2.82 | 0.14 | 2.94 | 0.10 | 3.15 | 0.10 |
| 3199 | 5 | 3.04 | 0.13 | 3.39 | 0.15 | 3.73 | 0.12 | 4.04 | 0.11 |
| 3299 | 6 | 2.46 | 0.12 | 3.20 | 0.15 | 3.94 | 0.12 | 4.71 | 0.12 |
| 3399 | 6 | 0.54 | 0.04 | 0.87 | 0.06 | 1.20 | 0.05 | 1.43 | 0.05 |
| 3499 | 6 | 1.09 | 0.05 | 0.88 | 0.05 |  |  | 0.41 | 0.02 |
| 3599 | 6 | 0.89 | 0.05 | 0.86 | 0.05 |  |  | 1.27 | 0.07 |
| 3699 | 6 | 1.13 | 0.05 |  |  |  |  | 2.28 | 0.08 |
| 3799 | 6 | 1.41 | 0.05 |  |  |  |  | 3.23 | 0.06 |
| 3899 | 7 | 1.47 | 0.05 |  |  |  |  | 4.25 | 0.10 |
| 3999 | 7 | 1.12 | 0.05 |  |  |  |  | 3.49 | 0.06 |
| 4099 | 7 | 0.61 | 0.03 |  |  |  |  | 3.07 | 0.08 |
| 4199 | 7 | 0.33 | 0.02 |  |  |  |  | 0.23 | 0.02 |
| 4299 | 7 | 0.78 | 0.03 |  |  |  |  |  |  |

Table B3: Differential cross-section values of the ${ }^{19} \mathrm{~F}\left(\mathrm{p}, \alpha_{1,2}\right){ }^{16} \mathrm{O}$ reaction.

| $\begin{gathered} \mathrm{E}_{\mathrm{lab}} \\ (\mathrm{keV}) \end{gathered}$ | $\begin{gathered} \delta \mathrm{E}_{\mathrm{lab}} \\ (\mathrm{keV}) \end{gathered}$ | $\sigma \pm \delta \sigma(\mathrm{mb} / \mathrm{sr}),{ }^{19} \mathbf{F}\left(\mathbf{p}, \boldsymbol{\alpha}_{1,2}\right)$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $140^{\circ}$ |  | $150^{\circ}$ |  | $160^{\circ}$ |  | $170^{\circ}$ |  |
| 1498 | 3 | 1.6 | 0.1 | 1.8 | 0.1 | 2.0 | 0.1 | 1.83 | 0.07 |
| 1598 | 3 | 2.8 | 0.1 | 2.8 | 0.1 | 2.8 | 0.1 | 2.79 | 0.11 |
| 1698 | 3 | 3.0 | 0.1 | 2.7 | 0.1 | 2.6 | 0.1 | 2.86 | 0.13 |
| 1798 | 3 | 1.9 | 0.1 | 2.1 | 0.1 | 2.3 | 0.1 | 2.25 | 0.07 |
| 1848 | 3 | 3.6 | 0.1 | 4.0 | 0.1 | 4.2 | 0.1 | 4.29 | 0.11 |
| 1873 | 3 | 3.5 | 0.1 | 3.7 | 0.1 | 4.5 | 0.1 | 4.49 | 0.12 |
| 1898 | 3 | 3.5 | 0.1 | 3.7 | 0.1 | 4.6 | 0.1 | 4.44 | 0.11 |
| 1923 | 3 | 4.5 | 0.1 | 4.6 | 0.1 | 4.8 | 0.1 | 4.92 | 0.12 |
| 1948 | 3 | 2.9 | 0.1 | 3.0 | 0.1 | 3.2 | 0.1 | 3.31 | 0.10 |
| 1973 | 3 | 2.0 | 0.1 | 2.0 | 0.1 | 1.7 | 0.1 | 1.91 | 0.07 |
| 1998 | 3 | 1.7 | 0.1 | 1.3 | 0.1 | 1.1 | 0.1 | 0.88 | 0.05 |
| 2023 | 3 | 2.0 | 0.1 | 1.3 | 0.1 | 0.8 | 0.1 | 0.47 | 0.04 |
| 2048 | 3 | 2.3 | 0.1 | 1.5 | 0.1 | 0.8 | 0.1 | 0.44 | 0.03 |
| 2073 | 4 | 2.1 | 0.1 | 1.4 | 0.1 | 0.8 | 0.1 | 0.46 | 0.04 |
| 2098 | 4 | 1.9 | 0.1 | 1.4 | 0.1 | 0.8 | 0.1 | 0.57 | 0.04 |
| 2123 | 4 | 2.1 | 0.1 | 1.5 | 0.1 | 1.1 | 0.1 | 0.88 | 0.05 |
| 2148 | 4 | 2.7 | 0.1 | 2.5 | 0.1 | 2.1 | 0.1 | 1.68 | 0.07 |
| 2173 | 4 | 3.0 | 0.1 | 2.8 | 0.1 | 2.6 | 0.1 | 2.22 | 0.08 |
| 2198 | 4 | 3.0 | 0.1 | 3.0 | 0.1 | 2.9 | 0.1 | 2.77 | 0.09 |
| 2298 | 4 | 4.5 | 0.1 | 4.5 | 0.1 | 3.6 | 0.1 | 3.66 | 0.10 |
| 2398 | 4 | 4.7 | 0.1 | 4.4 | 0.1 | 3.6 | 0.1 | 3.28 | 0.10 |


| 2499 | 4 | 10.7 | 0.2 | 10.5 | 0.2 | 10.2 | 0.2 | 9.94 | 0.17 |
| :--- | :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| 2599 | 4 | 8.6 | 0.2 | 9.2 | 0.2 | 8.7 | 0.2 | 8.50 | 0.16 |
| 2699 | 5 | 3.9 | 0.1 | 4.3 | 0.1 | 4.1 | 0.1 | 4.23 | 0.11 |
| 2799 | 5 | 5.1 | 0.1 | 4.9 | 0.1 | 4.6 | 0.1 | 4.47 | 0.11 |
| 2899 | 5 | 2.5 | 0.1 | 2.3 | 0.1 | 1.6 | 0.1 | 1.24 | 0.06 |
| 2999 | 5 | 3.0 | 0.1 | 2.9 | 0.1 | 2.9 | 0.1 | 3.13 | 0.09 |
| 3099 | 5 | 5.6 | 0.1 | 5.7 | 0.1 | 5.4 | 0.1 | 4.97 | 0.12 |
| 3199 | 5 | 4.5 | 0.1 | 4.8 | 0.1 | 4.6 | 0.1 | 4.41 | 0.11 |
| 3299 | 6 | 3.4 | 0.1 | 3.0 | 0.1 | 2.1 | 0.1 | 1.48 | 0.07 |
| 3399 | 6 | 2.4 | 0.1 | 2.4 | 0.1 | 2.2 | 0.1 | 2.38 | 0.07 |
| 3499 | 6 | 4.2 | 0.1 | 3.5 | 0.1 | 3.2 | 0.1 | 2.68 | 0.09 |
| 3599 | 6 | 2.8 | 0.1 | 2.6 | 0.1 | 2.6 | 0.1 |  |  |
| 3699 | 6 | 2.4 | 0.1 | 2.6 | 0.1 |  |  |  |  |
| 3799 | 6 | 3.0 | 0.1 |  |  |  |  |  |  |
| 3899 | 7 | 3.7 | 0.1 |  |  |  |  |  |  |

## APPENDIX C

Table C1: Differential cross-section values of the proton elastic scattering on ${ }^{\text {nat }} \mathrm{Mg}$ at $55^{\circ}-125^{\circ}$.

| $\begin{gathered} \mathrm{E}_{\mathrm{lab}} \\ (\mathrm{keV}) \end{gathered}$ | $\begin{aligned} & \delta \mathrm{E}_{\text {lab }} \\ & (\mathrm{keV}) \end{aligned}$ | $\sigma \pm \delta \sigma(\mathrm{mb} / \mathrm{sr}),{ }^{\text {nat }} \mathbf{M g}\left(\mathbf{d}, \mathbf{d}_{0}\right)$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $55^{\circ}$ |  | $70^{\circ}$ |  | $90^{\circ}$ |  | $125^{\circ}$ |  |
| 1663 | 6 | 1540 | 80 | 610 | 30 | 249 | 12 | 98 | 5 |
| 1668 | 6 | 1510 | 80 | 600 | 30 | 248 | 12 | 96 | 5 |
| 1673 | 6 | 1460 | 70 | 600 | 30 | 244 | 12 | 96 | 5 |
| 1678 | 6 | 1520 | 80 | 600 | 30 | 247 | 12 | 95 | 5 |
| 1683 | 6 | 1490 | 70 | 600 | 30 | 244 | 12 | 96 | 5 |
| 1688 | 6 | 1460 | 70 | 600 | 30 | 245 | 12 | 96 | 5 |
| 1693 | 6 | 1500 | 80 | 588 | 29 | 242 | 12 | 96 | 5 |
| 1698 | 6 | 1470 | 70 | 589 | 29 | 241 | 12 | 95 | 5 |
| 1703 | 6 | 1430 | 70 | 581 | 29 | 238 | 12 | 96 | 5 |
| 1708 | 6 | 1460 | 70 | 580 | 29 | 237 | 12 | 95 | 5 |
| 1713 | 6 | 1440 | 70 | 575 | 29 | 235 | 12 | 95 | 5 |
| 1718 | 6 | 1400 | 70 | 566 | 28 | 236 | 12 | 94 | 5 |
| 1723 | 6 | 1420 | 70 | 564 | 28 | 232 | 12 | 93 | 5 |
| 1728 | 6 | 1400 | 70 | 558 | 28 | 231 | 12 | 93 | 5 |
| 1733 | 6 | 1360 | 70 | 560 | 28 | 231 | 12 | 90 | 5 |
| 1738 | 6 | 1390 | 70 | 557 | 28 | 228 | 11 | 89 | 4 |
| 1743 | 6 | 1370 | 70 | 549 | 27 | 226 | 11 | 88 | 4 |
| 1748 | 6 | 1400 | 70 | 551 | 28 | 224 | 11 | 86 | 4 |
| 1753 | 6 | 1370 | 70 | 545 | 27 | 222 | 11 | 85 | 4 |
| 1758 | 6 | 1330 | 70 | 545 | 27 | 220 | 11 | 85 | 4 |
| 1763 | 6 | 1350 | 70 | 535 | 27 | 216 | 11 | 85 | 4 |
| 1768 | 6 | 1330 | 70 | 528 | 26 | 216 | 11 | 84 | 4 |
| 1773 | 6 | 1300 | 70 | 531 | 27 | 214 | 11 | 82 | 4 |
| 1778 | 6 | 1330 | 70 | 525 | 26 | 213 | 11 | 82 | 4 |
| 1783 | 6 | 1300 | 70 | 521 | 26 | 213 | 11 | 83 | 4 |
| 1785 | 6 | 1290 | 70 | 518 | 26 | 211 | 11 | 82 | 4 |
| 1787 | 6 | 1270 | 60 | 511 | 26 | 209 | 10 | 81 | 4 |
| 1789 | 6 | 1270 | 60 | 517 | 26 | 210 | 11 | 81 |  |
| 1791 | 6 | 1260 | 60 | 517 | 26 | 210 | 11 | 80 | 4 |
| 1793 | 6 | 1310 | 70 | 512 | 26 | 208 | 10 | 80 |  |
| 1795 | 6 | 1300 | 70 | 510 | 26 | 207 | 10 | 81 | 4 |
| 1797 | 6 | 1280 | 60 | 511 | 26 | 207 | 10 | 80 | 4 |
| 1799 | 6 | 1270 | 60 | 506 | 25 | 206 | 10 | 79 |  |
| 1801 | 6 | 1270 | 60 | 512 | 26 | 206 | 10 | 79 | 4 |
| 1803 | 6 | 1260 | 60 | 509 | 25 | 205 | 10 | 78 | 4 |
| 1808 | 6 | 1280 | 60 | 508 | 25 | 204 | 10 | 79 | 4 |
| 1813 | 6 | 1260 | 60 | 509 | 25 | 202 | 10 | 78 |  |
| 1818 | 6 | 1270 | 60 | 502 | 25 | 200 | 10 | 78 | 4 |
| 1823 | 6 | 1280 | 60 | 497 | 25 | 197 | 10 | 77 | 4 |
| 1828 | 6 | 1250 | 60 | 494 | 25 | 195 | 10 | 77 | 4 |
| 1834 | 6 | 1230 | 60 | 489 | 24 | 194 | 10 | 77 | 4 |
| 1839 | 6 | 1260 | 60 | 481 | 24 | 191 | 10 | 76 | 4 |


| 1844 | 6 | 1220 | 60 | 479 | 24 | 187 | 9 | 77 | 4 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1849 | 6 | 1190 | 60 | 473 | 24 | 186 | 9 | 77 | 4 |
| 1854 | 6 | 1210 | 60 | 463 | 23 | 184 | 9 | 77 | 4 |
| 1859 | 6 | 1190 | 60 | 459 | 23 | 181 | 9 | 78 | 4 |
| 1864 | 6 | 1150 | 60 | 452 | 23 | 182 | 9 | 79 | 4 |
| 1869 | 6 | 1170 | 60 | 450 | 23 | 182 | 9 | 79 | 4 |
| 1874 | 6 | 1150 | 60 | 448 | 22 | 181 | 9 | 81 | 4 |
| 1879 | 6 | 1170 | 60 | 440 | 22 | 181 | 9 | 83 | 4 |
| 1884 | 6 | 1150 | 60 | 441 | 22 | 183 | 9 | 84 | 4 |
| 1889 | 6 | 1120 | 60 | 443 | 22 | 184 | 9 | 84 | 4 |
| 1894 | 6 | 1140 | 60 | 437 | 22 | 185 | 9 | 85 | 4 |
| 1899 | 6 | 1110 | 60 | 442 | 22 | 184 | 9 | 84 | 4 |
| 1904 | 6 | 1100 | 60 | 439 | 22 | 185 | 9 | 85 | 4 |
| 1909 | 6 | 1120 | 60 | 442 | 22 | 186 | 9 | 84 | 4 |
| 1914 | 6 | 1100 | 60 | 437 | 22 | 184 | 9 | 83 | 4 |
| 1919 | 6 | 1090 | 50 | 436 | 22 | 183 | 9 | 83 | 4 |
| 1924 | 6 | 1120 | 60 | 438 | 22 | 184 | 9 | 82 | 4 |
| 1929 | 6 | 1100 | 60 | 436 | 22 | 183 | 9 | 81 | 4 |
| 1934 | 6 | 1120 | 60 | 429 | 21 | 181 | 9 | 80 | 4 |
| 1939 | 6 | 1100 | 60 | 433 | 22 | 180 | 9 | 80 | 4 |
| 1944 | 6 | 1090 | 50 | 427 | 21 | 178 | 9 | 80 | 4 |
| 1949 | 6 | 1060 | 50 | 426 | 21 | 177 | 9 | 79 | 4 |
| 1954 | 6 | 1070 | 50 | 418 | 21 | 175 | 9 | 78 | 4 |
| 1959 | 6 | 1050 | 50 | 416 | 21 | 175 | 9 | 78 | 4 |
| 1964 | 6 | 1060 | 50 | 415 | 21 | 174 | 9 | 79 | 4 |
| 1969 | 6 | 1050 | 50 | 411 | 21 | 174 | 9 | 78 | 4 |
| 1974 | 6 | 1030 | 50 | 412 | 21 | 172 | 9 | 78 | 4 |
| 1979 | 6 | 1050 | 50 | 412 | 21 | 172 | 9 | 77 | 4 |
| 1984 | 6 | 1030 | 50 | 405 | 20 | 171 | 9 | 77 | 4 |

Table C2:Differential cross-section values of the proton elastic scattering on ${ }^{\text {nat }} \mathrm{Mg}$ at $140^{\circ}-170^{\circ}$

| $\begin{gathered} \mathrm{E}_{\mathrm{lab}} \\ (\mathrm{keV}) \end{gathered}$ | $\begin{aligned} & \delta \mathrm{E}_{\text {lab }} \\ & (\mathrm{keV}) \end{aligned}$ | $\sigma \pm \delta \sigma(\mathrm{mb} / \mathrm{sr}),{ }^{\mathbf{n a t}} \mathbf{M g}\left(\mathbf{d}, \mathbf{d}_{0}\right)$ |  |  |  | $\begin{gathered} \mathrm{E}_{\mathrm{lab}} \\ (\mathrm{keV}) \end{gathered}$ | $\delta \mathrm{E}_{\text {lab }}$ <br> (keV) | $\sigma \pm \delta \sigma(\mathrm{mb} / \mathrm{sr}),{ }^{\text {nat }} \mathbf{M g}\left(\mathbf{d}, \mathbf{d}_{\mathbf{0}}\right)$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $140^{\circ}$ |  | $150^{\circ}$ |  |  |  | $150^{\circ}$ |  | $170^{\circ}$ |  |
| 1300 | 1 |  |  | 123 | 6 | 1663 | 6 | 68 | 4 | 60 | 3 |
| 1350 | 1 |  |  | 113 | 6 | 1668 | 6 | 68 | 4 | 60 | 3 |
| 1400 | 1 |  |  | 105 | 5 | 1673 | 6 | 69 | 4 | 60 | 3 |
| 1450 | 1 |  |  | 94 | 5 | 1678 | 6 | 68 | 4 | 61 | 3 |
| 1500 | 2 | 101 | 5 | 88 | 4 | 1683 | 6 | 68 | 4 | 60 | 3 |
| 1550 | 2 | 92 | 5 | 81 | 4 | 1688 | 6 | 69 | 4 | 61 | 3 |
| 1600 | 2 | 84 | 4 | 73 | 4 | 1693 | 6 | 69 | 4 | 62 | 3 |
| 1625 | 2 | 81 | 4 | 74 | 4 | 1698 | 6 | 71 | 4 | 64 | 3 |
| 1650 | 2 | 78 | 4 | 70 | 4 | 1703 | 6 | 71 | 4 | 63 | 3 |
| 1675 | 2 | 73 | 4 | 65 | 3 | 1708 | 6 | 69 | 4 | 63 | 3 |
| 1700 | 2 | 75 | 4 | 68 | 3 | 1713 | 6 | 70 | 4 | 63 | 3 |
| 1725 | 2 | 76 | 4 | 68 | 3 | 1718 | 6 | 68 | 4 | 61 | 3 |


| 1750 | 2 | 69 | 3 | 62 | 3 | 1723 | 6 | 67 | 4 | 60 | 3 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1775 | 2 | 67 | 3 | 60 | 3 | 1728 | 6 | 66 | 3 | 59 | 3 |
| 1790 | 2 | 66 | 3 | 59 | 3 | 1733 | 6 | 65 | 3 | 57 | 3 |
| 1800 | 2 | 64 | 3 | 57 | 3 | 1738 | 6 | 63 | 3 | 56 | 3 |
| 1810 | 2 | 65 | 3 | 57 | 3 | 1743 | 6 | 63 | 3 | 56 | 3 |
| 1825 | 2 | 63 | 3 | 58 | 3 | 1748 | 6 | 63 | 3 | 55 | 3 |
| 1850 | 2 | 64 | 3 | 59 | 3 | 1753 | 6 | 62 | 3 | 55 | 3 |
| 1875 | 2 | 70 | 3 | 65 | 3 | 1758 | 6 | 61 | 3 | 54 | 3 |
| 1885 | 2 | 73 | 4 | 68 | 3 | 1763 | 6 | 61 | 3 | 54 | 3 |
| 1900 | 2 | 73 | 4 | 68 | 3 | 1768 | 6 | 61 | 3 | 53 | 3 |
| 1910 | 2 | 73 | 4 | 67 | 3 | 1773 | 6 | 61 | 3 | 54 | 3 |
| 1925 | 2 | 70 | 3 | 65 | 3 | 1778 | 6 | 60 | 3 | 53 | 3 |
| 1950 | 2 | 67 | 3 | 62 | 3 | 1783 | 6 | 60 | 3 | 52 | 3 |
| 1975 | 2 | 67 | 3 | 62 | 3 | 1785 | 6 | 60 | 3 | 53 | 3 |
| 2000 | 2 | 62 | 3 | 56 | 3 | 1787 | 6 | 59 | 3 | 53 | 3 |
| 2025 | 2 | 57 | 3 | 53 | 3 | 1789 | 6 | 59 | 3 | 52 | 3 |
| 2050 | 2 | 56 | 3 | 51 | 3 | 1791 | 6 | 59 | 3 | 52 | 3 |
|  |  |  |  |  |  | 1793 | 6 | 59 | 3 | 52 | 3 |
|  |  |  |  |  |  | 1795 | 6 | 60 | 3 | 53 | 3 |
|  |  |  |  |  |  | 1797 | 6 | 59 | 3 | 52 | 3 |
|  |  |  |  |  |  | 1799 | 6 | 59 | 3 | 52 | 3 |
|  |  |  |  |  |  | 1801 | 6 | 59 | 3 | 53 | 3 |
|  |  |  |  |  |  |  |  |  |  | 1803 | 6 |
| 58 | 58 | 3 | 52 | 3 |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  | 1913 | 6 | 58 | 3 |


|  |  |  |  |  |  | 1944 | 6 | 63 | 3 | 59 | 3 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  |  |  |  | 1949 | 6 | 63 | 3 | 59 | 3 |
|  |  |  |  |  |  | 1954 | 6 | 63 | 3 | 59 | 3 |
|  |  |  |  |  |  | 1959 | 6 | 62 | 3 | 58 | 3 |
|  |  |  |  |  |  | 1964 | 6 | 63 | 3 | 57 | 3 |
|  |  |  |  |  |  | 1969 | 6 | 62 | 3 | 57 | 3 |
|  |  |  |  |  |  | 1974 | 6 | 61 | 3 | 56 | 3 |
|  |  |  |  |  |  | 1979 | 6 | 61 | 3 | 56 | 3 |
|  |  |  |  |  | 1984 | 6 | 60 | 3 | 56 | 3 |  |

Table C3: Differential cross-section values of the ${ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{0}\right)^{25} \mathrm{Mg}$ reaction at $55^{\circ}-125^{\circ}$.

| $\begin{gathered} \mathrm{E}_{\mathrm{lab}} \\ (\mathrm{keV}) \end{gathered}$ | $\begin{gathered} \delta \mathrm{E}_{\text {lab }} \\ (\mathrm{keV}) \end{gathered}$ | $\sigma \pm \delta \sigma(\mathrm{mb} / \mathrm{sr}),{ }^{\mathbf{2 4}} \mathbf{M g}\left(\mathbf{d}, \mathbf{p}_{0}\right)$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $55^{\circ}$ |  | $70^{\circ}$ |  | $90^{\circ}$ |  | $125^{\circ}$ |  |
| 1663 | 6 | 0.72 | 0.05 | 0.48 | 0.04 | 0.40 | 0.03 | 0.34 | 0.04 |
| 1668 | 6 | 0.70 | 0.04 | 0.50 | 0.04 | 0.37 | 0.03 | 0.35 | 0.06 |
| 1673 | 6 | 0.72 | 0.04 | 0.48 | 0.04 | 0.39 | 0.04 | 0.39 | 0.05 |
| 1678 | 6 | 0.74 | 0.05 | 0.46 | 0.03 | 0.36 | 0.05 | 0.45 | 0.05 |
| 1683 | 6 | 0.65 | 0.04 | 0.50 | 0.04 | 0.41 | 0.04 | 0.44 | 0.05 |
| 1688 | 6 | 0.66 | 0.04 | 0.44 | 0.03 | 0.46 | 0.04 | 0.48 | 0.05 |
| 1693 | 6 | 0.72 | 0.04 | 0.48 | 0.04 | 0.47 | 0.04 | 0.51 | 0.06 |
| 1698 | 6 | 0.73 | 0.05 | 0.53 | 0.04 | 0.55 | 0.04 | 0.56 | 0.05 |
| 1703 | 6 | 0.67 | 0.04 | 0.59 | 0.04 | 0.53 | 0.04 | 0.57 | 0.05 |
| 1708 | 6 | 0.79 | 0.05 | 0.62 | 0.04 | 0.60 | 0.04 | 0.64 | 0.07 |
| 1713 | 6 | 0.82 | 0.05 | 0.67 | 0.05 | 0.60 | 0.04 | 0.61 | 0.07 |
| 1718 | 6 | 0.78 | 0.05 | 0.74 | 0.05 | 0.62 | 0.04 | 0.69 | 0.07 |
| 1723 | 6 | 0.82 | 0.05 | 0.79 | 0.05 | 0.65 | 0.04 | 0.59 | 0.05 |
| 1728 | 6 | 0.91 | 0.05 | 0.90 | 0.06 | 0.66 | 0.04 | 0.61 | 0.05 |
| 1733 | 6 | 0.90 | 0.05 | 0.88 | 0.06 | 0.70 | 0.05 | 0.62 | 0.06 |
| 1738 | 6 | 1.01 | 0.06 | 0.87 | 0.06 | 0.83 | 0.06 | 0.67 | 0.06 |
| 1743 | 6 | 1.00 | 0.06 | 0.90 | 0.06 | 0.83 | 0.06 | 0.66 | 0.06 |
| 1748 | 6 | 1.11 | 0.06 | 1.03 | 0.06 | 0.88 | 0.06 | 0.74 | 0.08 |
| 1753 | 6 | 1.11 | 0.06 | 1.11 | 0.07 | 0.97 | 0.06 | 0.73 | 0.07 |
| 1758 | 6 | 1.11 | 0.06 | 1.17 | 0.07 | 0.99 | 0.06 | 0.77 | 0.06 |
| 1763 | 6 | 1.22 | 0.07 | 1.20 | 0.07 | 1.19 | 0.08 | 0.84 | 0.06 |
| 1768 | 6 | 1.19 | 0.07 | 1.27 | 0.08 | 1.18 | 0.08 | 0.88 | 0.08 |
| 1773 | 6 | 1.43 | 0.08 | 1.40 | 0.08 | 1.27 | 0.08 | 1.00 | 0.10 |
| 1778 | 6 | 1.55 | 0.09 | 1.54 | 0.09 | 1.32 | 0.08 | 0.90 | 0.09 |
| 1783 | 6 | 1.60 | 0.09 | 1.60 | 0.09 | 1.44 | 0.09 | 0.96 | 0.09 |
| 1785 | 6 | 1.74 | 0.10 | 1.69 | 0.10 | 1.51 | 0.09 | 0.94 | 0.09 |
| 1787 | 6 | 1.60 | 0.09 | 1.73 | 0.10 | 1.49 | 0.09 | 1.05 | 0.09 |
| 1789 | 6 | 1.66 | 0.09 | 1.74 | 0.10 | 1.54 | 0.10 | 0.96 | 0.09 |
| 1791 | 6 | 1.69 | 0.09 | 1.75 | 0.10 | 1.54 | 0.09 | 0.96 | 0.09 |
| 1793 | 6 | 1.82 | 0.10 | 1.86 | 0.11 | 1.57 | 0.09 | 1.01 | 0.10 |
| 1795 | 6 | 1.89 | 0.10 | 1.90 | 0.11 | 1.64 | 0.10 | 1.06 | 0.10 |
| 1797 | 6 | 1.89 | 0.10 | 1.93 | 0.11 | 1.66 | 0.10 | 1.01 | 0.09 |
| 1799 | 6 | 1.86 | 0.10 | 1.93 | 0.11 | 1.74 | 0.11 | 1.03 | 0.09 |
| 1801 | 6 | 1.94 | 0.11 | 2.05 | 0.12 | 1.78 | 0.11 | 1.06 | 0.08 |


| 1803 | 6 | 1.96 | 0.11 | 1.98 | 0.11 | 1.75 | 0.11 | 1.07 | 0.08 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1808 | 6 | 2.12 | 0.12 | 2.17 | 0.12 | 1.88 | 0.11 | 1.16 | 0.08 |
| 1813 | 6 | 2.12 | 0.12 | 2.23 | 0.13 | 1.82 | 0.11 | 1.16 | 0.10 |
| 1818 | 6 | 2.17 | 0.12 | 2.22 | 0.12 | 1.88 | 0.14 | 1.22 | 0.09 |
| 1823 | 6 | 2.32 | 0.13 | 2.12 | 0.12 | 1.84 | 0.11 | 1.12 | 0.09 |
| 1828 | 6 | 2.32 | 0.13 | 2.12 | 0.13 | 1.86 | 0.11 | 1.10 | 0.08 |
| 1834 | 6 | 2.29 | 0.12 | 2.21 | 0.12 | 1.82 | 0.14 | 1.10 | 0.08 |
| 1839 | 6 | 2.28 | 0.12 | 2.27 | 0.13 | 1.75 | 0.11 | 1.16 | 0.08 |
| 1844 | 6 | 2.36 | 0.13 | 2.08 | 0.13 | 1.80 | 0.11 | 1.11 | 0.08 |
| 1849 | 6 | 2.39 | 0.13 | 2.31 | 0.13 | 1.78 | 0.11 | 1.08 | 0.08 |
| 1854 | 6 | 2.41 | 0.14 | 2.23 | 0.14 | 1.75 | 0.12 | 1.15 | 0.08 |
| 1859 | 6 | 2.38 | 0.14 | 2.14 | 0.12 | 1.72 | 0.11 | 1.06 | 0.10 |
| 1864 | 6 | 2.50 | 0.14 | 2.17 | 0.12 | 1.78 | 0.12 | 1.12 | 0.12 |
| 1869 | 6 | 2.36 | 0.13 | 2.15 | 0.13 | 1.90 | 0.12 | 1.15 | 0.10 |
| 1874 | 6 | 2.33 | 0.13 | 2.07 | 0.12 | 1.84 | 0.12 | 1.21 | 0.09 |
| 1879 | 6 | 2.52 | 0.14 | 2.08 | 0.12 | 1.68 | 0.11 | 1.20 | 0.09 |
| 1884 | 6 | 2.28 | 0.13 | 1.99 | 0.12 | 1.61 | 0.11 | 1.21 | 0.10 |
| 1889 | 6 | 2.22 | 0.13 | 2.05 | 0.12 | 1.62 | 0.11 | 1.23 | 0.10 |
| 1894 | 6 | 2.17 | 0.13 | 1.93 | 0.11 | 1.59 | 0.10 | 1.19 | 0.08 |
| 1899 | 6 | 1.95 | 0.11 | 1.96 | 0.12 | 1.47 | 0.09 | 1.15 | 0.10 |
| 1904 | 6 | 2.00 | 0.11 | 1.81 | 0.11 | 1.61 | 0.11 | 1.13 | 0.08 |
| 1909 | 6 | 1.86 | 0.10 | 1.75 | 0.10 | 1.43 | 0.10 | 1.14 | 0.08 |
| 1914 | 6 | 1.77 | 0.10 | 1.62 | 0.10 | 1.35 | 0.10 | 1.21 | 0.09 |
| 1919 | 6 | 1.68 | 0.10 | 1.61 | 0.10 | 1.35 | 0.09 | 1.19 | 0.09 |
| 1924 | 6 | 1.85 | 0.10 | 1.63 | 0.10 | 1.28 | 0.10 | 1.17 | 0.08 |
| 1929 | 6 | 1.64 | 0.09 | 1.45 | 0.10 | 1.28 | 0.14 | 1.11 | 0.09 |
| 1934 | 6 | 1.77 | 0.10 | 1.36 | 0.09 | 1.25 | 0.09 | 0.99 | 0.09 |
| 1939 | 6 | 1.72 | 0.10 | 1.49 | 0.09 | 1.14 | 0.10 | 1.03 | 0.09 |
| 1944 | 6 | 1.81 | 0.10 | 1.48 | 0.09 | 1.12 | 0.08 | 1.04 | 0.09 |
| 1949 | 6 | 1.72 | 0.10 | 1.33 | 0.08 | 1.10 | 0.08 | 1.02 | 0.09 |
| 1954 | 6 | 1.72 | 0.10 | 1.42 | 0.09 | 1.11 | 0.09 | 1.10 | 0.10 |
| 1959 | 6 | 1.71 | 0.09 | 1.49 | 0.09 | 1.12 | 0.08 | 1.09 | 0.08 |
| 1964 | 6 | 1.73 | 0.10 | 1.35 | 0.08 | 1.10 | 0.08 | 0.99 | 0.11 |
| 1969 | 6 | 1.57 | 0.09 | 1.30 | 0.08 | 1.06 | 0.08 | 1.08 | 0.09 |
| 1974 | 6 | 1.51 | 0.08 | 1.30 | 0.08 | 1.03 | 0.08 | 1.14 | 0.11 |
| 1979 | 6 | 1.53 | 0.08 | 1.21 | 0.07 | 1.06 | 0.08 | 1.09 | 0.11 |
| 1984 | 6 | 1.44 | 0.09 | 1.30 | 0.07 | 0.98 | 0.07 | 1.06 | 0.10 |
|  |  |  |  |  |  |  | 0 | 0 |  |

Table C4: Differential cross-section values of the ${ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{1}\right)^{25} \mathrm{Mg}$ reaction at $55^{\circ}-125^{\circ}$.

| $\begin{gathered} \mathrm{E}_{\mathrm{lab}} \\ (\mathrm{keV}) \end{gathered}$ | $\begin{aligned} & \delta \mathrm{E}_{\mathrm{lab}} \\ & (\mathrm{keV}) \end{aligned}$ | $\sigma \pm \delta \sigma(\mathrm{mb} / \mathrm{sr}),{ }^{24} \mathbf{M g}\left(\mathbf{d}, \mathbf{p}_{\mathbf{1}}\right)$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $55^{\circ}$ |  | $70^{\circ}$ |  | $90^{\circ}$ |  | $125^{\circ}$ |  |
| 1663 | 6 | 0.69 | 0.04 | 1.15 | 0.07 | 1.49 | 0.09 | 1.08 | 0.10 |
| 1668 | 6 | 0.73 | 0.05 | 1.09 | 0.07 | 1.50 | 0.09 | 1.18 | 0.09 |
| 1673 | 6 | 0.65 | 0.04 | 1.16 | 0.07 | 1.55 | 0.13 | 1.21 | 0.09 |
| 1678 | 6 | 0.69 | 0.04 | 1.18 | 0.07 | 1.50 | 0.09 | 1.25 | 0.09 |
| 1683 | 6 | 0.65 | 0.04 | 1.19 | 0.08 | 1.54 | 0.09 | 1.26 | 0.09 |
| 1688 | 6 | 0.65 | 0.04 | 1.18 | 0.07 | 1.52 | 0.09 | 1.19 | 0.08 |


| 1693 | 6 | 0.75 | 0.05 | 1.32 | 0.08 | 1.64 | 0.09 | 1.20 | 0.09 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1698 | 6 | 0.87 | 0.05 | 1.32 | 0.08 | 1.56 | 0.09 | 1.13 | 0.09 |
| 1703 | 6 | 0.85 | 0.05 | 1.37 | 0.08 | 1.58 | 0.09 | 1.15 | 0.09 |
| 1708 | 6 | 0.95 | 0.06 | 1.44 | 0.09 | 1.61 | 0.09 | 1.27 | 0.10 |
| 1713 | 6 | 1.04 | 0.06 | 1.47 | 0.09 | 1.57 | 0.09 | 1.44 | 0.09 |
| 1718 | 6 | 1.07 | 0.06 | 1.55 | 0.09 | 1.66 | 0.10 | 1.46 | 0.09 |
| 1723 | 6 | 1.09 | 0.06 | 1.56 | 0.09 | 1.79 | 0.10 | 1.54 | 0.10 |
| 1728 | 6 | 1.18 | 0.07 | 1.68 | 0.10 | 1.80 | 0.10 | 1.72 | 0.11 |
| 1733 | 6 | 1.26 | 0.07 | 1.83 | 0.10 | 1.85 | 0.11 | 1.77 | 0.12 |
| 1738 | 6 | 1.3 | 0.07 | 1.78 | 0.10 | 1.94 | 0.11 | 1.85 | 0.12 |
| 1743 | 6 | 1.29 | 0.07 | 1.76 | 0.10 | 2.09 | 0.12 | 2.03 | 0.12 |
| 1748 | 6 | 1.36 | 0.08 | 1.86 | 0.11 | 2.09 | 0.12 | 1.84 | 0.11 |
| 1753 | 6 | 1.45 | 0.08 | 1.9 | 0.11 | 2.14 | 0.12 | 1.98 | 0.12 |
| 1758 | 6 | 1.55 | 0.09 | 1.96 | 0.11 | 2.12 | 0.12 | 2.01 | 0.12 |
| 1763 | 6 | 1.59 | 0.09 | 1.98 | 0.12 | 2.18 | 0.12 | 2.15 | 0.13 |
| 1768 | 6 | 1.58 | 0.09 | 1.97 | 0.11 | 2.18 | 0.12 | 2.20 | 0.13 |
| 1773 | 6 | 1.65 | 0.09 | 2.00 | 0.11 | 2.01 | 0.11 | 2.48 | 0.14 |
| 1778 | 6 | 1.65 | 0.09 | 1.92 | 0.11 | 2.23 | 0.12 | 2.51 | 0.14 |
| 1783 | 6 | 1.56 | 0.09 | 1.80 | 0.10 | 2.17 | 0.12 | 2.68 | 0.15 |
| 1785 | 6 | 1.62 | 0.09 | 1.79 | 0.10 | 2.09 | 0.12 | 2.73 | 0.15 |
| 1787 | 6 | 1.56 | 0.09 | 1.70 | 0.10 | 2.08 | 0.11 | 2.77 | 0.16 |
| 1789 | 6 | 1.48 | 0.08 | 1.68 | 0.10 | 2.23 | 0.12 | 2.76 | 0.16 |
| 1791 | 6 | 1.44 | 0.08 | 1.75 | 0.10 | 2.10 | 0.12 | 2.74 | 0.15 |
| 1793 | 6 | 1.45 | 0.08 | 1.59 | 0.10 | 2.15 | 0.12 | 2.71 | 0.15 |
| 1795 | 6 | 1.41 | 0.08 | 1.51 | 0.09 | 2.02 | 0.11 | 2.77 | 0.16 |
| 1797 | 6 | 1.38 | 0.08 | 1.47 | 0.09 | 2.05 | 0.12 | 2.74 | 0.15 |
| 1799 | 6 | 1.35 | 0.08 | 1.41 | 0.09 | 2.04 | 0.12 | 2.75 | 0.15 |
| 1801 | 6 | 1.24 | 0.08 | 1.40 | 0.09 | 2.04 | 0.12 | 2.72 | 0.15 |
| 1803 | 6 | 1.09 | 0.06 | 1.39 | 0.08 | 1.95 | 0.11 | 2.84 | 0.17 |
| 1808 | 6 | 0.95 | 0.06 | 1.24 | 0.08 | 1.89 | 0.11 | 2.67 | 0.16 |
| 1813 | 6 | 0.87 | 0.06 | 1.09 | 0.08 | 1.94 | 0.11 | 2.47 | 0.14 |
| 1818 | 6 | 0.76 | 0.05 | 1.03 | 0.07 | 1.71 | 0.10 | 2.37 | 0.14 |
| 1823 | 6 | 0.77 | 0.05 | 1.06 | 0.07 | 1.72 | 0.10 | 2.03 | 0.12 |
| 1828 | 6 | 0.67 | 0.05 | 1.00 | 0.06 | 1.64 | 0.10 | 1.99 | 0.13 |
| 1834 | 6 | 0.57 | 0.04 | 1.10 | 0.08 | 1.56 | 0.09 | 1.88 | 0.13 |
| 1839 | 6 | 0.74 | 0.05 | 1.17 | 0.08 | 1.61 | 0.13 | 1.70 | 0.11 |
| 1844 | 6 | 0.8 | 0.06 | 1.17 | 0.07 | 1.38 | 0.11 | 1.48 | 0.10 |
| 1849 | 6 | 0.84 | 0.06 | 1.27 | 0.08 | 1.50 | 0.12 | 1.37 | 0.12 |
| 1854 | 6 | 0.96 | 0.06 | 1.27 | 0.09 | 1.50 | 0.12 | 1.45 | 0.14 |
| 1859 | 6 | 1.01 | 0.06 | 1.39 | 0.08 | 1.51 | 0.11 | 1.38 | 0.13 |
| 1864 | 6 | 0.98 | 0.06 | 1.33 | 0.08 | 1.49 | 0.10 | 1.35 | 0.11 |
| 1869 | 6 | 0.98 | 0.06 | 1.36 | 0.08 | 1.56 | 0.12 | 1.45 | 0.12 |
| 1874 | 6 | 1.00 | 0.06 | 1.37 | 0.08 | 1.72 | 0.12 | 1.49 | 0.13 |
| 1879 | 6 | 1.02 | 0.06 | 1.40 | 0.09 | 1.73 | 0.12 | 1.61 | 0.13 |
| 1884 | 6 | 1.01 | 0.06 | 1.34 | 0.08 | 1.84 | 0.13 | 1.71 | 0.13 |
| 1889 | 6 | 1.07 | 0.07 | 1.61 | 0.10 | 1.91 | 0.13 | 1.95 | 0.12 |
| 1894 | 6 | 1.20 | 0.08 | 1.69 | 0.10 | 1.98 | 0.13 | 1.88 | 0.12 |
| 1899 | 6 | 1.33 | 0.08 | 1.88 | 0.11 | 1.98 | 0.13 | 1.93 | 0.13 |
| 1904 | 6 | 1.30 | 0.08 | 1.82 | 0.11 | 2.18 | 0.14 | 1.86 | 0.13 |
| 1909 | 6 | 1.39 | 0.08 | 1.79 | 0.11 | 2.01 | 0.13 | 1.79 | 0.12 |
| 1914 | 6 | 1.38 | 0.08 | 1.62 | 0.11 | 1.89 | 0.12 | 1.66 | 0.11 |


| 1919 | 6 | 1.19 | 0.07 | 1.49 | 0.09 | 1.78 | 0.11 | 1.54 | 0.12 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1924 | 6 | 1.37 | 0.08 | 1.47 | 0.09 | 1.61 | 0.11 | 1.42 | 0.10 |
| 1929 | 6 | 1.22 | 0.07 | 1.32 | 0.09 | 1.37 | 0.14 | 1.36 | 0.11 |
| 1934 | 6 | 1.15 | 0.07 | 1.25 | 0.09 | 1.37 | 0.11 | 1.08 | 0.09 |
| 1939 | 6 | 1.17 | 0.07 | 1.23 | 0.09 | 1.34 | 0.11 | 1.00 | 0.09 |
| 1944 | 6 | 1.08 | 0.07 | 1.13 | 0.07 | 1.17 | 0.09 | 0.92 | 0.09 |
| 1949 | 6 | 1.06 | 0.07 | 1.17 | 0.07 | 1.15 | 0.09 | 0.84 | 0.07 |
| 1954 | 6 | 1.15 | 0.07 | 1.22 | 0.08 | 1.11 | 0.08 | 0.67 | 0.07 |
| 1959 | 6 | 1.12 | 0.07 | 1.12 | 0.07 | 1.04 | 0.07 | 0.62 | 0.06 |
| 1964 | 6 | 1.08 | 0.06 | 1.26 | 0.08 | 1.11 | 0.08 | 0.58 | 0.08 |
| 1969 | 6 | 1.13 | 0.07 | 1.22 | 0.08 | 1.00 | 0.07 | 0.50 | 0.07 |
| 1974 | 6 | 1.12 | 0.06 | 1.13 | 0.07 | 0.92 | 0.07 | 0.42 | 0.06 |
| 1979 | 6 | 1.12 | 0.06 | 1.08 | 0.06 | 0.90 | 0.07 | 0.40 | 0.05 |
| 1984 | 6 | 1.08 | 0.06 | 1.07 | 0.07 | 0.93 | 0.07 | 0.34 | 0.05 |

Table C5: Differential cross-section values of the ${ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{2}\right)^{25} \mathrm{Mg}$ reaction at $55^{\circ}-125^{\circ}$.

| $\begin{gathered} \mathrm{E}_{\mathrm{lab}} \\ (\mathrm{keV}) \end{gathered}$ | $\begin{gathered} \delta \mathrm{E}_{\text {lab }} \\ (\mathrm{keV}) \end{gathered}$ | $\sigma \pm \delta \sigma(\mathrm{mb} / \mathrm{sr}),{ }^{\mathbf{2 4}} \mathbf{M g}\left(\mathbf{d}, \mathbf{p}_{2}\right)$ |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $55^{\circ}$ |  | $70^{\circ}$ |  | $90^{\circ}$ |  | $125^{\circ}$ |  |
| 1663 | 6 | 1.19 | 0.08 | 1.26 | 0.08 | 1.35 | 0.08 | 1.16 | 0.11 |
| 1668 | 6 | 1.15 | 0.08 | 1.26 | 0.08 | 1.37 | 0.08 | 1.17 | 0.13 |
| 1673 | 6 | 1.24 | 0.09 | 1.15 | 0.09 | 1.34 | 0.08 | 1.19 | 0.19 |
| 1678 | 6 | 1.18 | 0.07 | 1.20 | 0.07 | 1.20 | 0.08 | 1.29 | 0.12 |
| 1683 | 6 | 1.21 | 0.07 | 1.10 | 0.08 | 1.16 | 0.07 | 1.26 | 0.09 |
| 1688 | 6 | 1.05 | 0.06 | 1.04 | 0.06 | 1.06 | 0.07 | 1.20 | 0.11 |
| 1693 | 6 | 1.06 | 0.07 | 0.91 | 0.06 | 0.98 | 0.06 | 1.20 | 0.13 |
| 1698 | 6 | 1.01 | 0.07 | 0.96 | 0.07 | 0.90 | 0.07 | 1.10 | 0.07 |
| 1703 | 6 | 0.94 | 0.06 | 0.79 | 0.05 | 0.79 | 0.06 | 0.93 | 0.08 |
| 1708 | 6 | 0.83 | 0.05 | 0.72 | 0.05 | 0.64 | 0.05 | 0.92 | 0.07 |
| 1713 | 6 | 0.84 | 0.06 | 0.70 | 0.05 | 0.67 | 0.05 | 0.91 | 0.07 |
| 1718 | 6 | 0.76 | 0.06 | 0.69 | 0.05 | 0.66 | 0.06 | 0.92 | 0.08 |
| 1723 | 6 | 0.84 | 0.05 | 0.69 | 0.05 | 0.65 | 0.05 | 1.01 | 0.07 |
| 1728 | 6 | 0.89 | 0.06 | 0.69 | 0.05 | 0.73 | 0.05 | 1.03 | 0.08 |
| 1733 | 6 | 0.88 | 0.06 | 0.75 | 0.05 | 0.77 | 0.06 | 1.10 | 0.07 |
| 1738 | 6 | 0.91 | 0.06 | 0.70 | 0.05 | 0.90 | 0.07 | 1.17 | 0.08 |
| 1743 | 6 | 0.84 | 0.05 | 0.81 | 0.05 | 0.91 | 0.06 | 1.25 | 0.08 |
| 1748 | 6 | 1.08 | 0.07 | 0.85 | 0.06 | 0.98 | 0.06 | 1.33 | 0.09 |
| 1753 | 6 | 1.07 | 0.06 | 0.90 | 0.06 | 1.10 | 0.07 | 1.45 | 0.10 |
| 1758 | 6 | 1.03 | 0.06 | 0.89 | 0.06 | 1.10 | 0.07 | 1.40 | 0.09 |
| 1763 | 6 | 1.12 | 0.07 | 1.00 | 0.06 | 1.08 | 0.07 | 1.56 | 0.10 |
| 1768 | 6 | 1.04 | 0.06 | 0.94 | 0.06 | 1.08 | 0.07 | 1.60 | 0.09 |
| 1773 | 6 | 1.09 | 0.07 | 0.97 | 0.06 | 1.14 | 0.07 | 1.52 | 0.12 |
| 1778 | 6 | 1.23 | 0.07 | 1.07 | 0.07 | 1.11 | 0.07 | 1.56 | 0.10 |
| 1783 | 6 | 1.30 | 0.08 | 1.11 | 0.07 | 1.20 | 0.07 | 1.48 | 0.10 |
| 1785 | 6 | 1.37 | 0.08 | 1.08 | 0.07 | 1.13 | 0.07 | 1.50 | 0.10 |
| 1787 | 6 | 1.38 | 0.08 | 1.07 | 0.07 | 1.15 | 0.07 | 1.64 | 0.12 |
| 1789 | 6 | 1.33 | 0.08 | 1.04 | 0.07 | 1.15 | 0.07 | 1.51 | 0.11 |
| 1791 | 6 | 1.44 | 0.08 | 1.24 | 0.08 | 1.19 | 0.08 | 1.50 | 0.10 |
| 1793 | 6 | 1.52 | 0.09 | 1.17 | 0.07 | 1.25 | 0.08 | 1.50 | 0.10 |


| 1795 | 6 | 1.49 | 0.09 | 1.29 | 0.10 | 1.26 | 0.08 | 1.47 | 0.09 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1797 | 6 | 1.49 | 0.09 | 1.37 | 0.08 | 1.23 | 0.08 | 1.57 | 0.11 |
| 1799 | 6 | 1.46 | 0.09 | 1.24 | 0.07 | 1.32 | 0.08 | 1.54 | 0.11 |
| 1801 | 6 | 1.63 | 0.10 | 1.35 | 0.08 | 1.38 | 0.09 | 1.52 | 0.10 |
| 1803 | 6 | 1.72 | 0.10 | 1.40 | 0.09 | 1.37 | 0.08 | 1.50 | 0.10 |
| 1808 | 6 | 1.71 | 0.10 | 1.40 | 0.08 | 1.50 | 0.09 | 1.36 | 0.09 |
| 1813 | 6 | 1.81 | 0.10 | 1.49 | 0.09 | 1.58 | 0.10 | 1.55 | 0.10 |
| 1818 | 6 | 1.85 | 0.09 | 1.62 | 0.10 | 1.57 | 0.10 | 1.60 | 0.11 |
| 1823 | 6 | 2.01 | 0.11 | 1.65 | 0.10 | 1.62 | 0.10 | 1.64 | 0.14 |
| 1828 | 6 | 2.00 | 0.11 | 1.83 | 0.10 | 1.76 | 0.11 | 1.69 | 0.12 |
| 1834 | 6 | 1.94 | 0.11 | 1.79 | 0.10 | 1.79 | 0.11 | 1.66 | 0.15 |
| 1839 | 6 | 2.15 | 0.12 | 1.80 | 0.10 | 1.80 | 0.11 | 1.80 | 0.13 |
| 1844 | 6 | 2.15 | 0.12 | 1.84 | 0.11 | 1.84 | 0.12 | 1.78 | 0.12 |
| 1849 | 6 | 2.13 | 0.12 | 1.95 | 0.11 | 1.87 | 0.12 | 1.94 | 0.13 |
| 1854 | 6 | 2.09 | 0.12 | 1.92 | 0.11 | 1.82 | 0.12 | 1.91 | 0.14 |
| 1859 | 6 | 2.05 | 0.11 | 1.81 | 0.11 | 1.86 | 0.12 | 1.95 | 0.16 |
| 1864 | 6 | 2.07 | 0.12 | 1.88 | 0.11 | 1.80 | 0.12 | 1.91 | 0.17 |
| 1869 | 6 | 1.96 | 0.12 | 1.76 | 0.10 | 1.77 | 0.11 | 1.84 | 0.14 |
| 1874 | 6 | 1.89 | 0.11 | 1.71 | 0.10 | 1.68 | 0.11 | 1.81 | 0.15 |
| 1879 | 6 | 1.83 | 0.11 | 1.57 | 0.09 | 1.53 | 0.11 | 1.62 | 0.13 |
| 1884 | 6 | 1.71 | 0.10 | 1.43 | 0.09 | 1.35 | 0.09 | 1.57 | 0.12 |
| 1889 | 6 | 1.59 | 0.10 | 1.22 | 0.08 | 1.23 | 0.09 | 1.38 | 0.10 |
| 1894 | 6 | 1.58 | 0.09 | 1.31 | 0.08 | 1.07 | 0.07 | 1.18 | 0.09 |
| 1899 | 6 | 1.38 | 0.08 | 1.15 | 0.08 | 0.92 | 0.07 | 1.07 | 0.08 |
| 1904 | 6 | 1.36 | 0.10 | 1.07 | 0.07 | 0.95 | 0.07 | 1.00 | 0.09 |
| 1909 | 6 | 1.33 | 0.08 | 1.12 | 0.08 | 0.94 | 0.07 | 1.08 | 0.09 |
| 1914 | 6 | 1.22 | 0.07 | 1.02 | 0.08 | 0.75 | 0.06 | 0.96 | 0.09 |
| 1919 | 6 | 1.11 | 0.07 | 0.96 | 0.09 | 0.76 | 0.07 | 0.91 | 0.10 |
| 1924 | 6 | 1.22 | 0.07 | 1.00 | 0.07 | 0.81 | 0.06 | 1.04 | 0.08 |
| 1929 | 6 | 1.23 | 0.08 | 0.83 | 0.07 | 0.83 | 0.07 | 0.95 | 0.09 |
| 1934 | 6 | 1.31 | 0.08 | 0.96 | 0.09 | 0.90 | 0.08 | 1.01 | 0.09 |
| 1939 | 6 | 1.32 | 0.10 | 1.00 | 0.07 | 0.98 | 0.09 | 1.09 | 0.09 |
| 1944 | 6 | 1.25 | 0.08 | 1.05 | 0.07 | 1.04 | 0.09 | 1.05 | 0.12 |
| 1949 | 6 | 1.31 | 0.08 | 1.02 | 0.07 | 1.06 | 0.08 | 1.13 | 0.11 |
| 1954 | 6 | 1.45 | 0.09 | 1.12 | 0.07 | 1.12 | 0.08 | 1.11 | 0.10 |
| 1959 | 6 | 1.21 | 0.07 | 1.07 | 0.07 | 1.03 | 0.07 | 1.14 | 0.10 |
| 1964 | 6 | 1.38 | 0.08 | 1.14 | 0.07 | 1.16 | 0.08 | 1.24 | 0.09 |
| 1969 | 6 | 1.35 | 0.08 | 1.21 | 0.07 | 1.22 | 0.08 | 1.17 | 0.08 |
| 1974 | 6 | 1.24 | 0.07 | 1.17 | 0.07 | 1.19 | 0.08 | 1.27 | 0.08 |
| 1979 | 6 | 1.26 | 0.07 | 1.23 | 0.07 | 1.18 | 0.08 | 1.16 | 0.09 |
| 1984 | 6 | 1.35 | 0.08 | 1.22 | 0.07 | 1.23 | 0.08 | 1.12 | 0.10 |

Table C6: Differential cross-section values of the ${ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{0}\right){ }^{25} \mathrm{Mg},{ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{1}\right){ }^{25} \mathrm{Mg}$ and ${ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{2}\right){ }^{25} \mathrm{Mg}$ reactions at $140^{\circ}$ and $160^{\circ}$.

| $\begin{gathered} \mathrm{E}_{\mathrm{lab}} \\ (\mathrm{keV}) \end{gathered}$ | $\begin{gathered} \delta \mathrm{E}_{\text {lab }} \\ (\mathrm{keV}) \end{gathered}$ | $\sigma \pm \delta \sigma(\mathrm{mb} / \mathrm{sr}),{ }^{24} \mathbf{M g}\left(\mathbf{d}, \mathbf{p}_{0}\right)$ |  |  |  | $\sigma \pm \delta \sigma(\mathrm{mb} / \mathrm{sr}),{ }^{24} \mathbf{M g}\left(\mathbf{d}, \mathbf{p}_{1}\right)$ |  |  |  | $\sigma \pm \delta \sigma(\mathrm{mb} / \mathrm{sr}),{ }^{24} \mathbf{M g}\left(\mathbf{d}, \mathbf{p}_{2}\right)$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $140^{\circ}$ |  | $160^{\circ}$ |  | $140^{\circ}$ |  | $160^{\circ}$ |  | $140^{\circ}$ |  | $160^{\circ}$ |  |
| 1300 | 1 | 0.160 | 0.015 | 0.131 | 0.012 | 0.188 | 0.018 | 0.257 | 0.024 | 0.346 | 0.028 | 0.363 | 0.028 |
| 1350 | 1 | 0.186 | 0.018 | 0.162 | 0.018 | 0.225 | 0.020 | 0.146 | 0.017 | 0.303 | 0.022 | 0.249 | 0.020 |


| 1400 | 1 | 0.155 | 0.017 | 0.142 | 0.021 | 0.388 | 0.028 | 0.46 | 0.04 | 0.56 | 0.04 | 0.50 | 0.04 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1450 | 1 | 0.163 | 0.016 | 0.162 | 0.016 | 0.45 | 0.03 | 0.42 | 0.03 | 0.388 | 0.029 | 0.370 | 0.028 |
| 1500 | 2 | 0.309 | 0.025 | 0.270 | 0.023 | 0.51 | 0.04 | 0.48 | 0.04 | 0.70 | 0.05 | 0.65 | 0.04 |
| 1550 | 2 | 0.189 | 0.013 | - | - | 0.71 | 0.04 | 0.77 | 0.05 | 0.353 | 0.023 | 0.302 | 0.023 |
| 1600 | 2 | 0.198 | 0.015 | 0.154 | 0.014 | 1.12 | 0.06 | 1.08 | 0.07 | 0.66 | 0.04 | 0.64 | 0.04 |
| 1625 | 2 | 0.199 | 0.017 | 0.164 | 0.021 | 0.97 | 0.06 | 0.69 | 0.05 | 0.77 | 0.05 | 0.64 | 0.04 |
| 1650 | 2 | 0.208 | 0.015 | 0.116 | 0.011 | 0.53 | 0.03 | 0.71 | 0.05 | 0.54 | 0.03 | 0.51 | 0.04 |
| 1675 | 2 | 0.344 | 0.023 | 0.300 | 0.026 | - | - | 0.61 | 0.05 | 1.21 | 0.07 | 1.20 | 0.08 |
| 1700 | 2 | 0.54 | 0.04 | 0.51 | 0.05 | 0.94 | 0.06 | 0.78 | 0.08 | 1.40 | 0.08 | 1.84 | 0.13 |
| 1725 | 2 | 0.61 | 0.04 | 0.61 | 0.06 | 1.46 | 0.09 | 1.57 | 0.11 | 1.09 | 0.07 | 1.37 | 0.11 |
| 1750 | 2 | 0.64 | 0.04 | 0.57 | 0.04 | 1.97 | 0.11 | 2.19 | 0.20 | 1.36 | 0.08 | 1.43 | 0.12 |
| 1775 | 2 | 0.70 | 0.05 | 0.51 | 0.05 | 2.49 | 0.15 | 2.67 | 0.16 | 1.79 | 0.11 | 1.73 | 0.11 |
| 1790 | 2 | 0.67 | 0.06 | 0.58 | 0.08 | 3.09 | 0.20 | 3.35 | 0.22 | 1.91 | 0.16 | 2.03 | 0.16 |
| 1800 | 2 | 0.77 | 0.05 | 0.55 | 0.04 | - | - | 3.44 | 0.20 | 1.72 | 0.10 | 1.80 | 0.12 |
| 1810 | 2 | 0.87 | 0.08 | 0.56 | 0.06 | 3.08 | 0.23 | 3.25 | 0.23 | 1.69 | 0.18 | 1.72 | 0.14 |
| 1825 | 2 | 0.94 | 0.06 | 0.51 | 0.04 | - | - | 2.90 | 0.17 | 1.63 | 0.10 | 1.52 | 0.10 |
| 1850 | 2 | 0.84 | 0.05 | 0.48 | 0.03 | - | - | 1.39 | 0.08 | - | - | 1.74 | 0.10 |
| 1875 | 2 | 1.06 | 0.07 | 0.95 | 0.06 | - | - | 1.36 | 0.08 | 1.21 | 0.08 | 2.05 | 0.12 |
| 1885 | 2 | 1.13 | 0.10 | 1.15 | 0.10 | - | - | 1.67 | 0.12 | 1.67 | 0.12 | 1.83 | 0.15 |
| 1900 | 2 | 1.18 | 0.08 | 1.22 | 0.08 | - | - | 1.90 | 0.12 | 1.29 | 0.08 | 1.48 | 0.10 |
| 1910 | 2 | 1.18 | 0.10 | 1.32 | 0.11 | 1.77 | 0.15 | 1.91 | 0.16 | 1.05 | 0.10 | 1.34 | 0.11 |
| 1925 | 2 | 1.23 | 0.08 | 1.27 | 0.08 | - | - | 1.63 | 0.11 | 1.15 | 0.08 | 1.47 | 0.10 |
| 1950 | 2 | 1.04 | 0.07 | 1.04 | 0.06 |  |  | 1.06 | 0.07 | 1.27 | 0.08 | 1.48 | 0.10 |
| 1975 | 2 | 1.10 | 0.07 | 1.14 | 0.07 |  |  | 0.66 | 0.05 | 1.26 | 0.08 | 1.33 | 0.09 |
| 2000 | 2 | 1.21 | 0.08 | 1.23 | 0.08 |  |  | 0.49 | 0.04 | 0.87 | 0.07 | 0.95 | 0.07 |
| 2025 | 2 | 1.07 | 0.07 | 1.02 | 0.07 |  |  | 0.33 | 0.03 | 0.69 | 0.05 | 0.72 | 0.05 |
| 2050 | 2 | 0.91 | 0.06 | 0.58 | 0.05 |  |  | 0.94 | 0.07 | 0.74 | 0.06 | 0.81 | 0.06 |

Table C7: Differential cross-section values of the ${ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{0}\right){ }^{25} \mathrm{Mg},{ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{1}\right){ }^{25} \mathrm{Mg}$ and
${ }^{24} \mathrm{Mg}\left(\mathrm{d}, \mathrm{p}_{2}\right){ }^{25} \mathrm{Mg}$ reactions at $150^{\circ}$ and $170^{\circ}$.

| $\begin{gathered} \mathrm{E}_{\mathrm{lab}} \\ (\mathrm{keV}) \end{gathered}$ | $\begin{gathered} \delta \mathrm{E}_{\mathrm{lab}} \\ (\mathrm{keV}) \end{gathered}$ | $\sigma \pm \delta \sigma(\mathrm{mb} / \mathrm{sr}),{ }^{\mathbf{2 4}} \mathbf{M g}\left(\mathbf{d}, \mathbf{p}_{0}\right)$ |  |  |  | $\sigma \pm \delta \sigma(\mathrm{mb} / \mathrm{sr}),{ }^{24} \mathbf{M g}\left(\mathbf{d}, \mathbf{p}_{1}\right)$ |  |  |  | $\sigma \pm \delta \sigma(\mathrm{mb} / \mathrm{sr}),{ }^{\mathbf{2 4}} \mathbf{M g}\left(\mathbf{d}, \mathbf{p}_{2}\right)$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $150^{\circ}$ |  | $170^{\circ}$ |  | $150^{\circ}$ |  | $170^{\circ}$ |  | $150^{\circ}$ |  | $170^{\circ}$ |  |
| 1300 | 1 | 0.173 | 0.015 | 0.141 | 0.014 | 0.211 | 0.022 | 0.267 | 0.021 | 0.336 | 0.016 | 0.300 | 0.023 |
| 1350 | 1 | 0.176 | 0.014 | 0.146 | 0.012 | 0.183 | 0.018 | 0.149 | 0.014 | 0.307 | 0.013 | 0.275 | 0.023 |
| 1400 | 1 | 0.146 | 0.013 | 0.123 | 0.013 | 0.44 | 0.03 | 0.50 | 0.04 | 0.48 | 0.03 | 0.54 | 0.04 |
| 1450 | 1 | 0.141 | 0.012 | 0.168 | 0.014 | 0.411 | 0.029 | 0.333 | 0.024 | 0.35 | 0.03 | 0.388 | 0.026 |
| 1500 | 2 | 0.289 | 0.022 | 0.265 | 0.020 | 0.46 | 0.04 | 0.39 | 0.03 | 0.69 | 0.03 | 0.66 | 0.05 |
| 1550 | 2 | 0.125 | 0.010 | 0.056 | 0.007 | 0.73 | 0.04 | 0.73 | 0.05 | 0.31 | 0.05 | 0.291 | 0.021 |
| 1600 | 2 | 0.144 | 0.011 | 0.162 | 0.012 | 1.07 | 0.06 | 1.07 | 0.07 | 0.64 | 0.07 | 0.63 | 0.05 |
| 1625 | 2 | 0.151 | 0.012 | 0.130 | 0.012 | 0.81 | 0.05 | 0.63 | 0.04 | 0.68 | 0.05 | 0.58 | 0.04 |
| 1650 | 2 | 0.157 | 0.011 | 0.100 | 0.009 | 0.66 | 0.04 | 0.38 | 0.03 | 0.74 | 0.04 | 0.68 | 0.04 |
| 1663 | 6 | 0.27 | 0.04 | 0.200 | 0.020 | 0.71 | 0.05 | 0.40 | 0.03 | 1.11 | 0.06 | 0.99 | 0.06 |
| 1668 | 6 | 0.30 | 0.04 | 0.300 | 0.020 | 0.65 | 0.05 | 0.48 | 0.03 | 1.12 | 0.06 | 1.22 | 0.07 |
| 1673 | 6 | 0.33 | 0.04 | 0.240 | 0.020 | 0.69 | 0.05 | 0.45 | 0.03 | 1.19 | 0.07 | 1.30 | 0.08 |
| 1675 | 2 | 0.322 | 0.022 | 0.266 | 0.021 | 0.78 | 0.05 | 0.50 | 0.03 | 1.15 | 0.05 | 1.14 | 0.08 |
| 1678 | 6 | 0.39 | 0.04 | 0.36 | 0.03 | 0.70 | 0.06 | 0.55 | 0.04 | 1.38 | 0.08 | 1.43 | 0.08 |
| 1683 | 6 | 0.44 | 0.04 | 0.36 | 0.03 | 0.83 | 0.05 | 0.58 | 0.04 | 1.45 | 0.08 | 1.57 | 0.09 |
| 1688 | 6 | 0.46 | 0.04 | 0.45 | 0.03 | 0.81 | 0.06 | 0.63 | 0.06 | 1.55 | 0.09 | 1.69 | 0.10 |


| 1693 | 6 | 0.44 | 0.03 | 0.45 | 0.03 | 0.76 | 0.06 | 0.69 | 0.06 | 1.54 | 0.09 | 1.71 | 0.10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1698 | 6 | 0.51 | 0.03 | 0.51 | 0.04 | 0.93 | 0.06 | 0.72 | 0.06 | 1.50 | 0.08 | 1.74 | 0.10 |
| 1700 | 2 | 0.52 | 0.04 | 0.5 | 0.04 | 0.81 | 0.06 | 0.72 | 0.05 | 1.57 | 0.05 | 1.77 | 0.11 |
| 1703 | 6 | 0.54 | 0.03 | 0.49 | 0.03 | 1.03 | 0.06 | 0.83 | 0.05 | 1.52 | 0.08 | 1.66 | 0.09 |
| 1708 | 6 | 0.59 | 0.04 | 0.58 | 0.04 | 1.15 | 0.07 | 0.99 | 0.07 | 1.44 | 0.08 | 1.64 | 0.09 |
| 1713 | 6 | 0.5 | 0.03 | 0.58 | 0.04 | 1.26 | 0.07 | 1.21 | 0.07 | 1.34 | 0.08 | 1.49 | 0.09 |
| 1718 | 6 | 0.58 | 0.04 | 0.55 | 0.04 | 1.33 | 0.08 | 1.34 | 0.08 | 1.34 | 0.08 | 1.49 | 0.09 |
| 1723 | 6 | 0.63 | 0.05 | 0.56 | 0.04 | 1.47 | 0.08 | 1.54 | 0.09 | 1.27 | 0.07 | 1.42 | 0.08 |
| 1725 | 2 | 0.56 | 0.04 | 0.67 | 0.06 | 1.43 | 0.09 | 1.54 | 0.11 | 1.35 | 0.09 | 1.49 | 0.11 |
| 1728 | 6 | 0.56 | 0.04 | 0.55 | 0.04 | 1.69 | 0.09 | 1.68 | 0.10 | 1.30 | 0.07 | 1.41 | 0.08 |
| 1733 | 6 | 0.57 | 0.04 | 0.54 | 0.04 | 1.78 | 0.10 | 1.87 | 0.11 | 1.34 | 0.08 | 1.41 | 0.08 |
| 1738 | 6 | 0.6 | 0.04 | 0.55 | 0.04 | 1.9 | 0.10 | 1.90 | 0.11 | 1.36 | 0.08 | 1.41 | 0.08 |
| 1743 | 6 | 0.6 | 0.04 | 0.52 | 0.04 | 2.02 | 0.11 | 2.05 | 0.12 | 1.42 | 0.08 | 1.38 | 0.09 |
| 1748 | 6 | 0.59 | 0.04 | 0.48 | 0.03 | 2.18 | 0.12 | 2.10 | 0.12 | 1.49 | 0.09 | 1.41 | 0.08 |
| 1750 | 2 | 0.56 | 0.04 | 0.49 | 0.03 | 2.08 | 0.12 | 2.16 | 0.13 | 1.37 | 0.12 | 1.46 | 0.09 |
| 1753 | 6 | 0.51 | 0.04 | 0.54 | 0.04 | 2.22 | 0.12 | 2.23 | 0.13 | 1.55 | 0.09 | 1.52 | 0.09 |
| 1758 | 6 | 0.59 | 0.04 | 0.51 | 0.03 | 2.19 | 0.12 | 2.32 | 0.13 | 1.64 | 0.09 | 1.57 | 0.09 |
| 1763 | 6 | 0.6 | 0.05 | 0.51 | 0.03 | 2.39 | 0.13 | 2.41 | 0.13 | 1.74 | 0.09 | 1.73 | 0.10 |
| 1768 | 6 | 0.65 | 0.04 | 0.46 | 0.03 | 2.53 | 0.13 | 2.59 | 0.14 | 1.78 | 0.10 | 1.64 | 0.10 |
| 1773 | 6 | 0.53 | 0.04 | 0.48 | 0.03 | 2.78 | 0.15 | 2.64 | 0.14 | 1.84 | 0.10 | 1.73 | 0.10 |
| 1775 | 2 | 0.6 | 0.04 | 0.52 | 0.04 | 2.54 | 0.15 | 2.54 | 0.17 | 1.78 | 0.15 | 1.66 | 0.18 |
| 1778 | 6 | 0.52 | 0.05 | 0.46 | 0.03 | 2.94 | 0.16 | 2.99 | 0.16 | 1.68 | 0.09 | 1.83 | 0.10 |
| 1783 | 6 | 0.63 | 0.05 | 0.51 | 0.04 | 3.04 | 0.16 | 3.03 | 0.16 | 1.73 | 0.09 | 1.75 | 0.10 |
| 1785 | 6 | 0.6 | 0.04 | 0.41 | 0.03 | 3.02 | 0.16 | 3.08 | 0.17 | 1.60 | 0.09 | 1.75 | 0.10 |
| 1787 | 6 | 0.57 | 0.04 | 0.46 | 0.03 | 3.09 | 0.16 | 3.04 | 0.17 | 1.75 | 0.10 | 1.72 | 0.10 |
| 1789 | 6 | 0.58 | 0.04 | 0.45 | 0.03 | 3.25 | 0.17 | 3.13 | 0.17 | 1.73 | 0.10 | 1.65 | 0.09 |
| 1790 | 2 | 0.6 | 0.06 | 0.46 | 0.05 | 2.98 | 0.19 | 3.40 | 0.22 | 1.67 | 0.21 | 1.70 | 0.13 |
| 1791 | 6 | 0.59 | 0.04 | 0.46 | 0.03 | 3.14 | 0.17 | 3.23 | 0.17 | 1.69 | 0.09 | 1.65 | 0.10 |
| 1793 | 6 | 0.58 | 0.04 | 0.48 | 0.03 | 3.25 | 0.17 | 3.22 | 0.17 | 1.80 | 0.10 | 1.74 | 0.10 |
| 1795 | 6 | 0.65 | 0.04 | 0.5 | 0.03 | 3.32 | 0.17 | 3.35 | 0.18 | 1.67 | 0.09 | 1.59 | 0.09 |
| 1797 | 6 | 0.66 | 0.04 | 0.48 | 0.03 | 3.32 | 0.17 | 3.46 | 0.19 | 1.73 | 0.09 | 1.68 | 0.09 |
| 1799 | 6 | 0.61 | 0.04 | 0.46 | 0.03 | 3.28 | 0.17 | 3.35 | 0.18 | 1.66 | 0.09 | 1.72 | 0.10 |
| 1800 | 2 | 0.62 | 0.04 | 0.425 | 0.028 | 3.36 | 0.18 | 3.45 | 0.20 | 1.77 | 0.19 | 1.75 | 0.11 |
| 1801 | 6 | 0.62 | 0.04 | 0.43 | 0.03 | 3.16 | 0.17 | 3.36 | 0.18 | 1.71 | 0.09 | 1.68 | 0.09 |
| 1803 | 6 | 0.6 | 0.04 | 0.54 | 0.04 | 3.15 | 0.17 | 3.40 | 0.18 | 1.54 | 0.09 | 1.62 | 0.09 |
| 1808 | 6 | 0.68 | 0.04 | 0.52 | 0.04 | 3.17 | 0.17 | 3.29 | 0.17 | 1.54 | 0.09 | 1.49 | 0.08 |
| 1810 | 2 | 0.73 | 0.08 | 0.59 | 0.07 | 3.29 | 0.23 | 3.36 | 0.22 | 1.69 | 0.26 | 1.66 | 0.13 |
| 1813 | 6 | 0.67 | 0.04 | 0.48 | 0.03 | 3.01 | 0.16 | 3.01 | 0.16 | 1.58 | 0.09 | 1.47 | 0.08 |
| 1818 | 6 | 0.73 | 0.04 | 0.40 | 0.03 | 2.80 | 0.15 | 2.86 | 0.15 | 1.65 | 0.09 | 1.47 | 0.08 |
| 1818 | 6 | 0.69 | 0.04 | 0.41 | 0.03 | 2.76 | 0.15 | 2.88 | 0.16 | 1.53 | 0.08 | 1.46 | 0.08 |
| 1823 | 6 | 0.63 | 0.04 | 0.41 | 0.03 | 2.55 | 0.14 | 2.62 | 0.14 | 1.61 | 0.09 | 1.47 | 0.08 |
| 1825 | 2 | 0.71 | 0.05 | 0.42 | 0.04 | 2.73 | 0.15 | 2.81 | 0.18 | 1.57 | 0.16 | 1.48 | 0.09 |
| 1828 | 6 | 0.67 | 0.04 | 0.38 | 0.03 | 2.20 | 0.12 | 2.31 | 0.13 | 1.69 | 0.09 | 1.55 | 0.09 |
| 1834 | 6 | 0.67 | 0.04 | 0.36 | 0.03 | 2.03 | 0.11 | 1.98 | 0.11 | 1.69 | 0.09 | 1.51 | 0.09 |
| 1839 | 6 | 0.69 | 0.04 | 0.44 | 0.03 | 1.61 | 0.09 | 1.45 | 0.1 | 1.71 | 0.09 | 1.52 | 0.09 |
| 1844 | 6 | 0.6 | 0.04 | 0.40 | 0.04 | 1.61 | 0.09 | 1.39 | 0.11 | 1.81 | 0.10 | 1.57 | 0.09 |
| 1849 | 6 | 0.62 | 0.04 | 0.49 | 0.04 | 1.35 | 0.08 | 1.17 | 0.1 | 1.71 | 0.10 | 1.71 | 0.12 |
| 1850 | 2 | 0.63 | 0.04 | 0.427 | 0.028 | 1.38 | 0.08 | 1.30 | 0.08 | 1.74 | 0.08 | 1.68 | 0.10 |
| 1854 | 6 | 0.75 | 0.05 | 0.52 | 0.04 | 1.24 | 0.08 | 1.03 | 0.08 | 1.89 | 0.10 | 1.77 | 0.10 |
| 1859 | 6 | 0.72 | 0.05 | 0.54 | 0.04 | 1.30 | 0.08 | 1.06 | 0.08 | 1.97 | 0.11 | 1.93 | 0.11 |
| 1864 | 6 | 0.85 | 0.06 | 0.68 | 0.04 | 1.34 | 0.08 | 1.03 | 0.06 | 1.87 | 0.10 | 1.89 | 0.11 |


| 1869 | 6 | 0.88 | 0.07 | 0.81 | 0.05 | 1.40 | 0.09 | 1.14 | 0.11 | 2.03 | 0.11 | 1.92 | 0.11 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1874 | 6 | 0.94 | 0.06 | 0.88 | 0.06 | 1.45 | 0.10 | 1.30 | 0.10 | 1.92 | 0.11 | 1.89 | 0.11 |
| 1875 | 2 | 0.95 | 0.06 | 0.84 | 0.05 | 1.39 | 0.08 | 1.30 | 0.08 | 1.33 | 0.09 | 1.99 | 0.12 |
| 1879 | 6 | 1.03 | 0.06 | 1.02 | 0.06 | 1.53 | 0.10 | 1.37 | 0.11 | 1.90 | 0.11 | 1.86 | 0.11 |
| 1884 | 6 | 1.06 | 0.06 | 1.07 | 0.07 | 1.70 | 0.10 | 1.50 | 0.12 | 1.76 | 0.10 | 1.91 | 0.11 |
| 1885 | 2 | 0.92 | 0.09 | 1.18 | 0.09 | 1.52 | 0.11 | 1.61 | 0.12 | 1.82 | 0.12 | 1.91 | 0.14 |
| 1889 | 6 | 1.12 | 0.07 | 1.11 | 0.07 | 1.85 | 0.11 | 1.57 | 0.12 | 1.49 | 0.08 | 1.54 | 0.09 |
| 1894 | 6 | 1.17 | 0.07 | 1.16 | 0.07 | 1.87 | 0.10 | 1.70 | 0.10 | 1.53 | 0.09 | 1.52 | 0.09 |
| 1899 | 6 | 1.15 | 0.07 | 1.23 | 0.07 | 1.81 | 0.11 | 1.78 | 0.13 | 1.29 | 0.07 | 1.43 | 0.08 |
| 1900 | 2 | 1.13 | 0.07 | 1.15 | 0.08 | 1.83 | 0.12 | 1.90 | 0.12 | 1.32 | 0.11 | 1.53 | 0.10 |
| 1904 | 6 | 1.21 | 0.07 | 1.19 | 0.07 | 1.83 | 0.11 | 1.65 | 0.09 | 1.21 | 0.07 | 1.33 | 0.08 |
| 1909 | 6 | 1.24 | 0.07 | 1.22 | 0.07 | 1.85 | 0.11 | 1.65 | 0.09 | 1.40 | 0.08 | 1.65 | 0.09 |
| 1910 | 2 | 1.15 | 0.10 | 1.30 | 0.09 | 1.82 | 0.15 | 1.95 | 0.14 | 1.26 | 0.14 | 1.51 | 0.12 |
| 1914 | 6 | 1.21 | 0.07 | 1.25 | 0.07 | 1.71 | 0.10 | 1.66 | 0.10 | 1.31 | 0.07 | 1.44 | 0.09 |
| 1919 | 6 | 1.25 | 0.08 | 1.27 | 0.08 | 1.64 | 0.10 | 1.63 | 0.09 | 1.25 | 0.07 | 1.46 | 0.10 |
| 1924 | 6 | 1.26 | 0.07 | 1.41 | 0.08 | 1.44 | 0.09 | 1.42 | 0.08 | 1.26 | 0.07 | 1.43 | 0.10 |
| 1925 | 2 | 1.29 | 0.08 | 1.43 | 0.09 | 1.55 | 0.10 | 1.51 | 0.09 | 1.30 | 0.09 | 1.48 | 0.09 |
| 1929 | 6 | 1.20 | 0.07 | 1.24 | 0.07 | 1.41 | 0.08 | 1.32 | 0.10 | 1.39 | 0.08 | 1.45 | 0.09 |
| 1934 | 6 | 1.13 | 0.07 | 1.18 | 0.07 | 1.15 | 0.07 | 1.22 | 0.07 | 1.38 | 0.08 | 1.43 | 0.08 |
| 1939 | 6 | 1.15 | 0.07 | 1.24 | 0.07 | 1.09 | 0.06 | 1.05 | 0.09 | 1.34 | 0.08 | 1.48 | 0.09 |
| 1944 | 6 | 1.15 | 0.07 | 1.07 | 0.07 | 1.06 | 0.06 | 1.08 | 0.09 | 1.29 | 0.07 | 1.42 | 0.08 |
| 1949 | 6 | 1.12 | 0.07 | 0.99 | 0.06 | 0.88 | 0.06 | 0.92 | 0.08 | 1.36 | 0.08 | 1.40 | 0.08 |
| 1950 | 2 | 1.03 | 0.06 | 1.05 | 0.07 | 0.93 | 0.06 | 1.02 | 0.07 | 1.36 | 0.06 | 1.47 | 0.09 |
| 1954 | 6 | 1.08 | 0.06 | 0.95 | 0.06 | 0.84 | 0.06 | 0.78 | 0.10 | 1.33 | 0.08 | 1.48 | 0.09 |
| 1959 | 6 | 1.08 | 0.06 | 0.99 | 0.06 | 0.69 | 0.04 | 0.78 | 0.08 | 1.34 | 0.08 | 1.39 | 0.08 |
| 1964 | 6 | 1.08 | 0.06 | 0.90 | 0.05 | 0.69 | 0.05 | 0.56 | 0.06 | 1.30 | 0.07 | 1.19 | 0.07 |
| 1969 | 6 | 1.13 | 0.06 | 0.98 | 0.06 | 0.60 | 0.05 | 0.56 | 0.05 | 1.24 | 0.07 | 1.16 | 0.07 |
| 1974 | 6 | 1.13 | 0.07 | 1.14 | 0.07 | 0.55 | 0.03 | 0.65 | 0.04 | 1.19 | 0.07 | 1.27 | 0.07 |
| 1975 | 2 | 1.05 | 0.07 | 1.07 | 0.07 | 0.58 | 0.05 | 0.77 | 0.05 | 1.27 | 0.04 | 1.25 | 0.09 |
| 1979 | 6 | 1.26 | 0.07 | 1.16 | 0.07 | 0.52 | 0.05 | 0.49 | 0.05 | 1.11 | 0.06 | 1.15 | 0.07 |
| 1984 | 6 | 1.13 | 0.06 | 1.14 | 0.06 | 0.43 | 0.04 | 0.50 | 0.05 | 1.08 | 0.07 | 1.06 | 0.06 |
| 2000 | 2 | 1.21 | 0.08 | 1.29 | 0.09 | 0.35 | 0.04 | 0.48 | 0.05 | 0.85 | 0.03 | 0.99 | 0.07 |
| 2025 | 2 | 0.98 | 0.06 | 1.00 | 0.07 | 0.32 | 0.04 | 0.176 | 0.022 | 0.60 | 0.03 | 0.73 | 0.06 |
| 2050 | 2 | 0.69 | 0.05 | 0.5 | 0.04 | 1.03 | 0.07 | 0.73 | 0.06 | 0.72 | 0.08 | 0.89 | 0.06 |
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[^0]:    ${ }^{1} \sigma^{2}$ is the variance of the energy distribution, the full width at half maximum (FWHM) is $2(2 \ln 2)^{1 / 2} \sigma=2.355 \sigma$

