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## Summary

In many systems (e.g. random/stochastics dynamical systems) in which researchers are interested in finding probability density functions ( $\mathrm{pdf}(\mathrm{s})$ ), which describe the system, we have observed that they approximate these pdfs by a superposition of some appropriate functions (which are called approximation to the identity or delta family), which is different at any approximated point, generally; see Athanassoulis, Sapsis (2008). Furthermore, when researchers have data, they use estimators which are similar with the aforementioned approximation form (delta estimators); see Brox et all. (2007), Bengio (2003). Although their results are very effective, there is not a proved mathematical construction in the literature which allows this approximation. Our motivation was to cover this gap in the literature, although this good has not been fully achieved, and there is one question remaining unanswered.

Initially, we want to give a rigorous mathematical construction of this approximation, and secondly to link this result with other mathematical fields (classical analysis, estimation Statistics, and Large Sample Theory) highlighting their similarities.

In Chapter 2, we show the importance of the approximation method which we shall use, and the necessity of existence of a discrete approximation of a multidimensional pdf. In particular, in the first part of this chapter, we prove completely the Fourier inversion Theorem. This is an important theorem in mathematical analysis, which is based on the convergence which we shall describe. Continuing, in the second part of Ch. 2, we cite an application of a random dynamical system where we can realize that we need a discrete approximation form.

In the following chapter (Chapter 3) we present the main results of our work. In particular, we present a series of theorems establishing that any multidimensional pdf can be approximated by a superposition of Gaussian pdfs (or more general functions/kernels). In the simplest case, we can assume spherically symmetric kernels, and easily can be generalized to ellipsoidal ones in orientation of the usual basis of $\mathbb{R}^{N}$. In the most interesting case, which we study here, we can assume general ellipsoidal kernels in any orientation. Firstly, we prove that any pdf can "generate" a family of approximation to the identity (or delta family). Subsequently, we show the central theorem of this chapter, in which we prove an integral approximation of any pdf $h$, namely $\lim _{\mathbf{G}_{\boldsymbol{\lambda}}(\boldsymbol{x}), \prec} \int_{\mathbb{R}^{N}} K_{\mathbf{G}_{\boldsymbol{\lambda}}(\boldsymbol{x})}(\boldsymbol{x}-\boldsymbol{u}) h(\boldsymbol{u}) d \boldsymbol{u}=h(\boldsymbol{x})$, where $\mathbf{G}_{\boldsymbol{\lambda}}(\boldsymbol{x})$ is a family of matrices in an appropriate directed set. In the third part of this chapter, using the Riemann Sum, we give a discrete approximation form by a superposition of Gaussian pdfs, and we prove that we can change this superposition at any approximated point of support of pdf. It means, we can achieve better approximation with less points of the partition, i.e., we can decrease the computational cost. In other words, we prove that $h(\boldsymbol{x}) \approx \sum_{\ell \in \mathcal{L}} p_{\ell} K\left(\boldsymbol{x}-\boldsymbol{u}_{\ell} ; \tilde{\mathbf{C}}(\boldsymbol{x})\right)$, where $\tilde{\mathbf{C}}(\boldsymbol{x})$ is the localized covariance matrix,
and $p_{\ell}$ are unknown constants. As we shall see, there are many common points with the Fourier inversion Theorem. The basic deference is that we require (it is a nature condition) positivity of family of approximation to the identity. This additional condition makes it different, and it is the reason we study the approximation of pdfs separately.

Last, in Chapter 4, we deal with estimation of pdfs. We define the delta sequences estimators, $\hat{f}_{n}(\boldsymbol{x})=\frac{1}{n} \sum_{i=1}^{n} K_{m}\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right)$, and we present the most basic of the kernel estimators (which are delta ones). Then, we focus on theorems of asymptotic unbiasedness, ;i.e., $\mathrm{E}\left(\hat{f}_{n}(\boldsymbol{x})\right)-f(\boldsymbol{x}) \xrightarrow{n \rightarrow \infty} 0$, and consistency of variation term, i.e., $\hat{f}_{n}(\boldsymbol{x})-\mathrm{E}(\hat{f}(\boldsymbol{x})) \xrightarrow{P} 0$ in $L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$. In last years, functional data have been developed in statistics. For this reason, we generalized the above definitions in infinite dimensional spaces, and we present some recent published results in Banach spaces.

At first glance, integral approximation, and estimation of a pdf are different methods. However, the fact that the expected value of a delta estimator can be written in the following form, $\mathrm{E}\left(\hat{f}_{n}(\boldsymbol{x})\right)=\int_{\mathbb{R}^{N}} K_{m_{n}}(\boldsymbol{x}, \mathbf{z}) f(\mathbf{z}) \mu(d z)$, allow us to link these two methods. Studying the bias problem, we shall show that $\mathrm{E}\left(\hat{f}_{n}(\boldsymbol{x})\right) \xrightarrow{n \rightarrow \infty} f(\boldsymbol{x})$, which is the same problem as the integral approximation of a pdf. On the other hand, if we assume all $p_{\ell}$ are equal, then the discrete form which we derive in Chapter 3, looks like with a delta estimator. Finally, as we shall notice, either we refer to the classical analysis, either to the approximation-estimation of pdfs, the properties of families of approximation to the identity play a key role on proving the theorems.
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## NOTATION

$\left(K_{\delta}\right)_{\delta>0} \quad$ an approximation to the identity
$\lambda \quad$ Lebesgue measure
$\operatorname{Leb}(f) \quad$ Lebesgue set of a function $f \in L^{1}\left(\mathbb{R}^{N}\right)$
$\hat{f} \quad$ Fourier transform of a function $f \in L^{1}\left(\mathbb{R}^{N}\right)$ (Chapter 2)
$x(t ; \omega) \quad$ random (or stochastic) response (or output)
$y(t ; \omega) \quad$ random (or stochastic) excitation o(or input
$\mathbf{P}_{\mathscr{S}} \quad$ infinite dimensional measure of the Borel sets of the sample (functional)
Banach $\mathscr{O} 6$ space
$\mathscr{F}_{x y} u, v \quad$ characteristic functional of joint response-excitation
$\varphi_{x(t) y(s)}(u, v)$ characteristic function of joint response-excitation
$f_{x(t) y(s)}(a, \mathrm{~b})$ joint (two-time) response excitation probability density function
$f_{y(t)}($ b) excitation pdf
$\delta \cdot-t \quad$ Dirac delta generalized function at time $t$
$\frac{\delta \mathscr{F}_{x y} u, v}{\delta u(t)} \quad$ Volterra $u$ - partial derivative of $\mathscr{F}_{x y}$
$C_{b} \mathbb{R}^{N} \rightarrow \mathbb{R}$ the space of bounded continuous functions defined on $\mathbb{R}^{N}$
$f_{\text {Gauss }} \quad$ Gaussian pdf
Q proper rotation matrix
$\mathcal{E}_{\mathbf{Q}}(\mathbf{0} ; \delta / \lambda)$ ellipsoidal by orientation $\mathbf{Q}$
$\mathbf{C} \quad$ covariance matrix of Gaussian pdf
$\tilde{\mathbf{C}} \quad \lambda$-dependent localized covariance matrix
$\rho_{i j} \quad$ correlation coefficients of covariance matrix $\mathbf{C}$
$\tilde{\rho}_{i j} \quad$ correlation coefficients of the $\boldsymbol{\lambda}$-dependent localized covariance matrix
$(\Omega, \mathcal{F}, P) \quad$ probability space
esssup $f \quad$ essential supremum of $f$
$\hat{f} \quad$ estimator of $f$ (Chapter 4)
$\hat{f}_{B} \quad$ balloon estimator
$\hat{f}_{S} \quad$ sample point estimator
$\hat{f}_{B S} \quad$ binned sample point estimator
$K_{m_{n}} \quad$ delta sequence
$E \quad$ Banach space

## ABBREVIATIONS

| Pdf | Probability Density Function |
| :--- | :--- |
| ARK | Approximate Reproducing Kernels |
| MISE | Mean Integrated Square Error |
| AMISE | Asymptotic MISE |

# CHAPTER 1 

## Introduction
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### 1.1. Motivation and scope of the present work

In many systems that involve random functions we are interested in finding their probability density functions (pdf(s)). Examples of such systems are the random/stochastic dynamical systems described by random/stochastic differential equations. Athanassoulis, Sapsis (2008), New partial differential equations governing the joint, response-excitation,probability distributions of nonlinear systems, under general stochastic excitation, and Venturi et al. (2012), A computable evolution equation for the joint response-excitation probability density function of stochastic dynamical systems, study such models, in which they derive first order differential equations for the joint response-excitation pdf of a particular system. In addition, we often encounter such systems in Statistics. In Statistics, researchers use various statistical estimators to estimate the unknown pdf.

As we have observed in these systems, researchers use a superposition of families of approximations to the identity to estimate the unknown pdf, and especially Gaussian pdfs (Gaussian kernels). In addition, they can change this family at any approximated-estimated point; see Athanassoulis, Sapsis (2008), Sec. 8, 9. This becomes clearer as we consider some articles, such as Susarla, Walter (1981), Estimation of a Multivariate Density Function Using Delta Sequences, who deal with positive type delta sequences in section 2. Also, Nolan, Marron (1989), Uniform consistency of automatic and location-adaptive delta-sequence estimators, who were the first researchers to present locally adaptive estimators, and to prove some important results. During the last few years, scientists who deal with Large Sample Theory have developed these methods, and have published many results and insights. Specifically, Sain, Scott (1996), On locally adaptive density estimation, Sain (2002), Multivariate locally adaptive density estimation, Vidal-Sanz (2005), Pointwise universal consistency of nonparametric density estimators, present locally adaptive delta estimators, and show asymptotic theorems for unbiasedness and consistency. Also, there is applied research, such as, Brox et al. (2007), Nonparametric Density Estimation with Adaptive, Anisotropic Kernels for Human Motion Tracking, Eqs. 5 and 6 of Sec. 3 who deal with the human motion tracking using exactly those estimators, and Bengio et. al. (2006) Non-Local Manifold Parzen Windows

After having examined the results of aforementioned research, see Athanassoulis, Sapsis (2008), Sec. 11, and Brox et al. (2007), Figure 1 (pp. 156), and Sec. 4, we have concluded that the above approximation is effective. However, we did not find in the literature (as long as we have searched, and at any source we could) a rigorous mathematical construction which allows this particular approximation.

Our initial aim was exactly to cover this gap, although this good has not been fully achieved, and there is one question remaining unanswered. We want to construct a theory, and within its frame to show that any pdf can be approximated by a superposition of families of approximation to the identity (or delta families). The most important part for the application is that we can approximate any pdf by a superposition of Gaussian pdfs, and thus we can change this superposition at any approximated point. It is obvious that our aim is not to prove a general theorem, but we want to construct the mathematical tools, such that, we could solve/cover this particular problem/gap.

Our aim is not restricted in only the aforementioned one, but we, also, have a more general one. We would like to link our technique of approximation, with other fields of mathematics.

In particular, we try to highlight the similarities between the fields of mathematical analysis, estimation Statistics and Large Sample Theory. With the proofs, which we cite and our comments where we deem necessary, we, largely, succeed in it. The reader will understand that the particular convergence and the approximation (continuous and discrete), which we use, play a significant role in mathematics, and exactly with this, we can prove strong theorems, such as the inversion of Fourier transform.

Despite the essential objectives of this work there is also a personal objective, but an equally important one. Through this thesis, I intend to broaden my knowledge and to incorporate with new techniques and ideas. This means, I intend to learn how to handle a problem and to realize that mathematics are not divided into sectors, but they are a unified whole where each time we just use the tools that we need (or construct them) in order to solve a problem. We believe that this objective has been achieved to a great extent.

Finally, we tried our text to be as complete as we can. We cite the proofs and the definitions completely, and the preliminaries that we deem necessary for better understanding of concepts. In addition, we have tried to present/analyze recent papers, so readers could be informed with recent results.

### 1.2. Preview of chapters

In Chapter 2, we show the importance of the approximation method which we shall use, and the necessity of existence of a discrete approximation of a multidimensional pdf. In particular, in the first part of this chapter, we prove completely the Fourier inversion Theorem. This is an important theorem in mathematical analysis, which is based on the convergence which we shall describe. Continuing, in the second part of Ch .2 , we cite an application of a random dynamical system where we can realize that we need a discrete approximation form.

In the following chapter (Chapter 3) we present the main results of our work. In particular, we present a series of theorems establishing that any multidimensional pdf can be approximated by a superposition of Gaussian pdfs (or more general functions/kernels). In the simplest case, we can assume spherically symmetric kernels, and easily can be generalized to ellipsoidal ones in orientation of the usual basis of $\mathbb{R}^{N}$. In the most interesting case, which we study here, we can assume general ellipsoidal kernels in any orientation. Firstly, we prove that any pdf can "generate" a family of approximation to the identity (or delta family). Subsequently, we show the central theorem of this chapter, in which we prove an integral approximation of any pdf $h$, namely $\lim _{\mathbf{G}_{\boldsymbol{\lambda}}(\boldsymbol{x}), \prec} \int_{\mathbb{R}^{N}} K_{\mathbf{G}_{\boldsymbol{\lambda}}(\boldsymbol{x})}(\boldsymbol{x}-\boldsymbol{u}) h(\boldsymbol{u}) d \boldsymbol{u}=h(\boldsymbol{x})$, where $\mathbf{G}_{\boldsymbol{\lambda}}(\boldsymbol{x})$ is a family of matrices in an appropriate directed set. In the third part of this chapter, using the Riemann Sum, we give a discrete approximation form by a superposition of Gaussian pdfs, and we prove that we can change this superposition at any approximated point of support of pdf. It means, we can achieve better approximation with less points of the partition, i.e., we can decrease the computational cost. In other words, we prove that
$h(\boldsymbol{x}) \approx \sum_{\ell \in \mathcal{L}} p_{\ell} K\left(\boldsymbol{x}-\boldsymbol{u}_{\ell} ; \tilde{\mathbf{C}}(\boldsymbol{x})\right)$, where $\tilde{\mathbf{C}}(\boldsymbol{x})$ is the localized covariance matrix, and $p_{\ell}$ are unknown constants. As we shall see, there are many common points with the Fourier inversion Theorem. The basic deference is that we require (it is a nature condition) positivity of family of approximation to the identity. This additional condition makes it different, and it is the reason we study the approximation of pdfs separately.

Last, in Chapter 4, we deal with estimation of pdfs. We define the delta sequences estimators, $\hat{f}_{n}(\boldsymbol{x})=\frac{1}{n} \sum_{i=1}^{n} K_{m}\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right)$, and we present the most basic of the kernel estimators (which are delta ones). Then, we focus on theorems of asymptotic unbiasedness, ;i.e., $\mathrm{E}\left(\hat{f}_{n}(\boldsymbol{x})\right)-f(\boldsymbol{x}) \xrightarrow{n \rightarrow \infty} 0$, and consistency of variation term, i.e., $\hat{f}_{n}(\boldsymbol{x})-\mathrm{E}(\hat{f}(\boldsymbol{x})) \xrightarrow{P} 0$ in $L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$. In last years, functional data have been developed in statistics. For this reason, we generalized the above definitions in infinite dimensional spaces, and we present some recent published results in Banach spaces.

At first glance, integral approximation, and estimation of a pdf are different methods. However, the fact that the expected value of a delta estimator can be written in the following form, $\mathrm{E}\left(\hat{f}_{n}(\boldsymbol{x})\right)=\int_{\mathbb{R}^{N}} K_{m_{n}}(\boldsymbol{x}, \mathbf{z}) f(\mathbf{z}) \mu(d z)$, allow us to link these two methods. Studying the bias problem, we shall show that $\mathrm{E}\left(\hat{f}_{n}(\boldsymbol{x})\right) \xrightarrow{n \rightarrow \infty} f(\boldsymbol{x})$, which is the same problem as the integral approximation of a pdf. On the other hand, if we assume all $p_{\ell}$ are equal, then the discrete form which we derive in Chapter 3, looks like with a delta estimator. Finally, as we shall notice, either we refer to the classical analysis, either to the approximation-estimation of pdfs, the properties of families of approximation to the identity play a key role on proving the theorems.

## CHAPTER 2

# The Importance of Integral Approximation and the Necessity for an Approximation of <br> a Pdf 
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### 2.1. Introduction

In this chapter we present a basic theorem in Harmonic analysis, and an application of a dynamical stochastic system. We have two main objectives. First, we shall show the importance of the convergence, which we shall deal with in the sequel. Second, we shall show the necessity of the approximation of a pdf.

In Section 2.2, we present a theorem from mathematical analysis, the Fourier inversion Theorem. In the proof of this theorem, we use the fact that the convolution of a function $f$ with a family of functions $\left(K_{\delta}\right)_{\delta>0}$, with some properties (see Def. 1 below), convergences to the function (Theorem 1 below). We shall prove a similar theorem in Chapter 3. But there, we need a new property of these functions (kernels): to be positive.

Someone might ask why we need an approximation of a pdf. We answer this question in Section 2.3. We present an application where a discrete approximation of a pdf is necessary.

### 2.2. The Theorem of inverse Fourier transform

Definition 1: A family $\left(K_{\delta}\right)_{\delta>0}$ of functions on $\mathbb{R}^{N}$ is called an approximation to the identity if :
(a) For any $\delta>0, \int_{\mathbb{R}^{N}} K_{\delta}(\boldsymbol{y}) d \boldsymbol{y}=1$.
(b) There exists a constant $M>0$ such that, for any $\delta>0$ and $\boldsymbol{y} \in \mathbb{R}^{N}$,

$$
\left|K_{\delta}(\boldsymbol{y})\right| \leq \frac{M}{\delta^{N}}
$$

(c) There exists a constant $M>0$ such that, for any $\delta>0$ and $\boldsymbol{y} \in \mathbb{R}^{N}$,

$$
\left|K_{\delta}(\boldsymbol{y})\right| \leq \frac{M \delta}{|\boldsymbol{y}|^{N+1}}
$$

Definition 2: Let $f$ be a locally integrable function on $\mathbb{R}^{N}$ (i.e., $f \in L_{l o c}^{1}\left(\mathbb{R}^{N}\right)$ ). The Lebesgue set, Leb $(f)$, of $f$ is defined by

$$
\begin{equation*}
\operatorname{Leb}(f)=\left\{\boldsymbol{x} \in \mathbb{R}:|f(\boldsymbol{x})|<\infty \text { and } \lim _{\substack{\lambda(B) \rightarrow 0 \\ \boldsymbol{x} \in B}} \frac{1}{\lambda(B)} \int_{B}|f(\boldsymbol{y})-f(\boldsymbol{x})| d \boldsymbol{y}\right\}, \tag{1}
\end{equation*}
$$

where $\lambda$ denotes the Lebesgue measure, and $B$ an open ball in $\mathbb{R}^{N}$.

Furthermore, it can be proved that $\lambda\left(\mathbb{R}^{N} \backslash \operatorname{Leb}(f)\right)=0$ (Giannopoulos (2014), Harmonic Analysis (notes), Chapter 2, Lemma 2.3.5).
Definition 3: If $f \in L^{1}\left(\mathbb{R}^{N}\right)$, then its Fourier transform $\hat{f}: \mathbb{R}^{N} \rightarrow \mathbb{C}$ is defined by

$$
\begin{equation*}
\hat{f}(\boldsymbol{\xi})=\int_{\mathbb{R}^{N}} f(\boldsymbol{x}) \exp (-2 \pi i \boldsymbol{x} \cdot \boldsymbol{\xi}) d \boldsymbol{x} \tag{2}
\end{equation*}
$$

Lemma 1: Let $f \in L^{1}\left(\mathbb{R}^{N}\right)$, and $\boldsymbol{x} \in \operatorname{Leb}(f)$. Then, for any $\delta>0$ we define the following function

$$
\begin{equation*}
\mathcal{A}(\delta)=\frac{1}{\delta^{N}} \int_{|\boldsymbol{y}| \leq \delta}|f(\boldsymbol{x}-\boldsymbol{y})-f(\boldsymbol{x})| d \boldsymbol{y} \tag{3}
\end{equation*}
$$

Then, the function $\mathcal{A}$ is bounded, continuous and $\lim _{\delta \rightarrow 0} \mathcal{A}(\delta)=0$.
Proof: Giannopoulos (2014), Harmonic Analysis (notes), Chapter 2, Lemma 2.4.8.
Theorem 1 (Giannopoulos (2014), Chapter 2, Theorem 2.4.7.): Let $\left(K_{\delta}\right)_{\delta>0}$ be an approximation to the identity. Then, for any $f \in L^{1}\left(\mathbb{R}^{N}\right)$ the following limiting relation holds true

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \int_{\mathbb{R}^{N}} f(\boldsymbol{y}) K_{\delta}(\boldsymbol{x}-\boldsymbol{y}) d \boldsymbol{y}=f(\boldsymbol{x}) \tag{4}
\end{equation*}
$$

for any $\boldsymbol{x} \in \operatorname{Leb}(f)$, i.e., almost everywhere with respect to Lebesgue measure on $\mathbb{R}^{N}$.
Proof: Let $\delta>0$. We set $J_{k}=\left\{\boldsymbol{y} \in \mathbb{R}^{N}: 2^{k} \delta<|\boldsymbol{y}| \leq 2^{k+1} \delta\right\}$, and we have

$$
\begin{aligned}
\left|\int_{\mathbb{R}^{N}} f(\boldsymbol{y}) K_{\delta}(\boldsymbol{x}-\boldsymbol{y}) d \boldsymbol{y}-f(\boldsymbol{x})\right| & =\left|\int_{\mathbb{R}^{N}} f(\boldsymbol{x}-\boldsymbol{y}) K_{\delta}(\boldsymbol{y}) d \boldsymbol{y}-f(\boldsymbol{x})\right| \\
& \leq \int_{\mathbb{R}^{N}}\left|f(\boldsymbol{x}-\boldsymbol{y})-f(\boldsymbol{x}) \| K_{\delta}(\boldsymbol{y})\right| d \boldsymbol{y} \\
\leq & \int_{|\boldsymbol{y}| \leq \delta}|f(\boldsymbol{x}-\boldsymbol{y})-f(\boldsymbol{x})|\left|K_{\delta}(\boldsymbol{y})\right| d \boldsymbol{y} \\
& +\sum_{k=0}^{\infty} \int_{J_{k}}\left|f(\boldsymbol{x}-\boldsymbol{y})-f(\boldsymbol{x}) \| K_{\delta}(\boldsymbol{y})\right| d \boldsymbol{y}
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{M}{\delta^{N}} \int_{|\boldsymbol{y}| \leq \delta}\left|f(\boldsymbol{x}-\boldsymbol{y})-f(\boldsymbol{x}) \| K_{\delta}(\boldsymbol{y})\right| d \boldsymbol{y} \\
& +\sum_{k=0}^{\infty} M \delta \int_{J_{k}}|f(\boldsymbol{x}-\boldsymbol{y})-f(\boldsymbol{x})| \frac{1}{|\boldsymbol{y}|^{N+1}} d \boldsymbol{y} \\
& \leq M \mathcal{A}(\delta)+\sum_{k=0}^{\infty} \frac{M \delta}{\left(2^{k} \delta\right)^{N+1}} \int_{|\boldsymbol{y}| \leq 2^{k+1} \delta}|f(\boldsymbol{x}-\boldsymbol{y})-f(\boldsymbol{x})| d \boldsymbol{y} \\
& =M \mathcal{A}(\delta)+\sum_{k=0}^{\infty} \frac{M \delta}{\left(2^{k} \delta\right)^{N+1}}\left(2^{k+1} \delta\right)^{N} \mathcal{A}\left(2^{k+1} \delta\right) \\
& =M \mathcal{A}(\delta)+\sum_{k=0}^{\infty} \frac{2^{N} M}{2^{k}} \mathcal{A}\left(2^{k+1} \delta\right) \\
& =M_{1}\left[\mathcal{A}(\delta)+\sum_{k=0}^{\infty} \frac{1}{2^{k}} \mathcal{A}\left(2^{k+1} \delta\right)\right],
\end{aligned}
$$

by setting $M_{1}=2^{N} M$.
Now, let $\varepsilon>0$. We know that $\sum_{k=0}^{\infty} \frac{1}{2^{k}}<\infty$ hence, we can find $n \in \mathbb{N}$, such that $\sum_{k=n}^{\infty} \frac{1}{2^{k}}<\varepsilon$.

Further, from the fact that $\lim _{\delta \rightarrow 0} \mathcal{A}(\delta)=0$ we can find $\delta_{0}>0$, such that $\mathcal{A}\left(2^{k} \delta\right)<\frac{\varepsilon}{3}$ for any $\delta<\delta_{0}$ and $k=0,1, \ldots, n$. Also, we know that $\|\mathcal{A}\|_{\infty}<\infty$ (see Lemma 1).

Then, for any $\delta<\delta_{0}$

$$
\begin{array}{r}
\left|\int_{\mathbb{R}^{N}} f(\boldsymbol{y}) K_{\delta}(\boldsymbol{x}-\boldsymbol{y}) d \boldsymbol{y}-f(\boldsymbol{x})\right| \leq M_{1} \mathcal{A}(\delta)+M_{1} \sum_{k=0}^{n-1} \frac{1}{2^{k}} \mathcal{A}\left(2^{k+1} \delta\right) \\
+M_{1} \sum_{k=n}^{\infty} \frac{1}{2^{k}} \mathcal{A}\left(2^{k+1} \delta\right)
\end{array}
$$

$$
\begin{aligned}
& \leq M_{1}\left[\frac{\varepsilon}{3}+\frac{\varepsilon}{3} \sum_{k=0}^{n-1} \frac{1}{2^{k}}+\|\mathcal{A}\|_{\infty} \sum_{k=n}^{\infty} \frac{1}{2^{k}}\right] \\
& \leq M_{1}\left[\frac{\varepsilon}{3}+\frac{2 \varepsilon}{3}+\|\mathcal{A}\|_{\infty} \varepsilon\right] \\
& =M_{1}\left[1+\|\mathcal{A}\|_{\infty}\right] \varepsilon, \text { for any } \varepsilon>0
\end{aligned}
$$

This is proves Eq. (4), $\lim _{\delta \rightarrow 0} \int_{\mathbb{R}^{N}} f(\boldsymbol{y}) K_{\delta}(\boldsymbol{x}-\boldsymbol{y}) d \boldsymbol{y}=f(\boldsymbol{x})$, and the proof is complete.

Lemma 2 (Multiplication formula, Giannopoulos (2014), Chapter 2, Theorem 2.4.7): Let $f, g$ be two integrable functions on $\mathbb{R}^{N}$. Then,

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \hat{f}(\boldsymbol{\xi}) g(\boldsymbol{\xi}) d \boldsymbol{\xi}=\int_{\mathbb{R}^{N}} f(\boldsymbol{y}) \hat{g}(\boldsymbol{y}) d \boldsymbol{y} \tag{5}
\end{equation*}
$$

Proof: We shall use the definition of Fourier transform (Def. 3) and the Fubini Theorem (see Billingsley (1995), Chapter 2, Sec. 18, Theorem 18.3)

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} \hat{f}(\boldsymbol{\xi}) g(\boldsymbol{\xi}) d \boldsymbol{\xi} & =\int_{\mathbb{R}^{N}}\left(\int_{\mathbb{R}^{N}} f(\boldsymbol{y}) \exp (-2 \pi i \boldsymbol{y} \cdot \boldsymbol{\xi}) d \boldsymbol{y}\right) g(\boldsymbol{\xi}) d \boldsymbol{\xi} \\
& =\int_{\mathbb{R}^{N}}\left(\int_{\mathbb{R}^{N}} g(\boldsymbol{\xi}) \exp (-2 \pi i \boldsymbol{y} \cdot \boldsymbol{\xi}) d \boldsymbol{\xi}\right) f(\boldsymbol{y}) d \boldsymbol{y} \\
& =\int_{\mathbb{R}^{N}} f(\boldsymbol{y}) \hat{g}(\boldsymbol{y}) d \boldsymbol{y}
\end{aligned}
$$

Lemma 3: Let $\boldsymbol{x} \in \mathbb{R}^{N}$ and $\delta>0$. Then, the Fourier transform of function $g_{\delta}(\boldsymbol{\xi})=$ $\exp \left(-\pi \delta|\boldsymbol{\xi}|^{2}\right) \exp (2 \pi i \boldsymbol{x} \cdot \boldsymbol{\xi}), \quad \boldsymbol{\xi} \in \mathbb{R}^{N}$ given by:

$$
\begin{equation*}
\hat{g}_{\delta}(\boldsymbol{y})=\frac{1}{\delta^{N / 2}} \exp \left(-\frac{\pi}{\delta}|\boldsymbol{x}-\boldsymbol{y}|^{2}\right) \tag{6}
\end{equation*}
$$

Proof: Giannopoulos (2014), Harmonic Analysis (notes), Chapter 3, Lemma 3.2.3.

To prove the following theorem we need to define a particular family of kernels $\left(K_{\delta^{2}}\right)_{\delta>0}$ given by:

$$
\begin{equation*}
K_{\delta^{2}}(\boldsymbol{y})=\frac{1}{\delta^{N}} \exp \left(-\frac{\pi|\boldsymbol{y}|^{2}}{\delta^{2}}\right), \quad \delta>0 \text { and } \boldsymbol{y} \in \mathbb{R} \tag{7}
\end{equation*}
$$

We shall prove that the above family is an approximation to the identity.
Theorem 2 (Inverse Fourier transform, Giannopoulos (2014), Chapter 3, Theorem 3.2.1): Let the family $\left(K_{\delta^{2}}\right)_{\delta>0}$ be defined in terms of Eq. (7). If $f \in L^{1}\left(\mathbb{R}^{N}\right)$, and $\hat{f} \in L^{1}\left(\mathbb{R}^{N}\right)$ then, the following relation holds true:

$$
\begin{equation*}
f(\boldsymbol{x})=\lim _{\delta \rightarrow 0} \int_{\mathbb{R}^{N}} f(\boldsymbol{y}) K_{\delta^{2}}(\boldsymbol{x}-\boldsymbol{y}) d \boldsymbol{y}=\int_{\mathbb{R}^{N}} \hat{f}(\boldsymbol{\xi}) \exp (2 \pi i \boldsymbol{x} \cdot \boldsymbol{\xi}) d \boldsymbol{\xi} \tag{8}
\end{equation*}
$$

almost everywhere with respect to Lebesgue measure on $\mathbb{R}^{N}$.
Proof: First, we prove that $\left(K_{\delta^{2}}\right)_{\delta>0}$ is an approximation to the identity. For any $\delta>0$, by changing of variable $\boldsymbol{y}=\delta \mathbf{z}$ we derive

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} K_{\delta^{2}}(\boldsymbol{y}) d \boldsymbol{y}=\frac{1}{\delta^{N}} \int_{\mathbb{R}^{N}} \exp \left(-\frac{\pi|\boldsymbol{y}|^{2}}{\delta^{2}}\right) d \boldsymbol{y}=\int_{\mathbb{R}^{N}} \exp \left(-\pi|\mathbf{z}|^{2}\right) d \mathbf{z}=1 \tag{a}
\end{equation*}
$$

Also, for any $\delta>0$ and $\boldsymbol{y} \in \mathbb{R}^{N}$ we have

$$
\begin{equation*}
0 \leq K_{\delta^{2}}(\boldsymbol{y})=\frac{1}{\delta^{N}} \exp \left(-\frac{\pi|\boldsymbol{y}|^{2}}{\delta^{2}}\right) \leq \frac{1}{\delta^{N}} \tag{b}
\end{equation*}
$$

Last, using the known inequality $\exp (t) \geq \frac{t^{N+1}}{(N+1)!}, t \geq 0$, at $t=\frac{\sqrt{\pi}|\boldsymbol{y}|}{\delta}$, we obtain

$$
\begin{equation*}
0 \leq K_{\delta^{2}}(\boldsymbol{y})=\frac{1}{\delta^{N}} \exp \left(-\frac{\pi|\boldsymbol{y}|^{2}}{\delta^{2}}\right) \leq \frac{1}{\delta^{N}} \frac{(N+1)!\delta^{N+1}}{\pi^{(N+1) / 2}|\boldsymbol{y}|^{N+1}}=\frac{M \delta}{|\boldsymbol{y}|^{N+1}} \tag{c}
\end{equation*}
$$

By setting $M=\frac{(N+1)!}{\pi^{(N+1) / 2}}$. So, we have proved the three properties of definition 1 .

Now, let $\boldsymbol{x} \in \mathbb{R}^{N}$ and $g_{\delta^{2}}$ be the function of Lemma 3. We know that

$$
\begin{equation*}
\hat{g}_{\delta^{2}}(\boldsymbol{y})=\frac{1}{\delta^{N}} \exp \left(-\frac{\pi}{\delta^{2}}|\boldsymbol{x}-\boldsymbol{y}|^{2}\right) \tag{d}
\end{equation*}
$$

Using Lemma 2 , for any $\delta>0$, we obtain

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \hat{f}(\boldsymbol{\xi}) \exp \left(-\pi \delta^{2}|\boldsymbol{\xi}|^{2}\right) \exp (2 \pi i \boldsymbol{x} \cdot \boldsymbol{\xi}) d \boldsymbol{\xi}=\int_{\mathbb{R}^{N}} f(\boldsymbol{y}) K_{\delta^{2}}(\boldsymbol{x}-\boldsymbol{y}) d \boldsymbol{y} \tag{e}
\end{equation*}
$$

In the right term of above equation, $K_{\delta^{2}}$ is an approximation to the identity, so by theorem 1 we have

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \int_{\mathbb{R}^{N}} f(\boldsymbol{y}) K_{\delta^{2}}(\boldsymbol{x}-\boldsymbol{y}) d \boldsymbol{y}=f(\boldsymbol{x}) \text { almost everywhere. } \tag{f}
\end{equation*}
$$

For the left term, we use the dominated convergence Theorem (see Billingsley (1995), Chapter 2, Sec. 16, Theorem 16.4)

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \int_{\mathbb{R}^{N}} \hat{f}(\boldsymbol{\xi}) \exp \left(-\pi \delta^{2}|\boldsymbol{\xi}|^{2}\right) \exp (2 \pi i \boldsymbol{x} \cdot \boldsymbol{\xi}) d \boldsymbol{\xi}=\int_{\mathbb{R}^{N}} \hat{f}(\boldsymbol{\xi}) \exp (2 \pi i \boldsymbol{x} \cdot \boldsymbol{\xi}) d \boldsymbol{\xi} \tag{g}
\end{equation*}
$$

Finally, combining Eqs. (f) and (g) we obtain the equation (8)

$$
f(\boldsymbol{x})=\lim _{\delta \rightarrow 0} \int_{\mathbb{R}^{N}} f(\boldsymbol{y}) K_{\delta^{2}}(\boldsymbol{x}-\boldsymbol{y}) d \boldsymbol{y}=\int_{\mathbb{R}^{N}} \hat{f}(\boldsymbol{\xi}) \exp (2 \pi i \boldsymbol{x} \cdot \boldsymbol{\xi}) d \boldsymbol{\xi}
$$

Stein, Shakarchi (2003), in Chapter 5, Theorem 1.9, prove the same theorem on a Schartz space.

### 2.3. An example in which the approximation of pdf is necessary

In the sequel of this work we focus on approximation of multidimensional pdfs, which is the basic result of this work which is analyzed in Chapter 3. In this section, we present a problem which shows the necessity of a discrete approximation of any pdf.

We start with some basic definitions
Definition 4: Let $\Omega$ be a sample space, and $\mathbb{T}=\left[t_{0}, T\right]$ be a real interval. A generic random (or stochastic) differential equation (RDE) given by

$$
\begin{equation*}
\frac{d x(t ; \omega)}{d t}=G(x(t ; \omega), y(t ; \omega), t) \tag{9}
\end{equation*}
$$

Where, $\omega$ is the sample argument, $t \in \mathbb{T}$, and $G$ is a continuous function which is nonlinear generally. Thus, $y(t ; \omega)$ is a known random function which is called the excitation of the system and $x(t ; \omega)$ is called the response of the system.

Definition 5: Let $\mathscr{x}$ be a separable Banach space, and $\mathrm{P}=\mathrm{P}_{\mathscr{O}}$ be a probability measure defined on it. The characteristic functional $\mathscr{F}^{F}$ of P is a cylinder functional defined on the dual space $\mathscr{U}=\mathscr{O}^{\prime}$ by the formula:

$$
\begin{equation*}
\mathscr{\mathscr { F }}(u)=\mathrm{E}^{\omega}(\exp (i\langle u, x(\omega)\rangle))=\int_{\mathscr{C}} \exp (i\langle u, x\rangle) \mathrm{P}(d x), \quad u \in \mathscr{Q} \tag{10}
\end{equation*}
$$

Notice that this is the Fourier transform of the induced probability measure $\mathrm{P}_{\mathscr{B}}$. Also, this integral always exists provided that the corresponding probability measure is well defined. See Vakhania et al. (1987) and Pugachev, Sinitsyn (2001) for its properties.

The concept of the characteristic functional was introduced by Kolmogorov in 1935, by means of an amazing and far ahead of its time, two-page article, in Comptes Rendu de l' Académie des Science de Paris.

Furthermore, we shall need the definitions of functional derivatives. Here, we give only the definitions. For more details and properties of them see Athanassoulis (2011), Functional analysis (notes).

Definition 6: Let $\left(\mathrm{X},\| \|_{\mathrm{X}}\right),\left(\mathrm{Y},\| \|_{\mathrm{Y}}\right)$ be two normed spaces, and consider an operator, $F: \mathrm{X} \rightarrow \mathrm{Y}$. We shall say that $F$ is Frechet differentiable at $x_{0} \in \mathrm{X}$ if there exists a continuous and linear operator $L: \mathrm{X} \rightarrow \mathrm{Y}$, such that

$$
\begin{equation*}
\lim _{\substack{x \rightarrow x_{0} \\ x \neq x_{0}}} \frac{\left\|F(x)-F\left(x_{0}\right)-L\left(x-x_{0}\right)\right\|_{\mathrm{Y}}}{\left\|x-x_{0}\right\|_{\mathrm{X}}}=0 \tag{11}
\end{equation*}
$$

The operator $L$ is called Frechet derivative of $F$ at point $x_{0} \in X$, and it will be denoted by $D F\left(x_{0}\right)$ (or $F^{\prime}\left(x_{0}\right)$ ).

Definition 7: Let X , Y be linear topological spaces, and consider an operator, $F: \mathrm{X} \rightarrow \mathrm{Y}$. Also, assume $h \in \mathrm{X}$, and $h \neq 0_{\mathrm{X}}$. We shall say that $F$ has Gateaux derivative at $x_{0} \in \mathrm{X}$, and it will be denoted by $\delta F\left(x_{0} ; h\right)$, if there exists the following limit

$$
\begin{equation*}
\delta F\left(x_{0} ; h\right)=\left.\frac{d F\left(x_{0}+t h\right)}{d t}\right|_{t=0}=\lim _{t \rightarrow \infty} \frac{F\left(x_{0}+t h\right)-F\left(x_{0}\right)}{t} \tag{12}
\end{equation*}
$$

and if $h=0_{\mathrm{X}}$ then we shall define $\delta F\left(x_{0} ; 0_{\mathrm{X}}\right)=0$.

Definition 8: Let X be a linear function space, which is equipped with a metric, and consider an operator, $F: \mathrm{X} \rightarrow \mathbb{R}$ (or $\mathbb{C}$ ). We shall say that $F$ has Volterra derivative at $x(\cdot) \in \mathrm{X}$, and it will be denoted by $F^{\prime}(x(\cdot))$, if there exists the following limit

$$
\begin{equation*}
\lim _{\gamma} \frac{F\left(x(\cdot)+h_{\gamma}^{\xi}(\cdot)\right)-F(x(\cdot))}{\int_{D_{\gamma}^{(\xi)}} h_{\gamma}^{\xi}(t) d t} \text { as } \gamma \text { increases, } \tag{13}
\end{equation*}
$$

where $D_{\gamma}^{(\xi)}$ is the support of function $h_{\gamma}^{\xi}$.
See Athanassoulis (2011), Functionals and functional differentiation (notes), for more details and clarifications.

Now, assume a dynamical system which is described by the following RDE and the initial condition:

$$
\begin{align*}
& \frac{d x(t ; \omega)}{d t}+\mu x(t ; \omega)+k x^{3}(t ; \omega)=y(t ; \omega),  \tag{14a}\\
& x\left(t_{0} ; \omega\right)=x_{0}(\omega) \tag{14b}
\end{align*}
$$

Where $\mu, k$ are deterministic constants, $x_{0}(\omega)$ is a random variable with known characteristic function $\varphi_{0}(u), u \in \mathbb{R}$. The excitation is a real-valued random function with sample space a separable Banach space $\mathscr{Q}$, probability measure $\mathrm{P}_{y}$, and known characteristic functional $\mathscr{F}_{y}(v), \quad v \in \mathscr{O}=\mathscr{G} \mathscr{Y}^{\prime}$. We denote $\mathscr{O}$ the sample space of random function $x(t ; \omega)$, its probability measure $\mathrm{P}_{x}$, and the dual space of by $\mathscr{U}=\mathscr{C}^{\prime}$. In this problem, we assume that $\mathscr{G}=C^{k}(\mathrm{I}), \mathrm{I} \subseteq \mathbb{R}$ for some $k \in \mathbb{N} \cup\{0\}$ and $\mathscr{O}=C^{k+1}$ (I). Last, we assume that the above probability measures and the joint one, $\mathrm{P}_{x y}$, are well defined. See Skorokhod (1969, 2005), Chapter 2 and Spiliotis (notes) (2012), for more details about probability measures in infinite dimensional spaces.

Our aim is to derive a new equation for the corresponding pdfs. This has first introduced by Athanassoulis, Sapsis (2008). In Sections 4 and 5, someone can study the whole proof. Here, we shall give a description of this work.

The joint response-excitation characteristic functional is given by

$$
\begin{equation*}
\mathscr{F}_{x y}(u, v)=\int_{\mathscr{O} \times \mathscr{Y}} \exp (i(\langle u, x\rangle+\langle v, y\rangle)) \mathrm{P}_{x y}(d x, d y), \quad u \in \mathscr{U}, v \in \mathscr{O}, \tag{15}
\end{equation*}
$$

Now, let us consider the Volterra $u$ - partial derivative of $\widetilde{\mathscr{F}_{x y}}$ at time $t$

$$
\begin{equation*}
\frac{\delta \mathscr{F}_{x y}(u, v)}{\delta u(t)}=\int_{\mathscr{C} \times \mathscr{Y}} i x(t) \exp (i(\langle u, x\rangle+\langle v, y\rangle)) \mathrm{P}_{x y}(d x, d y) \tag{16}
\end{equation*}
$$

and we differentiate with respect to $t$, obtaining

$$
\begin{equation*}
\frac{d}{d t} \frac{\delta \widetilde{\mathscr{F}}_{x y}(u, v)}{\delta u(t)}=\int_{\mathscr{O} \times \mathscr{Y}} i x^{\prime}(t) \exp (i(\langle u, x\rangle+\langle v, y\rangle)) \mathrm{P}_{x y}(d x, d y) \tag{17}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\frac{\delta \mathscr{F}_{x y}(u, v)}{\delta v(t)}=\int_{\mathscr{O} \times \mathscr{Y}} i y(t) \exp (i(\langle u, x\rangle+\langle v, y\rangle)) \mathrm{P}_{x y}(d x, d y) \tag{18}
\end{equation*}
$$

We computing the three-fold Volterra $u$-partial derivative of $\mathscr{F}_{x y}$ at time instants $t_{1}, t_{2}, t_{3} \in \mathrm{I}$, and then we set $t_{1}=t_{2}=t_{3}=t$

$$
\begin{equation*}
\frac{\delta^{3} \mathscr{F}_{x y}(u, v)}{\delta u\left(t_{1}\right) \delta u\left(t_{2}\right) \delta u\left(t_{3}\right)}=\int_{\mathscr{O} \times \mathscr{\mathscr { Y }}} i x\left(t_{1}\right) x\left(t_{1}\right) x\left(t_{3}\right) \exp (i(\langle u, x\rangle+\langle v, y\rangle)) \mathrm{P}_{x y}(d x, d y) \tag{19}
\end{equation*}
$$

Now, combining Eqs. (16-19) we obtain the following differential equation for the characteristic functional

$$
\begin{equation*}
\frac{d}{d t} \frac{\delta \mathscr{F}_{x y}(u, v)}{\delta u(t)}+\mu \frac{\delta \mathscr{F}_{x y}(u, v)}{\delta u(t)}-k \mu \frac{\delta^{3} \mathscr{F}_{x y}(u, v)}{\delta u(t)^{3}}=\frac{\delta \mathscr{F}_{x y}(u, v)}{\delta v(t)} \tag{20a}
\end{equation*}
$$

with initial condition

$$
\begin{equation*}
\mathscr{\mathscr { F }}_{x y}\left(v \delta \cdot-t_{0}, 0\right)=\varphi_{0}(v), v \in \mathbb{R} \tag{20b}
\end{equation*}
$$

where $\delta$ denotes the Dirac delta generalized function.
Continuing, we apply Eq. (20a), to the pair

$$
\begin{equation*}
u=v \cdot \delta(\cdot-t), v=v \cdot \delta(\cdot-s) \text { for fixed } t, s \tag{21}
\end{equation*}
$$

For the first term of Eq. (20a) we have

$$
\left.\frac{d}{d t} \frac{\delta \cdot \widetilde{F}_{x y}(u, v)}{\delta u(t)}\right|_{\substack{u=v \cdot \delta(\cdot-t) \\ v=v \cdot \delta(\cdot-s)}}=
$$

$$
\begin{align*}
& =\int_{\mathscr{B} \times \mathscr{Y}} i x^{\prime}(t) \exp (i v x(t)+i v y(s)) \mathrm{P}_{x y}(d x, d y)  \tag{22a}\\
& =\frac{1}{v} \frac{\partial}{\partial t} \int_{\mathscr{O} \times \mathscr{Y}} \exp (i v x(t)+i v y(s)) \mathrm{P}_{x y}(d x, d y)  \tag{22b}\\
& =\frac{1}{v} \frac{\partial}{\partial t} \int_{\mathbb{R}} \int_{\mathbb{R}} \exp (i v x+i v y) f_{x(t) y(s)}(x, y) d x d y  \tag{22c}\\
& =\frac{1}{v} \frac{\partial \varphi_{x(t) y(s)}(v, v)}{\partial t} . \tag{22d}
\end{align*}
$$

And taking the limit $s \rightarrow t$, we conclude to

$$
\begin{equation*}
\left.\lim _{s \rightarrow t} \frac{d}{d t} \frac{\delta \mathscr{F}_{x y}(u, v)}{\delta u(t)}\right|_{\substack{u=v \cdot \delta(\cdot-t) \\ v=v \cdot \delta(\cdot-s)}}=\left.\frac{1}{v} \frac{\partial \varphi_{x(t) y(s)}(v, v)}{\partial t}\right|_{s=t} . \tag{23a}
\end{equation*}
$$

In Eq. (22c), we applied the projection Theorem. Athanassoulis, Sapsis (2008) give an analytic discussion for this theorem in Section 2. They give the general form in Eqs. (2.5) and (2.6).

With similar way, we obtain

$$
\begin{align*}
& \frac{\delta \mathscr{F}_{x y}(v \cdot \delta(\cdot-t), v \cdot \delta(\cdot-t))}{\delta u(t)}=\frac{\partial \varphi_{x(t) y(s)}(v, v)}{\partial v}  \tag{23b}\\
& \frac{\delta^{3} \mathscr{F}_{x y}(v \cdot \delta(\cdot-t), v \cdot \delta(\cdot-t))}{\delta u(t)^{3}}=\frac{\partial^{3} \varphi_{x(t) y(s)}(v, v)}{\partial v^{3}}  \tag{23c}\\
& \frac{\delta \mathscr{F}_{x y}(v \cdot \delta(\cdot-t), v \cdot \delta(\cdot-t))}{\delta v(t)}=\frac{\partial \varphi_{x(t) y(s)}(v, v)}{\partial v} \tag{23~d}
\end{align*}
$$

Combining Eqs. (23a-d) and (20a,b), we derive

$$
\begin{align*}
& \left.\frac{1}{u} \frac{\partial \varphi_{x(t) y(s)}(u, v)}{\partial t}\right|_{s=t}+\mu \frac{\partial \varphi_{x(t) y(\mathrm{t})}(u, v)}{\partial u}-k \frac{\partial^{3} \varphi_{x(t) y(\mathrm{t})}(u, v)}{\partial u^{3}}=\frac{\partial \varphi_{x(t) y(\mathrm{t})}(u, v)}{\partial v}, \\
& \varphi_{x\left(t_{0}\right) y\left(\mathrm{t}_{0}\right)}(v, 0)=\varphi_{x\left(t_{0}\right)}(v)=\varphi_{0}(v), v \in \mathbb{R} . \tag{24a,b}
\end{align*}
$$

Finally, implying the inverse Fourier transform, as we see in previous section, to (24a, b) we derive

$$
\begin{align*}
& \left.\frac{\partial f_{x(t) y(s)}(a, \mathrm{~b})}{\partial t}\right|_{s=t}+\frac{\partial}{\partial a}\left[\left(\mu a+k a^{3}\right) f_{x(t) y(s)}(a, \mathrm{~b})\right]+\frac{\partial}{\partial a}\left[b f_{x(t) y(s)}(a, \mathrm{~b})\right]=0 \\
& \int_{\mathbb{R}} f_{x\left(t_{0}\right) y\left(t_{0}\right)}(a, \mathrm{~b}) d \mathrm{~b}=f_{x\left(t_{0}\right)}(a), \quad a \in \mathbb{R} \tag{25a,b}
\end{align*}
$$

Further, the marginal compatibility condition

$$
\begin{equation*}
\int_{\mathbb{R}} f_{x(t) y(t)}(a, \mathrm{~b}) d a=f_{y(t)}(\mathrm{b}), \quad \mathrm{b} \in \mathbb{R}, t \geq t_{0} \tag{25c}
\end{equation*}
$$

and the constitutive conditions

$$
\begin{align*}
& \int_{\mathbb{R} \times \mathbb{R}} f_{x(t) y(s)}(a, \mathrm{~b}) d a d \mathrm{~b}=1, \quad t, s \geq t_{0},  \tag{25d}\\
& f_{x(t) y(s)}(a, \mathrm{~b}) \geq 0 \text { for any } a, \mathrm{~b} \in \mathbb{R} \text { and } t, s \geq t_{0} . \tag{25e}
\end{align*}
$$

Venturi et al. (2011), in Section 2, conclude to the same equation (25a,b) by using the following functional integral representation of a pdf

$$
\begin{aligned}
f_{x(t) y(t)}(a, \mathrm{~b}) & =\mathrm{E}^{\omega}(\delta(\alpha-x(t ; \omega)) \delta(\mathrm{b}-y(s ; \omega))) \\
& =\int_{\mathscr{C} \times \mathscr{Y}} \delta(\alpha-x(t ; \omega)) \delta(\mathrm{b}-y(s ; \omega)) \mathrm{P}_{x y}(d x, d y) .
\end{aligned}
$$

To solve the system ( $25 \mathrm{a}-\mathrm{e}$ ) it is obvious that we need a discrete approximation form of the joint response-excitation pdf. Then, we can apply a numerical method. Athanassoulis, Sapsis (2008), in Sections 8, 9 discuss about this approximation pdf. They approximate the particular pdf by a superposition with Gaussian pdfs (kernels). The following chapter gives a rigorous mathematical construction for this approximation, in particular, we shall prove that any pdf can be approximated by a Gaussian (or more general) pdfs different at any approximated point.
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### 3.1. Introduction

In this chapter we present the main results of our work. We deal with a method of approximation theory, the integral approximation of multidimensional probability density functions. In particular, we prove that any probability density function (pdf) can be approximated by superposition of a family of approximation to the identity (or delta family).

As we have noticed in few applied articles, researchers conclude in equations with unknowns pdfs. To find them, they approximate pdfs by a superposition of Gaussian pdfs (kernels), and then, apply numerical methods. In addition, they can change this superposition at any approximated point. In practice, this works effectively (see Brox (2007), Sec. 2, who deals with the human motion tracking and Athanassoulis, Sapsis (2008), Sec 8, 9, who deal with random dynamical systems), but there is not a rigorous and strict mathematical theory in the literature, which allows this.

Our aim is exactly this. We want to conclude to a discrete approximation form of a multidimensional pdf, which is useful in applied works but it is equally useful and interesting as a mathematical construction. To prove this, we construct a particular space, in which we prove some helpful lemmata, and then, the main theorem (Theorem2, integral approximation). Finally, in the last part of this chapter, we derive the discrete approximation. First of all, we try to give the geometric notion of the functions which we use. Thus, we prove that we can use a different delta family at any approximated point, which is the most important, and new result in integral approximation of pdfs.

Specifically, in Sections 3.2 and .3.3, we provide some basic results from analysis and algebra, and introduce the definition of delta family giving a short discussion, correspondingly. Then, we prove the main result of this chapter and work (Section 3.4), that is any pdf generates a delta family. Finally in Section 3.5, we show that any probability density function can be approximated by a superposition of Gaussian pdfs, and we can change it at any approximated point. Last, we give some properties for the corresponding covariance matrix, and correlations coefficients.

### 3.2. Preliminaries

In this section, we present some basic results from linear algebra, and real analysis which, we shall use in the sequel.

Definition 1: Let $\mathbf{A}$ be a $(N \times N)$ real matrix (i.e., $\left.\mathbf{A} \in \mathbb{R}^{N \times N}\right)$. A is called diagonalizable if it is similar to a diagonal matrix, i.e.,, $\boldsymbol{\Lambda}=\mathbf{Q}^{-1} \cdot \mathbf{A} \cdot \mathbf{Q}$. Where, $\boldsymbol{\Lambda}=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right)$ is the diagonal matrix of eigenvalues of $\mathbf{A}$, and, the nonsingular matrix $\mathbf{Q}$ is the matrix of eigenvectors of $\mathbf{A}$.

Definition 2: We say that matrix, $\mathbf{A} \in \mathbb{R}^{N \times N}$ is positive definite and we write $\mathbf{A}>0$ if $\boldsymbol{x}^{T} \cdot \mathbf{A} \cdot \boldsymbol{x}=\sum_{i=1}^{N} \sum_{j=1}^{N} \mathrm{~A}_{i j} x_{i} x_{j}>0 \quad \forall \boldsymbol{x} \in \mathbb{R}^{N} \backslash\{\mathbf{0}\}$

In the following lemma, we collect and prove some auxiliary matrix-theoretic results, which we shall use in proofs of Lemmata 3 and 4.

Lemma 1: Let $\mathbf{A} \in \mathbb{R}^{N \times N}$ be a symmetric (i.e., $\mathbf{A}^{T}=\mathbf{A}$ ), and positive definite matrix. Then,
(a) $\mathbf{A}$ is diagonalizable, i.e., $\boldsymbol{\Lambda}=\mathbf{Q}^{-1} \cdot \mathbf{A} \cdot \mathbf{Q}$ and eigenvectors of $\mathbf{A}, \boldsymbol{q}_{i}, 1 \leq i \leq N$, can be chosen to form an orthonormal basis on $\mathbb{R}^{N}$, i.e., $\mathbf{Q}^{-1}=\mathbf{Q}^{T}$.
(b) The eigenvalues of $\mathbf{A}$ are real and positive (i.e., $\lambda_{i}>0,1 \leq i \leq N$ ).
(c) The quadratic region $\mathrm{E}_{\boldsymbol{A}}=\left\{\boldsymbol{x} \in \mathbb{R}^{N}: \boldsymbol{x}^{T} \cdot \boldsymbol{A} \cdot \boldsymbol{x} \leq 1\right\}$ is a real ellipsoidal in $\mathbb{R}^{N}$, centered at $\mathbf{0}$ with lengths of semiaxes $s_{i}=\frac{1}{\sqrt{\lambda_{i}}}$. The eigenvalues determine the lengths of semiaxes, and the eigenvectors (i.e., the columns, $\boldsymbol{q}_{i}, 1 \leq i \leq N$, of matrix $\mathbf{Q}$ ) determine the directions of semiaxes.
 $\sigma \tau \eta \gamma \rho \alpha \mu \mu \kappa \check{\eta} \alpha \dot{\alpha} \gamma \varepsilon \beta \rho \alpha$ " Chapter 4, Theorem 4.4.2.
(b) First, we show that $\lambda_{i}, 1 \leq i \leq N$ are real numbers. By definition of eigenvalues we have $\mathbf{A} \cdot \boldsymbol{q}_{i}=\lambda_{i} \boldsymbol{q}_{i}, 1 \leq i \leq N$ and $\boldsymbol{q}_{i} \in \mathbb{C}^{N}-\{\mathbf{0}\}$. Then,

$$
\overline{\boldsymbol{q}}_{i}^{T} \cdot \mathbf{A} \cdot \boldsymbol{q}_{i}=\overline{\boldsymbol{q}}_{i}{ }^{T} \cdot\left(\mathbf{A} \cdot \boldsymbol{q}_{i}\right)=\lambda_{i} \overline{\boldsymbol{q}}_{i}^{T} \cdot \boldsymbol{q}_{i}=\lambda_{i} \sum_{j=1}^{N}\left|\boldsymbol{q}_{i j}\right|^{2}
$$

Also, we can obtain

$$
\overline{\boldsymbol{q}}_{i}^{T} \cdot \mathbf{A} \cdot \boldsymbol{q}_{i}={\overline{\left(\mathbf{A} \cdot \boldsymbol{q}_{i}\right)}}^{T} \cdot \boldsymbol{q}_{i}={\overline{\left(\lambda_{i} \boldsymbol{q}_{i}\right)}}^{T} \cdot \boldsymbol{q}_{i}=\bar{\lambda}_{i} \sum_{j=1}^{N}\left|\boldsymbol{q}_{i j}\right|^{2}
$$

So, we have $\bar{\lambda}_{i}=\lambda_{i} \Rightarrow \lambda_{i} \in \mathbb{R}$ and $\boldsymbol{q}_{i} \in \mathbb{R}^{N}-\{\boldsymbol{0}\}, 1 \leq i \leq N$. Thus, the fact that $\mathbf{A}$ is positive definite implies $\boldsymbol{q}_{i}{ }^{T} \cdot \mathbf{A} \cdot \boldsymbol{q}>0 \Rightarrow \lambda_{i} \sum_{j=1}^{N}\left|\boldsymbol{q}_{i j}\right|^{2}>0 \Rightarrow \lambda_{i}>0,1 \leq i \leq N$.
(c) $\boldsymbol{x}^{T} \cdot \mathbf{A} \cdot \boldsymbol{x} \leq 1 \Leftrightarrow\left(\mathbf{Q}^{T} \cdot \boldsymbol{x}\right)^{T} \cdot \boldsymbol{\Lambda} \cdot \mathbf{Q}^{T} \cdot \boldsymbol{x} \leq 1 \Leftrightarrow \boldsymbol{y}^{T} \cdot \boldsymbol{\Lambda} \cdot \boldsymbol{y} \leq 1 \Leftrightarrow \sum_{i=1}^{N}\left(\frac{y_{i}}{\sqrt{1 / \lambda_{i}}}\right)^{2} \leq 1$ by setting $\boldsymbol{y}=\mathbf{Q}^{T} \cdot \boldsymbol{x}$, this is., $\boldsymbol{y} \in \mathcal{E}_{\mathbf{Q}}\left(\mathbf{0} ; \frac{1}{\sqrt{\lambda_{1}}}, \frac{1}{\sqrt{\lambda_{2}}}, \ldots, \frac{1}{\sqrt{\lambda_{N}}}\right)$.
See Sharipov (1996), Linear algebra and multidimensional geometry, Chapter IV, for more details about quadratic forms.

The formula of change of variables in multidimensional integrals (for invertible transformations) will be the basic technical tool in what follows. It is recalled by the following.

Theorem 1 (Change of variables in multidimensional integrals): Let $D$ and $\Omega$ be domains in $\mathbb{R}^{N}, \boldsymbol{x} \in \mathrm{D}, \boldsymbol{u} \in \Omega$, and $\boldsymbol{x}=\boldsymbol{T}(\boldsymbol{u})$ a transformation having $\Omega$ as its domain of definition and D as its range. The transformation $\boldsymbol{T}$ is assumed to be

- One-to one, and thus invertible,
- $C^{1}$ in $\Omega$,
- with non-zero (Frechet) derivative

$$
D \boldsymbol{T}(\boldsymbol{u}) \equiv \frac{D \boldsymbol{T}(\boldsymbol{u})}{D \boldsymbol{u}} \equiv \frac{D \boldsymbol{x}}{D \boldsymbol{u}}=\left(\begin{array}{ccc}
\frac{\partial x_{1}}{\partial u_{1}} & \cdots & \frac{\partial x_{1}}{\partial u_{N}} \\
\vdots & \ddots & \vdots \\
\frac{\partial x_{N}}{\partial u_{1}} & \cdots & \frac{\partial x_{N}}{\partial u_{N}}
\end{array}\right)
$$

Then, for every function $f$, integrable in D , we have

$$
\int_{\mathrm{D}} f(\boldsymbol{x}) d \boldsymbol{x}=\int_{\Omega=\boldsymbol{T}^{-1}(D)} f(\boldsymbol{T}(\boldsymbol{u}))\left|\operatorname{det}\left(\frac{D \boldsymbol{x}}{D \boldsymbol{u}}\right)\right| d \boldsymbol{u}
$$

where $\operatorname{det}\left(\frac{D \boldsymbol{x}}{D \boldsymbol{u}}\right)$ is the Jacobian of the derivative of $\boldsymbol{T}$.
In addition, we shall give some definitions about generalized convergence; see McShane (1955), Section 3.

Definition 3: Let $\Lambda$ be a nonempty set and $\prec$ be a binary relation with properties
D. $1(\forall \lambda \in \Lambda) \lambda \prec \lambda \quad$ (reflexivity)
D. $2(\forall \lambda, \mu, v \in \Lambda) \quad \lambda \prec \mu$ and $\mu \prec v \Rightarrow \lambda \prec v \quad$ (transitivity)
D. $3\left(\forall \lambda_{1}, \lambda_{2} \in \Lambda\right)\left(\exists \lambda_{3} \in \Lambda\right) \quad \lambda_{1} \prec \lambda_{3}$ and $\lambda_{2} \prec \lambda_{3} \quad$ (every pair $\lambda_{1}, \lambda_{2}$ in
$\Lambda$ has supremum)
The relation $\prec$ is called a direction in $\Lambda$ and the pair $(\Lambda, \prec)$ is called a directed set.

Definition 4: Let $(\Lambda, \prec)$ a directed set, and $X$ a general set (e.g., topological/metric space).
Every function $x: \Lambda \rightarrow X$ is called net in $X$ and we write $\left(x_{\lambda}\right)_{\lambda \in \Lambda}$.

A net is the generalization of a sequence. Every sequence is a net with the directed set $(\mathbb{N}, \leq)$.

Definition 5: Let $X$ be a metric (topological) space, $(\Lambda, \prec)$ a directed set, $\left(x_{\lambda}\right)_{\lambda \in \Lambda}$ a net in $X$, and $x \in X$. We say that the $\left(x_{\lambda}\right)_{\lambda \in \Lambda}$ converges to $x$ (in the direction $\prec$ ) and we write $\quad x_{\lambda} \xrightarrow{\prec} x \quad$ (or $\lim _{\lambda, \prec} x_{\lambda}=x$ ) if for every region $\mathrm{U}=\mathrm{U}(x)$ of $x$, there is $\lambda_{0}=\lambda_{0}(\mathrm{U}) \in \Lambda: x_{\lambda} \in \mathrm{U}(x)$ for every $(\forall \lambda \in \Lambda): \lambda_{0} \prec \lambda$.

Notational conventions: To make the notation more compact (in order to save space in writing equations and proofs) the index vector $\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right)$ will be usually denoted by $\lambda$, and the scaled vector $\left(\frac{\delta}{\lambda_{1}}, \frac{\delta}{\lambda_{2}}, \ldots, \frac{\delta}{\lambda_{N}}\right)$ will be symbolically represented by $\frac{\delta}{\lambda}$ :

$$
\begin{equation*}
\left(\frac{\delta}{\lambda_{1}}, \frac{\delta}{\lambda_{2}}, \ldots, \frac{\delta}{\lambda_{N}}\right) \stackrel{\operatorname{def}}{=} \frac{\delta}{\lambda} \tag{1a}
\end{equation*}
$$

Also, we define

$$
\begin{equation*}
\lambda_{1}>\mu_{1} \wedge \lambda_{2}>\mu_{2} \wedge \ldots \wedge \lambda_{N}>\mu_{N} \stackrel{\text { def }}{\Leftrightarrow} \boldsymbol{\lambda}>\boldsymbol{\mu} \tag{1b}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{1} \downarrow 0, \lambda_{2} \downarrow 0, \ldots, \lambda_{N} \downarrow 0 \stackrel{\text { def }}{\Leftrightarrow} \lambda \downarrow \mathbf{0} \tag{1c}
\end{equation*}
$$

### 3.3. Approximation of functions by integral operators. A few comments on a huge subject

Definition 6: Let $C_{b} \mathbb{R}^{N} \rightarrow \mathbb{R}=C_{b}\left(\mathbb{R}^{N}\right)$ be the space of bounded continuous functions defined on $\mathbb{R}^{N},(S, \prec)$ be a directed set (e.g., $S=\left(\mathbb{R}^{+}, \leq\right)$or a set of positive definite matrices ordered by decreasing norm), and $\left(K_{s}\right)_{s \in S}$ be a family of locally integrable functions $K_{s}: \mathbb{R}^{N} \rightarrow \mathbb{R}$, with the property

$$
\begin{equation*}
\forall s \in S \quad \int_{\mathbb{R}^{N}} K_{s}(\boldsymbol{u}) d \boldsymbol{u}=1 \tag{2}
\end{equation*}
$$

The family $\left(K_{s}\right)_{s \in S}$ is called an approximate reproducing kernel family (ARK family), or a delta family (Bandyopadhyay (2002), Sec. 12.4), or an approximation to the identity (Stein 1993, Sec. 6) if

$$
\begin{equation*}
\lim _{s, \prec} \int_{\mathbb{R}^{N}} K_{s}(\boldsymbol{x}-\boldsymbol{u}) h(\boldsymbol{u}) d \boldsymbol{u}=h(\boldsymbol{x}), \quad \forall h \in C_{b}\left(\mathbb{R}^{N}\right) \quad \text { and } \quad \forall \boldsymbol{x} \in \mathbb{R}^{N} \tag{3}
\end{equation*}
$$

We shall also (loosely speaking) refer to the functions $K_{s}$ as the kernel (functions).

Kernel functions having the limiting reproducing property (3) first appeared in Fourier (Harmonic) Analysis, in connection with the problem of summation of Fourier series. The Dirichlet kernel, the Fejer kernel and the Poisson kernel are three well-known examples. See e.g. Katznelson (1968), Korner (1988), Duoandikoetxea (2001); the multidimensional case is studied in detail by Grafakos (2008), Classical Fourier Analysis (Chapter 3).

The functions $K_{s}$ of an ARK family may be positive (non-negative $\left({ }^{1}\right)$ ) or of alternating sign. In Harmonic Analysis the Dirichlet kernel is of alternating sign, while the Fejer's and Poisson's kernels are of positive type. In this section we shall study only positive kernels. The amazing fact is that positivity, in conjunction with condition (2), suffice to ensure the validity of the limiting reproducing property (3). Informally speaking,

## "Every probability density function generates an ARK family."

### 3.4. Delta families generated by probability density functions through general linear transformations

Consider any function $K: \mathbb{R}^{N} \rightarrow \mathbb{R}$, such that

- $\quad K(\boldsymbol{x}) \geq 0$, and

[^0]\[

$$
\begin{equation*}
\text { - } \int_{\mathbb{R}^{N}} K(\boldsymbol{u}) d \boldsymbol{u}=1 \text {, } \tag{4b}
\end{equation*}
$$

\]

that is, any pdf over $\mathbb{R}^{N}$. The support of $K: \mathbb{R}^{N} \rightarrow \mathbb{R}$ may be the whole $\mathbb{R}^{N}$ or some proper subset $A \subseteq \mathbb{R}^{N}$. The Gaussian pdf $f_{\text {Gauss }}: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is a standard example with support $\mathbb{R}^{N}$. Its general form is given by the formula

$$
f_{\text {Gauss }}(\boldsymbol{x})=f_{\text {Gauss }}(\boldsymbol{x} ; \boldsymbol{\mu}, \mathbf{C})=\frac{1}{\sqrt{(2 \pi)^{N} \cdot \operatorname{det}(\mathbf{C})}} \exp \left\{-\frac{1}{2}(\boldsymbol{x}-\boldsymbol{\mu})^{\mathrm{T}} \cdot \mathbf{C}^{-1} \cdot(\boldsymbol{x}-\boldsymbol{\mu})\right\},
$$

where $\boldsymbol{\mu}$ is the mean vector and $\mathbf{C}$ is the covariance matrix (assumed nonsingular). The Gaussian kernel $K$, which will be extensively used in the sequel, is defined by

$$
\begin{equation*}
K_{\text {Gauss }}(\boldsymbol{x})=f_{\text {Gauss }}(\boldsymbol{x} ; \mathbf{0}, \mathbf{C})=\frac{1}{\sqrt{(2 \pi)^{N} \cdot \operatorname{det}(\mathbf{C})}} \exp \left\{-\frac{1}{2} \boldsymbol{x}^{\mathrm{T}} \cdot \mathbf{C}^{-1} \cdot \boldsymbol{x}\right\} \tag{5a}
\end{equation*}
$$

or

$$
\begin{equation*}
K_{\text {Gauss }}(\boldsymbol{x}-\boldsymbol{u})=f_{\text {Gauss }}(\boldsymbol{x} ; \boldsymbol{u}, \mathbf{C})=\frac{1}{\sqrt{(2 \pi)^{N} \cdot \operatorname{det}(\mathbf{C})}} \exp \left\{-\frac{1}{2}(\boldsymbol{x}-\boldsymbol{u})^{\mathrm{T}} \cdot \mathbf{C}^{-1} \cdot(\boldsymbol{x}-\boldsymbol{u})\right\}, \tag{5b}
\end{equation*}
$$

Given a function $K$ satisfying Eq. (4a,b), i.e. given any pdf defined over $\mathbb{R}^{N}$, we define the family

$$
\begin{equation*}
K_{\mathbf{G}}(\boldsymbol{x})=\frac{1}{|\operatorname{det}(\mathbf{G})|} K\left(\mathbf{G}^{-1} \cdot \boldsymbol{x}\right), \tag{6}
\end{equation*}
$$

where $\mathbf{G} \in \mathbb{R}^{\mathrm{N} \times \mathrm{N}}$ (i.e., $\mathbf{G}$ is a $(N \times N)$ real matrix) with $\operatorname{det}(\mathbf{G}) \neq 0$ (i.e., invertible).
Each kernel $K_{\mathbf{G}}$, as defined by Eq. (6), satisfies conditions (4a) and (4b), that is, each $K_{\mathbf{G}}(\boldsymbol{x})$ is a pdf as well. The condition $K_{\mathbf{G}}(\boldsymbol{x}) \geq 0$ is obvious; to prove condition (4b) use will be made of the formula of change of variables in multi-dimensional integrals, as stated in Theorem 1 of Sec. 3.2.

Lemma 2: Let $K_{\mathbf{G}}$ be defined in terms of Eq. (6), through a pdf $K$. Then, for any $\mathbf{G} \in \mathbb{R}^{\mathrm{N} \times \mathrm{N}}$ with $\operatorname{det}(\mathbf{G}) \neq 0$,

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} K_{\mathbf{G}}(\boldsymbol{x}) d \boldsymbol{x}=1=\int_{\mathbb{R}^{N}} K_{\mathbf{G}}(\boldsymbol{x}-\boldsymbol{u}) d \boldsymbol{u} . \tag{7a,b}
\end{equation*}
$$

Proof of Eq. (7a): To calculate the integral $\int K_{\mathbf{G}}(\boldsymbol{x}) d \boldsymbol{x}=\frac{1}{|\operatorname{det}(\mathbf{G})|} \int K\left(\mathbf{G}^{-1} \cdot \boldsymbol{x}\right) d \boldsymbol{x}$, we shall use the change of variables

$$
\left(\begin{array}{c}
x_{1}  \tag{8a}\\
x_{2} \\
\vdots \\
x_{N}
\end{array}\right) \equiv \boldsymbol{x}=\mathbf{T}(\boldsymbol{v})=\mathbf{G} \cdot \boldsymbol{v} \text {,where } \boldsymbol{v} \in \mathbb{R}^{N}
$$

(anisotropic linear dilatation with rotation). This transformation possesses all properties listed in Theorem 1 of Sec. 3.2. Further, in this case we have

$$
\begin{aligned}
& \boldsymbol{x}=\mathbf{G} \cdot \boldsymbol{v} \Rightarrow x_{i}=\sum_{k=1}^{N} G_{i k} v_{k}, \quad 1 \leq i \leq N \Rightarrow \\
& \frac{\partial x_{i}}{\partial v_{j}}=\mathrm{G}_{i 1} \cdot 0+\ldots+\mathrm{G}_{i j} \cdot 1+\ldots+\mathrm{G}_{i N} \cdot 0=\mathrm{G}_{i j}, \quad 1 \leq i \leq N
\end{aligned}
$$

That means

$$
\begin{align*}
& \frac{D \boldsymbol{x}}{D \boldsymbol{v}}=\mathbf{G} \Rightarrow  \tag{8b}\\
& \operatorname{det}\left(\frac{D \boldsymbol{x}}{D \boldsymbol{v}}\right)=\operatorname{det}(\mathbf{G}) \text { and } \mathbf{T}^{-1}\left(\mathbb{R}^{N}\right)=\mathbb{R}^{N} \tag{8c,d}
\end{align*}
$$

Thus, applying Theorem 1, we obtain

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} K_{\mathbf{G}}(\boldsymbol{x}) d \boldsymbol{x} & =\frac{1}{|\operatorname{det}(\mathbf{G})|} \int_{\mathbb{R}^{N}} K\left(\mathbf{G}^{-1} \cdot \boldsymbol{x}\right) d \boldsymbol{x}= \\
& =\frac{1}{|\operatorname{det}(\mathbf{G})|} \int_{\mathbf{T}^{-1}\left(\mathbb{R}^{N}\right)} K(\boldsymbol{v})\left|\operatorname{det}\left(\frac{D \boldsymbol{x}}{D \boldsymbol{v}}\right)\right| d \boldsymbol{v}= \\
& =\frac{1}{|\operatorname{det}(\mathbf{G})|} \int_{\mathbb{R}^{N}} K(\boldsymbol{v})|\operatorname{det}(\mathbf{G})| d \boldsymbol{v}=\int_{\mathbb{R}^{N}} K(\boldsymbol{v}) d \boldsymbol{v}=1 .
\end{aligned}
$$

This proves Eq. (7a).
To prove Eq. (7b), the integral $\int K_{\mathbf{G}}(\boldsymbol{x}-\boldsymbol{u}) d \boldsymbol{u}$ is calculated by using the transformation

$$
\begin{equation*}
\boldsymbol{u}=T_{1}(\boldsymbol{w})=-\boldsymbol{w}+\boldsymbol{x} \tag{9a}
\end{equation*}
$$

having the properties

$$
\begin{equation*}
\left|\operatorname{det}\left(\frac{D \boldsymbol{u}}{D \boldsymbol{w}}\right)\right|=1 \quad \text { and } \quad \mathbf{T}_{1}^{-1}\left(\mathbb{R}^{N}\right)=\mathbb{R}^{N} \tag{9b,c}
\end{equation*}
$$

Applying again Theorem 1, we obtain

$$
\begin{aligned}
\int_{\mathbb{R}^{N}} K_{\mathbf{G}}(\boldsymbol{x}-\boldsymbol{u}) d \boldsymbol{u} & =\int_{\mathbf{T}^{-1}\left(\mathbb{R}^{N}\right)=\mathbb{R}^{N}} K_{\mathbf{G}}\left(\boldsymbol{x}-T_{1}(\boldsymbol{w})\right)\left|\operatorname{det}\left(\frac{D \boldsymbol{u}}{D \boldsymbol{w}}\right)\right| d \boldsymbol{w}= \\
& =\int_{\mathbb{R}^{N}} K_{\mathbf{G}}(\boldsymbol{w}) d \boldsymbol{w}=1
\end{aligned}
$$

in accordance with the first part of the proof. Thus, the proof of Lemma 2 has been complete.

Lemma 2 holds true for any matrix $\mathbf{G} \in \mathbb{R}^{N \times N}$ with the only property $\operatorname{det}(\mathbf{G}) \neq 0$. In continuing, in Lemmata 3, 4 and Theorem 2 we need a structure of convergence for the net $K_{\mathbf{G}}$.

For any proper rotation matrix $\mathbf{Q}$, (i.e., $\mathbf{Q}^{-1}=\mathbf{Q}^{\mathrm{T}}, \operatorname{det}(\mathbf{Q})=+1$ ), we define the family of matrices $L_{\mathbf{Q}}$ as:

$$
\begin{equation*}
L_{\mathbf{Q}}=\left\{\mathbf{G}_{\boldsymbol{\lambda}}=\boldsymbol{\Lambda} \cdot \mathbf{Q}: \quad \boldsymbol{\Lambda}=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right)=\operatorname{diag}(\boldsymbol{\lambda}), \boldsymbol{\lambda}>\mathbf{0}\right\} \tag{10}
\end{equation*}
$$

Notice that if $\mathbf{G}_{\boldsymbol{\lambda}} \in L_{\mathbf{Q}}$, then $\operatorname{det}\left(\mathbf{G}_{\boldsymbol{\lambda}}\right)=\operatorname{det}(\boldsymbol{\Lambda} \cdot \mathbf{Q})=\operatorname{det}(\boldsymbol{\Lambda}) \operatorname{det}(\mathbf{Q})=\operatorname{det}(\boldsymbol{\Lambda})$, and $\operatorname{det}(\boldsymbol{\Lambda})=\lambda_{1}^{2} \lambda_{2}^{2} \ldots \lambda_{N}^{2}>0$.

Now, we are in a position to define a direction in $L_{\mathbf{Q}}$.
Definition 7 (direction in $L_{\mathbf{Q}}$ ): We define the binary relation $\prec$ in $L_{\mathbf{Q}}$ as:

$$
\mathbf{G}_{\lambda_{1}} \prec \mathbf{G}_{\lambda_{2}} \Leftrightarrow \lambda_{2} \leq \lambda_{1} \text { (i.e., in this direction, } \boldsymbol{\lambda} \downarrow \mathbf{0} \text {; see Eq. (1b,c)). }
$$

We shall show that the above relation is a direction in $L_{\mathbf{Q}}$, for any $\mathbf{Q}$
Proof: We will prove the three properties of the direction; see Def. 3 of Sec. 3.2.
D1) For $\mathbf{G}_{\boldsymbol{\lambda}} \in L_{\mathbf{Q}}: \boldsymbol{\lambda}_{\mathbf{G}_{\boldsymbol{\lambda}}} \leq \lambda_{\mathbf{G}_{\boldsymbol{\lambda}}} \Rightarrow \mathbf{G}_{\boldsymbol{\lambda}} \prec \mathbf{G}_{\boldsymbol{\lambda}}$.
D2) For $\mathbf{G}_{\boldsymbol{\lambda}_{1}}, \mathbf{G}_{\boldsymbol{\lambda}_{2}}, \mathbf{G}_{\boldsymbol{\lambda}_{3}} \in L_{\mathbf{Q}}$ with $\mathbf{G}_{\boldsymbol{\lambda}_{1}} \prec \mathbf{G}_{\boldsymbol{\lambda}_{2}}$ and $\mathbf{G}_{\boldsymbol{\lambda}_{2}} \prec \mathbf{G}_{\boldsymbol{\lambda}_{3}} \Rightarrow \boldsymbol{\lambda}_{2} \leq \boldsymbol{\lambda}_{1}$ and

$$
\lambda_{3} \leq \lambda_{2} \text { so we obtain } \lambda_{3} \leq \lambda_{2} \leq \lambda_{1} \Rightarrow \lambda_{3} \leq \lambda_{1} \Rightarrow \mathbf{G}_{\lambda_{1}} \prec \mathbf{G}_{\lambda_{3}}
$$

D3) For $\mathbf{G}_{\lambda_{1}}, \mathbf{G}_{\lambda_{2}} \in L_{\mathbf{Q}}$, let $\lambda_{1}=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right)$ and $\lambda_{2}=\left(\mu_{1}, \mu_{2}, \ldots, \mu_{N}\right)$, we set $\lambda_{3}=\left(\min \left(\lambda_{1}, \mu_{1}\right), \min \left(\lambda_{2}, \mu_{2}\right), \ldots, \min \left(\lambda_{N}, \mu_{N}\right)\right) \equiv\left(v_{1}, v_{2}, \ldots, v_{N}\right)$, and, $\boldsymbol{\Lambda}_{3}=$ $\operatorname{diag}\left(v_{1}, v_{2}, \ldots, v_{N}\right)$. Then, by setting $\mathbf{G}_{\boldsymbol{\lambda}_{3}}=\boldsymbol{\Lambda}_{3} \cdot \mathbf{Q} \in L_{\mathbf{Q}}$, we obtain $\boldsymbol{\lambda}_{3} \leq \boldsymbol{\lambda}_{1}$
and $\lambda_{3} \leq \lambda_{2} \Rightarrow \mathbf{G}_{\boldsymbol{\lambda}_{1}} \prec \mathbf{G}_{\boldsymbol{\lambda}_{3}}$ and $\mathbf{G}_{\boldsymbol{\lambda}_{2}} \prec \mathbf{G}_{\boldsymbol{\lambda}_{3}}$.
So, the $\left(L_{\mathbf{Q}}, \prec\right)$ is directed set which we shall use for the convergence in Lemmata 3,4, and, when the net $K_{\mathbf{G}_{\boldsymbol{\lambda}}}:(L, \prec) \rightarrow \mathbb{R}$ converges to $k \in \mathbb{R}$, we shall write $\lim _{\mathbf{G}_{\boldsymbol{\lambda}}, \prec} K_{\mathbf{G}_{\boldsymbol{\lambda}}}=k$.

Lemmata 3 and 4, presented below, establish the important fact that the probability mass of $K_{\mathbf{G}_{\boldsymbol{\lambda}}}$ is finally (as $\lambda \downarrow \mathbf{0}$ ) concentrated within a ball of arbitrarily small radius.

Lemma 3: Let $B(\mathbf{0}, \delta)=\boldsymbol{x} \in \mathbb{R}^{N}:\|\boldsymbol{x}\|_{2}<\delta$, the open ball centered at $\boldsymbol{0}$ with radius $\delta$, and $K_{\mathbf{G}_{\boldsymbol{\lambda}}}$ be defined in terms of a pdf $K$, by means of Eq. (6) and, $\mathbf{G}_{\boldsymbol{\lambda}} \in L_{\mathbf{Q}}$ for some $\mathbf{Q}$. Then, for any given $\delta>0$ and for any proper rotation matrix $\mathbf{Q}$, the following limiting relations, in the direction $\prec$ (see Def. 7), hold true:

$$
\begin{align*}
& \lim _{\mathbf{G}_{\lambda}, \prec} \int_{B(\mathbf{0}, \delta)} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}) d \boldsymbol{x}=1,  \tag{11a}\\
& \lim _{\mathbf{G}_{\lambda}, \prec} \int_{\mathbb{R}^{N}-B(\mathbf{0}, \delta)} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}) d \boldsymbol{x}=0 \tag{11b}
\end{align*}
$$

Proof of Eq. (11a): To calculate the integral, use will be made of the transformation $\boldsymbol{x}=\boldsymbol{T}(\boldsymbol{v})\left(\boldsymbol{x}=\mathbf{G}_{\boldsymbol{\lambda}} \cdot \boldsymbol{v}\right)$, introduced in the proof of Lemma 2, Eq. (7a). In order to specify the inverse image $\boldsymbol{T}^{-1}(B(\mathbf{0}, \delta))$, we observe that

$$
\begin{aligned}
& \boldsymbol{x} \in B(\mathbf{0}, \delta) \Leftrightarrow\|\boldsymbol{x}\|_{2}^{2} \leq \delta^{2} \Leftrightarrow\left\|\mathbf{G}_{\boldsymbol{\lambda}} \cdot \boldsymbol{v}\right\|_{2}^{2} \leq \delta^{2} \Leftrightarrow \boldsymbol{v}^{T} \cdot \mathbf{G}_{\boldsymbol{\lambda}}{ }^{T} \cdot \mathbf{G}_{\boldsymbol{\lambda}} \cdot \boldsymbol{v} \leq \delta^{2} \Leftrightarrow \\
& \Leftrightarrow \boldsymbol{v}^{T} \cdot \mathbf{Q}^{\mathrm{T}} \cdot \boldsymbol{\Lambda}^{2} \cdot \mathbf{Q} \cdot \boldsymbol{v} \leq \delta^{2} \Leftrightarrow \boldsymbol{v}^{T} \cdot \frac{1}{\delta^{2}} \mathbf{Q}^{\mathrm{T}} \cdot \boldsymbol{\Lambda}^{2} \cdot \mathbf{Q} \cdot \boldsymbol{v} \leq 1 \quad \Leftrightarrow \\
& \Leftrightarrow \boldsymbol{v} \in \mathcal{E}_{\mathbf{Q}}\left(\mathbf{0} ; \frac{\delta}{\sqrt{\lambda_{1}^{2}}}, \frac{\delta}{\sqrt{\lambda_{2}^{2}}}, \ldots, \frac{\delta}{\sqrt{\lambda_{N}^{2}}}\right. \equiv \mathcal{E}_{\mathbf{Q}}\left(\mathbf{0} ; \frac{\delta}{\lambda_{1}}, \frac{\delta}{\lambda_{2}}, \ldots, \frac{\delta}{\lambda_{N}}\right) \\
& \equiv \mathcal{E}_{\mathbf{Q}}(\mathbf{0} ; \delta / \boldsymbol{\lambda})
\end{aligned}
$$

that is,

$$
\begin{equation*}
\mathbf{T}^{-1}(B(\mathbf{0}, \delta))=\mathcal{E}_{\mathbf{Q}}\left(\mathbf{0} ; \frac{\delta}{\lambda_{1}}, \frac{\delta}{\lambda_{2}}, \ldots, \frac{\delta}{\lambda_{N}}\right) \equiv \mathcal{E}_{\mathbf{Q}}(\mathbf{0} ; \delta / \lambda) \tag{12a}
\end{equation*}
$$

the ellipsoidal with semiaxes $\delta / \lambda_{1}, \delta / \lambda_{2}, \ldots, \delta / \lambda_{N}$, and the orthogonal columns of $\mathbf{Q}$, $\left\{\boldsymbol{q}_{i}, 1 \leq i \leq N\right\}$, determine the orientation of ellipsoidal.

Taking into account Eqs. (8a,b) and (12), and applying the formula of change of variables in multidimensional integrals, we calculate the integral appearing in Eq. (11a) as follows:

$$
\begin{aligned}
\int_{B(\mathbf{0}, \delta)} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}) d \boldsymbol{x} & =\frac{1}{\operatorname{det}\left(\mathbf{G}_{\boldsymbol{\lambda}}\right)} \int_{B(\mathbf{0}, \delta)} K\left(\mathbf{G}_{\boldsymbol{\lambda}}^{-1} \cdot \boldsymbol{x}\right) d \boldsymbol{x} \\
& =\frac{1}{\operatorname{det}\left(\mathbf{G}_{\boldsymbol{\lambda}}\right)} \int_{\mathbf{T}^{-1}(B(\mathbf{0}, \delta))} K(\boldsymbol{v})\left|\operatorname{det}\left(\frac{D \boldsymbol{x}}{D \boldsymbol{v}}\right)\right| d \boldsymbol{v} \\
& =\frac{1}{\operatorname{det}\left(\mathbf{G}_{\boldsymbol{\lambda}}\right)} \int_{\mathcal{E}_{\mathbf{Q}}(\mathbf{0} ; \delta / \boldsymbol{\lambda})} K(\boldsymbol{v}) \operatorname{det}\left(\mathbf{G}_{\boldsymbol{\lambda}}\right) d \boldsymbol{v} \\
& =\int_{\mathcal{E}_{\mathbf{Q}}(\mathbf{0} ; \delta / \boldsymbol{0})} K(\boldsymbol{v}) d \boldsymbol{v}
\end{aligned}
$$

that is,

$$
\begin{equation*}
\int_{B(\mathbf{0}, \delta)} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}) d \boldsymbol{x}=\int_{\mathcal{E}_{\mathbf{Q}}(\mathbf{0} ; \delta / \lambda)} K(\boldsymbol{v}) d \boldsymbol{v} \tag{12b}
\end{equation*}
$$

Taking the limit of both sides of the above equation in the direction $\prec$ (i.e., $\boldsymbol{\lambda} \downarrow \mathbf{0}$ ), and observing that $\lim _{\mathbf{G}_{\boldsymbol{\lambda}, \prec}} \mathcal{E}_{\mathbf{Q}}(\mathbf{0} ; \delta / \boldsymbol{\lambda})=\mathbb{R}^{N}$ (it holds true because $\mathbf{Q}$ is orthogonal), we obtain

$$
\begin{aligned}
\lim _{\mathbf{G}_{\boldsymbol{\lambda}, \prec}} \int_{B(\mathbf{0}, \delta)} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}) d \boldsymbol{x} & =\lim _{\mathbf{G}_{\boldsymbol{\lambda}, \prec}, \prec} \int_{\mathcal{E}(\mathbf{0} ; \delta / \boldsymbol{\lambda})} K(\boldsymbol{v}) d \boldsymbol{v}= \\
& =\int_{\lim _{\boldsymbol{\mathbf { G } _ { \boldsymbol { \lambda } } , \prec}} \underset{\mathcal{E}(\mathbf{0} ; \delta / \boldsymbol{\lambda})}{ } K(\boldsymbol{v}) d \boldsymbol{v}=\int_{\mathbb{R}^{N}} K(\boldsymbol{v}) d \boldsymbol{v}=1,}
\end{aligned}
$$

which proves Eq. (11a).
To prove Eq. (11b) we observe that

$$
\int_{\mathbb{R}^{N}-B(\mathbf{0}, \delta)} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}) d \boldsymbol{x}=\int_{\mathbb{R}^{N}} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}) d \boldsymbol{x}-\int_{B(\mathbf{0}, \delta)} K_{\mathbf{G}_{\boldsymbol{\prime}}}(\boldsymbol{x}) d \boldsymbol{x} .
$$

Taking the limit of both sides of the above equation in the direction $\prec$, and using Eqs. (7a) and (11a), we obtain Eq. (11b). The proof of the Lemma 3 is complete.

Remark 1: In proof of the above lemma, we observe that we used only the property that the columns of $\mathbf{Q},\left\{\boldsymbol{q}_{i}, 1 \leq i \leq N\right\}$, are orthogonal in $\mathbb{R}^{N}$ and it is independent which are exactly. It is a crucial observation for the proof of Theorem 2 below.

Lemma 4: Let $B(\boldsymbol{x}, \delta)=\left\{\boldsymbol{u} \in \mathbb{R}^{N}:\|\boldsymbol{u}-\boldsymbol{x}\|_{2}<\delta\right\}$, the open ball centered at $\boldsymbol{x}$ with radius $\delta$, and $K_{\mathbf{G}_{\lambda}}$ be defined in terms of a pdf $K$, by means of Eq. (6) and $\mathbf{G}_{\boldsymbol{\lambda}} \in L_{\mathbf{Q}}$, for some $\mathbf{Q}$. Then, for any given $\delta>0$, and for any proper rotation matrix $\mathbf{Q}$, the following limiting relations, in the direction $\prec$, hold true:

$$
\begin{align*}
& \lim _{\mathbf{G}_{\lambda, \prec}} \int K_{B(\boldsymbol{x}, \delta)} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u}) d \boldsymbol{u}=1,  \tag{13a}\\
& \lim _{\mathbf{G}_{\boldsymbol{\lambda}, \prec}} \int_{\mathbb{R}^{N}-B(\boldsymbol{x}, \delta)} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u}) d \boldsymbol{u}=0 . \tag{13b}
\end{align*}
$$

Proof of Eq. (13a): To calculate the integral, we shall use the transformation $\boldsymbol{u}=\boldsymbol{T}_{1}(\boldsymbol{w})=$ $-\boldsymbol{w}+\boldsymbol{x}$, written also $\left(u_{n}=-w_{n}+x_{n}\right)$, introduced in the second part of the proof of Lemma 2, Eq. (9a). In order to specify the inverse image $\boldsymbol{T}_{1}^{-1}(B(\boldsymbol{x}, \delta))$, we observe that

$$
\boldsymbol{u} \in B(\boldsymbol{x}, \delta) \Leftrightarrow \sum_{n=1}^{N}\left(u_{n}-x_{n}\right)^{2} \leq \delta^{2} \Leftrightarrow \sum_{n=1}^{N} w_{n}^{2} \leq \delta^{2} \Leftrightarrow \boldsymbol{w} \in B(\mathbf{0}, \delta),
$$

that is, $\boldsymbol{T}_{1}^{-1}(B(\boldsymbol{x}, \delta))=B(\mathbf{0}, \delta)$. Using this result and Eq. (9b), the application of Theorem 1 leads to the following calculations:

$$
\begin{aligned}
\int_{B(\boldsymbol{x}, \delta)} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u}) d \boldsymbol{u} & =\int_{\boldsymbol{T}_{1}^{-1}(B(\boldsymbol{x}, \delta))} K_{\mathbf{G}_{\lambda}}\left(\boldsymbol{x}-\boldsymbol{T}_{1}(\boldsymbol{w})\right)\left|\operatorname{det}\left(\frac{D \boldsymbol{u}}{D \boldsymbol{w}}\right)\right| d \boldsymbol{w} \\
& =\int_{B(\mathbf{0}, \delta)} K_{\mathbf{G}_{\lambda}}(\boldsymbol{w}) d \boldsymbol{w}
\end{aligned}
$$

Thus, the desired conclusion follows by taking the limit of the first and the last terms of the above equation in the direction $\prec$, and invoking Lemma 3, Eq. (11a).

Eq. (13b) is simply obtained from Eq. (13a), exactly as Eq. (11b) has been derived by Eq. (11a), in Lemma 3.

Remark 2: It is important to keep in mind that the limiting equations in Lemmata 2 and 3 are valid for any given radius $\delta$ of the balls $B(\mathbf{0}, \delta)$ and $B(\boldsymbol{x}, \delta)$.

We are now in a position to state and prove the main result of this section:

Theorem 2 [Every pdf generates a delta family]: Let $K: \mathbb{R}^{N} \rightarrow \mathbb{R}$ be a pdf over $\mathbb{R}^{N}$, and $K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x})=\frac{1}{\operatorname{det}\left(\mathbf{G}_{\boldsymbol{\lambda}}\right)} K\left(\mathbf{G}_{\boldsymbol{\lambda}}{ }^{-1} \cdot \boldsymbol{x}\right)$, and $\quad \mathbf{G}_{\boldsymbol{\lambda}} \in L_{\mathbf{Q}}$, for some $\mathbf{Q}$.
Then, for any function $h \in C_{b}\left(\mathbb{R}^{N}\right)$, and for any proper rotation matrix $\mathbf{Q}$, we have

$$
\begin{equation*}
\lim _{\mathbf{G}_{\boldsymbol{\lambda}}, \prec} \int_{\mathbb{R}^{N}} K_{\mathbf{G}_{\boldsymbol{N}}}(\boldsymbol{x}-\boldsymbol{u}) h(\boldsymbol{u}) d \boldsymbol{u}=h(\boldsymbol{x}) . \tag{14}
\end{equation*}
$$

Proof: Since $K_{\mathbf{G}_{\lambda}} \in L^{1}\left(\mathbb{R}^{N}\right)$ and $h$ is bounded over $\mathbb{R}^{N}$, the integral $\int_{\mathbb{R}^{N}} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{u}) h(\boldsymbol{u}) d \boldsymbol{u}$ exists. Also, from the boundedness of $h$, we conclude that there exists a constant $M_{h}>0$ such that

$$
\begin{equation*}
\sup \left\{|h(\boldsymbol{u})|, \boldsymbol{u} \in A \subseteq \mathbb{R}^{N}\right\} \leq \sup \left\{|h(\boldsymbol{u})|, \boldsymbol{u} \in \mathbb{R}^{N}\right\} \leq M_{h} \tag{a}
\end{equation*}
$$

Further, using Eq. (7b) and the positivity of $K_{\mathbf{G}_{\boldsymbol{\lambda}}}$, we obtain

$$
\begin{align*}
& \left|\int_{\mathbb{R}^{N}} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u}) h(\boldsymbol{u}) d \boldsymbol{u}-h(\boldsymbol{x})\right|=\left|\int_{\mathbb{R}^{N}} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u}) h(\boldsymbol{u}) d \boldsymbol{u}-\int_{\mathbb{R}^{N}} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u}) h(\boldsymbol{x}) d \boldsymbol{u}\right|= \\
& =\left|\int_{\mathbb{R}^{N}} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u})(h(\boldsymbol{u})-h(\boldsymbol{x})) d \boldsymbol{u}\right| \leq \int_{\mathbb{R}^{N}} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u})|h(\boldsymbol{u})-h(\boldsymbol{x})| d \boldsymbol{u} \tag{b}
\end{align*}
$$

Decomposing the last integral in two parts, over the ball $B(\boldsymbol{x}, \delta)$ and its complement $\mathbb{R}^{N}{ }_{-}$ $B(x, \delta)$, we obtain

$$
\begin{aligned}
& \int_{\mathbb{R}^{N}} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u})|h(\boldsymbol{u})-h(\boldsymbol{x})| d \boldsymbol{u}= \\
= & \int_{B(\boldsymbol{x}, \delta)} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u})|h(\boldsymbol{u})-h(\boldsymbol{x})| d \boldsymbol{u}+\int_{\mathbb{R}^{N_{-}}} \int_{B(\boldsymbol{x}, \delta)} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u})|h(\boldsymbol{u})-h(\boldsymbol{x})| d \boldsymbol{u} \leq \\
\leq & \sup \{|h(\boldsymbol{u})-h(\boldsymbol{x})|, \boldsymbol{u} \in B(\boldsymbol{x}, \delta)\} \int_{B(\boldsymbol{x}, \delta)} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u}) d \boldsymbol{u}+ \\
& +\sup \left\{|h(\boldsymbol{u})-h(\boldsymbol{x})|, \boldsymbol{u} \in \mathbb{R}^{N}-B(\boldsymbol{x}, \delta)\right\} \int_{\mathbb{R}^{N}-B(\boldsymbol{x}, \delta)} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u}) d \boldsymbol{u} . \text { (c) }
\end{aligned}
$$

We shall now show that both terms of the last member of (c) become arbitrarily small, which essentially proves our assertion. First, on the basis of inequality (a), we obtain

$$
\begin{equation*}
\sup \left\{|h(\boldsymbol{u})-h(\boldsymbol{x})|, \boldsymbol{u} \in \mathbb{R}^{N}-B(\boldsymbol{x}, \delta)\right\} \leq 2 M_{h} \tag{d}
\end{equation*}
$$

Besides, since $h$ is continuous at (any) $\boldsymbol{x} \in \mathbb{R}^{N}$, for any given $\varepsilon / 2>0$, it is possible to find a $\delta=\delta(\varepsilon, \boldsymbol{x})>0$, such that

$$
\begin{equation*}
\sup \{|h(\boldsymbol{u})-h(\boldsymbol{x})|, \boldsymbol{u} \in B(\boldsymbol{x}, \delta)\}<\frac{\varepsilon}{2} . \tag{e}
\end{equation*}
$$

Combining Eqs. (b), (c), (d) and (e), we obtain

$$
\begin{align*}
\left|\int_{\mathbb{R}^{N}} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u}) h(\boldsymbol{u}) d \boldsymbol{u}-h(\boldsymbol{x})\right|< & \frac{\varepsilon}{2} \int_{B(\boldsymbol{x}, \delta)} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u}) d \boldsymbol{u}+  \tag{f}\\
& +2 M_{h} \int_{\mathbb{R}^{N}-B(\boldsymbol{x}, \delta)} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u}) d \boldsymbol{u}
\end{align*} .
$$

Further, because of the Eq. (13b), we can find a matrix $\mathbf{G}_{\boldsymbol{\lambda}_{0}}=\mathbf{G}_{\boldsymbol{\lambda}_{0}(\varepsilon)} \in L_{\mathbf{Q}}, \quad \boldsymbol{\lambda}_{0}$ is the same for every $\mathbf{Q}$, such that, for any $\mathbf{G}_{\boldsymbol{\lambda}} \in L_{\mathbf{Q}}: \mathbf{G}_{\boldsymbol{\lambda}_{0}} \prec \mathbf{G}_{\boldsymbol{\lambda}}$,

$$
\begin{equation*}
\int_{\mathbb{R}^{N_{-}}-B(\boldsymbol{x}, \delta)} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u}) d \boldsymbol{u}<\frac{\varepsilon}{4 M_{h}} . \tag{g}
\end{equation*}
$$

Finally, using (g), and the fact that

$$
\int_{B(\boldsymbol{x}, \delta)} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u}) d \boldsymbol{u} \leq \int_{\mathbb{R}^{N}} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u}) d \boldsymbol{u}=1 \text { (Lemma 2), }
$$

inequality (f) implies that, for any $\mathbf{G} \in L_{\mathbf{Q}}: \mathbf{G}_{\lambda_{0}} \prec \mathbf{G}$, we have

$$
\left|\int_{\mathbb{R}^{N}} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u}) h(\boldsymbol{u}) d \boldsymbol{u}-h(\boldsymbol{x})\right|<\frac{\varepsilon}{2} \cdot 1+2 M_{h} \cdot \frac{\varepsilon}{4 M_{h}}=\varepsilon .
$$

The last inequality is equivalent with Eq. (14). The proof of Theorem 2 is thus completed.
The essential in Theorem 2 is that $\lambda_{0}$ is independent from the proper rotation matrix $\mathbf{Q}$. It means we can find the same $\lambda_{0}$ for every $\mathbf{Q}$, such that, In. (g) holds true. We can see this observing (see Lemmata 3 and 4 ) that

$$
\int_{\mathbb{R}^{N_{-}}-B(\boldsymbol{x}, \delta)} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u}) d \boldsymbol{u}=\int_{\mathbb{R}^{N_{-}}-B(\mathbf{0}, \delta)} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{w}) d \boldsymbol{w}=\int_{\mathbb{R}^{N_{-}} \mathcal{E}_{\mathbf{Q}}(\mathbf{0} ; \delta / \lambda)} K(\boldsymbol{v}) d \boldsymbol{v}
$$

Now, combining the Remark 1, which we made in Lemma 3, and the above equality, there exists $\lambda_{0}=\lambda_{0}(\varepsilon)$, (same for every $\mathbf{Q}$ ), such that, for any $\boldsymbol{\lambda}<\boldsymbol{\lambda}_{0}$ :

$$
\int_{\mathbb{R}^{N}-\mathcal{E}_{\mathbf{Q}}(\mathbf{0} ; \delta / \boldsymbol{\lambda})} K(\boldsymbol{v}) d \boldsymbol{v}<\frac{\varepsilon}{4 M_{h}}
$$

Equivalently, there exists $\mathbf{G}_{\boldsymbol{\lambda}_{0}}=\boldsymbol{\Lambda}_{0} \cdot \mathbf{Q}, \boldsymbol{\Lambda}_{0}=\operatorname{diag}\left(\boldsymbol{\lambda}_{0}\right)$, such that, for any $\mathbf{G}_{\boldsymbol{\lambda}} \in L_{\mathbf{Q}}$ : $\mathbf{G}_{\boldsymbol{\lambda}_{0}} \prec \mathbf{G}_{\boldsymbol{\lambda}}$ In. (g) holds true, and $\boldsymbol{\lambda}_{0}$ is same for every $\mathbf{Q}$.

Observing this detail, in proof of Theorem 2, we can assume that $\mathbf{Q}$ is generally different at any point $\boldsymbol{x} \in \operatorname{supp}(h)$, i.e., $\mathbf{Q}=\mathbf{Q}(\boldsymbol{x})=\mathbf{Q}_{\boldsymbol{x}}$, and we can now state the general and main result of this work:

$$
\begin{equation*}
\lim _{\mathbf{G}_{\lambda}(\boldsymbol{x}), \prec} \int_{\mathbb{R}^{N}} K_{\mathbf{G}_{\lambda}(\boldsymbol{x})}(\boldsymbol{x}-\boldsymbol{u}) h(\boldsymbol{u}) d \boldsymbol{u}=h(\boldsymbol{x}) \tag{14}
\end{equation*}
$$

### 3.5. The delta family generated by a general (correlated) Gaussian pdf

Notational conventions: In the sequel, by writing $\mathbf{Q}, \mathbf{G}_{\boldsymbol{\lambda}}$ and $\tilde{\mathbf{C}}$ we shall mean that matrices are dependent from the point $\boldsymbol{x}$, i.e., $\mathbf{Q}=\mathbf{Q}(\boldsymbol{x}), \mathbf{G}_{\boldsymbol{\lambda}}=\mathbf{G}_{\boldsymbol{\lambda}}(\boldsymbol{x})$ and $\tilde{\mathbf{C}}=\tilde{\mathbf{C}}(\boldsymbol{x})$, and we shall write the vector $\boldsymbol{x}$ when we want to emphasize .

Let $\mathbf{C}$ be a nonsingular (invertible) covariance matrix and

$$
\begin{equation*}
K(\boldsymbol{x}-\boldsymbol{u})=\frac{1}{\sqrt{(2 \pi)^{N} \cdot \operatorname{det}(\mathbf{C})}} \exp \left\{-\frac{1}{2}(\boldsymbol{x}-\boldsymbol{u})^{\mathrm{T}} \cdot \mathbf{C}^{-1} \cdot(\boldsymbol{x}-\boldsymbol{u})\right\} \tag{15}
\end{equation*}
$$

be the Gaussian pdf centered at $\boldsymbol{u}$, with covariance matrix $\mathbf{C}$. The latter is not assumed diagonal; it may be a complete (nonsingular, positive-definite) matrix. Then, in accordance to Theorem 2 of Sec. 3.4, the kernel family

$$
\begin{equation*}
K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u})=\frac{1}{\operatorname{det}\left(\mathbf{G}_{\lambda}\right)} \frac{1}{\sqrt{(2 \pi)^{N} \cdot \operatorname{det}(\mathbf{C})}} \exp \left\{-\frac{1}{2}\left(\mathbf{G}_{\boldsymbol{\lambda}}{ }^{-1} \cdot(\boldsymbol{x}-\boldsymbol{u})\right)^{\mathrm{T}} \cdot \mathbf{C}^{-1} \cdot \mathbf{G}_{\lambda}{ }^{-1} \cdot(\boldsymbol{x}-\boldsymbol{u})\right\},(1 \tag{16}
\end{equation*}
$$

is a delta family, producing the approximation to the identity

$$
\begin{equation*}
\lim _{\mathbf{G}_{\lambda, \prec}} \int_{\mathbb{R}^{N}} K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u}) f(\boldsymbol{u}) d \boldsymbol{u}=f(\boldsymbol{x}) \tag{17}
\end{equation*}
$$

for any continuous pdf $f: \mathbb{R}^{N} \rightarrow \mathbb{R}$. For our applications it is more convenient to reformulate Eq. (15) so that the matrix $\mathbf{G}_{\boldsymbol{\lambda}}$ does not affect directly the variables $\boldsymbol{x}$ and $\boldsymbol{u}$. This becomes possible with the aid of some auxiliary matrix-theoretic results, which are collected and proved in the following lemma.

Lemma 5: Let $\boldsymbol{x}=x_{1}, x_{2}, \ldots, x_{N}, \quad \mathbf{C} \in \mathbb{R}^{N \times N}, \operatorname{det}(\mathbf{C}) \neq 0$ and $\mathbf{G}_{\boldsymbol{\lambda}}=\boldsymbol{\Lambda} \cdot \mathbf{Q}$, where $\Lambda=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right)$ with $\lambda_{i}>0,1 \leq i \leq N$, and, $\mathbf{Q}$ is a proper rotation matrix, i.e., orthogonal with $\operatorname{det}(\mathbf{Q})=+1$. Then,
(a) We have $\left((\boldsymbol{\Lambda} \cdot \mathbf{Q})^{-1} \cdot \boldsymbol{x}\right)^{T} \cdot \mathbf{C}^{-1} \cdot(\boldsymbol{\Lambda} \cdot \mathbf{Q})^{-1} \cdot \boldsymbol{x}=\boldsymbol{x}^{T} \cdot \boldsymbol{\Lambda}^{-1} \cdot\left(\mathbf{Q} \cdot \mathbf{C}^{-1} \cdot \mathbf{Q}^{T}\right) \cdot \boldsymbol{\Lambda}^{-1} \cdot \boldsymbol{x}$ where $\boldsymbol{\Lambda}^{-1} \cdot\left(\mathbf{Q}^{T} \cdot \mathbf{C}^{-1} \cdot \mathbf{Q}\right) \cdot \mathbf{\Lambda}^{-1}=\left(\frac{1}{\lambda_{i} \lambda_{j}} \sum_{l=1}^{N} \sum_{k=1}^{N} Q_{i k}^{T} C_{k l}^{-1} Q_{l j}\right)_{N \times N}$.
(b) The inverse of the matrix of $\tilde{\mathbf{C}}=\boldsymbol{\Lambda} \cdot\left(\mathbf{Q}^{T} \cdot \mathbf{C} \cdot \mathbf{Q}\right) \cdot \boldsymbol{\Lambda}$, where

$$
\begin{aligned}
& \mathbf{\Lambda} \cdot\left(\mathbf{Q}^{T} \cdot \mathbf{C} \cdot \mathbf{Q}\right) \cdot \mathbf{\Lambda}=\left(\lambda_{i} \lambda_{j} \sum_{l=1}^{N} \sum_{k=1}^{N} Q_{i k}^{T} C_{k l}^{-1} Q_{l j}\right)_{N \times N}, \text { is the matrix } \\
& \tilde{\mathbf{C}}^{-1}=\mathbf{\Lambda}^{-1} \cdot\left(\mathbf{Q}^{T} \cdot \mathbf{C}^{-1} \cdot \mathbf{Q}\right) \cdot \mathbf{\Lambda}^{-1}
\end{aligned}
$$

(c) If $\tilde{\mathbf{C}}=\boldsymbol{\Lambda} \cdot\left(\mathbf{Q}^{T} \cdot \mathbf{C} \cdot \mathbf{Q}\right) \cdot \boldsymbol{\Lambda}$ then, $\operatorname{det}(\tilde{\mathbf{C}})=\lambda_{1}^{2} \lambda_{2}^{2} \ldots \lambda_{N}^{2} \cdot \operatorname{det}(\mathbf{C})$.

Proof: The proof of the above lemma is obvious by combining, the known results from linear algebra, if $\mathbf{A}, \mathbf{B} \in \mathbb{R}^{N \times N}$, and $\boldsymbol{\Lambda}$ is a diagonal matrix, then $(\mathbf{A} \cdot \mathbf{B})^{T}=\mathbf{B}^{T} \cdot \mathbf{A}^{T}$, $(\mathbf{A} \cdot \mathbf{B})^{-1}=\mathbf{B}^{-1} \cdot \mathbf{A}^{-1}, \boldsymbol{\Lambda}^{T}=\boldsymbol{\Lambda}$, and $\operatorname{det}(\mathbf{A} \cdot \mathbf{B})=\operatorname{det}(\mathbf{A}) \cdot \operatorname{det}(\mathbf{B})$, and the properties of a proper rotation matrix, $\mathbf{Q}^{-1}=\mathbf{Q}^{T}$ and $\operatorname{det}(\mathbf{Q})=+1$.

Theorem 3 [Reformulation of the Gaussian kernel in terms of unscaled variables $x$ and $\boldsymbol{u}]$ : Let $\mathbf{C} \equiv\left(C_{i j}\right)_{N \times N}$ be a covariance matrix, and $\tilde{\mathbf{C}}=\boldsymbol{\Lambda} \cdot\left(\mathbf{Q}^{T} \cdot \mathbf{C} \cdot \mathbf{Q}\right) \cdot \boldsymbol{\Lambda}$ be the corresponding covariance matrix. Then, the Gaussian kernel, Eq. (16), can be written in terms of unscaled variables $\boldsymbol{x}$ and $\boldsymbol{u}$, and the scaled covariance $\tilde{\mathbf{C}}(\boldsymbol{x})$, in the form

$$
\begin{equation*}
K_{\mathbf{G}_{\boldsymbol{\lambda}}}(\boldsymbol{x}-\boldsymbol{u})=K(\boldsymbol{x}-\boldsymbol{u} ; \tilde{\mathbf{C}}) \tag{18a}
\end{equation*}
$$

where,

$$
K(\boldsymbol{x}-\boldsymbol{u} ; \tilde{\mathbf{C}})=\frac{1}{\sqrt{(2 \pi)^{N} \cdot \operatorname{det}(\tilde{\mathbf{C}})}} \exp \left\{-\frac{1}{2}(\boldsymbol{x}-\boldsymbol{u})^{\mathrm{T}} \cdot \tilde{\mathbf{C}}^{-1} \cdot(\boldsymbol{x}-\boldsymbol{u})\right\}
$$

and

$$
\begin{equation*}
\tilde{\mathbf{C}}=\boldsymbol{\Lambda} \cdot\left(\mathbf{Q}^{T} \cdot \mathbf{C} \cdot \mathbf{Q}\right) \cdot \boldsymbol{\Lambda} . \tag{18b,c}
\end{equation*}
$$

Proof: By setting $\mathbf{G}_{\boldsymbol{\lambda}}=\boldsymbol{\Lambda} \cdot \mathbf{Q}$ in Eq. (16) and using (a),(b),(c) of Lemma 5 we easily derive Eqs. (18a,b,c).

## The correlation coefficients of the $\lambda$-dependent localized covariance matrix

It is interesting to see the change of the correlation coefficients after application the linear transformation. The initial correlation coefficients of the covariance matrix $\mathbf{C}$ and the corresponding of the $\boldsymbol{\lambda}$-dependent localized covariance matrix $\quad \tilde{\mathbf{C}}=\boldsymbol{\Lambda} \cdot\left(\mathbf{Q}^{T} \cdot \mathbf{C} \cdot \mathbf{Q}\right) \cdot \boldsymbol{\Lambda}$ given by the following equations

$$
\begin{align*}
& \rho_{i j}=\frac{C_{i j}}{\sqrt{C_{i i}} \sqrt{C_{j j}}}  \tag{19a}\\
& \tilde{\rho}_{i j}=\frac{\tilde{C}_{i j}}{\sqrt{\tilde{C}_{i i}} \sqrt{\tilde{C}_{j j}}}=\frac{\sum_{l=1}^{N} \sum_{k=1}^{N} Q_{i k}^{T} C_{k l} Q_{l j}}{\left(\sum_{l=1}^{N} \sum_{k=1}^{N} Q_{i k}^{T} C_{k l} Q_{l i}\right)^{1 / 2}\left(\sum_{l=1}^{N} \sum_{k=1}^{N} Q_{j k}^{T} C_{k l} Q_{l j}\right)^{1 / 2}}, \tag{19b}
\end{align*}
$$

We observe that $\tilde{\rho}_{i j}$ are independent from the scaled variable $\boldsymbol{\lambda}$ but they are dependent from the rotation matrix $\mathbf{Q}$, as we expected. This means that $\tilde{\rho}_{i j}=\tilde{\rho}_{i j}(\boldsymbol{x})$. Notice that, generally, $\rho_{i j} \neq \tilde{\rho}_{i j}$, but in special case that $\mathbf{Q}$ is the identity matrix we can easily show that $\rho_{i j}=\tilde{\rho}_{i j}$.

From the integral approximate representation to the approximation by means of linear superposition of Gaussian kernel with localized covariance matrices:

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} K(\boldsymbol{x}-\boldsymbol{u} ; \tilde{\mathbf{C}}(\boldsymbol{x})) f(\boldsymbol{u}) d \boldsymbol{u} \approx f(\boldsymbol{x}) \tag{20}
\end{equation*}
$$

Now, applying the definition of Riemann integral we can find a partition of the support of $f$, such that,

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} K(\boldsymbol{x}-\boldsymbol{u} ; \tilde{\mathbf{C}}(\boldsymbol{x})) f(\boldsymbol{u}) d \boldsymbol{u} \approx \sum_{\ell \in \mathcal{L}} K\left(\boldsymbol{x}-\boldsymbol{u}_{\ell} ; \tilde{\mathbf{C}}(\boldsymbol{x})\right) f\left(\boldsymbol{u}_{\ell}\right) \Delta \boldsymbol{u}_{\ell} . \tag{21}
\end{equation*}
$$

Where $\mathcal{L}$ is the set of points of the partition. Combining Eqs. (20) and (21) we also obtain

$$
\begin{equation*}
\sum_{\ell \in \mathcal{L}} K\left(\boldsymbol{x}-\boldsymbol{u}_{\ell} ; \tilde{\mathbf{C}}(\boldsymbol{x})\right) f\left(\boldsymbol{u}_{\ell}\right) \Delta u_{\ell} \approx f(\boldsymbol{x}) \tag{22}
\end{equation*}
$$

By setting $p_{\ell}=f\left(\boldsymbol{u}_{\ell}\right) \Delta \boldsymbol{u}_{\ell}$, we obtain the following discrete approximation form of a pdf $f$,

$$
\begin{equation*}
f(\boldsymbol{x}) \approx \sum_{\ell \in \mathcal{L}} p_{\ell} K\left(\boldsymbol{x}-\boldsymbol{u}_{\ell} ; \tilde{\mathbf{C}}(\boldsymbol{x})\right) \quad \boldsymbol{u}_{\ell} \in \operatorname{supp}(f) \tag{24}
\end{equation*}
$$

It is enough to choose $\boldsymbol{\lambda} \leq \boldsymbol{\lambda}_{0}$ at any point $\boldsymbol{x}$, where $\boldsymbol{\lambda}_{0}$ is that we found in In. $(14 \mathrm{~g})$. Thus ,by (b) of Lemma 5 , the $(i j)$ element of $\tilde{\mathbf{C}}$ is equal with

$$
\begin{equation*}
\tilde{\mathbf{C}}_{i j}(\boldsymbol{x})=\lambda_{i} \lambda_{j}\left((\mathbf{Q}(\boldsymbol{x}))^{T} \cdot \mathbf{C} \cdot \mathbf{Q}(\boldsymbol{x})\right)_{i j} \tag{23}
\end{equation*}
$$

So, we choose $\tilde{\mathbf{C}}$, such that, it has "little" elements to its diagonal and "free" nondiagonal ones.

### 3.6. Notes

As we see, we chose a particular family of matrices (Eq. (10)) to prove the main lemmata and theorems in Sections 3.4 and 3.5. Someone could observe that we can use other families as well. For instance, the diagonalizable matrices

$$
L_{\mathbf{Q}}=\left\{\mathbf{G}_{\boldsymbol{\lambda}}=\mathbf{Q}^{T} \cdot \boldsymbol{\Lambda} \cdot \mathbf{Q}: \quad \boldsymbol{\Lambda}=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right)=\operatorname{diag}(\boldsymbol{\lambda}), \boldsymbol{\lambda}>\mathbf{0}\right\}
$$

or

$$
L_{\mathbf{Q}}=\left\{\mathbf{G}_{\boldsymbol{\lambda}}=\mathbf{Q}^{T} \cdot \boldsymbol{\Lambda}: \quad \boldsymbol{\Lambda}=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{N}\right)=\operatorname{diag}(\boldsymbol{\lambda}), \boldsymbol{\lambda}>\mathbf{0}\right\} .
$$

In that case, we can prove the basic theory with similar way, but we cannot write a "clear" discrete form as Eq. (24). In particular, in these cases we cannot distinguish the localized parameter $\lambda$ from the localized covariance matrix, as we did in Theorem 3 (Eq. (18c)). In some cases, we can avoid it with a change of variable, but then, it becomes more complex.

In addition, an interesting case is when $\mathbf{G}_{\boldsymbol{\lambda}}$ is a diagonal matrix with positive determinant, which is a special case of Eq. (10) ( $\mathbf{Q}$ is the identity matrix). Then, it is easily to see that the ellipsoidal is moved to a fixed orientation for all approximated points, that is the usual orthogonal system in $\mathbb{R}^{N}$. Another way to see this, is that the correlation coefficients of the initial covariance matrix are same with the correlation coefficients of the $\boldsymbol{\lambda}$-dependent localized covariance matrix, this means there is not rotation. In this case, we have only dilatation.

Finally, we would like to change the localized covariance matrix at any point $\boldsymbol{u}_{\ell} \in \operatorname{supp}(f)$ (see Eq. (24)); i.e., to change the proper rotation matrix at any point $\boldsymbol{u}_{\ell} \in \operatorname{supp}(f)$. Although researchers apply it to empirical, we cannot prove it with our mathematical theory.

We need stronger conditions such that, the transformation $\boldsymbol{x}=\mathbf{T}(\boldsymbol{v})=\mathbf{G}(\boldsymbol{x}) \cdot \boldsymbol{v}$ (see Eq. (8a)) is bijection for all $\boldsymbol{x}, \boldsymbol{v} \in \mathbb{R}^{N}$, which is too limitative.
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### 4.1. Introduction

In this chapter we present a method of multidimensional density estimation by deltasequences. In Section 4.2, we give some definitions and lemmata from real analysis, and probability theory, which we shall use in the rest of chapter.

Then, in Section 4.3, we give the definitions of some general delta-sequence estimators (histogram, orthogonal series, and kernel estimators), which have attracted the attention of many researchers. The class of locally adaptive density estimators has developed, only recently. We introduce them, in Section 4.4, and we present the most important of them.

In the following two Sections, we prove the asymptotic unbiasedness, and the consistency of a delta estimator in $L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$ (Section 4.5), and we generalize the previous results in a Banach space (Section. 4.6).

### 4.2. Preliminaries

In this section, we present some definitions and lemmata from analysis and measure theory (especially, in probability theory) which we shall use in the rest of this chapter.

Definition 1: Let $T$ be an operator on a general space of functions, $X \neq \varnothing$. T is linear if satisfies:
(a) $\mathrm{T}(x+y)=\mathrm{T}(x)+\mathrm{T}(y), \quad x, y \in \mathrm{X}$
(b) $\mathrm{T}(\lambda x)=\lambda \mathrm{T}(x), \quad x \in \mathrm{X}$ and $\lambda \in \mathbb{R}$

If T , instead of $(\mathrm{a})$, satisfies $\mathrm{T}(x+y) \leq \mathrm{T}(x)+\mathrm{T}(y), \quad x, y \in \mathrm{X}$ then, it is a sublinear operator.

Definition 2: Let a set $\mathrm{X} \neq \varnothing$. A set $\mathrm{G} \subseteq \mathrm{X}$ is called $G_{\delta}$ if it can be written as a countable intersection of open subsets of X .

Definition 3: Let $(\mathrm{X}, \mathcal{F}, \mu)$ be a measure space, $\mu$ is a $\sigma$-finite measure if there exists a sequence $\left\{\mathrm{F}_{n}\right\} \in \mathcal{F}$, such that $\bigcup_{n=1}^{\infty} \mathrm{F}_{n}=\mathrm{X}$, and $\mu\left(\mathrm{F}_{n}\right)<\infty, \forall n \in \mathbb{N}$.

Definition 4: Let $(\mathrm{X}, \mathcal{F}, \mu)$ be a measure space, a nonempty set, $\mathrm{E} \in \mathcal{F}$ is said to be an atom of $\mathcal{F}$ if $\forall \mathrm{F} \in \mathcal{F}: \mathrm{F} \subset \mathrm{E} \Rightarrow \mathrm{F}=\varnothing$.Thus, $\mu$ is a diffuse measure if there are no atoms in $\mathcal{F}$.

Definition 5: Let $\mu, v$ be two measures in measurable space $(\mathrm{X}, \mathcal{F})$. We say that $v$ is absolutely continuous with respect to $\mu$ (or dominated by $\mu$ ), and we write $\nu \ll \mu$, if for every set $\mathrm{F} \in \mathcal{F}: \mu(\mathrm{F})=0 \Rightarrow v(\mathrm{~F})=0$. Further, with the additional property that both measures are $\sigma$-finite, Radon-Nikodym Theorem states that there exists a $\mu$-measurable function $f$ taking values in $[0, \infty]$, such that for any measurable set A (i.e., $\mathrm{A} \in \mathcal{F}$ ) the following relation holds true

$$
v(\mathrm{~A})=\int_{\mathrm{A}} f d \mu
$$

Furthermore, $f$ is called a density function of $v$ or Radon-Nikodym derivative with respect to $\mu$, and is denoted $f=\frac{d v}{d \mu}$.

Definition 6: Let $(\mathrm{X}, \mathcal{F}, \mu)$ be a measure space and $f: \mathrm{X} \rightarrow \mathbb{R}$ be a measurable function on set $\mathrm{X} \neq \varnothing$. In addition, we define the set of essential upper bounds of $f$ as $\mathrm{U}_{f}^{\text {ess }}=\left\{a \in \mathbb{R}: \mu\left(f^{-1}(a, \infty)\right)=0\right\}$. Then, the essential supremum is defined as $\operatorname{ess} \sup f=\inf \mathrm{U}_{f}^{\text {ess }}$, and if $\mathrm{U}_{f}^{\text {ess }}=\varnothing$ we define esssup $f=\infty$. Also, we can define the essential infimum similarly.

Below, in Lemmata 1-4, we present some basic inequalities in probability theory.

Lemma 1 ( $c_{r}$ Inequality): Let $(\Omega, \mathcal{F}, P)$ be a probability space, and $X, Y: \Omega \rightarrow \mathbb{R}$ be two random variables. Then, the following inequality, which is known as $c_{r}$ inequality, holds true

$$
\mathrm{E}\left(|X+Y|^{r}\right) \leq c_{r}\left(\mathrm{E}\left(|X|^{r}\right)+\mathrm{E}\left(|Y|^{r}\right)\right)
$$

where $c_{r}=1$, if $0<r \leq 1$ and $c_{r}=2^{r-1}$, if $r>1$.
Proof: if $0<r \leq 1$ : then function $|x|^{r}, x \geq 0$ is a concave and increasing. Thus,

$$
\begin{aligned}
|x+y|^{r}-|x|^{r} & =\int_{x}^{x+y} r t^{r-1} d t=\int_{0}^{y} r(x+s)^{r-1} d s \\
& \leq \int_{0}^{y} r s^{r-1} d s \leq|y|^{r} .
\end{aligned}
$$

If $r>1$ : then $|x|^{r}$ is a convex function and following inequality holds true for any $x, y$

$$
\left|\frac{x+y}{2}\right|^{r} \leq \frac{|x|^{r}+|y|^{r}}{2} .
$$

Now, taking expectations in above two cases, and the result follows.

Lemma 2 (Markov Inequality): Let $(\Omega, \mathcal{F}, P)$ be a probability space, and $X: \Omega \rightarrow \mathbb{R}$ be a random variable. Then

$$
P(X \geq a) \leq \frac{\mathrm{E}(X)}{a}
$$

Proof: Fist, we write $X \geq \alpha \mathrm{I}(X \geq \alpha)$, where I is the indicator function then, we derive

$$
\mathrm{E}(X) \geq \mathrm{E}(\alpha \mathrm{I}(X \geq \alpha))=\alpha P(X \geq \alpha) \Rightarrow P(X \geq a) \leq \frac{\mathrm{E}(X)}{a} .
$$

Lemma 3 (Jensen Inequality): Let $(\Omega, \mathcal{F}, P)$ be a probability space, and $g: \mathbb{R} \rightarrow \mathbb{R}$ be a convex function, i.e., $\lambda g(x)+(1-\lambda) g(y) \geq \lambda g(\lambda x+(1-\lambda) y), x, y \in \mathbb{R}$ and $\lambda \in(0,1)$. Also, let $f: \Omega \rightarrow \mathbb{R}$ be a measurable function. Assume that $f, g(f)$ are integrable then

$$
g\left(\int f d P\right) \leq \int g(f) d P
$$

Proof: Durrett (2010), Section 1.5, Theorem 1.5.1.

Lemma 4 (Hoeffding Inequality): Let $(\Omega, \mathcal{F}, P)$ be a probability space, and $X_{i}, 1 \leq i \leq n$ be independent real valued random variables. Also, let $a_{i}, b_{i} \in \mathbb{R}, 1 \leq i \leq n$, and assume that $X_{i} \in\left[a_{i}, b_{i}\right]$ with probability one. Then, for any $\varepsilon>0$ the following inequality holds true

$$
P\left(\left|\frac{1}{n} \sum_{i=1}^{n}\left(X_{i}-\mathrm{E}\left(X_{i}\right)\right)\right|>\varepsilon\right) \leq 2 \exp \left\{\frac{-2 n^{2} \varepsilon^{2}}{\sum_{i=1}^{n}\left(a_{i}-b_{i}\right)^{2}}\right\}
$$

Proof: Györfi, Kohler, Kryzak, Walk (2002), Appendix A.2, Lemma A.3, and Hoeffding (1963), Theorem 2.

Lemma 5 (Borel-Cantelli): (a) Let $(\Omega, \mathcal{F}, P)$ be a probability space, and $\left\{\mathrm{A}_{n}\right\}_{n \in \mathbb{N}}$ be a sequence in $\mathcal{F}$, and assume that $\sum_{n=1}^{\infty} P\left(\mathrm{~A}_{n}\right)<\infty$. Then, $P\left(\limsup \mathrm{~A}_{n}\right)=0$.
(b) Let $(\Omega, \mathcal{F}, P)$ be a probability space, and $\left\{\mathrm{A}_{n}\right\}_{n \in \mathbb{N}}$ be a sequence of independent events in $\mathcal{F}$, and assume that $\sum_{n=1}^{\infty} P\left(\mathrm{~A}_{n}\right)=\infty$. Then, $P\left(\limsup \mathrm{~A}_{n}\right)=1$.
Proof: (a) Assume the random variable $X=\sum_{n=1}^{\infty} \mathrm{I}\left(\mathrm{A}_{n}\right)$ then, $\limsup \mathrm{A}_{n}=\{X=\infty\}$. Thus

$$
\mathrm{E}(X)=\sum_{n=1}^{\infty} \mathrm{E}\left(\mathrm{I}\left(\mathrm{~A}_{n}\right)\right)=\sum_{n=1}^{\infty} P\left(\mathrm{~A}_{n}\right)<\infty .
$$

Also, we know that if $X \geq 0$ and $\mathrm{E}(X)<\infty$ then $P\{X=\infty\}=0$. It implies $P\left(\limsup \mathrm{~A}_{n}\right)=0$.
(b) $P\left(\left\{\limsup \mathrm{~A}_{n}\right\}^{c}\right)=P\left(\bigcup_{n=1}^{\infty} \bigcap_{k=n}^{\infty} \mathrm{A}_{k}\right)=\lim _{n \rightarrow \infty} P\left(\bigcap_{k=n}^{\infty} \mathrm{A}_{k}^{c}\right)$, the last equation holds true because the sequence $\left\{\bigcap_{k=n}^{\infty} \mathrm{A}_{k}^{c}\right\}$ is increasing for any $n \geq 1$. Now, for $n \geq 1$ we have

$$
\begin{aligned}
P\left(\bigcap_{k=n}^{\infty} \mathrm{A}_{k}^{c}\right) & =\lim _{m \rightarrow \infty} P\left(\bigcap_{k=n}^{m} \mathrm{~A}_{k}^{c}\right)=\lim _{m \rightarrow \infty} \prod_{k=n}^{m} P\left(\mathrm{~A}_{k}^{c}\right)=\lim _{m \rightarrow \infty} \prod_{k=n}^{m}\left(1-P\left(\mathrm{~A}_{k}\right)\right) \\
& \leq \lim _{m \rightarrow \infty} \prod_{n=k}^{m} \exp \left\{-P\left(\mathrm{~A}_{k}\right)\right\}=\lim _{m \rightarrow \infty} \exp \left\{\sum_{n=k}^{m}-P\left(\mathrm{~A}_{k}\right)\right\} \\
& =\exp \left\{\sum_{n=k}^{\infty}-P\left(\mathrm{~A}_{k}\right)\right\}=0 .
\end{aligned}
$$

Finally, $P\left(\left\{\limsup \mathrm{~A}_{n}\right\}^{c}\right)=0 \Rightarrow 1-P\left(\left\{\limsup \mathrm{~A}_{n}\right\}\right)=0 \Rightarrow P\left(\left\{\limsup \mathrm{~A}_{n}\right\}\right)=1$.

### 4.3. Delta-sequence estimators

There are a lot of examples of delta-sequence estimators in the literature. Histograms, orthogonal series, and kernel density estimators are well-known examples. Below, we give the definition and some examples of a delta sequence estimator.

Definition 7: A sequence of functions $K_{m}: \mathbb{R}^{N} \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ is called a delta-sequence if $\forall f \in C\left(\mathbb{R}^{N}\right)$ (i.e., for each continuous function on $\left.\mathbb{R}^{N}\right)$ and $\boldsymbol{x} \in \mathbb{R}^{N}$

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} K_{m_{n}}(\boldsymbol{x}, \boldsymbol{y}) f(\boldsymbol{x}) d \boldsymbol{y} \rightarrow f(\boldsymbol{x}), \quad \text { as } n \rightarrow \infty \tag{1}
\end{equation*}
$$

where $m_{n}$ belongs in a directed set. We shall refer to the functions $K_{m_{n}}$ as the kernels (functions).

Definition 8: Let $\left\{\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}\right\}$ be independent observations from an unknown distribution $F$ on $\mathbb{R}^{N}$ with probability density function (pdf) $f$. A delta-sequence estimator can be written in the form

$$
\begin{equation*}
\hat{f}_{n}(\boldsymbol{x})=\frac{1}{n} \sum_{i=1}^{n} K_{m_{n}}\left(x, x_{i}\right) \tag{2}
\end{equation*}
$$

Definition 9: Let $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be independent observations from an unknown distribution $F$ on $\mathbb{R}$ with pdf $f$, and $\mathrm{I}_{j}(x): \mathbb{R} \rightarrow\{0,1\}$ be the indicator function for the bin $[(j-1) h, j h), j \in \mathbb{N}$ and $h>0$ (i.e., $\mathrm{I}_{j}(x)=1$, if $x \in[(j-1) h, j h)$ and $\mathrm{I}_{j}(x)=0$, otherwise). Then the Histogram estimator, with equal binwidths and in one dimension, given by

$$
\begin{equation*}
\hat{f}_{n}(x)=\frac{1}{n} \sum_{i=1}^{n} \sum_{j=-\infty}^{\infty} \mathrm{I}_{j}(x) \mathrm{I}_{j}\left(x_{i}\right) . \tag{3}
\end{equation*}
$$

Definition 10: Let $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ be independent observations from an unknown distribution $F$ on $\mathbb{R}$ with pdf $f$, and $\left\{\Phi_{j}(x)\right\}_{j=1}^{m}$ be a orthonormal system on $[a, b] \subseteq \mathbb{R}$ consisting of eigenfunctions of a compact operator on $L^{2}[a, b]$. Then the Orthogonal series estimator given by

$$
\begin{equation*}
\hat{f}_{n}(x)=\frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{m} \Phi_{j}(x) \Phi_{j}\left(x_{i}\right) \tag{4}
\end{equation*}
$$

Definition 11: Let $\left\{\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}\right\}$ be a $N$-variate random sample, and $K_{m}: \mathbb{R}^{N} \rightarrow \mathbb{R}$ be a kernel with the properties $K_{m} \geq 0$ and $\int_{\mathbb{R}^{N}} K_{m}(\boldsymbol{x}) d \boldsymbol{x}=1$, then a kernel estimator given by

$$
\begin{equation*}
\hat{f}_{n}(x)=\frac{1}{n} \sum_{i=1}^{n} K_{m}\left(x-x_{i}\right) \tag{5}
\end{equation*}
$$

For more details for theses estimators see Nolan, Marron (1989), Sec. 1, Walter, Blum (1979), Sec. 1.

### 4.4. Locally adaptive density estimators

Let $\left\{\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}\right\}$ be a $N$-variate random sample with unknown pdf $f$. The simplest multivariate kernel density estimator given by

$$
\begin{equation*}
\hat{f}(x)=\frac{1}{n \cdot h^{N}} \sum_{i=1}^{n} K\left(\frac{\boldsymbol{x}-\boldsymbol{x}_{i}}{h}\right)=\frac{1}{n} \sum_{i=1}^{n} K_{h}\left(x-\boldsymbol{x}_{i}\right), \tag{6a}
\end{equation*}
$$

by setting $K_{h}(\boldsymbol{x})=\frac{1}{h^{N}} K\left(\frac{\boldsymbol{x}}{h}\right)$.
Where $K: \mathbb{R}^{N} \rightarrow \mathbb{R}$ is a N-variate density function, and $h>0$ is the smoothing parameter (bandwidth or window width), which controls the size of kernel, and in this case is held constant for all evaluation points $\boldsymbol{x} \in \mathbb{R}^{N}$. This estimator is called fixed.

It is more interesting the smoothing parameter (bandwidth) based on the evaluation point or on the random sample. These estimators are called locally adaptive density estimators.

So, we can generalize Eqs. (6a,b), assuming that the bandwidth is based on the point $\boldsymbol{x} \in \mathbb{R}^{N}$, i.e., $h_{\boldsymbol{x}}=h(\boldsymbol{x})$, and in this case we obtain the balloon estimator.

$$
\begin{equation*}
\hat{f}_{B}(\boldsymbol{x})=\frac{1}{n \cdot h_{x}^{N}} \sum_{i=1}^{n} K\left(\frac{x-x_{i}}{h_{x}}\right)=\frac{1}{n} \sum_{i=1}^{n} K_{h_{x}}\left(x-x_{i}\right) . \tag{7}
\end{equation*}
$$

The balloon estimator was first introduced by Loftsgaarden, Quesenberry (1965) in the form of the $k-t h$ nearest neighbor estimator, which can be written in the form of Eq. (8) by using a constant kernel and setting $h(\boldsymbol{x})=d_{k}(\boldsymbol{x})$ where $d_{k}(\boldsymbol{x})$ returns the distance to the $k-t h$ nearest data point to $\boldsymbol{x}$.

With analogous way, we can assume that the smoothing parameter is based on the random sample $\left\{\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}\right\}$. We define the sample point estimator which is equal with

$$
\begin{equation*}
\hat{f}_{S}(\boldsymbol{x})=\frac{1}{n} \sum_{i=1}^{n} \frac{1}{h_{x_{i}}^{N}} K\left(\frac{\boldsymbol{x}-\boldsymbol{x}_{i}}{h_{x_{i}}}\right)=\frac{1}{n} \sum_{i=1}^{n} K_{h_{x_{i}}}\left(\boldsymbol{x}-\boldsymbol{x}_{i}\right) . \tag{8}
\end{equation*}
$$

This type of estimator was introduced by Breiman et al. (1977).
As we saw the smoothing parameter $h$ controls the size of kernel. One constant smoothing parameter corresponds to spherically symmetric kernels. We can generalize this parameter to a vector $\boldsymbol{h}=\left(h_{1}, h_{2}, \ldots, h_{N}\right), h_{i}>0,0 \leq i \leq N$, and more general to a symmetric and positive definite matrix $\mathbf{H}$ that is analogous to the covariance matrix of $K$. With this way, we generalize the above estimators. (i.e., Eqs. (6a), (7), and (8))

The generalized fixed estimator given by

$$
\begin{equation*}
\hat{f}(\boldsymbol{x})=\frac{1}{n \cdot|\mathbf{H}|^{1 / 2}} \sum_{i=1}^{n} K\left(\mathbf{H}^{-1 / 2} \cdot\left(\boldsymbol{x}-\boldsymbol{x}_{i}\right)\right)=\frac{1}{n} \sum_{i=1}^{n} K_{\mathbf{H}}\left(\boldsymbol{x}-\boldsymbol{x}_{i}\right), \tag{9a}
\end{equation*}
$$

by setting $K_{\mathbf{H}}(\boldsymbol{x})=\frac{1}{|\mathbf{H}|^{1 / 2}} K_{\mathbf{H}(\boldsymbol{x})}\left(\mathbf{H}^{-1 / 2} \cdot \boldsymbol{x}\right)$.
where, $|\cdot|$ indicates the determinant of a matrix.

The generalized balloon estimator given by

$$
\begin{equation*}
\hat{f}_{B}(\boldsymbol{x})=\frac{1}{n \cdot|\mathbf{H}(\boldsymbol{x})|^{1 / 2}} \sum_{i=1}^{n} K\left(\mathbf{H}(x)^{-1 / 2} \cdot\left(x-\boldsymbol{x}_{i}\right)\right)=\frac{1}{n} \sum_{i=1}^{n} K_{\mathbf{H}(x)}\left(x-\boldsymbol{x}_{i}\right) . \tag{10}
\end{equation*}
$$

And the generalized sample-point estimator given by

$$
\begin{equation*}
\hat{f}_{S}(x)=\frac{1}{n} \sum_{i=1}^{n} \frac{1}{\left|\mathbf{H}\left(x_{i}\right)\right|^{1 / 2}} K\left(\mathbf{H}\left(x_{i}\right)^{-1 / 2} \cdot\left(x-\boldsymbol{x}_{i}\right)\right)=\frac{1}{n} \sum_{i=1}^{n} K_{\mathbf{H}\left(x_{i}\right)}\left(x-\boldsymbol{x}_{i}\right) \tag{11}
\end{equation*}
$$

For the latter, we can assume that we divide the support of the density in $m$ bins, then the binned sample-point estimator given by

$$
\begin{equation*}
\hat{f}_{B S}(\boldsymbol{x})=\frac{1}{n} \sum_{j=1}^{m} \frac{n_{j}}{\left|\mathbf{H}\left(t_{j}\right)\right|^{1 / 2}} K\left(\mathbf{H}\left(\boldsymbol{t}_{j}\right)^{-1 / 2} \cdot\left(\boldsymbol{x}-\boldsymbol{t}_{j}\right)\right)=\frac{1}{n} \sum_{j=1}^{m} n_{j} K_{\mathbf{H}\left(t_{j}\right)}\left(\boldsymbol{x}-\boldsymbol{t}_{j}\right), \tag{12}
\end{equation*}
$$

where $n_{j}$ is the number of data points in the $j$-th bin, (i.e., $\sum_{j=1}^{m} n_{j}=n$ ), $t_{j}$ is the center of the $j-t h$ bin, and $\mathbf{H}\left(\boldsymbol{t}_{j}\right)$ is the smoothing matrix associated with the $j-t h$ bin. In general, an equally spaced mesh of points is laid down over the support of the density to define the bins, although other binning rules such as the linear binning defined in Hall, Wand (1996) could be considered.

Generally, we can summarize all the above estimators, defining three families of matrices, depending on the form of matrix $\mathbf{H}$, for Eqs. (9a), (10), (11), and (12).
$\mathcal{H}_{1}=\left\{\mathbf{H}=h^{2} \cdot \mathbf{I}_{N}, h>0\right\}$, which correspond to spherically symmetric kernels with only one smoothing parameter.
$\mathcal{H}_{2}=\left\{\mathbf{H}=\operatorname{diag}\left(h_{1}^{2}, h_{2}^{2}, \ldots, h_{N}^{2}\right), \boldsymbol{h}>0\right\}$, which correspond to ellipsoidal kernels with $N$ smoothing parameters.
$\mathcal{H}_{3}=\left\{\mathbf{H} \in \mathbb{R}^{N \times N}, \mathbf{H}\right.$ is symmetric and positive difinite $\}$, which is the most general and allows ellipsoidal kernels of arbitrary orientation with $N(\mathrm{~N}+1) / 2$ parameters.
Sain (2002) in Sec 1 and 3 gives a discussion about the above three classes of matrices and numerical comparison among of the estimators.

A lot of researchers focused on finding the optimal choice for the smoothing parameters that minimize the Mean Integrated Square Error (MISE) for the above estimators

$$
\text { MISE }=\mathrm{E} \int_{\mathbb{R}^{N}}(\hat{f}(\boldsymbol{x})-f(\boldsymbol{x}))^{2} d \boldsymbol{x}=\int_{\mathbb{R}^{N}} \mathrm{E}(\hat{f}(\boldsymbol{x})-f(\boldsymbol{x}))^{2} d \boldsymbol{x}=\int_{\mathbb{R}^{N}} M S E d \boldsymbol{x},
$$

For more details about MISE, Asymptotic MISE (AMISE), and the optimal selection of bandwidth see Want, Jones (1994,1995), Shirahata, Chu (1992), Sain, Scott (1996), Sain (2002).

### 4.5. Pointwise consistency of delta estimators in $L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$

In this section we assume that $P$ is a probability measure in $\left(\mathbb{R}^{N}, \mathfrak{B}^{N}\right)$ which is absolutely continuous with respect to a $\sigma$-finite measure $\mu$ and $f=\frac{d P}{d \mu}$ is the Radon-Nikodym derivate. In addition, we assume that $f \in L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$. Supposing that $\mu$ is the Lebesgue measure, then $f$ is the usual probability density function (pdf) but it is instructive to assume a general $\sigma$-finite measure $\mu$; see Vidal-Sanz (2005), Sec. 1.

Let $\left\{\boldsymbol{x}_{1}, \boldsymbol{x}_{2}, \ldots, \boldsymbol{x}_{n}\right\}$ be a random sample from $P$, a delta estimator of $f$ can be written in the following form (see Def. 7 of Sec. 4.3)

$$
\begin{equation*}
\hat{f}_{n}(\boldsymbol{x})=\frac{1}{n} \sum_{i=1}^{n} K_{m_{n}}\left(x, x_{i}\right), \tag{14}
\end{equation*}
$$

where the smoothing sequence $m_{n}$ belongs to a directed set $(L, \prec)$, and $K_{m_{n}}$ is a net in $L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$. For example, $m_{n}$ may be a sequence of positive definite matrices ordered by decreasing a norm in kernel estimation of multivariate densities. In this case, Eq. (14) take the form:

$$
\begin{equation*}
\hat{f}_{n}(\boldsymbol{x})=\frac{1}{n} \sum_{i=1}^{n} \frac{1}{\left|m_{n}\right|} K\left(\left(m_{n}\right)^{-1} \cdot\left(\boldsymbol{x}-\boldsymbol{x}_{i}\right)\right) \tag{15}
\end{equation*}
$$

Definition 12: Let $\mu$ be a $\sigma$-finite measure in $\left(\mathbb{R}^{N}, \mathfrak{B}^{N}\right)$, and $P$ a probability measure satisfying $P \ll \mu$, i.e., $P$ is absolutely continuous with respect to $\mu$; see Def. 5 of Sec. 4.2. We say that a delta estimator $\hat{f}_{n}$ is strongly (or weakly) consistent almost everywhere (a.e.) with respect to $\mu$, if $\left|\hat{f}_{n}(\boldsymbol{x})-f(\boldsymbol{x})\right| \xrightarrow{n \rightarrow \infty} 0$ almost surely (or in probability), for almost every $\boldsymbol{x} \in \mathbb{R}^{N}$ with respect to the measure $\mu$. We say that the convergence is universal when it holds for every $P$ such that, $P \ll \mu$.

Using triangular inequality we derive

$$
\begin{equation*}
\left|\hat{f}_{n}(\boldsymbol{x})-f(\boldsymbol{x})\right| \leq\left|\mathrm{E}\left(\hat{f}_{n}(\boldsymbol{x})\right)-f(\boldsymbol{x})\right|+\left|\hat{f}_{n}(\boldsymbol{x})-\mathrm{E}\left(\hat{f}_{n}(\boldsymbol{x})\right)\right| . \tag{16}
\end{equation*}
$$

The deterministic term, $\mathrm{E}\left(\hat{f}_{n}(\boldsymbol{x})\right)-f(\boldsymbol{x})$, is called bias term, and the stochastic term, $\hat{f}_{n}(\boldsymbol{x})-\mathrm{E}(\hat{f}(\boldsymbol{x}))$, is called variation term. In the sequel, we study the convergence to zero of each term separately.

### 4.5.1. Convergence of bias term

In this section we study bias problem, we want to conclude that the expected value of $\hat{f}_{n}(\boldsymbol{x})$ convergences to $f$ almost everywhere, for any $f \in L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$.
The expected value of $\hat{f}_{n}(\boldsymbol{x})$ is easily calculated and reads as follow

$$
\begin{equation*}
a_{n}(f)(\boldsymbol{x})=\mathrm{E}\left(\hat{f}_{n}(\boldsymbol{x})\right)=\int_{\mathbb{R}^{N}} K_{m_{n}}(\boldsymbol{x}, \mathbf{z}) f(\mathbf{z}) \mu(d z) . \tag{17}
\end{equation*}
$$

Eq. (17) defines the linear operator $a_{n}: L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right) \rightarrow C\left(\mathbb{R}^{N}\right)$.
Definition 13: Let $a_{n}$ be a linear operator on $L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$. We say that $a_{n}$ is bounded in measure, if for every $\varepsilon>0$, there exists $\delta>0$, such that

$$
\begin{equation*}
\sup _{\|f\|_{L_{1}}<1} \mu\left(\left\{\boldsymbol{x} \in \mathbb{R}^{N}:\left|a_{n}(f)(\boldsymbol{x})\right|>\delta\right\}\right) \leq \varepsilon \tag{18a}
\end{equation*}
$$

Thus, a sequence of linear operators, $\left\{a_{n}\right\}_{n \in \mathbb{N}}$, is uniformly bounded in measure if the maximal operator $a^{M}(f)(\boldsymbol{x})=\sup _{n \in \mathbb{N}}\left|a_{n}(f)(\boldsymbol{x})\right|$ is such that, for every $\varepsilon>0$, there exists $\delta>0$ such that

$$
\begin{equation*}
\sup _{\|f\|_{L_{1}}<1} \mu\left(\left\{\boldsymbol{x} \in \mathbb{R}^{N}: a^{M}(f)(\boldsymbol{x})>\delta\right\}\right) \leq \varepsilon \tag{18b}
\end{equation*}
$$

Notice that maximal operator is a sublinear operator and not a linear one.
Bellow, we shall present a type result of one of fundamental theorems in functional analysis, the uniform boundedness principle.

Theorem 1 (Pointwise uniform boundedness, Vidal-Sanz (2005), Sec. 2, Theorem 1): Let $\left\{a_{n}\right\}_{n \in \mathbb{N}}$ be a sequence of linear operators on $L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$ each of them being bounded in measure. Then, only one of the following statements holds true:
(a) $\left\{a_{n}\right\}_{n \in \mathbb{N}}$ is uniformly bounded in measure.
(b) For every $\varepsilon>0$, there exists a set $C_{\varepsilon} \subseteq L_{1} \equiv L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$, which is $G_{\delta}$ and dense in $L_{1}$, such that for every $f \in C_{\varepsilon}: \mu\left(\left\{\boldsymbol{x} \in \mathbb{R}^{N}: a^{M}(f)(\boldsymbol{x})=\infty\right\}\right)>\varepsilon$

To prove this theorem, we shall need the following lemma
Lemma 6: For any $\varepsilon>0$ and $\delta>0$ we define the set

$$
\begin{equation*}
V_{\varepsilon}^{\delta}=\left\{f \in L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right): \mu\left(\left\{\boldsymbol{x} \in \mathbb{R}^{N}: a^{M}(f)(\boldsymbol{x})>\delta\right\}\right)>\varepsilon\right\} . \tag{a}
\end{equation*}
$$

Then, $V_{\varepsilon}^{\delta}$ is an open subset in $L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$. Hence, for any sequence $\left(\delta_{k}\right)_{k \in \mathbb{N}}$, $\delta_{k}>0,\left\{V_{\varepsilon}^{\delta_{k}}\right\}_{k \in \mathbb{N}}$ is a sequence of open sets for any $\varepsilon>0$.

Proof of Lemma 6: Vidal-Sanz (2005), Sec. 2, Theorem 2.

Proof of Theorem 1: Let us first assume that (b) is not hold true. Assume there exists a $k \in \mathbb{N}$, such that, $V_{\varepsilon}^{\delta_{k}}$ is not dense in $L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$. Then, there exists an $f_{0} \in L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$ and $r>0$ such that for $f \in L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right):\|f\| \leq r \Rightarrow$ $\left(f_{0}+f\right) \notin V_{\varepsilon}^{\delta_{k}}$, where $\|\cdot\|$ indicates the norm of $L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$. So, we have $\mu\left(\left\{\boldsymbol{x} \in \mathbb{R}^{N}: a^{M}\left(f_{0}+f\right)(\boldsymbol{x})>\delta_{k}\right\}\right) \leq \varepsilon . \quad$ In addition, we can write $f=$ $\left(f_{0}+f\right)-f_{0}$, and using the fact that the maximal operator is sublinear (see Def. 1) we obtain

$$
\begin{aligned}
\mu\left(\left\{\boldsymbol{x} \in \mathbb{R}^{N}: a^{M}(f)(\boldsymbol{x})>2 \delta_{k}\right\}\right) \leq & \mu\left(\left\{\boldsymbol{x} \in \mathbb{R}^{N}: a^{M}\left(f_{0}+f\right)(\boldsymbol{x})>\delta_{k}\right\}\right) \\
& +\mu\left(\left\{\boldsymbol{x} \in \mathbb{R}^{N}: a^{M}\left(f_{0}\right)(\boldsymbol{x})>\delta_{k}\right\}\right) \leq 2 \varepsilon
\end{aligned}
$$

Finally, $\sup _{\|f\| \leq r} \mu\left(\left\{x \in \mathbb{R}^{N}:\left|a_{n}(f)(x)\right|>\delta\right\}\right) \leq \frac{2 \varepsilon}{r}$
That is, $a^{M}$ uniformly bounded in measure (see Def. 13) with $\varepsilon^{\prime}=\frac{2 \varepsilon}{r}$ and $\delta=2 \delta_{k}$, i.e., (a) holds true.

Now, if every $V_{\varepsilon}^{\delta_{k}}$ is dense in $L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$, the application of Baire theorem (see Rudin (1987), Chapter 5, Theorem 5.6) implies that $C=\bigcap_{k=1}^{\infty} V_{\varepsilon}^{\delta_{k}}$ is a dense and, $G_{\delta}$ set (see Def. 2). If $f \in C$, then for any $\varepsilon>0$ and $\delta_{k}>0$ we have
$\mu\left(\left\{\boldsymbol{x} \in \mathbb{R}^{N}: a^{M}(f)(\boldsymbol{x})>\delta_{k}\right\}\right)>\varepsilon$. In other words, (b) holds true, and the same time (a) does not hold.

Our aim is to show that the linear operators $\left\{a_{n}\right\}_{n \in \mathbb{N}}$ is approximate identity in $L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$. The following theorem shows that it is enough to prove this property only for a dense subset of $L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$.

Theorem 2 (Pointwise approximation, Vidal-Sanz (2005), Sec. 2, Theorem 2): Let $\left\{a_{n}\right\}_{n \in \mathbb{N}}$ be a sequence of linear operators in $L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$, and assume that
(a) the sequence $\left\{a_{n}\right\}_{n \in \mathbb{N}}$ is uniformly bounded in measure
(b) there exists a dense set, $G \subseteq L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$, such that for every $\tilde{f} \in G$ :

$$
a_{n}(\tilde{f}) \xrightarrow{n \rightarrow \infty} a(\tilde{f}) \text { a.e. }
$$

Then $\left\{a_{n}\right\}_{n \in \mathbb{N}}$ is an approximation to the identity in the a.e sense, i.e., $a_{n}(f) \xrightarrow{n \rightarrow \infty} a(f)$ a.e., for every $f \in L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$.

Proof: Assume that there exists a dense set, $G \subseteq L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$, such that for every $\tilde{f} \in G$ and $\delta>0$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mu\left(\left\{\boldsymbol{x} \in \mathbb{R}^{N}: \sup _{n^{\prime}>n}\left|a_{n^{\prime}}(\tilde{f})(\boldsymbol{x})-\tilde{f}(\boldsymbol{x})\right|>\delta\right\}\right)=0 \tag{a}
\end{equation*}
$$

Also, by assumption $G$ is dense so, for any $\varepsilon>0$ and $f \in L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$ there exists $\tilde{f} \in L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$, such that, $\|f-\tilde{f}\| \leq \varepsilon$

Now, using the triangular inequality we derive:

$$
\begin{align*}
\sup _{n^{\prime}>n}\left|a_{n^{\prime}}(f)(\boldsymbol{x})-f(\boldsymbol{x})\right| \leq \sup _{n^{\prime}>n} & \left|a_{n^{\prime}}(f)(\boldsymbol{x})-a_{n^{\prime}}(\tilde{f})(\boldsymbol{x})\right| \\
& +\sup _{n^{\prime}>n}\left|a_{n^{\prime}}(\tilde{f})(\boldsymbol{x})-\tilde{f}(\boldsymbol{x})\right|+|\tilde{f}(\boldsymbol{x})-f(\boldsymbol{x})| \tag{c}
\end{align*}
$$

for $\boldsymbol{x} \in \mathbb{R}^{N}$, and $n \in N$. Observing that if $\sup _{n^{\prime}>n}\left|a_{n^{\prime}}(f)(\boldsymbol{x})-f(\boldsymbol{x})\right|>\delta$ then,

$$
\sup _{n^{\prime}>n}\left|a_{n^{\prime}}(f)(\boldsymbol{x})-a_{n^{\prime}}(\tilde{f})(\boldsymbol{x})\right|+\sup _{n^{\prime}>n}\left|a_{n^{\prime}}(\tilde{f})(\boldsymbol{x})-\tilde{f}(\boldsymbol{x})\right|+|\tilde{f}(\boldsymbol{x})-f(\boldsymbol{x})|>\delta,
$$

by Eq. (c), and each term is positive. Hence, at least one of them must be higher than $\frac{\delta}{3}$.
So, $\quad\left\{\boldsymbol{x} \in \mathbb{R}^{N}: \sup _{n^{\prime}>n}\left|a_{n^{\prime}}(f)(\boldsymbol{x})-f(\boldsymbol{x})\right|>\delta\right\}$

$$
\subseteq\left\{\boldsymbol{x} \in \mathbb{R}^{N}: \sup _{n^{\prime}>n}\left|a_{n^{\prime}}(f)(\boldsymbol{x})-a_{n^{\prime}}(\tilde{f})(\boldsymbol{x})\right|>\frac{\delta}{3}\right\}
$$

$$
\begin{align*}
& \bigcup\left\{\boldsymbol{x} \in \mathbb{R}^{N}: \sup _{n^{\prime}>n}\left|a_{n^{\prime}}(\tilde{f})(\boldsymbol{x})-\tilde{f}(\boldsymbol{x})\right|>\frac{\delta}{3}\right\} \\
& \bigcup\left\{\boldsymbol{x} \in \mathbb{R}^{N}:|\tilde{f}(\boldsymbol{x})-f(\boldsymbol{x})|>\frac{\delta}{3}\right\} \tag{d}
\end{align*}
$$

It follows

$$
\begin{align*}
& \mu\left(\left\{\boldsymbol{x} \in \mathbb{R}^{N}: \sup _{n^{\prime}>n}\left|a_{n^{\prime}}(f)(\boldsymbol{x})-f(\boldsymbol{x})\right|>\delta\right\}\right) \\
& \leq \mu\left(\left\{\boldsymbol{x} \in \mathbb{R}^{N}: \sup _{n^{\prime}>n}\left|a_{n^{\prime}}(f)(\boldsymbol{x})-a_{n^{\prime}}(\tilde{f})(\boldsymbol{x})\right|>\frac{\delta}{3}\right\}\right) \\
&+\mu\left(\left\{\boldsymbol{x} \in \mathbb{R}^{N}: \sup _{n^{\prime}>n}\left|a_{n^{\prime}}(\tilde{f})(\boldsymbol{x})-\tilde{f}(\boldsymbol{x})\right|>\frac{\delta}{3}\right\}\right) \\
&+\mu\left(\left\{\boldsymbol{x} \in \mathbb{R}^{N}:|\tilde{f}(\boldsymbol{x})-f(\boldsymbol{x})|>\frac{\delta}{3}\right\}\right) \tag{e}
\end{align*}
$$

Using the assumption (a), we can show that first term of (d) can be arbitrary small, i.e.,

$$
\begin{equation*}
\mu\left(\left\{\boldsymbol{x} \in \mathbb{R}^{N}: \sup _{n^{\prime}>n}\left|a_{n^{\prime}}(f)(\boldsymbol{x})-a_{n^{\prime}}(\tilde{f})(\boldsymbol{x})\right|>\frac{\delta}{3}\right\}\right) \leq \varepsilon_{1} \tag{f}
\end{equation*}
$$

for $\varepsilon_{1}>0$ and $\varepsilon_{1}$ can be arbitrary small.
Then, we have

$$
\begin{gather*}
\mu\left(\left\{\boldsymbol{x} \in \mathbb{R}^{N}: \sup _{n^{\prime}>n}\left|a_{n^{\prime}}(f)(\boldsymbol{x})-f(\boldsymbol{x})\right|>\delta\right\}\right) \\
\leq \varepsilon_{1}+\mu\left(\left\{\boldsymbol{x} \in \mathbb{R}^{N}: \sup _{n^{\prime}>n}\left|a_{n^{\prime}}(\tilde{f})(\boldsymbol{x})-\tilde{f}(\boldsymbol{x})\right|>\frac{\delta}{3}\right\}\right)  \tag{g}\\
+\frac{3\|\tilde{f}(\boldsymbol{x})-f(\boldsymbol{x})\|}{\delta}
\end{gather*}
$$

And finally,

$$
\begin{align*}
& \mu\left(\left\{\boldsymbol{x} \in \mathbb{R}^{N}: \sup _{n^{\prime}>n}\left|a_{n^{\prime}}(f)(\boldsymbol{x})-f(\boldsymbol{x})\right|>\delta\right\}\right) \\
& \leq \varepsilon_{1}+\mu\left(\left\{\boldsymbol{x} \in \mathbb{R}^{N}: \sup _{n^{\prime}>n}\left|a_{n^{\prime}}(\tilde{f})(\boldsymbol{x})-\tilde{f}(\boldsymbol{x})\right|>\frac{\delta}{3}\right\}\right)  \tag{h}\\
& \quad+\frac{3 \varepsilon}{\delta}
\end{align*}
$$

In latter inequality $\varepsilon, \varepsilon_{1}$ are arbitrary small and the second term tend to zero by In. (a). So, a.e approximation follows.

Remark 1: The assumption (a) of Theorem 2 is necessary, and we cannot assume weaker condition, i.e., all $a_{n}$ are bounded in measure. To see this, we assume that $\left\{a_{n}\right\}_{n \in \mathbb{N}}$ is an approximation to the identity in $L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$, and all $a_{n}$ are bounded in measure but the uniform boundedness in measure is not satisfied. It follows that $\left\{a_{n}\right\}_{n \in \mathbb{N}}$ is an approximation to the identity in every dense $C \subseteq L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$. Then, using Theorem 1 , we can prove that there exists a dense set $C_{\varepsilon}$, such that for any $\varepsilon>0$ and $f \in C_{\varepsilon}$ :

$$
\mu\left(\left\{\boldsymbol{x} \in \mathbb{R}^{N}: \lim _{n \in \mathbb{N}}\left|a_{n}(f)(\boldsymbol{x})-(f)(\boldsymbol{x})\right|=\infty\right\}\right)>\varepsilon
$$

which contradicts the a.e approximation property; see Pointwise approximation, Vidal-Sanz (2005), Sec. 2, Theorem 2.

Now, we are in position to state sufficient conditions for pointwise approximation of expected value of a delta estimator.

Theorem 3 (Sufficient conditions for pointwise approximation, Vidal-Sanz (2005), Sec. 2, Theorem 3): Let $a_{n}(f)(\boldsymbol{x})=\mathrm{E}\left(\hat{f}_{n}(\boldsymbol{x})\right)=\int_{\mathbb{R}^{N}} K_{m_{n}}(\boldsymbol{x}, \mathbf{z}) f(\mathbf{z}) \mu(d z)$. We define $\left|a_{n}\right|=\int\left|K_{m_{n}}(\boldsymbol{x}, \mathbf{z})\right| f(\mathbf{z}) \mu(d \mathbf{z})$. Assume that
(a) the sequence $\left|a_{n}\right|$ is uniformly bounded in measure.
(b) $\int_{\mathbb{R}^{N}} K_{m_{n}}(\boldsymbol{x}, \mathbf{z}) \mu(d \mathbf{z}) \xrightarrow{n \rightarrow \infty} 1$ a.e.
(c) For every $\delta>0$ there exists $M_{\delta}$, such that $\sup _{n} \int_{\|x-\mathbf{z}\| \leq \delta}\left|K_{m_{n}}(\boldsymbol{x}, \mathbf{z})\right| \mu(d \mathbf{z})<M_{\delta} \quad$ a.e.
(d) For every $\delta>0 \int_{\|\boldsymbol{x}-\mathbf{z}\|>\delta}\left|K_{m_{n}}(\boldsymbol{x}, \mathbf{z})\right| \mu(d \mathbf{z}) \xrightarrow{n \rightarrow \infty} 0$ a.e.

Then, $a_{n}(f) \xrightarrow{n \rightarrow \infty} a(f)$ a.e. for every $f \in L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$
Proof: From the fact that $\left\{\left|a_{n}\right|\right\}_{n \in \mathbb{N}}$ is uniform bounded in measure we can prove that $\left\{a_{n}\right\}_{n \in \mathbb{N}}$ is uniform bounded in measure. This is observing,

$$
a^{M}(f)(\boldsymbol{x})=\sup _{n \in \mathbb{N}}\left|a_{n}(f)(\boldsymbol{x})\right| \leq \sup _{n \in \mathbb{N}} \int\left|K_{m_{n}}(\boldsymbol{x}, \mathbf{z}) f(\mathbf{z})\right| \mu(d \mathbf{z})=|a|^{M}(|f|)(\boldsymbol{x}),
$$

and then for any $\delta>0$

$$
\begin{equation*}
\mu\left(\left\{\boldsymbol{x} \in \mathbb{R}^{N}: a^{M}(f)(\boldsymbol{x})>\delta\right\}\right) \leq \mu\left(\left\{\boldsymbol{x} \in \mathbb{R}^{N}:|a|^{M}(|f|)(\boldsymbol{x})>\delta\right\}\right) \tag{a}
\end{equation*}
$$

which proves that $\left\{a_{n}\right\}_{n \in \mathbb{N}}$ is uniformly bounded in measure.
In the sequel, we shall give the idea of proof. It is proved the approximation property for any $f \in L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$ with an a.e. identical elements in $C_{c}\left(\mathbb{R}^{N}\right)$ (the set of continuous and compactly supported functions on $\left.\mathbb{R}^{N}\right)$. Then, as $C_{c}\left(\mathbb{R}^{N}\right)$ is dense in $L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$, applying Theorem 2 the result follows.

Remark 2: The idea and the manipulations of proof of Theorem 3 are similar with Theorem 2 in Chapter 3, and for this reason we omit the last part of proof. This is, why we work in set of continuous compactly supported functions, and every continuous function defined on a compact set is bounded.

Remark 3: In Theorems 2 and 3 we assume a general delta estimator, and we proved them under some assumptions. Now, we shall give some examples of delta estimators which satisfy these assumptions.

Example 1: Let $\lambda$ be the Lebesgue measure, and $I_{C}$ be the indicator function of a set, $C \subseteq \mathbb{R}^{N}$. Consider the kernel estimator

$$
\hat{f}_{m_{n}}(\boldsymbol{x})=\frac{1}{n} \sum_{i=1}^{n} K_{m_{n}}\left(\boldsymbol{x}-\boldsymbol{x}_{i}\right)=\frac{1}{n} \frac{1}{\operatorname{det}\left(m_{n}\right)} \sum_{i=1}^{n} K\left(m_{n}^{-1}\left(\boldsymbol{x}-\boldsymbol{x}_{i}\right)\right)
$$

in $L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \lambda\right)$. If there exist a closed interval $C \subseteq \mathbb{R}^{N}$, and positive constants $c_{1}, c_{2}$, such that $c_{1} \mathrm{I}_{C}(\boldsymbol{u}) \leq|K(\boldsymbol{u})| \leq c_{2} \mathrm{I}_{C}(\boldsymbol{u})$, then the operators $a_{n}(f)(\boldsymbol{x})=\mathrm{E}\left(\hat{f}_{n}(\boldsymbol{x})\right)$ (see Eq. (17)) are uniformly bounded in measure. Now, let $\|\cdot\|$ be a matrix norm, such that
$\|A \cdot B\| \leq\|A\|\|B\|, \quad A, B \in \mathbb{R}^{N \times N}$. Then, using the Theorem of change of variables we obtain:

$$
\begin{aligned}
\int_{\|\boldsymbol{x}-\mathbf{z}\|>\delta}\left|K_{m_{n}}(\boldsymbol{x}-\mathbf{z})\right| d \mathbf{z} & \leq \frac{1}{\delta \operatorname{det}\left(m_{n}\right)} \int_{\mathbb{R}^{N}}\|\boldsymbol{x}-\mathbf{z}\| K\left(m_{n}^{-1}(\boldsymbol{x}-\mathbf{z})\right) d \mathbf{z} \\
& \leq \frac{\left\|m_{n}\right\|}{\delta} \int_{C}\|\boldsymbol{u}\| K(\boldsymbol{u}) d \boldsymbol{u} \xrightarrow{\left\|m_{n}\right\| \rightarrow 0} 0 .
\end{aligned}
$$

Now, the approximation property follows applying Theorem 3.

### 4.5.2. Convergence of variation term

In the following lemma we shall show the universal weak consistency of variation term.
Lemma 7 (Universal pointwise weak consistency of variation term, Vidal-Sanz (2005), Sec.
3, Preposition 1): Assume that for any probability measure, $P$, such that $f=\frac{d P}{d \mu}$ $\in L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$, and $\mathrm{E}\left(\left|K_{m_{n}}\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right)\right|^{r}\right)=o\left(n^{r-1}\right)$ for some $r>1 \quad$ almost everywhere with respect to $\mu$. Then, $\mathrm{E}\left(\left|\hat{f}_{n}(\boldsymbol{x})-\mathrm{E}(\hat{f}(\boldsymbol{x}))\right|^{r}\right) \xrightarrow{n \rightarrow \infty} 0$, and $\left|\hat{f}_{n}(\boldsymbol{x})-\mathrm{E}(\hat{f}(\boldsymbol{x}))\right| \xrightarrow{P} 0$ a.e. with respect to $\mu \quad(19 \mathrm{a}, \mathrm{b})$, and the result hold universally in $P$.

Proof: Applying the $c_{r}$ equation (Lemma1) we have

$$
\begin{align*}
& \mathrm{E}\left(\left|\hat{f}_{n}(\boldsymbol{x})-\mathrm{E}(\hat{f}(\boldsymbol{x}))\right|^{r}\right)=\mathrm{E}\left(\left|\frac{1}{n} \sum_{i=1}^{n}\left[K_{m_{n}}\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right)-\mathrm{E}\left(K_{m_{n}}\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right)\right)\right]\right|^{r}\right) \\
& \leq \frac{2^{r-1}}{n^{r}} \sum_{i=1}^{n} \mathrm{E}\left(\left|\left(K_{m_{n}}\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right)-\mathrm{E}\left(K_{m_{n}}\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right)\right)\right)\right|^{r}\right) \\
& \leq \frac{2^{r}}{n^{r}} \sum_{i=1}^{n} \mathrm{E}\left(\left|\left(K_{m_{n}}\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right)\right)\right|^{r}\right) \xrightarrow{n \rightarrow \infty} 0 \tag{a}
\end{align*}
$$

which proves Eq. (19a).
Now, applying Markov inequality (Lemma 2) we prove Eq. (19b).

$$
\begin{equation*}
P\left(\left|\hat{f}_{n}(\boldsymbol{x})-\mathrm{E}(\hat{f}(\boldsymbol{x}))\right|>\varepsilon\right) \leq \frac{\mathrm{E}\left(\left|\hat{f}_{n}(\boldsymbol{x})-\mathrm{E}(\hat{f}(\boldsymbol{x}))\right|\right)}{\varepsilon} \xrightarrow{n \rightarrow \infty} 0 \tag{b}
\end{equation*}
$$

Theorem 4 (Universal pointwise strong consistency of variation term, Vidal-Sanz (2005), Sec. 3, Theorem 4): Assume that for any probability measure, $P$, such that $f=\frac{d P}{d \mu}$ $\in L_{1}\left(\mathbb{R}^{N}, \mathfrak{B}^{N}, \mu\right)$, and $\sum_{n=1}^{\infty} \exp \left\{\frac{-n}{M_{n}(\boldsymbol{x})^{2}}\right\}<\infty \quad$ a.e. with respect to $\mu$, where $M_{n}(\boldsymbol{x})=\operatorname{ess} \sup _{\mathbf{z}}\left|K_{m_{n}}(\boldsymbol{x}, \mathbf{z})\right|$. Then universal pointwise convergence (see Def. 12) is satisfied a.e. universally in $P$.

Proof: First, by assumption, we know that $K_{m_{n}}\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right) \in\left[-M_{n}(\boldsymbol{x}), M_{n}(\boldsymbol{x})\right]$, and applying the Hoeffding Inequality (Lemma 4) we derive

$$
\begin{align*}
P\left(\left|\frac{1}{n} \sum\left(K_{m_{n}}\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right)-\mathrm{E}\left(K_{m_{n}}\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right)\right)\right)\right|>\varepsilon\right) & \leq 2 \exp \left\{\frac{-2 n^{2} \varepsilon^{2}}{\sum_{i=1}^{n}\left(2 M_{n}(\boldsymbol{x})\right)^{2}}\right\} \\
& =2 \exp \left\{\frac{-n \varepsilon^{2}}{2 M_{n}(\boldsymbol{x})^{2}}\right\} \tag{a}
\end{align*}
$$

Further, by Borrel-Canteli Lemma (Lemma 5a), we obtain

$$
\begin{equation*}
P\left(\underset{n}{\limsup }\left|\frac{1}{n} \sum\left(K_{m_{n}}\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right)-\mathrm{E}\left(K_{m_{n}}\left(\boldsymbol{x}, \boldsymbol{x}_{i}\right)\right)\right)\right|>\varepsilon\right)=0 \tag{b}
\end{equation*}
$$

which is equivalent with universal pointwise convergence (see Def. 12).
Example 2: Consider the kernel estimator, and assume that kernel $K$ has a global maximum at point, $u=u_{0}$. Then, we have $M_{n}(\boldsymbol{x})=\sup _{\mathbf{z}}\left|K_{m_{n}}(\boldsymbol{x}-\mathbf{z})\right|=\frac{K\left(u_{0}\right)}{\operatorname{det}\left(m_{n}\right)}$, and we require $\sum_{n=1}^{\infty} \exp \left\{-n \operatorname{det}\left(m_{n}\right)^{2}\right\}<\infty$. A sufficient condition for latter inequality to holds true is $\frac{n \operatorname{det}\left(m_{n}\right)^{2}}{\log (n)} \rightarrow \infty$. Applying Theorem 4 the universal pointwise strong consistency follows.

### 4.6. Estimation in infinite dimensional spaces

In this section we present the main points of some recent works about estimation in infinite dimensional spaces; see Prakasa-Rao (2010), Niang (2004), Ferraty, Vieu (2008). Before continuing, it is necessary to give a description of the concept of data in an infinite dimensional space.

There are different fields of applied sciences (environmetrics, chemometrics, biometrics, medicine, econometrics, engineering, etc.) where the collected data are curves. These data are called functional. A functional observation can be expressed by a random family $\{X(t), t \in \mathrm{~T}\}$ where T be a linearly ordered set of indices (e.g., $\mathrm{T}=\mathbb{R}^{+}$or $\mathrm{T}=\mathbb{N}$ ). We give the following general definitions for functional variable /data and functional dataset.

Definition 14. A random variable $\mathcal{X}$ is called functional variable if it takes values in an infinite dimensional space. An observation (value of a functional variable) $\chi$ of $\mathcal{X}$ is called a functional data.

Definition 15. A functional dataset $\left\{\chi_{1}, \chi_{2}, \ldots, \chi_{n}\right\}$ is the observation of $n$ functional variables $\left\{\mathcal{X}_{1}, \mathcal{X}_{2}, \ldots, \mathcal{X}_{n}\right\}$.

As we can see from the above definitions the notion of functional variable covers a larger area than curves analysis. In particular, a functional variable can be a random surface or any other more complicated mathematical object. Examples of functional data are the stochastic processes with continuous sample paths on a finite interval associated with the supremum norm or stochastic processes whose sample paths are square integrable on the real line. Spaces, such as the previous, are separable Banach spaces. For more details about functional data see Ferraty, Vieu (2006), and Ramsay, Silverman $(2005,2002)$.

Unlike to the finite dimensional spaces (i.e., $\mathbb{R}^{N}$ ), there is no analog of the Lebesgue measure on an infinite dimensional Banach space. The density function of a random element, if it exists, is related to the dominating measure with respect to which the density function of the Radon-Nikodym derivative is computed.
For this reason, it is necessary to introduce new conditions in the topological structure, and to the delta sequences to obtain uniform results of a delta sequence estimator in a Banach space (or in a general infinite dimensional space).

Let $(\Omega, \mathcal{F}, P)$ be a probability space, and $E$ is an infinite dimensional separable Banach space (e.g., the continuous functions on the interval $[0,1]$ endowed with the supremum norm). In additional, let $\mathfrak{B}$ be the $\sigma$-algebra of Borel subsets of $E$. Suppose now that $X$ is a random element defined on $(\Omega, \mathcal{F}, P)$ taking values in $(E, \mathfrak{B})$, and that it has a density function $f$ with respect to a $\sigma$-finite measure $\mu$ on $(E, \mathfrak{B})$, such that $0<\mu(B)<\infty$ for every open ball $B \subseteq E$. Now, let $\left\{X_{1}, X_{2}, \ldots, X_{n}\right\}$ be independent and identically
distributed random elements (i.i.d) as $X$. Also, suppose $C$ is a compact subset of $E$ with the property that for any $r_{n}>0$ there exists $t_{k} \in E, 1 \leq k \leq d_{n}$

$$
\begin{equation*}
C \subseteq \bigcup_{k=1}^{d_{n}} \mathbf{B}\left(t_{k}, r_{n}\right) \tag{20a}
\end{equation*}
$$

and
there exists $a_{n}>0$ and $c>0$ such that $d_{n} \cdot\left(r_{n}\right)^{a_{n}}=c$.
The symbol $\mathbf{B}\left(t_{k}, r_{n}\right)$ denotes the open ball in $E$ with center $t_{k}$ and radius $r_{n}$. This is the new topological condition that we introduce in an infinite dimensional space. We assume that a compact set $C$ can be covered by a finite number of balls (Eq. (20a)) and a geometrical link between the number $d_{n}$ of balls and the radius $r_{n}$ of each of them (Eq. (20b)).
Note that the condition (20a,b) is trivially satisfied in an Euclidian space ( $\mathbb{R}^{N}$ ), by choosing $a_{n}=N$ (also, it holds true for infinite dimensional projection-based semi-metric spaces; see Ferrati, Vieu (2008) Sec. 3 for the proof) but to obtain analogous uniform results in a general infinite dimensional space it is necessary to assume that a compact set can be written as we saw above. Ferrati, Vieu (2008), Sec. 1, observe this detail, and give an extensive discussion. Also, Prakasa-Rao (2010), Sec. 1, includes this in a Bannach space.

Now, we are in position to give the delta-sequence definition in Banach space and two additional conditions which we need in order to prove some theorems.

Let $\|\cdot\|$ denotes the norm of Banach space $E$.
(G1) We assume that for every $\varepsilon>0$, there exists $\gamma>0$ such that, if $x \in C$,

$$
\begin{equation*}
y \in E:\|x-y\| \leq \gamma \text { then }|f(x)-f(y)| \leq \varepsilon . \tag{21}
\end{equation*}
$$

Then, it follows that there exists $M>0$ such that $\sup _{x \in C} f(x) \leq M<\infty$.

Definition 16 (Prakasa-Rao (2010) Sec.1): Let $E$ be a Banach space. A sequence of nonnegative functions $\left\{\delta_{m}(x, y), m \in \mathbb{N}\right\}$ defined on $E \times E$ is said to be a delta sequence with respect to the measure $\mu$ if it satisfies the following conditions
(G2) For every $\gamma, 0<\gamma \leq \infty, \lim _{m \rightarrow \infty} \sup _{x \in C}\left|\int_{\mathbf{B}[x, \gamma]} \delta_{m}(x, y) \mu(d y)-1\right|=0$, where $\mathbf{B}[x, \gamma]=\{y \in E:\|x-y\| \leq \gamma\}$,
(G3) there exists a constant $c_{0}$ such that $\sup _{x \in C, y \in E} \delta_{m}(x, y) \leq c_{0} \cdot s_{m}<\infty$
where $0<s_{m} \rightarrow \infty$ as $m \rightarrow \infty$ and $\lim _{m \rightarrow \infty} \frac{m}{s_{m} \cdot \log (m)}=\infty$,
(G4) there exist $c>0, \beta_{1}>0, \beta_{2}>0$ such that

$$
\left|\delta_{m}\left(x_{1}, y\right)-\delta_{m}\left(x_{2}, y\right)\right| \leq c \cdot\left(s_{m}\right)^{\beta_{2}} \cdot\left\|x_{1}-x_{2}\right\|^{\beta_{1}}, x_{1}, x_{2}, y \in E
$$

(G5) for any $\gamma>0, \lim _{m \rightarrow \infty} \sup _{(x, y) \in C \times(E-\mathbf{B}[x, \gamma])} \delta_{m}(x, y) \cdot\|x-y\|=0$.
(G6) Finally, we suppose that $d_{n}=n^{a}$, for $a>0$ and

$$
\left(r_{n}\right)^{\beta_{1}} \cdot\left(s_{m}\right)^{\beta_{2}}<\left(\frac{s_{m} \cdot \log (m)}{m}\right)^{1 / 2}
$$

Now, a delta sequence estimator on a Banach space can be written in the following form

$$
\begin{equation*}
\hat{f}_{n}(x)=\frac{1}{n} \sum_{i=1}^{n} \delta_{m}\left(x, X_{i}\right) . \tag{22}
\end{equation*}
$$

Note that $m$ might depend on $n$ such that $m \rightarrow \infty$ as $n \rightarrow \infty$.
Theorem 5 (Prakasa-Rao (2010), Sec. 2. Theorem 1): Suppose $m \rightarrow \infty$ and there exists $0<p<1$ such that $n^{p}<m<n$ for large $n$.Under the conditions (G1) - (G6) the following limiting relation holds true:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{x \in C}\left|\hat{f}_{n}(x)-f(x)\right|=0 \quad \text { a.s. } \tag{23}
\end{equation*}
$$

Proof: Due to the complexity of this proof, we give the reference where an interested reader could study. The completed proof there is in Prakasa-Rao (2010), Sec. 2. Theorem 1.

Theorem 6 (Prakasa-Rao (2010), Sec. 2. Theorem 1): Suppose the conditions (G1), and (G3)-(G6). In addition, the following condition holds true:
(G2)' there exists $0 \leq \gamma \leq \infty$, such that $\sup _{x \in C}\left|\int_{\mathbf{B}[x, \gamma]} \delta_{m}(x, y) \mu(d y)-1\right|=O\left(D_{m}\right)$,
where, $\quad D_{m}=\sup \left\{\|x-y\|, x \in C, \mathrm{y} \in E, \delta_{m}(x, y)>0\right\}=o(1)$, as $\quad m \rightarrow \infty$. Also, suppose that $f$ is Lipschitzian, i.e., there exists $K>0$ such that

$$
|f(x)-f(y)| \leq K\|x-y\|, \text { for any } x \in C \text { and } y \in E .
$$

Then, with probability one, $\sup _{x \in C}\left|\hat{f}_{n}(x)-f(x)\right|=O\left(D_{m}\right)+O\left(\sqrt{\frac{s_{m} \cdot \log (m)}{m}}\right)$,

Proof: Since (G2)' implies (G2) applying Theorem 5, we get

$$
\sup _{x \in C}\left|\hat{f}_{n}(x)-\mathrm{E}\left(\hat{f}_{n}(x)\right)\right|=O\left(\sqrt{\frac{s_{m} \cdot \log (m)}{m}}\right) \text {, a.s }
$$

So it is sufficient to prove

$$
\begin{equation*}
\sup _{x \in C}\left|\mathrm{E}\left(\hat{f}_{n}(x)\right)-f(x)\right|=O\left(D_{m}\right) \tag{a}
\end{equation*}
$$

We have

$$
\begin{align*}
\mathrm{E}\left(\hat{f}_{n}(x)\right)-f(x)= & \int_{E} \delta_{m}(x, y) f(y) \mu(d y)-f(x) \\
= & \int_{E} \delta_{m}(x, y)(f(y)-f(x)) \mu(d y) \\
& +\int_{E} \delta_{m}(x, y) f(x) \mu(d y)-f(x) \\
= & J+f(x)\left[\int_{E} \delta_{m}(x, y) \mu(d y)-1\right] \tag{b}
\end{align*}
$$

where $J=\int_{E} \delta_{m}(x, y)(f(y)-f(x)) \mu(d y)$.
Hence,

$$
\begin{equation*}
\left|\mathrm{E}\left(\hat{f}_{n}(x)\right)-f(x)-J\right|=O\left(D_{m}\right), \text { by condition (G2)'. } \tag{c}
\end{equation*}
$$

Thus, $f$ is Lipschitzian, so there exists $K \in \mathbb{R}$, such that

$$
\begin{equation*}
|f(x)-f(y)| \leq K\|x-y\|, \text { for any } x \in C \text { and } y \in E . \tag{d}
\end{equation*}
$$

Then,

$$
\begin{align*}
|J| & \leq \int_{E} \delta_{m}(x, y)|f(y)-f(x)| \mu(d y) \\
& \leq K D_{m} \int_{E} \delta_{m}(x, y) \mu(d y) \\
& \leq O\left(D_{m}\right), \text { by condition }(\mathrm{G} 2)^{\prime} . \tag{e}
\end{align*}
$$

Now, combining (c) and (e) we derive

$$
\left|\mathrm{E}\left(\hat{f}_{n}(x)\right)-f(x)\right|=O\left(D_{m}\right)
$$

Dabo-Niang (2004) gives a definition of naive kernel estimator in case that $\mu$ is a $\sigma$ - finite and diffuse measure.

Definition 17: Let $\mu$ be a $\sigma$-finite and diffuse measure, and a sequence $r_{n}$ which satisfies $r_{n}>0, \lim _{n \rightarrow \infty} r_{n}=0, \lim _{n \rightarrow \infty} n \cdot \mu\left(\mathbf{B}\left[x, r_{n}\right]\right)=+\infty \quad(21 \mathrm{a}, \mathrm{b}, \mathrm{c})$. Let $\mathbf{B}\left[x, r_{n}\right]$ be the closed ball with center $x$, and radius $r_{n}$, and $\mathrm{I}(A)$ denotes the indicator function of a set $A$. Then, the naive kernel estimator given by
$\hat{f}_{n}(x)=\frac{1}{n \cdot \mu\left(\mathbf{B}\left[x, r_{n}\right]\right)} \sum_{i=1}^{n} \mathrm{I}\left(X_{i} \in \mathbf{B}\left[x, r_{n}\right]\right)$, for $x \in E$

Then she proves the following theorem
Theorem 7 (Dabo-Niang (2004), Sec. 1, Theorem 1): If the density function $f$ is continuous at $x \in E$ and $\hat{f}_{n}$ is the naive kernel estimator, then $\lim _{n \rightarrow \infty} \mathrm{E}\left(\hat{f}_{n}(x)-f(x)\right)^{2}=0$.

Proof: First, we observe that for any $x \in E$ we have

$$
\begin{align*}
\left|\mathrm{E}\left(f_{n}(x)\right)-f(x)\right| & =\frac{1}{\mu\left(\mathrm{~B}_{r_{n}}^{x}\right)}\left|\int_{\mathrm{B}_{r_{n}}^{x}} f(y) \mu(d y)-f(x)\right| \\
& \leq \frac{1}{\mu\left(\mathrm{~B}_{r_{n}}^{x}\right)} \int_{\mathrm{B}_{r_{n}}^{x}}|f(y)-f(x)| \mu(d y) \tag{a}
\end{align*}
$$

Also, by assumption $f$ is continuous at $x \in E$, so $\forall \varepsilon>0$ there exists $\delta_{\varepsilon}>0$, such that $\|y-x\|<\delta_{\varepsilon} \Rightarrow|f(y)-f(x)|<\varepsilon$.
Thus, if $r_{n} \rightarrow 0$, then, $\forall \varepsilon^{\prime}>0$ there exists $n_{\mathcal{E}^{\prime}}$, such that $n \geq n_{\mathcal{\varepsilon}^{\prime}}: 0<r_{n}<\mathcal{\varepsilon}^{\prime}$. Let $\varepsilon^{\prime}=\delta_{\varepsilon}$, then, $\forall \varepsilon>0$ there exists $n_{\varepsilon}$ such that, $\forall n \geq n_{\varepsilon}$ and $y \in \mathrm{~B}_{r_{n}}^{x}$ we have

$$
\begin{equation*}
\|y-x\| \leq r_{n}<\delta_{\varepsilon} \Rightarrow|f(y)-f(x)|<\varepsilon \tag{c}
\end{equation*}
$$

and finally we obtain

$$
\begin{equation*}
\frac{1}{\mu\left(\mathrm{~B}_{r_{n}}^{x}\right)} \int_{\mathbf{B}_{r_{n}}^{x}}|f(y)-f(x)| \mu(d y)<\varepsilon \tag{d}
\end{equation*}
$$

That is, $\lim _{n \rightarrow \infty} \mathrm{E}\left(\hat{f}_{n}(x)-f(x)\right)=0$.
And obtaining the variation

$$
\mathrm{V}\left(f_{n}(x)\right)=\mathrm{E}\left(\hat{f}_{n}(x)-f(x)\right)^{2}
$$

$$
\begin{equation*}
=\frac{\int_{\mathrm{B}_{r_{n}}^{x}} f(y) \mu(d y)}{n\left(\mu\left(\mathrm{~B}_{r_{n}}^{x}\right)\right)^{2}}-\frac{\mathrm{E}^{2}\left(f_{n}(x)\right)}{n} \leq \frac{\int_{\mathrm{B}_{r_{n}}^{x}} f(y) \mu(d y)}{n\left(\mu\left(\mathrm{~B}_{r_{n}}^{x}\right)\right)^{2}}=\frac{\mathrm{E}\left(f_{n}(x)\right)}{n \mu\left(\mathrm{~B}_{r_{n}}^{x}\right)} \tag{f}
\end{equation*}
$$

Now, if $r_{n} \rightarrow 0$ and $n \mu\left(\mathrm{~B}_{r_{n}}^{x}\right) \rightarrow \infty$, then $V\left(f_{n}(x)\right) \rightarrow 0$. And the proof is complete.
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[^0]:    ( ${ }^{1}$ ) In the sequel we shall use the term positive as a synonym to the term non-negative.

