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#### Abstract

The object of the thesis is the definition of a numerical procedure for the finite element (FE) simulation of the response of ship structures under accidental loading conditions in a realistic manner. In particular, focus is placed on the investigation of the effect of material modeling, i.e. material curve in combination with a rupture criterion, as well as of the strainrate effect and the mesh size on the assessment of the strength of the ship structure and on the prediction of the damage patterns that occur during the event. In general, FE simulations of accidents aim either in the prediction of the crashworthiness of a ship structure in terms of load carrying capacity or in terms of energy absorption capacity versus the extent of the damage, or in the prediction of the damage when one or two vessels are involved in a given impact scenario.

In order to define an appropriate modeling technique, twenty three tests that are reported in the literature are simulated. The tests that were selected for the benchmark study are representative of the modes of damage that occur in ship impacts, i.e. bending, stretching, tearing under in-plane loads, buckling, crushing and curling. Further, the selected tests were performed on models having thicknesses from 3 mm to 20 mm and were loaded beyond their maximum load carrying capacity quasi-statically and dynamically-one test.

The true stress-strain curve is determined from uniaxial tensile tests until necking, whereas different representations are investigated for the post-necking region. Three rupture criteria are considered for the simulation of the initiation and propagation of rupture. These are a criterion based on the equivalent true plastic strain (Marinatos and Samuelides 2013a, 2013b and 2015), which is referred as SHEAR due to a critical change in the shape of the element that precedes rupture, the BWH instability criterion (Alsos et al. 2008) and the RTCL damage criterion (Törnqvist 2003). The behaviour of these criteria as well as of other criteria that are reported in the literature is investigated to identify the reasons that they produce different results when applied for the prediction of rupture under plane stress conditions.

Following the benchmark study and the investigation of the parameters that affect the behavior of the criteria, it is recommended to use a criterion based on a critical equivalent true plastic strain, i.e. SHEAR criterion, with a cut-off value of triaxialities equal to $-1 / 3$ below which the criterion is not activated in combination with a powerlaw material curve and an element length over thickness ratio between two and four, i.e. $2 \leq l_{e} / t \leq 4$. The recommendation is appropriate for the simulation of ship impacts using FE codes in association with plane stress elements.

Such a numerical simulation technique may be employed for the investigation of innovative structural configurations of ship structures that may resist impacts and the assessment of the crashworthiness of the structures in the framework of an Accidental Limit State (ALS) analysis that includes the determination of residual strength, stability and oil outflow in damaged condition.


In the present work, the simulation tool has been used to investigate the effect on the extent of damage that occurs on the side of a ship structure when she is struck by a deformable bow. The analysis revealed that the assumption of a rigid bow not only imposes higher loading, in terms of energy, to the ship that is struck by a bow, but it also has a substantial effect on the geometry of the contact area between the colliding ships and consequently on the prediction of the damage that occurs during a collision scenario.
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## Chapter 1

## Introduction

### 1.1 Overview

Amongst the types of accidents at sea, ship grounding and collision are of the most hazardous, as both may result in: i) loss of human lives, ii) severe environmental consequences; oil spillage etc. and iii) financial consequences to local communities close to the accident as well as to ship owners due to ship loss and penalties (Simonsen 1997, Törnqvist 2003, Alsos and Amdahl 2007). According to the Baltic Marine Environment Protection Commission report on shipping accidents in the Baltic sea area during the period 2000-2009, groundings and collisions accounted for $45 \%$ and $32 \%$ of shipping accidents, respectively (HELCOM 2009). The steady increase in the world's merchant fleet on one hand and the size of the ships on the other, due to the increasing demand in the international markets, has also increased the risk of collision and grounding events, in particular where sea-traffic density is high and the sea routes may be narrow (Ringsberg 2010). In addition, operational velocities of new build merchant ships are getting higher and higher, which may lead to excessive loads, i.e. during a collision incident, which could be disastrous.

Through the years many amendments to codes and regulations have been incorporated as a response to numerous disasters at sea. One of the most important legislations to mitigate the consequences of impacts was the Oil Pollution Act 1990 (OPA '90) (Papanikolaou et al. 2006) that is referred here as one of the most crucial not only in the prevention or reduction of oil pollution, but also in the minimization of the possibility of vessel loss. The collision event between the crude oil tanker Independenţa and the cargo ship Evriali in 1979 (MEPC 58/INF. 2 2008) as well as the Exxon Valdez grounding incident in 1989, are representative accidents of single hull vessels which resulted in tens of thousands of tons of oil spill.

According to the EMSA Maritime Accident Review 2010 (EMSA 2010), there have now been no shipping accidents on the scale of the Estonia disaster in the Baltic sea for nearly 20 years and no accidents involving major pollution since the Prestige disaster off Spain over 13 years ago. However, although the severity of accidents at sea has substantially reduced in recent years, as human error remains the major contributing factor in about $60 \%$ of shipping accidents, with other research suggesting that this percentage significantly increases in the case of collisions and groundings (HORIZON 2012 referred in Butt et al. 2013), new methodologies and ideas with respect to the design and operation of ships will always be needed, in order to reduce the risk involved with ship impacts.

### 1.2 Investigation of ship impacts

Within over fifty years of research a continuous effort is made by the research community on one hand to comprehend the various mechanisms, which are directly associated with the complicated phenomena that take place in a collision or grounding event and on the other to propose reasonable and practical solutions to prevent the disastrous consequences with the least cost. To this end, various methods have been developed for the investigation of ship impacts.

### 1.2.1 External dynamics vs. internal mechanics

In a ship impact analysis, the problem can be decoupled into external dynamics and internal mechanics, as described below:
$>$ External dynamics: Include the ship or ships motion prior, during and after the collision or grounding event, taking into account the pressure of the surrounding fluid
> Internal mechanics: Include the structural response of the participating ship or ships due to impact loads, in conjunction with the material's non-linear response and subsequent failure. During the impact the ship structure experiences mainly membrane, bending, tearing and crushing of structural elements

In case of a collision, the decoupling of the internal mechanics and the external mechanics is achieved using the equations of conservation of momentum and energy. Under the assumption of fully plastic collision, which ends when the contact areas of the ships involved move with the same velocity in the horizontal plane, it is possible to determine the energy that is dissipated in the colliding structures, i.e. the energy that causes plastic deformation and rupture as well as the friction energy, from the initial kinetic energy of the striking ship and the characteristics of the collision incident. These are the displacement of both vessels and their moment of inertia in yaw, the location of the collision, the velocity of the struck vessel and the angle of the velocities of the struck and striking ships. The effect of the surrounding fluid is considered by adding to the mass and the inertia of each one of the struck and striking vessels an additional mass and inertia. Examples of procedures to calculate the energy that is dissipated in the colliding structures from the initial kinetic energy of the striking ship may be found in (Woisin 1987, Hegazy 1980, Minorsky 1959, Pedersen and Zhang 1998). The procedures assume that the colliding vessels move in the horizontal plane, i.e. pitch, roll and heave motions are not considered.

When investigating grounding there are two possibilities: if the ship is still after the grounding, all her kinetic energy is dissipated to deform the structure and friction. However, there are cases when a ship that comes in contact with the sea bed does not stop but continues her motion after losing contact with the sea bed. In this case the energy dissipated is the difference between the initial kinetic energy and the final energy. Under these conditions, the dissipated energy may be calculated a priori, only if it is possible to assume the velocity of ship after the grounding event, which is a rather arbitrary assumption.

It is noted that, the present study deals with the internal mechanics in ship impacts. The methods in internal mechanics for the determination of the energy absorption capacity of ship structures can be classified in: i) empirical-experimental, ii) analytical and iii) numerical.

### 1.2.2 Empirical-experimental methods

Empirical-experimental methods have been applied extensively during the past decades and constitute a helpful tool, which gives researchers the capability to make a fast evaluation of the ship's absorption capacity, under accidental loading conditions, with trivial computational cost.

The earliest attempt to address ship collisions was the semi-empirical method proposed by Minorsky (1959). According to the method, the energy absorption capacity of ship structures is related with an empirical linear relation with the volume of the damaged material. Further, the energy that is released during a collision for causing structural damage is determined using the principle of momentum and energy conservation, postulating that the two ships behave as one body after the impact. A constant added mass was also included in the methodology calculations, so as to account for the interaction between the vessels and the surrounding water. Ever since, Minorsky's approach was followed by designers and researchers.

Minosky's empirical relationship was established on the basis of observations of actual ship collisions. Woisin (1976) extended the method of Minorky using the results of large scale tests that were conducted in Germany. Later Woisin introduced an approach to deal with external mechanics, as he established a methodology to determine the energy that is available to cause structural damage in the case of arbitrary collisions geometries and ship's speeds (Woisin 1987). The approach of Woisin for external mechanics assumed that during the collisions both ships may undergo surge, sway and yaw motions.

The empirical methods yield rough estimates of the energy dissipated for structural deformation in high-energy ship impacts. However, evaluation of the amount of energy absorbed by the colliding vessels prior to rupture is also of great importance, especially in the cases of merchant ships carrying hazardous cargoes. To this end, analytical and numerical methods have been developed.

### 1.2.3 Analytical methods

Analytical methods are practical and require low computational effort. Their development is based on the a priori assumption of the mode of structural response of the structural elements (see e.g. Amdahl 1983, Reckling 1983, Pedersen and Zhang 1998, Lützen et al. 2000, Hong and Amdahl 2008b and Buldgen et al. 2012, 2013). However, they do not account for the interaction between the structural elements during their structural response. Further, in most cases it is assumed that the material is perfectly plastic and at least in the case of transverse loading their application is limited up to the point of rupture.

At this point, numerical methods come to take over the baton aiming to give more detailed solutions and description of damage.

### 1.2.4 Numerical methods

The last decade, due to the remarkable evolution in the computer technology, which resulted in high computer performance, i.e. short response time for a given task, fast data compression and decompression, short data transmission time etc., detailed numerical simulations of collision and grounding of ships with non-linear FE codes, have been practicable. Nowadays, solutions may be derived within acceptable central processing unit (CPU) time, between two to seven days with numerical models counting approximately 800,000 elements in the first case and more than 1.5 million elements in the second. At the moment, many reliable finite element method (FEM) packages are available, such as LS DYNA, ABAQUS, etc. which can account for various complicated calculations involving contact between rigid-deformable or deformable-deformable structures, non-linear material behaviour and rupture. Thus, detailed estimation of the contact forces acting on each deformable structure or part of it as well as the structural energy of the participating bodies is achieved. In addition, using non-linear FE codes there is no need to assume deformation modes, which are obtained for the colliding and struck ships as a result of the simulation. This allows the user to gain a better insight regarding the collision or grounding mechanisms. FE analysis may be used to determine the force-penetration or energy-penetration curve of the structures involved in an impact or to simulate an impact with both colliding bodies free to move.

The results of simulations procedures using FE codes have been correlated against experimental results by many researchers (see e.g. Ehlers 2010a, Tautz et al. 2013, Villavicencio et al. 2013, Lehmann and Yu 1998, Peschmann 2001, Servis 2003, Servis and Samuelides 2006, Törnqvist 2003, Alsos et al. 2009 and Lou et al. 2012). Non-linear FE codes have been employed to evaluate the energy absorption capacity of conventional and innovative ship structures, as can be seen for instance in Hung et al. (2010), Ehlers et al. (2010) and more recently in Hogström and Ringsberg (2013) and Schöttelndreyer et al. (2013) as well as for benchmark studies to investigate the behaviour and validity of different rupture criteria (see e.g. Bao and Wierzbicki 2004, Ehlers et al. 2008, Savvas 2009, Hogström 2012 and Marinatos and Samuelides 2013a, 2013b and 2015).

An essential advantage associated with the use of FE codes is the flexibility that is offered, which allows to employ them to address particular aspects of ship impacts, such as the flexibility of both structures, global bending, ballast water and residual strength.

Kitamura (2001) performed ship-ship collision simulations, in order to investigate the effect of the global hull girder horizontal bending when a ship has been struck in her midship region considering a right angle collision as well as the effect of the forward velocity of the struck ship under different angles of collision. Very large crude carriers (VLCC) and container ships were the striking ships and irradiated nuclear fuels (INF) the struck ships. The investigation, in terms of the global hull girder horizontal bending effect in a right angle collision, showed that the determining factor is the form and strength of the colliding bow. He concluded that in general, global hull girder horizontal bending may be limited, because the contact area during a collision is relatively small with respect to the size of the struck ship. Moreover, when the struck ship is free to move with a forward velocity, damage of the side structure is limited as bending of the bulbous bow occurs and a significant amount of the initial kinetic energy is absorbed by friction and yawning motion of the struck ship. In that case, the critical angle of collision is ranging from $60^{\circ}$ (from behind) to $150^{\circ}$ (head-on).

Endo et al. (2004) conducted ship-ship collision simulations with double hull (D/H) VLCC ship type models, using different angles and velocities of collision and two kinds of stiffening system of bulb, i.e. transverse and longitudinal. The authors verified that the buffer bow design, i.e. blunt shaped bow with transverse stiffening system, is advantageous as damage on the struck ship is minimized, particularly in conjunction with reduced shell thickness of bulb.

Ozguc et al. (2006) made a comparative study, to investigate the integrity of single side (SSS) and double side skin (DSS) Bulk carriers prior to collision damage with different rigid bulbous bow shapes and the residual strength of the damaged ship girder in hogging and sagging conditions. They found, that the absorbed energy when the inner side plate of a DSS Bulk carrier ruptures is 2.2 times more than for the SSS Bulk carrier.

Konter et al. (2004) made a detailed study, in an attempt to interpret the disagreement between the experimental and numerical results, regarding a series of full-scale collision experiments performed by TNO on Y-type structures (Wevers and Vredeveldt 1999). They concluded that, overestimation of the amount of damage in the simulations occurred, when sloshing effects in the partially filled ballast tanks of the experimental models were disregarded. Numerical results in Konter et al. (2004) analysis were also verified a few years later by Tabri et al. (2009a), who presented a theoretical model for the prediction of the absorbed energy in ship-ship collisions, taking also into account the sloshing effect.

### 1.3 Scope of the thesis

### 1.3.1 Motivation

Although non-linear FE codes offer flexibility, the results are highly dependent on the selection of the input parameters, i.e. material curve, rupture criterion, discretization, time increment in case of dynamic analysis as well as the experience of the user. One essential parameter, that influences the assessment of the determination of the crashworthiness of a ship structure involved in an impact and the extent of the damage, is the modeling of the material behaviour. This includes the definition of a true stress-logarithmic strain relation (true stress-strain curve) until rupture and an appropriate rupture criterion to simulate the initiation and propagation of rupture within the structure.

Many attempts towards this direction have been made, that is to introduce numerical methods in order to obtain numerically stable and realistic results when dealing with failure and rupture of the material (see e.g. Törnqvist 2003, Alsos et al. 2009, Hogström 2012 and Kõrgesaar 2015). However, benchmark studies in ship-ship collision simulations with FE codes using various rupture criteria and numerical techniques (see e.g. Ehlers et al. 2008, Hogström 2012), show that there is a great scatter in the results and that the material model has a strong effect on them. Thus, there is still a need for the definition of a numerical method that would lead in a realistic description of the material behaviour up to the final stage of rupture and produce objective and reliable results.

### 1.3.2 Object of the thesis

The object of the thesis is the definition of a numerical procedure to simulate the response of ship structures under accidental loading conditions, which suffer various different modes of failure, namely membrane, bending, tearing and crushing, in a realistic manner.

In particular focus is placed in the investigation of the effect of material modeling, i.e. material curve and rupture criterion as well as mesh size and strain-rate effect on the strength of the ship structure, the energy absorption capacity of the structure and the modes of deformation that occur during the event. Such a numerical simulation technique may be employed for the i) investigation of innovative structural configurations of ship structures that may resist impacts and ii) assessment of the crashworthiness of the structures in the framework of an Accidental Limit State (ALS) analysis, that includes the determination of residual strength, stability and oil outflow in damaged condition.

In the present work, the simulation tool has been used to investigate the effect of the simulation of the flexibility of a bow on the damage of a side structure during a collision incident.

### 1.3.3 Methodology

A series of eight sets of small to medium scale indentation tests, performed by various research groups in six different countries, are simulated. The tests were selected, so as to include the various modes of damage that have been identified in actual damages of marine structures subjected to impact loads. The models, which represent structural units of a ship structure, have a thickness that varies between 3 mm to 20 mm and were subjected to quasistatic and dynamic transverse and in-plane loading conditions.

The true stress-strain curve is determined from uniaxial tensile tests until necking, whereas different representations have been tested for the post-necking region. Three rupture criteria are considered for the simulation of the initiation and propagation of rupture. These are a criterion based on the equivalent plastic strain (Marinatos and Samuelides 2013a, 2013b and 2015), which is referred as SHEAR due to a critical change in the shape of the element that precedes rupture, the BWH instability criterion (Alsos et al. 2008) and the RTCL damage criterion (Törnqvist 2003).

The simulations were performed using the Abaqus/Explicit FE code and the rupture criteria were implemented into VUMAT subroutine (ABAQUS 2010), which interacts with the explicit FE code and refers to an isotropic hardening material that follows the $J_{2}$ flow theory assuming plane stress conditions. The programming steps for the development of VUMAT subroutine are presented in Appendix C.

The modeling investigation includes the a) definition of the appropriate material stressstrain curve, b) modeling of rupture, c) determination of the mesh parameters and d) estimation of strain-rate effect in dynamic collisions. The effect of the modeling parameters on the simulation results is investigated in the aforementioned tests, by comparing the experimental force and absorbed energy vs. penetration curves with those that are derived from the numerical analysis. Representations of the deformation patterns, as observed during the tests and as predicted numerically, are also compared. A procedure to determine the relevant material parameters, taking into account the mesh sensitivity, is further identified. Finally, the numerical method is applied in a real ship-ship collision case between a Tankship and a Bulk carrier.

### 1.3.4 Layout of the thesis

The thesis consists of the following chapters:
Chapter 2 compiles the various tests, which have been conducted during two decades by different research groups and summarizes the experiments that have been investigated in the present work as well as the material properties. The powerlaw parameters for each material component as found in the present work are also presented.

Chapter 3 discusses procedures that have been suggested to determine the true stress-strain curves prior and beyond the initiation of the neck, in a uniaxial tensile test. An analysis for the definition of the true stress-strain relation and the determination of the appropriate true stress-strain curve until fracture, taking also into account the relevant mesh size, is also presented.

Chapter 4 investigates the behaviour of the various failure criteria that have been proposed and implemented in FE codes for the simulation of rupture initiation and propagation as well as the various modeling techniques. The uncertainties with respect to the various parameters which are included in numerical analyses are illustrated and discussed. Application of the selected criteria in the present FE analyses with shell-plane stress elements is further discussed and a comparative study with the various criteria under plane stress conditions is demonstrated. Finally, patterns on how the variables of the material and rupture criteria are calibrated as well as how the critical strain in the cases of SHEAR and RTCL rupture criteria is set to take into account the mesh size sensitivity, are presented.

Chapter 5 presents the numerical results of the benchmark study. The effect of the modeling parameters on the simulation results is assessed and discussed through a comparative study, including comparisons of the numerical and the experimental force and absorbed energy vs. penetration curves as well as of the representations of the deformable structures as observed during the tests and as predicted numerically.

Chapter 6 presents the full-scale ship-ship collision models, regarding the various collision scenarios and the form of the participating structures, i.e. collision angles, rigid or deformable forms, respectively. Numerical results with respect to the contact force and absorbed energy as well as the deformation patterns of the ships, are shown in each case and discussed. Comparisons between the various collision scenarios are also presented. The simulations focus on the effect of a deformable bow.

Chapter 7 reports the conclusions of the work and suggests aspects that need further investigation.

### 1.3.5 Assumptions

In the present study the following assumptions were adopted:
$>$ Plane stress conditions, as the thickness of the structural components is significantly smaller than the other dimensions, i.e. less than $1 / 10$ and the ship may be considered a thin walled structure. This is in accordance with the formulation of shell elements in FE codes
$>$ Adopting an isotropic hardening material that follows the $J_{2}$ flow theory and assuming that loading is monotonically increased and reloading in the opposite direction in the case of unloading is limited and within the elastic region

## Chapter 2

## Experimental Database

### 2.1 Overview

During the last decades various research groups in many countries performed indentation tests, in order to investigate the crashworthiness of ship structural elements or structural assemblies. Based on the loading conditions during the test, they can be classified in two categories:
$>$ quasi-static indentation tests
$>$ dynamic collision tests
The participating bodies, which come into contact during the tests, are models of double bottom and side structure assemblies, stringer decks and plates with or without stiffeners. The model, that is considered to be the struck, is loaded transversely or in-plane, either quasistatically or dynamically by rigid or deformable indenters, which indenters represent ship bows or the sea bed. Some of these experiments are presented in the following.

Amdahl and Kavlie (1992) conducted a series of mid-scale indentation experiments, where scaled down double bottom structures were penetrated quasi-statically by a rigid truncated cone. A similar study is also reported in Wang et al. (2000). In this case the structural damage was investigated for different indenter geometries. The indenters were modeled as cones with a spherical nose. The shape variation was enforced by varying the nose radius and cone spreading angle.

ISSC (2003) presents two series of collision tests (ASIS 1993), which had been conducted in Japan. During the tests, a stringer deck with attached plating was loaded in its plane, quasistatically and dynamically, by a rigid bow shape indenter. The test components represented part of the side of a double hull vessel. In the case of the dynamic loading test, the rigid indenter was dropped successively on the deformable structure from 4.8 m above the initial position of the outer hull, until the penetration depth reached one meter.

DNV (1993) and Astrup (1994) present a set of four experiments, concerning the cutting of pairs of parallel stiffened and unstiffened plates by a rigid wedge. The thicknesses of the specimens were 15 mm and 20 mm , which are close to those used in the shipbuilding industry. A couple of years later Paik and Tak (1995) conducted tearing tests using four plates with different stiffener configurations. The specimens were loaded quasi-statically in their plane by a rigid sharp wedge.

Wevers and Vredeveldt (1999) reported full-scale collision experiments with two inland vessels, which had been conducted in the Netherlands by TNO. Two different structural configurations were tested, i.e. the Y-type and X-type configuration. In the case of the Y-type structure the ballast tanks of the ships were partially filled with water.

Paik et al. (1999), performed mid-scale indentation experiments using double skinned structural models. A total of six double skinned structural models, namely four mild steel and two aluminum alloy models, were tested in quasi-static loading condition, varying plate thickness and initial impact location of the cone shape indenter, namely between webs and on webs.

Mid-scale indentation experiments were also carried out by Alsos and Amdahl (2009), in order to investigate the response of stiffened plates under transverse loading. Five test components with different stiffener configurations were penetrated quasi-statically by a rigid cone shape indenter.

Liu et al. (2012) conducted small scale drop weight impact tests on rectangular plates, in order to study the influence of the impact velocity and the diameter of the indenter on the plastic behaviour and fracture of the plates.

More recently Gong et al. (2013), Villavicencio et al. (2013) and Tautz et al. (2013) conducted indentation experiments on ship structural components. Specifically, in the case of Gong et al. (2013) experiments, two stiffened plates with the same configuration were quasistatically forced in the transverse direction by a rigid indenter, in the first case on the plate, while in the second case on the stiffeners. Villavicencio et al. (2013) reported small-scale tanker side panels which were punched quasi-statically at the mid-span by a rigid knife and flat edge indenter. In the experiments of Tautz et al. (2013), a bulbous bow in rigid form in one case and with a deformable part on the other, was driven quasi-statically against a model of ship side structure considering a right angle collision.

Although such tests are very time-consuming and expensive, provide researchers with valuable experimental data, which then can be used for the verification of predictions that are obtained from theoretical, either numerical or analytical procedures.

### 2.2 Simulated tests

Twenty three different panel indentation experiments are simulated during the present work. These are:
i. Quasi-static transverse loading of an un-stiffened plate (US Plate) and a plate with one and two flat bar stiffeners, i.e. 1-FB and 2-FB respectively (Alsos and Amdahl 2009)
ii. Quasi-static transverse loading of four double skinned structural models, where the impact location of the cone shape indenter on the outer skin plating was varied between webs and on webs, ST-3-BW, ST-3-OW, ST-4-BW and ST-4-OW (Paik et al. 1999)
iii. Quasi-static in-plane loading by a rigid sharp wedge of four plates with different configurations, i.e. an un-stiffened plate (US), a plate with two longitudinal stiffeners (LS), a plate with two transverse stiffeners (TS) and a plate with two longitudinal and transverse stiffeners (OS) (Paik and Tak 1995)
iv. Quasi-static and dynamic in-plane loading of a stringer deck with attached plating, as part of a double hull referred to as COLLISION STATIC and COLLISION DYNAMIC models (ASIS 1993 reported in ISSC 2003)
v. Quasi-static transverse loading of two stiffened plates with the same configuration, where the rigid indenter was forced in the first case on the plate, while in the second case on the stiffeners, referred to as OUTER SHELL and INNER SHELL models (Gong et al. 2013)
vi. Small-scale tanker side panels, punched quasi-statically at the mid-span by a rigid knife and flat edge indenter, referred to as KNIFE SPECIMEN and FLAT SPECIMEN (Villavicencio 2012 and Villavicencio et al. 2013)
vii. A bulbous bow in rigid form in one case and with a deformable part on the other, driven quasi-statically against a model of ship side structure considering a right angle collision, referred to as the CE-1 and CE-2 models, respectively (Tautz et al. 2013 and Fricke et al. 2014)
viii. Quasi-static in-plane loading of pairs of un-stiffened and stiffened plates by a rigid wedge, reported as P1-15, P2-15 and S1-20, S2-20 models, respectively (DNV 1993)

In all of the examined experiments, except in the case of the CE-2 model (see Tautz et al. 2013 and Fricke et al. 2014), a rigid indenter was driven towards or dropped on different small and mid-scaled structures, which constitute parts of a ship. The configuration of each test, the dimensions of the test components, the form of the rigid indenters and the stressstrain engineering curves for each material are presented in Appendix A. The material properties and thickness of each component are summarized in Table 2.1. Note that, all dimensions are in $(\mathrm{mm})$. For a more detailed description of the tests see the related references, which are included in Table 2.1 and Appendix A. In Table 2.1, $E$ is the Young's modulus of each material, $\sigma_{y}$ and $\sigma_{u_{e n g}}$ the engineering yield and ultimate stresses respectively, $\varepsilon_{u_{e n g}}, \varepsilon_{f r}$ and $\dot{\varepsilon}$ the engineering ultimate and fracture strains and mid strain-rate respectively, while $K$ and $n$ the material parameters, which are derived according to the procedure described in section 3.2 of the next chapter.

It is also noted that, Table 2.1 includes material data with respect to experiments that were not modelled in the present work. However, it was considered appropriate this data to be included, in order the experimental data base to be more complete. The tests that were not simulated are listed below:

1. Quasi-static transverse loading of a plate with one and two HP stiffeners respectively (Alsos and Amdahl 2009)
2. Quasi-static transverse loading of mid-scale double bottom structures by a rigid truncated cone (Amdahl and Kavlie 1992)
3. Quasi-static transverse loading of mid-scale double bottom structures by rigid indenters with different geometries, i.e. various nose radius and cone spreading angles (Wang et al. 2000)
4. Small scale drop weight impact tests on rectangular plates (Liu et al. 2012)

It is noted that, the above tests 1 . are similar to the simulated tests in i. and the OUTER SHELL model in v., while the above tests 2 . and 3. are similar to the simulated tests in ii. Moreover, in the tests of Liu et al. (2012) the thicknesses were rather small (see Table 2.1).

Table 2.1. Experimental data base. Mechanical properties of steels used in the experiments and powerlaw parameters

|  | Component |  | $\begin{gathered} \dot{\varepsilon} \\ \left(\sec ^{-1}\right) \end{gathered}$ | Thickness (mm) | $\begin{gathered} E \\ (G P a) \end{gathered}$ | $\begin{gathered} \sigma_{y} \\ (M P a) \end{gathered}$ |  | $\begin{gathered} \sigma_{\text {ueng }} \\ (M P a) \end{gathered}$ |  | $\varepsilon_{u_{\text {eng }}}$ |  | $\varepsilon_{f r}$ |  | $\begin{gathered} K \\ (M P a) \end{gathered}$ |  | $n$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Alsos and Amdahl (2009) | Plate US, 1-FB \& 2-FB |  | $\dot{\varepsilon} \cong 0$ | 5 | 210 | 285 |  | 416 |  | 0.275 |  | 0.35 |  | 740 |  | 0.24 |  |
|  | Plate 1-HP |  | $\dot{\varepsilon} \cong 0$ | 5 | 210 | 34 |  | 442 |  | 0.23 |  | 0.327 |  | 750 |  | 0.2 |  |
|  | Plate 2-HP |  | $\dot{\varepsilon} \cong 0$ | 5 | 210 | 260 |  | 367 |  | 0.25 |  | 0.365 |  | 640 |  | 0.22 |  |
|  | FB Stiffeners |  | $\dot{\varepsilon} \cong 0$ | 6 | 210 | 340 |  | 442 |  | 0.255 |  | 0.35 |  | 760 |  | 0.225 |  |
|  | HP Stiffeners |  | $\dot{\varepsilon} \cong 0$ | 6 | 210 | 390 |  | 495 |  | 0.201 |  | 0.29 |  | 830 |  | 0.18 |  |
| Paik et al. (1999) | Plates, Webs |  | $\dot{\varepsilon} \cong 0$ | 2.8 | 197.7 | 245.3 |  | 337.8 |  | 0.25 |  | 0.461 |  | 590 |  | 0.221 |  |
|  | Plates, Webs |  | $\dot{\varepsilon} \cong 0$ | 3.95 | 199.7 | 319.8 |  | 412.6 |  | 0.23 |  | 0.36 |  | 702 |  | 0.205 |  |
| Paik and Tak (1995) | Plates, Stiffeners |  | $\dot{\varepsilon} \cong 0$ | 7.03-7.57 | 210 | 330.8 |  | 416.7 |  | 0.175 |  | 0.374 |  | 656 |  | 0.159 |  |
| $\begin{aligned} & \text { ASIS (1993) reported } \\ & \text { in ISSC (2003) } \end{aligned}$ | Static - Dynamic models <br> Side Shell : $t=10 \mathrm{~mm}$ <br> Transverse Web : $t=8 \mathrm{~mm}$ <br> Transverse Web Stif. : $t=7 \mathrm{~mm}$ <br> Stringer Deck : $t=7 \mathrm{~mm}$ <br> Stringer Deck Stif. : $t=7 \mathrm{~mm}$ |  | $\dot{\varepsilon} \cong 0$ | 7 | 207.2 | 322 |  | 448.3 |  | 0.329 |  | 0.433 |  | 851 |  | 0.282 |  |
|  |  |  | 8 | 211.9 | 330.1 |  | 453 |  | 0.29 |  | 0.427 |  | 827 |  | 0.252 |  |
|  |  |  | 10 | 212.8 | 303.1 |  | 433.6 |  | 0.297 |  | 0.454 |  | 797 |  | 0.257 |  |
|  |  |  | $\dot{\varepsilon} \cong 1.0$ | 7 | 207.2 | 493.9 |  | 491.5 |  | 0.189 |  | 0.401 |  | 790 |  | 0.17 |  |
|  |  |  | 8 | 211.9 | 491.5 |  | 498.8 |  | 0.191 |  | 0.425 |  | 804 |  | 0.172 |  |
|  |  |  | 10 | 212.8 | 453.7 |  | 482.7 |  | 0.176 |  | 0.432 |  | 761 |  | 0.159 |  |
|  |  |  | $\dot{\varepsilon} \cong 7.6$ | 7 | 207.2 | 540 |  | 512.1 |  | 0.159 |  | 0.398 |  | 786 |  | 0.145 |  |
|  |  |  | 8 | 211.9 | 562.6 |  | 514.5 |  | 0.14 |  | 0.413 |  | 763 |  | 0.128 |  |
|  |  |  | 10 | 212.8 | 508.7 |  | 505.2 |  | 0.146 |  | 0.452 |  | 758 |  | 0.134 |  |
|  |  |  | $\dot{\varepsilon} \cong 88.4$ | 7 | 207.2 | 694.6 |  | 561.6 |  | 0.173 |  | 0.447 |  | 880 |  | 0.156 |  |
|  |  |  | 8 | 211.9 | 686.7 |  | 573.4 |  | 0.144 |  | 0.419 |  | 856 |  | 0.131 |  |
|  |  |  | 10 | 212.8 | 662.2 |  | 547 |  | 0.188 |  | 0.474 |  | 877 |  | 0.169 |  |
|  |  |  |  |  |  |  | M1 | M2 | M1 | M2 | M1 | M2 | M1 | M2 | M1 | M2 | M1 | M2 |
| Amdahl and Kavlie (1992) | Models <br> M1 \& M2 | Plates |  | $\dot{\varepsilon} \cong 0$ | 4 | 210 | 321.3 | 321 | 451.4 | 441.2 | 0.208 | 0.187 | 0.349 | 0.368 | 746 | 707 | 0.186 | 0.169 |
|  |  | Floors/Girders | $\dot{\varepsilon} \cong 0$ | 3 | 210 | 331.4 | 343.1 | 481.2 | 476.3 | 0.209 | 0.156 | 0.3 | 0.288 | 796 | 727 | 0.187 | 0.143 |
|  |  | Stiffeners | $\dot{\varepsilon} \cong 0$ | 3 | 210 | 331.2 | 279.2 | 435.7 | 428.2 | 0.24 | 0.227 | 0.343 | 0.4 | 751 | 726 | 0.213 | 0.202 |
| Wang et al. (2000) | Plates, Webs |  | $\dot{\varepsilon} \cong 0$ | 2.3 | 210 | 276.6 |  | - |  | - |  | - |  | - |  | - |  |
| Liu et al. (2012) |  | ates | $\dot{\varepsilon} \cong 0$ | 1.4 | 206 | 228 |  | 364 |  | 0.18 |  | 0.23 |  | 577 |  | 0.163 |  |
| Gong et al. (2013) |  | ate | $\dot{\varepsilon} \cong 0$ | 3.6 | 210 | 312 |  | 467 |  | 0.153 |  | 0.225 |  | 700 |  | 0.14 |  |
|  |  | fener | $\dot{\varepsilon} \cong 0$ | 4.4 | 210 | 255.5 |  | 396.5 |  | 0.173 |  | 0.244 |  | 630 |  |  |  |
| Villavicencio (2012) and |  | ate | $\dot{\varepsilon} \cong 0$ | 3 | 206 | 20 |  |  |  |  |  |  |  |  |  |  |  |
| Villavicencio et al. (2013) |  | fener | $\dot{\varepsilon} \cong 0$ | 5 | 206 | 25 |  |  |  |  |  |  |  |  |  |  |  |
|  |  | hell | $\dot{\varepsilon} \cong 0$ | 4 | 204 | 329 |  |  |  |  |  |  |  |  |  |  |  |
|  |  | Frame | $\dot{\varepsilon} \cong 0$ | 5 | 196.5 | 32 |  |  |  |  |  |  |  |  |  |  |  |
|  | Long | al Stiffener | $\dot{\varepsilon} \cong 0$ | 7 | 213.1 | 319 |  |  |  |  |  |  |  |  |  |  |  |
| NV (1993) | Mode | 15 \& P2-15 | $\dot{\varepsilon} \cong 0$ | 15 | 208.5 | 41 |  |  |  |  |  |  |  |  |  |  |  |
| DNV (193) | Mode | 20 \& S2-20 | $\dot{\varepsilon} \cong 0$ | 20 | 198.3 | 39 |  |  |  |  |  |  |  |  |  |  |  |
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## Chapter 3

## Material Characterization

### 3.1 Overview

The FE code requires the introduction of a true stress-strain curve in the elastic and plastic strain region. This curve represents the relation between true stresses and strains in a multiaxial stress state and is usually calculated on the basis of the applied force and displacement measurements obtained during uniaxial tensile tests, i.e. the engineering stress-strain curve. The true stress-strain curve incorporates the localized damage that occurs during tension and captures the stress field generated in the neck, which depends on the thickness of the specimen. However, such a procedure implies that the axial stress field in the cross-section is uniaxial, which is not the case in the neck region of a specimen. The multi-axial stress field in the neck region may be observed in the results from FE simulations of tensile tests (see e.g. Ehlers and Vastra 2009). Further, the engineering stress-strain curve and consequently the true stress-strain curve depend on the gauge length. The effect of this dependency on the result of the simulation of the response of a structure is not significant, when the response under consideration is limited to small plastic strains, i.e. for mild steel the strains in the region of the yield plateau, but it becomes important, when the simulation involves the regions of the material curve beyond the point of necking, i.e. the point of ultimate load in a uniaxial tensile test. Beyond that point, uniformity is violated and plastic instabilities prevail until the final stage of fracture. Thus, it is important for the user to supply the finite element code with a true stress-strain curve that corresponds to the actual behaviour of the material in large plastic strains. A number of researchers have suggested alternative methodologies for the calculation of the true stress-strain relation in the post-necking region from standard tensile experiments, either by using empirical correction factors, Bridgman (1952), or through an iterative FE-based procedure by changing the true stress-strain relation, used as input for the simulation, until compliance with the corresponding experiment is achieved (see e.g. Zhang 1995, Ling 1996, Zhang et al. 1999 and Isselin et al. 2006). Further, benchmark studies were performed to investigate how the structural response of a loaded structure depends on the procedure that was followed to determine the true stress-strain curve. Ehlers and Vastra (2009) and Hogström et al. (2009) investigated the dependency of the stress-strain material curves from the gauge length.

Ehlers and Vastra (2009), investigated if the material model, i.e. material curve and rupture criterion, employed in a FE simulation, needs to take into account the mesh size. The authors performed benchmark tests using two material models: one which incorporated a material power law and a mesh independent failure strain according to ASM Handbook and the other, introduced by the authors, which used a mesh dependent true stress-strain relationship. The true strain was measured on a reference length, which varied from 0.88 mm to 4.4 mm and the true stress was calculated using the average of the actual cross-sectional areas of the specimen along the reference length. The rupture criterion was defined as the maximum effective plastic strain, being assumed to be equal with the axial maximum strain, which was measured during the tensile tests using, as described above, different reference lengths and consequently being mesh dependent. The curves were used to simulate tensile tests and the authors concluded that, the mesh dependent true equivalent stress-strain curve predicted more accurately the engineering stress-strain curve for seven different mesh sizes between 0.88 mm to 4.4 mm . Rupture, i.e. the last point of the engineering stress-strain curve, was also more accurately predicted with the mesh dependent curve and in particular with mesh sizes less or equal to 2 mm .

Hogström et al. (2009) defined true stress-strain curves for three materials, NVA mild steel, Domex 355 high strength steel and NV5083 aluminum, from measurements obtained from tensile tests on 4 mm thick specimens. From the figures of the publication, it can be observed that the steel curves show considerable dependency on the gauge length, which varies from 6 mm to 78 mm , whereas the aluminum curve shows a relatively low dependency on the value of ultimate strain for gauge lengths varying from 6 mm to 42 mm . The authors applied a piecewise curve of mild steel for a FE simulation of the tensile tests on models with mesh size varying from 2 mm to 8 mm . The results showed no dependency from the mesh size up to a strain of $22 \%$, which had been defined by the authors as the onset of damage. In Ehlers (2010a) the author concluded that, when simulating punching of 4.12 mm thick plates, the fracture and the plate thinning are captured accurately when the true stress-strain relationship used is determined on the basis of a gauge length corresponding to the element size. However, the force-displacement curves obtained from the simulation of the punching tests, show relatively low sensitivity to the various true stress-strain curves. Further, in Ehlers (2010b and 2010c) the author compared the effect of the above mentioned material models, when used to simulate the structural response of a hull struck by a bow. He found that the energy absorption capacity was much more sensitive to the mesh size, when using the material model with the power law constitutive equation, rather than when using the material model presented in Ehlers and Vastra (2009). However, it has not been investigated if the relatively better performance is to be attributed to the mesh dependency of the constitutive equation or the rupture criterion (Samuelides 2009). The issue is addressed by Ehlers (2010c) and it remains open to investigation how to define the appropriate true stressstrain curve in case of relatively large mesh size, i.e. $l_{e} \geq 50 \mathrm{~mm}$, commonly used in ship impact simulations.

ISSC Committee V.III (2003) defined a true stress-strain curve of mild steel with and without including the necking effect, although it is not described how the curve which includes necking is defined. It is understood that the curve, which does not account for necking, is taken to follow the power law with the constants being calculated on the basis of the measurements up to the point of maximum load. The curve that includes necking shows a considerable decrease of the true stresses after the point of maximum load. The resulted curves were used in a FE simulation of tensile tests and it was found that, the curve including necking effects gave considerable better results than the curve which did not include them. However, when the material models were used for the simulation of response of more complicated specimens, the results were influenced to a lesser extent from these models.

Following Okazawa et al. (2004) there are two sources that soften the behaviour of a structure during tension: one is attributed to the material, i.e. to development of micro-voids, temperature rise and shear band formation and is incorporated in the constitutive equation and the other is related to the global tangent stiffness matrix. Okazawa et al. (2004) performed FE simulations of tensile tests employing LS-DYNA and using Belytschko-LinTsay plate elements, which may have constant thickness or incorporate changes in thickness. The relationship between true stress and true plastic strain was determined on the basis of the direct measurements of the axial and one transverse displacement during uniaxial tensile tests. The other transverse displacement was taken equal to the one measured, since the crosssection of the specimen was square. The axial displacement measurements were made by an optical system, which monitored the displacement of points spaced 1 mm apart. The side of the square cross-section was 10 mm . From the measurements the authors defined the material parameters $C$ and $n$ of the relationship:

$$
\begin{equation*}
\sigma_{e q}=\sigma_{y}\left(1+C \varepsilon_{e q}\right)^{n} \tag{3.1}
\end{equation*}
$$

where $\sigma_{e q}$ is the equivalent true stress, $\varepsilon_{e q}$ the equivalent true plastic strain, and $\sigma_{y}$ the yield stress. For the Japanese Industrial Standard SS400 steel with Young's Modulus $E=194$ GPa and Poisson's ratio $v=0.278$, it was found that $\sigma_{y}=262 M P a, C=74.3$ and $n=0.274$. The paper does not clarify how the constants were calculated and if the measurements were taken until breaking of the specimen or up to maximum load. From the results of the simulations it can be concluded that, the selection of the elements with the option to change the thickness makes it possible to capture necking and the subsequent decrease of the applied load. The drop of the stress after necking shows a dependency on the element size, which size varied from 6 mm to less than 1 mm .

Zhang et al. (2004) suggested a powerlaw type curve for modeling the true stress-strain relationship:

$$
\begin{equation*}
\sigma_{e q}=K \varepsilon_{e q}{ }^{n} \tag{3.2}
\end{equation*}
$$

where $n=\ln \left(1+\varepsilon_{u_{e n g}}\right)$ and $K=\sigma_{u_{e n g}}\left(\frac{e}{n}\right)^{n}, \sigma_{u_{e n g}}$ being the ultimate engineering stress and $\varepsilon_{u_{\text {eng }}}$ the maximum engineering uniform strain, related to the ultimate tensile stress $\sigma_{u_{\text {eng }}}$ and $e$ the natural logarithm. For shipbuilding steel with $\sigma_{u_{\text {eng }}}$ less than 355 MPa , the author suggested that if $\varepsilon_{u_{\text {eng }}}$ is not known, the following relationship may be used:

$$
\begin{equation*}
\varepsilon_{u_{e n g}}=\frac{1}{0.24+0.01395 \sigma_{u_{e n g}}} \tag{3.3}
\end{equation*}
$$

Using the above, the true stress-strain curve for mild steel with $\sigma_{u_{\text {eng }}}=355 \mathrm{MPa}$ is:

$$
\begin{equation*}
\sigma_{e q}=575 \varepsilon_{e q}{ }^{0.176} \tag{3.4}
\end{equation*}
$$

Villavicencio and Soares (2011) defined a true stress-strain relationship using the suggestion of Zhang et al. (2004) for the region beyond ultimate load and a power law curve, obtained from the measurements of the engineering values for the pre-necking region. Both the curve of Zhang and the combined curve were used to simulate a tensile test of a 4 mm thick specimen with 5 mm and 2 mm shell elements. The results showed that, the combined curve simulated more accurately the response of the specimen, in terms of the engineering stress-strain curves, although the differences are not considered significant. Beyond necking, an influence of the mesh on the numerically obtained engineering stress-strain curve was observed.

In the present work, the true stress-strain relation beyond necking is determined between two limit curves, i.e. between the tangent to the stress-strain curve at the point of necking and a power law curve that is defined beyond the same point.

### 3.2 True stress-strain relation

Up to the point of neck initiation, which is assumed to occur at maximum load or ultimate engineering stress in a uniaxial tensile test, the true stress-logarithmic (true) strain curves, $\sigma_{\text {true }}-\varepsilon_{\text {true }}$ are derived by simply transforming the engineering stress-strain curves adopting the volume incompressibility concept. This leads to the following two familiar relationships:

$$
\begin{align*}
& \sigma_{\text {true }}=\sigma_{\text {eng }}\left(1+\varepsilon_{\text {eng }}\right) \\
& \varepsilon_{\text {true }}=\ln \left(1+\varepsilon_{\text {eng }}\right) \tag{3.5}
\end{align*}
$$

where $\sigma_{\text {eng }}$ and $\varepsilon_{e n g}$ indicate the engineering values of stress and total strain as occurred from a uniaxial tensile test. True plastic strains $\varepsilon_{p l}$ are calculated by subtracting the true elastic strains from total true strains, that is:

$$
\begin{equation*}
\varepsilon_{p l}=\varepsilon_{\text {true }}-\frac{\sigma_{\text {true }}}{E} \tag{3.6}
\end{equation*}
$$

where $E$ the Young's modulus of each material sample.

Beyond the point of necking there are three alternatives for the extrapolation of the curve up to fracture: the experimental, the powerlaw and the tangent type as illustrated in Figure 3.1 (see also Marinatos and Samuelides 2013b).

The experimental type has the following form:

$$
\begin{equation*}
\sigma_{e q}=\sigma_{u} \text { for } \varepsilon_{e q} \geq \varepsilon_{u} \tag{3.7}
\end{equation*}
$$

where $\sigma_{u}$ and $\varepsilon_{u}$ are the true values of stress and plastic strain at the point the neck is initiated and can be calculated by (3.5) and (3.6). The FE code assumes that the curve follows equation (3.7) beyond the last point that the user inputs, i.e. if the state of stress and strain in an element lies beyond the extreme point of the true stress-strain curve that has been provided as input, then the program assumes that the true stress-strain curve beyond that point remains parallel to the axis of equivalent plastic strain.

The powerlaw type has the form:

$$
\begin{equation*}
\sigma_{e q}=K \varepsilon_{e q}{ }^{n} \quad \text { for } \quad \varepsilon_{e q} \geq \varepsilon_{u} \tag{3.8}
\end{equation*}
$$

The parameters $K$ and $n$ are the material parameters, namely the strength coefficient and the strain-hardening index. At the onset of necking, i.e. $\left(\varepsilon_{u}, \sigma_{u}\right)$, in a uniaxial tension test following Considère's (1885) approach it is:

$$
\sigma_{e q}=\sigma_{u}
$$

and

$$
\begin{equation*}
\frac{d \sigma_{e q}}{d \varepsilon_{e q}}=\sigma_{u} \tag{3.9}
\end{equation*}
$$

Thus, parameters $K$ and $n$ can be determined easily as

$$
n=\varepsilon_{u}
$$

and

$$
\begin{equation*}
K=\frac{\sigma_{u}}{\varepsilon_{u} \varepsilon_{u}} \tag{3.10}
\end{equation*}
$$

Following equation (3.10) the powerlaw type becomes:

$$
\begin{equation*}
\sigma_{e q}=\left(\frac{\sigma_{u}}{\varepsilon_{u} \varepsilon_{u}}\right) \varepsilon_{e q}{ }^{\varepsilon_{u}} \quad \text { for } \quad \varepsilon_{e q} \geq \varepsilon_{u} \tag{3.11}
\end{equation*}
$$

For the tangent type, it is assumed that the true curve beyond the point of necking is linear and tangent to it at point $\left(\varepsilon_{u}, \sigma_{u}\right)$. Hence, it will have the following form:

$$
\begin{equation*}
\sigma_{e q}=z \varepsilon_{e q}+d \quad \text { for } \quad \varepsilon_{e q} \geq \varepsilon_{u} \tag{3.12}
\end{equation*}
$$

where the coefficients $z$ and $d$ of the linear expression (3.12), can be determined according to (3.9) which will give $z=\sigma_{u}$ and $d=\sigma_{u}\left(1-\varepsilon_{u}\right)$.

Finally tangent type true curve takes the form:

$$
\begin{equation*}
\sigma_{e q}=\sigma_{u}\left(1-\varepsilon_{u}+\varepsilon_{e q}\right) \text { for } \varepsilon_{e q} \geq \varepsilon_{u} \tag{3.13}
\end{equation*}
$$

Ling (1996) proposed a general type for $\sigma_{e q}$ after the point of necking, by introducing an unknown weight constant $w$ which varies between 0 and 1 . This weight constant combines relations (3.11) and (3.13) and has the following form:

$$
\begin{equation*}
\sigma_{e q}=\sigma_{u}\left[w\left(1-\varepsilon_{u}+\varepsilon_{e q}\right)+(1-w)\left(\frac{\varepsilon_{e q}}{\varepsilon_{u}}\right)^{\varepsilon_{u}}\right] \tag{3.14}
\end{equation*}
$$

Zero value for $w$ leads to a powerlaw type curve, while $w$ equal to one leads to a tangent type curve. For intermediate values of $w$, true curves between the powerlaw and tangent type are derived. Thus, powerlaw type curve represents the lower bound and tangent type the upper bound of the curves obtained by relationship (3.14).

It is noted that, the experimental type true stress-strain representation has not been considered in the simulations of the present work, because they exhibit an unrealistic material behaviour, as it has been concluded in Marinatos and Samuelides (2013b).


Figure 3.1. Experimental, powerlaw and tangent type true stress-strain curves beyond necking
It is also noted that, in all cases of the examined tests simulated in the present work, the material used is steel and it is assumed to have isotropic plastic properties, following the plane stress $J_{2}$ flow theory during the modeling process. The engineering stress-strain curves for the various materials were obtained by tensile testing of flat specimens and are presented in Appendix A with the related references.

### 3.3 Uniaxial simulations

### 3.3.1 Definition of the appropriate stress-strain relation

Definition of the appropriate true stress-strain curve beyond the point of necking, that is the one that yields the best reproduction of the experimental stress-strain curve, was achieved through uniaxial simulations without fracture by following an iterative procedure (Ling 1996). In the present work it was further considered the relevant mesh size. It is noted that, regardless of the element size and curve type used for the uniaxial simulations up to maximum load, i.e. prior to the neck, coincidence of the numerical results is achieved (see also Hogström et al. 2009 and Marinatos and Samuelides 2013b). The uniaxial simulations were performed with the Abaqus/Implicit FE code for materials that the uniaxial tensile tests had been performed quasi-statically, i.e. $\dot{\varepsilon} \cong 0 \sec ^{-1}$ and with the Abaqus/Explicit FE code for materials that the uniaxial tensile tests had been performed with $\dot{\varepsilon}>0 \mathrm{sec}^{-1}$ according to ASIS (1993) reported in ISSC (2003) (see Table 2.1, chapter 2). In the latter simulations the FE code was supplied with true strain-rate dependent material curves. The four-node reduced integration quadrilateral Belytschko-Lin-Tsay shell elements, i.e. S4R with five section or integration points through the thickness, were chosen for the meshing of the models (see Figure 3.2 and ABAQUS 2010). All specimens have rectangular cross-sections. Several different mesh sizes were used to study the mesh dependence. The aspect ratio of the elements was kept as close as possible to $1: 1$ at the beginning of the simulation. Note that high aspect ratios, namely over 4 , were in general avoided in the numerical simulations, at least close to the point of interest, because this would have affected the accuracy of the results (ABAQUS 2010).

It has been observed that, in most cases of the uniaxial simulations, the use of a true stressstrain relation which exhibited high hardening, i.e. $w>0.8$, close to the tangent type true stress-strain curve, beyond the point of necking, led to better reproduction of the experimental stress-strain curve for ratios $l_{e} / t<1$, while the use of a true stress-strain relation which exhibited lower hardening, i.e. $w<0.4$, close to the powerlaw type true stressstrain curve, led to a better reproduction of the experimental stress-strain curve for ratios $l_{e} / t>1$ (see Figure 3.2). This trend is in line with the experiments presented in Ehlers and Vastra (2009). In Ehlers and Vastra (2009) the experimental true stress-strain curves were determined using different gauge lengths. The optical measurements produced true material curves which exhibited lower hardening in the case where the corresponding gauge length was bigger, than in the case that it was smaller and thus closer to the local neck.

The above trend is explained as follows. The area of the specimen section inside the neck is smaller and as a result higher true Mises stresses are developed for the same load. Equivalent true plastic strains are also higher inside the neck. Fine meshes, i.e. $l_{e} / t<1$, can reproduce the formation of the neck and capture these strains, as the elements are as close as possible to the point the neck is formed (see Figure 3.3). On the other hand, a course mesh, i.e. $l_{e} / t>1$, leads to large elements that stretch mostly in the loading direction and cannot reproduce correctly the reduction of the width of the specimen inside the necking zone (see Figure 3.3). Consequently, lower true Mises stresses are developed for the same load with
respect to the ones in a fine meshed model. Moreover, although the relative displacement between the two nodes of an element in a coarse mesh is higher with respect to the one of an element in a fine mesh, the element length is much larger. Therefore, equivalent true plastic strains are lower. Hence, usually true stress-strain curves with high hardening, i.e. $w>0.8$, are included in the simulations for fine meshed models, i.e. $l_{e} / t<1$ and with lower hardening, i.e. $w<0.4$, in the simulations for coarse meshed models, i.e. $l_{e} / t>1$. It is noted that, ratios $l_{e} / t<1$ were not used in the simulations of the benchmark study in chapter 5 and the full-scale simulations (see also Villavicencio 2012).


Figure 3.2. The S4R element with five through thickness integration points (on the left) and reproduction of the uniaxial tests for the shell component of the CE- 1 model with $l_{e}=1,4$ and 12.5 mm , using true stress-strain curves with $w=0.9,0.4$ and 0 (on the right)


Figure 3.3. Uniaxial simulations. Example shell CE-1 model, $t=4 \mathrm{~mm}, l_{e}=1,4$ and 12.5 mm mesh sizes displayed $l_{e} / t=0.25,1$ and 3.125

### 3.3.2 Strain-rate effect

As already mentioned in the previous sub-section, uniaxial simulations in the cases of materials that the uniaxial tensile tests had been carried out with $\dot{\varepsilon}>0 \mathrm{sec}^{-1}$ were performed using Abaqus/Explicit FE code, in order to account for strain-rate effects. The original form of Cowper and Symonds (1957) empirical expression is available in Abaqus/Explicit with the following form (ABAQUS 2010):

$$
\begin{equation*}
\dot{\varepsilon}_{e q}=D_{C S}(R-1)^{n_{c s}} \tag{3.15}
\end{equation*}
$$

where $\dot{\varepsilon}_{e q}$ is the equivalent true plastic strain-rate, $R$ the ratio of the equivalent yield stress at non zero strain-rate or dynamic yield stress to the respective equivalent static yield stress, i.e. $\frac{\sigma_{y_{D}}}{\sigma_{y_{S}}}$ and $D_{C S}, n_{C S}$ are material parameters.

Cowper and Symonds (1957) found that, the values of the aforementioned parameters for a reasonable estimation of initial yielding in mild steels are $D_{C S}=40.4 \mathrm{sec}^{-1}$ and $n_{C S}=5$. However, application of these values of the material parameters beyond the point of initial yielding, would exhibit relatively high stresses. Therefore, the material parameters should be calibrated appropriately in order to capture the post yield material behaviour. An example is shown in Figure 3.4.

Figure 3.4 illustrates comparisons between experimental results and results from uniaxial simulations using the expression in equation (3.15) with $n_{C S}=5$ and three different values for parameter $D_{C S}$ and numerical results where all the powerlaw type true strain-rate dependent material curves were given as input (see also Figure 5.23, chapter 5). The simulation refers to a uniaxial tensile test of the material used in the experiments of ASIS (1993) reported in ISSC (2003), that has a thickness of 7 mm and has been loaded at its ends with a speed equal to approximately $380 \mathrm{~mm} / \mathrm{sec}$, which corresponds to a mid strain-rate equal to $\dot{\varepsilon} \cong 7.6 \mathrm{sec}^{-1}$ for a 50 mm gauge length (see also Appendix A). Note that, in the simulations with the Cowper-Symonds expression the powerlaw type true stress-strain curve of the static tensile test was given as input (see also Figure 5.23, chapter 5). The time of the simulation was defined according to the mid strain-rate of the experiment and the gauge length of the specimen. The values $2560 \mathrm{sec}^{-1}$ and $3200 \mathrm{sec}^{-1}$ with respect to parameter $D_{C S}$ were selected, the former according to the ISSC (2003) report and the latter according to the proposed value for high tensile steels (see also Villavicencio 2012).

From Figure 3.4 it is obvious that, the best reproduction of the experiment is achieved in the case where all the powerlaw type true strain-rate dependent material curves were given directly as input to the FE code. Simulations using Cowper-Symonds expression with $D_{C S}=40.4 \sec ^{-1}$ give a good estimation of the initial yield strength but, as discussed previously, highly overestimate the strength of the material beyond that point. Numerical results with $D_{C S}=2560$ and $3200 \mathrm{sec}^{-1}$ are almost identical. Contrary to the results in the case with $D_{C S}=40.4 \mathrm{sec}^{-1}$, the initial yield strength of the material is underestimated. Although the reproduced stress-strain engineering curves are closer to the experiment in
terms of the case with $D_{C S}=40.4 \mathrm{sec}^{-1}$, they also predict a material that exhibits high hardening.


Figure 3.4. Reproduction of the uniaxial tests with $\dot{\varepsilon} \cong 7.6 \mathrm{sec}^{-1}$ for the 7 mm thick material using CowperSymonds formula with $D_{c s}=40.4,2560$ and $3200 \sec ^{-1}, n_{c s}=5$ and all powerlaw type true strain-rate dependent material curves for $l_{e}=1,7,14$ and 25 mm

## Chapter 4

## Failure Criteria

### 4.1 Instability and rupture criteria

### 4.1.1 Overview

In sheet metal forming processes as well as in crashworthiness analyses, correct prediction of initiation and propagation of rupture is of great importance. Hence, researchers have proposed various failure criteria, aiming to the interpretation of the different failure mechanisms that are encountered within the different states of loading of a material.

Failure criteria may be classified in two main categories: i) instability criteria and ii) fracture or rupture criteria. Instability criteria account for necking instability, while rupture criteria account for fracture. Usually, instability criteria assume that fracture of the material occurs just after the formation of a local neck. However, this assumption leads to an earlier initiation of rupture. Although the earlier initiation of rupture is considered as conservative, it is noted that, this is not always the case when simulating the impact of two deformable bodies. In such a case the results are conservative for the body that is subjected first to damage but non-conservative for the other body involved in the impact. A basic assumption regarding the various criteria is that, during the loading process the loading path as well as plastic deformation are proportional, i.e. linear loading paths, which is more or less the case up to initiation of necking, i.e. point of maximum load in the case of a uniaxial tensile test. However, when an integral is included in their definition the criteria account for localized, non-linear loading paths, although there is not always theoretical evidence that it is applicable in these cases. Thus, it could be said that, integral-form criteria are more general, as they may capture the possible non-linear behaviour of the material as the deformation proceeds, considering monotonically increasing loading states; reverse loading is limited and within the elastic region.

According to most of the rupture criteria that account for shear damage or void growth, the initiation of rupture depends on the state of stress involved. One parameter to describe the state of stress is the triaxiality $T$, that is defined as the ratio of the mean or hydrostatic stress to the effective or von Mises equivalent stress, i.e. $T=\sigma_{m} / \sigma_{e q}$. The mean stress is linked to dilatation and thus is responsible for the change in volume of a solid element as it deforms. The effective stress is directly related to octahedral shearing stress, which in turn is related to distortional strain energy to change the shape of a solid element as it deforms. In other words, it could be stated that stress triaxiality is the ratio of volume change to shape change (Jeong et al. 2008).

Knowledge of triaxiality during a loading process provides the engineer with important information with respect to the stress state encountered. Close to zero and negative values of triaxialities correspond to shear and compression stress states, while positive values of triaxialities to tension stress states. It is noted that, for triaxialities equal and below $-1 / 3$, rupture does not take place in the case of ductile materials, according to observations from related experiments (see e.g. Bao and Wierzbicki 2005).

Rupture criteria could be also characterized as i) strain-based criteria, whereby rupture takes place when the deformed material reaches a critical strain value, ii) stress-based criteria, whereby rupture takes place in a critical state of stress and iii) energy-based criteria, which relate the occurrence of rupture when the energy stored during stressing the material or stored within the material volume reaches a critical value. However in the case the loading path is assumed linear up to fracture, strain-based criteria may be transformed to stress-based and vice versa.

The majority of the rupture criteria determine fracture at some critical plastic strain. Keeler and Backofen (1964) introduced the forming limit diagram or FLD criterion, which is a useful concept to determine the amount of deformation that a material can withstand prior to the onset of necking, accounting for different loading processes, i.e. between compression and tension. During these loading processes, the ratio between the strain-rates of the minor to the major in-plain principal true strains is assumed constant, i.e. $\beta=\dot{\varepsilon}_{2} / \dot{\varepsilon}_{1}=$ constant, linear loading path. FLDs include the major and minor in-plane principal true strains at the initiation of the neck, while the fracture forming limit diagrams or FFLD's, illustrate the major and minor in-plane principal true strains at fracture (Törnqvist 2003).

Strain-based rupture criteria may be also expressed in terms of stresses, under the assumption of monotonic loading in the plastic region. Arrieux et al. (1982) presented for the first time stress-based FLDs or FLSDs. Many years later, extensive studies were carried out by Stoughton (2000), Stoughton (2001), Stoughton and Zhu (2004) and Wu et al. (2005) for the derivation of FLSDs. These diagrams include the major and minor in-plane principal true stresses at the initiation of the neck. Contrary to FLDs, FLSDs show small dependence on the strain path, whereby FLSD criterion depends only on the current state of stress.

A useful approach for the determination of rupture has also proved to be the use of a critical strain energy level. Practically, this implies that rupture will take place when the elastic energy stored in a solid element becomes greater than a critical value which constitutes a material property (Andrianopoulos and Theocaris 1985).

Instability and rupture criteria are discussed in the following two sub-sections. Note that, plane stress conditions are considered in the theory of instability criteria.

### 4.1.2 Instability criteria

Swift (1952) postulated that a diffuse neck, i.e. thinning of the sheet during a sheet metal forming process over a large area of the sheet, is formed when the load reaches a maximum along both principal directions in the plane of the sheet. Thus, two constraints arise from this assumption:
$\dot{\sigma}_{1}=\dot{\varepsilon}_{1} \sigma_{1}$
and

$$
\begin{equation*}
\dot{\sigma}_{2}=\dot{\varepsilon}_{2} \sigma_{2} \tag{4.1}
\end{equation*}
$$

where $\sigma_{1}, \sigma_{2}, \dot{\sigma}_{1}$ and $\dot{\sigma}_{2}$ are the major and minor in-plane principal true stresses and their stress rates, respectively. Using a Von Mises yield function and a powerlaw of the form $\sigma_{e q}=K \varepsilon_{e q}{ }^{n}$, the following relation for the true equivalent plastic strain at diffuse necking is derived, see Stoughton and Zhu (2004). The range is $-1<\beta \leq 1$ :

$$
\begin{equation*}
\varepsilon_{e q}=\frac{4 n\left(1-\alpha+\alpha^{2}\right)^{\frac{3}{2}}}{4-3 \alpha-3 \alpha^{2}+4 \alpha^{3}} \tag{4.2}
\end{equation*}
$$

where $\alpha$ is the ratio between the minor and major in-plane principal true stresses.
Hill (1952) assumed that instability occurs, when a local neck is initiated under tension, i.e. when the force per unit width acting on a sheet in the direction of the major principal direction reaches a maximum. This leads to the maximum tension condition, which is only valid for $\beta>-1$ and has the following form:

$$
\begin{align*}
& \dot{\sigma}_{1}=\left(\dot{\varepsilon}_{1}+\dot{\varepsilon}_{2}\right) \sigma_{1} \\
& \text { or } \tag{4.3}
\end{align*}
$$

$$
\frac{d \sigma_{1}}{d \varepsilon_{1}}=(1+\beta) \sigma_{1}
$$

With a powerlaw of the form $\sigma_{1}=K \varepsilon_{1}{ }^{n}$, the above expression gives the major strain at instability:

$$
\begin{equation*}
\varepsilon_{1}=\frac{n}{1+\beta} \tag{4.4}
\end{equation*}
$$

Hill's instability criterion yields rational results, which are in good agreement with experiments in the range of $-1<\beta \leq 0$. It is noted that, the Swift (1952) and Hill (1952) criteria are based on the assumption of a proportional process, i.e. constant ratio of minor over major strain.

Stören and Rice (1975) stated that responsible for the onset of localized necking in thin sheets under biaxial stretching is the development of a vertex on the yield locus. They derived
analytical solutions for the determination of the major in-plane principal true plastic strain $\varepsilon_{1}$ at local neck, considering negative and positive values of $\beta$, that is in the range of $-1<\beta \leq 1$, in two cases:
i) For $-1<\beta \leq 0$ (Stören-Rice 1975a):

$$
\begin{align*}
& \varepsilon_{1}=\frac{n}{\left[\frac{(1-n)}{2}+\sqrt{\frac{(1+n)^{2}}{4}-\beta \frac{n}{(1+\beta)^{2}}}\right](1+\beta)}  \tag{4.5}\\
& \text { and } \varphi=\arctan (\sqrt{-\beta})
\end{align*}
$$

assuming that the local neck forms at an angle $\varphi$ with respect to the direction of $\sigma_{1}$ and that the strain increments in the direction of the neck are zero.
ii) For $-1 \leq \beta \leq 1$ (Stören-Rice 1975b):

$$
\begin{align*}
& \varepsilon_{1}=\frac{3 \beta^{2}+n(2+\beta)^{2}}{2(2+\beta)\left(1+\beta+\beta^{2}\right)}  \tag{4.6}\\
& \text { and } \varphi=0
\end{align*}
$$

assuming that the local neck forms along the direction of the minor in-plane principal true plastic strain $\varepsilon_{2}$, i.e. $n_{2}=0$, the second component of the unit vector $\hat{n}$, where the latter is perpendicular to the direction of the local neck.

Bressan and Williams (1983) proposed a critical shear stress criterion for the prediction of local necking in a sheet under biaxial stretching condition. They postulated that, the shear instability will initiate in an inclined direction through the thickness of a sheet, when the local shear stress reaches a critical value. This critical value is considered a material property. Alsos et al. (2008) combined Hill's (1952) criterion which yields good results in the range of $-1<\beta \leq 0$ and Bressan and Williams (1983) criterion which accounts for $0 \leq \beta \leq 1$ and introduced BWH failure criterion, which is based on a critical membrane stress level, that is reached when the material becomes instable and loses its capacity to carry loads (see subsection 4.2.5).

### 4.1.3 Rupture criteria

McClintock (1968) proposed a failure criterion for the description of damage of a material due to void growth. In a simplified version the criterion takes the following simple form:

$$
\begin{equation*}
D_{i}=\int\left(\frac{\sigma_{m}}{\sigma_{e q}}\right) d \bar{\varepsilon}^{p l} \tag{4.7}
\end{equation*}
$$

where $D_{i}$ is the damage parameter and $d \bar{\varepsilon}^{p l}$ an increment of the equivalent true plastic strain. When $D_{i}$ becomes equal to the critical strain, void coalescence occurs and the material ruptures.

Rice and Tracey (1969) introduced a failure criterion, which is consistent in predicting rupture in the case of the tensile tests due to void growth. On the other hand, Cockcroft and Latham (1968) proposed a criterion which yielded reasonable results under shear damage. Törnqvist (2003) combined the aforementioned criteria and proposed a strain based criterion which accounts for the whole range of stress triaxiality, the so called RTCL damage criterion (see sub-section 4.2.4).

Johnson and Cook (1983) introduced a fracture model which is dependent on the strain, strain-rate, temperature and pressure. Fracture strain is calculated by the following expression:

$$
\varepsilon_{f}=\left[D_{1}+D_{2} \exp \left(D_{3} \frac{\sigma_{m}}{\sigma_{e q}}\right)\right]\left[1+D_{4} \ln \dot{\varepsilon}^{*}\right]\left[1+D_{5} T^{*}\right]
$$

and

$$
T^{*}=\frac{T^{\prime}-T_{R O O M}}{T_{\text {MELT- }} T_{R O O M}}
$$

where $D_{1}-D_{5}$ are material constants, $\dot{\varepsilon}^{*}=\dot{\varepsilon} / \dot{\varepsilon}_{0}$ the dimensionless plastic strain-rate with $\dot{\varepsilon}_{0}=1.0 \mathrm{sec}^{-1}$ and $T^{*}$ the homologous temperature (see Johnson and Cook 1983 and 1985).

Andrianopoulos and Theocaris (1985) proposed the T-criterion, which correlates the reversible elastic energy density storage process with both brittle and ductile rupture. A dual limit to the elastic strain energy that is stored within the material is defined. The one is determined by the capacity of the material to store elastic strain energy density due to volume change, i.e. the dilatational elastic strain energy density $T_{D}$ and the other by the capacity of the material to store elastic strain energy due to change in shape, i.e. the distortional elastic strain energy density $T_{V}$. In the case that the material has a linear elastic behaviour, the aforementioned elastic strain energy densities are given by the following expressions:

$$
\begin{equation*}
T_{D}=\int \sigma_{e q} d \bar{\varepsilon}^{e l}=\frac{1}{6 G} \sigma_{e q}{ }^{2} \tag{4.9}
\end{equation*}
$$

and
$T_{V}=\int \sigma_{m} d \Theta=\frac{1}{2 K^{\prime}} \sigma_{m}{ }^{2}=\frac{1}{2} K^{\prime} \Theta^{2}$
where $d \bar{\varepsilon}^{e l}$ an increment of the equivalent true elastic strain, $\Theta$ the elastic unit volume change and $G, K^{\prime}$ the shear and bulk modulus of the material, respectively. The critical values of these energies are independent of the applied loads and the geometry of the material, but are dependent on the strain-rate and temperature. Currently, T-criterion is used to predict the initiation of pre-existent macroscopic cracks as well as in the calculation of FLDs for metal forming processes (Andrianopoulos et al. 1996).

Lehmann and Yu (1998) based on studies within the framework of continuum damage mechanics, proposed the rupture index or $I_{R}$ criterion. The only parameter for the calibration of rupture index criterion is the one-dimensional true rupture strain from a uniaxial tensile test $\varepsilon_{R}$. They expressed the multi-axial true rupture strain $\varepsilon_{v r}$ as a function of $\varepsilon_{R}$ by introducing a stress triaxiality function of the following form:

$$
\begin{equation*}
f\left(\frac{\sigma_{m}}{\sigma_{e q}}\right)=\frac{2}{3}(1+v)+3(1-2 v)\left(\frac{\sigma_{m}}{\sigma_{e q}}\right)^{2} \tag{4.10}
\end{equation*}
$$

where $v$ the Poisson's ratio. Thus:

$$
\begin{equation*}
\varepsilon_{v r}=\varepsilon_{R} f^{-m}\left(\frac{\sigma_{m}}{\sigma_{e q}}\right) \tag{4.11}
\end{equation*}
$$

and $m=2 n+1$
Finally the rupture index criterion takes the form:

$$
\begin{equation*}
I_{R}=\varepsilon_{v} f^{m}\left(\frac{\sigma_{m}}{\sigma_{e q}}\right) \tag{4.12}
\end{equation*}
$$

where $\varepsilon_{v}$ the multi-axial effective true plastic strain. The criterion is satisfied when $\varepsilon_{v}$ becomes greater or equal to $\varepsilon_{v r}$, i.e. $I_{R} \geq \varepsilon_{R}$.

Peschmann (2001) proposed an equivalent fracture strain criterion, where the critical value of strain depends on the thickness $t$ of the plate and is obtained by the following relation:

$$
\begin{equation*}
\varepsilon_{P}=\varepsilon_{g}+\mathrm{a}_{p} \frac{t}{l_{e}} \tag{4.13}
\end{equation*}
$$

where $\varepsilon_{g}$ is the uniform strain, $\mathrm{a}_{p}$ a factor depending on the necking strain and the length of the neck and $l_{e}$ the element length. The various values of $\varepsilon_{g}$ and $\mathrm{a}_{p}$ with respect to the thickness, are summarized in Table 4.1.

Table 4.1. Values of the Peschmann criterion parameters for different thicknesses

| $t(\mathrm{~mm})$ | $\varepsilon_{g}$ | $\mathrm{a}_{p}$ |
| :---: | :---: | :---: |
| 5 | 0.1 | 0.8 |
| $12.5-20$ | 0.08 | 0.65 |

Zhang et al. (2004) introduced a strain criterion, which postulates that damage is initiated at a critical through thickness strain. The critical through thickness strain is calculated from the following relation:

$$
\begin{equation*}
\varepsilon_{3_{c r}}=\varepsilon_{g}+\varepsilon_{t} \frac{t}{l_{e}} \tag{4.14}
\end{equation*}
$$

where $\varepsilon_{g}$ is the uniform strain and $\varepsilon_{t}$ the necking strain. The various values of $\varepsilon_{g}$ and $\varepsilon_{t}$ with respect to the element type, are summarized in Table 4.2.

Table 4.2. Values of the Zhang criterion parameters for different element types

| Element type | $\varepsilon_{g}$ | $\varepsilon_{t}$ |
| :---: | :---: | :---: |
| Shell | 0.056 | 0.54 |
| Beam | 0.079 | 0.76 |

Peschmann (2001) and Zhang et al. (2004) criteria, is recommended to be used with element length over thickness ratios over five in numerical analyses with shell elements.

Ehlers and Vastra (2009) after conducting tensile tests using an optical measuring system, which measured the local displacements at the surface of the specimen and calculated local strain on the basis of a discrete amount of pixel recordings until failure, proposed a strain criterion which is defined by the maximum allowable effective plastic strain that is dependent on the element size.

More recently Lou et al. (2012) formulated a ductile fracture criterion, which accounts for the various mechanisms of damage, that is nucleation, growth and shear coalescence of voids, through three different parameters $C_{1}, C_{2}$ and $C_{3}$, by simply multiplying three damage accumulating models. The criterion has the following expression, in the case of nonproportional loading:

$$
\begin{align*}
& \frac{1}{C_{3}} \int\left(\frac{2 \tau_{\max }}{\sigma_{e q}}\right)^{C_{1}}\left(\frac{\langle 1+3 T\rangle}{2}\right)^{C_{2}} d \bar{\varepsilon}^{p l}=D  \tag{4.15}\\
& \text { and }\langle 1+3 T\rangle=\left\{\begin{array}{lll}
0 & \text { for } & x<0 \\
x & \text { for } & x \geq 0
\end{array}\right.
\end{align*}
$$

where $\tau_{\max }$ is the maximum shear stress, while $C_{1}, C_{2}$ and $C_{3}$ parameters are assumed to be constant. These parameters can be calibrated through experiments, i.e. uniaxial tensile test, plane strain test, pure shear test and equal biaxial tensile test, by determining the corresponding critical strains in each case. Actually, three experiments suffice for the calibration of the parameters.

In the case where the loading path is assumed to be linear the above expression is reduced to:

$$
\begin{equation*}
\left(\frac{2 \tau_{\max }}{\sigma_{e q}}\right)^{C_{1}}\left(\frac{\langle 1+3 T\rangle}{2}\right)^{C_{2}} \varepsilon_{e q}=C_{3} \tag{4.16}
\end{equation*}
$$

Based on the above expression, the following relationships are derived for different loading processes (see also Table 4.3 in section 4.3):
i) Pure shear

$$
\begin{equation*}
\left(\frac{2}{\sqrt{3}}\right)^{C_{1}}\left(\frac{1}{2}\right)^{C_{2}} \bar{\varepsilon}_{f, s}=C_{3} \tag{4.17}
\end{equation*}
$$

ii) Uniaxial tension

$$
\begin{equation*}
\bar{\varepsilon}_{f, t}=C_{3} \tag{4.18}
\end{equation*}
$$

iii) Plane strain

$$
\begin{equation*}
\left(\frac{2}{\sqrt{3}}\right)^{C_{1}}\left(\frac{1+\sqrt{3}}{2}\right)^{C_{2}} \bar{\varepsilon}_{f, p}=C_{3} \tag{4.19}
\end{equation*}
$$

iv) Equal biaxial stretching

$$
\begin{equation*}
\left(\frac{3}{2}\right)^{C_{2}} \bar{\varepsilon}_{f, b}=C_{3} \tag{4.20}
\end{equation*}
$$

where $\bar{\varepsilon}_{f, s}, \bar{\varepsilon}_{f, t}, \bar{\varepsilon}_{f, p}$ and $\bar{\varepsilon}_{f, b}$ the critical equivalent plastic strains for each loading process. By dividing (4.19) with (4.17) results to the expression for the derivation of $C_{2}$ :

$$
\begin{equation*}
C_{2}=\frac{\log \left(\bar{\varepsilon}_{f, s}\right)-\log \left(\bar{\varepsilon}_{f, p}\right)}{\log (1+\sqrt{3})} \tag{4.21}
\end{equation*}
$$

and finally

$$
C_{1}=\frac{\log \left(C_{3}\right)-\log \left[\left(\frac{1+\sqrt{3}}{2}\right)^{C_{2}} \bar{\varepsilon}_{f, p}\right]}{\log \left(\frac{2}{\sqrt{3}}\right)}
$$

or

$$
C_{1}=\frac{\log \left(C_{3}\right)-\log \left[\left(\frac{1}{2}\right)^{C_{2}} \bar{\varepsilon}_{f, s}\right]}{\log \left(\frac{2}{\sqrt{3}}\right)}
$$

In the simulation of impacts on large marine structures using non-linear FE codes, the structures are mostly modeled with shell plane stress elements and the criteria are incorporated to their formulation. It should be therefore considered that, the numerical simulation does not capture the triaxial state of stress that may actual occur and is further included in the theory of many criteria. However, plane stress elements allow for the variation of the in-plane stresses as well as for the thickening or thinning of the element in compression and tension stress states, through the definition of an appropriate number of through thickness integration points.

### 4.2 Modeling of rupture

### 4.2.1 Rupture criteria and modeling techniques in non-linear FE codes

Most of the rupture criteria referred in the previous section have been used in FE codes. The procedure, that is used to deal with material rupture in FE analyses, is to remove the element, which models the part of the structure, where rupture occurs. This technique although is not the only possible method to deal with rupture; an alternative could be to simulate loss of material integrity by removing the attachment between nodes of adjacent elements. However, the former method is preferred by almost all researchers performing simulations of collisions and groundings with finite elements.

The simpler rupture criteria that have been used in FE codes are based on a damage parameter, which is an integral along the strain path of the element (see e.g. Lehmann and Peschmann 2002 and Simonsen and Törnqvist 2004). The most common of such a criterion is based on a maximum allowable plastic strain, either the plastic component of the Mises strain (Lehmann and Peschmann 2002) or the thru thickness plastic strain (Zhang et al. 2004). However, the reliability of the criterion depends on the mode of deformation of the structure under consideration, i.e. the criterion has inconsistent performance. This is understandable, because the criteria have been calibrated on the basis of measurements obtained from particular tests, usually uniaxial tensile tests. This issue is addressed by Bao and Wierzbicki (2004), who investigated the performance of nine damage criteria, when applied to predict the rupture that occurred during two sets of uniaxial compression tests and three tests of uniaxial tension tests. The comparison of the test results versus the prediction, obtained by the various criteria, revealed that the general Rice and Tracey (1969) and the hydrostatic stress criteria were consistent in predicting rupture in the case of the tensile tests and the Cockcroft and Latham (1968) criterion in the case of compression. Thus, it seems that a unique criterion, at least to our present understanding, is not adequate to predict rupture during all modes of structural response that occur in ship-ship collisions and it is more appropriate to use a set of criteria (see e.g. Törnqvist 2003 and Alsos et al. 2008). Servis and Samuelides (2006) have also incorporated the T-criterion in Abaqus/Explicit, for the simulation of the various failure modes in ship-ship collisions.

A further distinction that has been used in the treatment of rupture, concerns the initiation of rupture in the weld lines. This failure mode, which has been observed in collision tests, has been simulated by inserting particular elements to simulate the welds and by incorporating a rupture criterion that is based on a critical stress value (see e.g. Lehmann and Peschmann 2002, Huatao and Röhr 2004 and Alsos et al. 2009).

All criteria are sensitive to mesh size. In particular criteria that are based on plastic strains are rather more sensitive, because plastic strains increase relatively faster as a collision progresses and the distribution of plastic stains largely depends on the size of the element. Criteria that use as control parameters stress fields (Alsos et al. 2008) or the elastic strain energy (Servis and Samuelides 2006), although they are relatively less sensitive to mesh size, they too exhibit a certain sensitivity. A widely applied remedy to this fundamental problem,
is to define the critical values of control parameters as a function of the size of the element (see e.g. Kitamura 1997, Peschmann 2001, Zhang et al. 2004, Alsos et al. 2009, Ehlers and Vastra 2009, Hogström et al. 2009 and Marinatos and Samuelides 2013a, 2013b and 2015).

A further challenge related to the use of the above criteria is the definition of the parameters that are associated with them, i.e. the specific values which when they are reached, rupture allegedly occurs and the element is removed. Various combinations of experiments and numerical simulations have been proposed for their determination. As far as the removal of element is concerned, there are various options that the user may select. In the case of a shell element with more than one integration points through the thickness, the element may be removed when the criterion is met in all points or in the mid-point. For example material 123 of LS DYNA, allows the user to select the number of through thickness points which should meet the criterion to remove the element. When the user selects to consider only the mid-point, bending strains are ignored in the initiation of rupture, i.e. it is assumed that rupture occurs as a result solely of the axial forces that are developed in the cross-section. In the case of solid elements, the element is removed when the criterion is met in the single integration point and bending strain field is taken into account via the number of elements through the thickness of the plate. Yuen and Nurick (2005) have used eight-node brick (C3D8R) and six-node prism (C3D6) elements of LS-DYNA to simulate the response of small plates under transverse blast load.

FE codes provide the user with the option to apply a damage evolution law, in order to account for the material degradation beyond necking initiation and up to the fracture point. Once damage is initiated, the material stiffness is degraded progressively according to the specified damage evolution response. Hogström (2012) and more recently Kõrgesaar (2015) applied the damage evolution concept in FE codes, so as to investigate the effect of softening of the material in the results. In Hogström and Ringsberg (2012) the authors concluded that, a mesh size dependent equivalent plastic strain criterion in combination with a damage evolution law is appropriate in ship collision analyses. They also added that, FLD and FLSD criteria could be also used but without taking into account the post necking behaviour, i.e. without the use of a damage evolution law. In Kõrgesaar and Romanoff (2014), the authors simulated the US Plate and 1-FB tests referred in Alsos and Amdahl (2009). They applied on one hand a fracture criterion, in which formulation the effect of the stress triaxiality, mesh size as well as softening of the material was taken into account and on the other a mesh dependent equivalent plastic strain criterion or shear criterion. They employed Lou et al. (2012) concept for the calibration of the parameters $C_{1}, C_{2}$ and $C_{3}$ and defined the critical equivalent plastic strain for different stress states. The results were compared with the respective results from the numerical analysis referred in Alsos et al. (2009), i.e. with BWH and RTCL criteria, using however coarser meshes. The authors found that, results with the proposed fracture criterion tend to converge between different meshes in the range of $1 \leq l_{e} / t \leq 8$, contrary to the cases of RTCL and shear criteria. However, they concluded that softening has a rather small effect in the results, compared to analyses where the latter is excluded and that shear criterion yields also good correlation with the experiments using a fine mesh, i.e. $l_{e} / t$ close to 1 .

### 4.2.2 Benchmark studies

The effect of the various parameters and the uncertainties, which arise from the FE simulations of ship-ship impacts, have been also investigated by many researchers the last years, in order to determine the reliability of the numerical results. Ehlers et al. (2008) presented a study on the effect of the mesh size and modeling of material rupture on the results of simulations of large scale collision tests, using LS-DYNA. The authors used for the simulations the four-node Belytschko-Lin-Tsay element with five integration points through the thickness. To the author's knowledge, this is one of the few systematic convergence studies using large scale models, as there are publications which present FE simulations of structural response of large size structures under extreme loading conditions, which lack adequate evidence to support the selection of mesh. In general, results obtained with models made with 25 mm elements, were closer to the test results rather than with models made with 50 mm and 100 mm elements. However, the load penetration curves do not show a similar consistent trend in all three cases that were analyzed, i.e. the proximity of these curves to the experimental curve varies with the penetration and in some cases it is not obvious which criteria should be used for the determination of the best correlation. For one of the tests, where the side structure modeled a conventional double hull, the authors presented a comparison of the experimental force-penetration curve and i) the respective curves as obtained from simulations with three models, all having a mesh of 25 mm and three different rupture models, ii) the curve obtained from Peschmann (2001), who included the effect of the supports of the side structure to the hull of the struck vessel and iii) a force-penetration curve that was obtained using the model of the structure from Peschmann (2001) with the model of rupture based on the RTCL criterion (Törnqvist 2003). The comparison highlights the difficulties associated with the definition of an appropriate modeling technique. Further the authors showed that the propagation of fracture depends highly on the material failure criterion, even in the case of the densest model that employed the 25 mm elements.

Hogström and Ringsberg (2012) studied the effect of the uncertainty in the material model and the parameters and concluded that they affect significantly the assessment of the survivability of a ship involved in a collision. The authors simulated the response of a model of a double hull structure, loaded transversely by a rigid intender. Eighteen simulations were performed, using six material rupture criteria and three sets of material properties. The best performance was obtained with a rupture criterion based on Mises strain and with the values of material parameters being equal to the average values obtained from tensile tests minus two standard deviations. When the same eighteen material models were used to investigate a collision, the results showed a large scatter and the damaged area of the side structure varied from $3.8 \mathrm{~m}^{2}$ to $69.1 \mathrm{~m}^{2}$. However, it is noted that the material model that gave the best results when simulating the test, gave the largest damaged area, i.e. $69.1 \mathrm{~m}^{2}$, in the collision investigation. This observation illustrates the need for further investigation of the uncertainties that are involved in the investigation of contact accidents.

An extensive study, with respect to the effect of the material model, mesh size and strainrate in ship-ship collision FE analysis, has been also performed by Marinatos and Samuelides (2013a, 2013b) and more recently by Marinatos and Samuelides (2015). The work reported in these papers is included in the present thesis.

In the present work three rupture criteria were selected for the modeling of rupture. The critical equivalent plastic strain criterion or SHEAR criterion (Marinatos and Samuelides 2013a, 2013b and 2015), the RTCL damage criterion (Törnqvist 2003) and the BWH instability criterion (Alsos et al. 2008). Rupture is determined under different conditions according to the selected criteria. SHEAR and RTCL criteria, both determine rupture at a critical equivalent plastic strain, which is taken equal to the fracture strain of a uniaxial tensile test, but SHEAR criterion does not take into account the dependence of this critical strain on the stress triaxiality. On the other hand BWH criterion determines rupture at a critical stress, depending only on the current state of stress and is therefore independent of the strain path. Thus, the different mechanisms with respect to the different criteria, that lead to rupture of the material under various loading conditions, are investigated. A brief description of the criteria and their modeling parameters is given in the following.

### 4.2.3 SHEAR criterion

Critical equivalent plastic strain criterion or SHEAR criterion, is one of the first used rupture criteria in finite element simulations. It is widely used due to its simple form that makes it convenient for simulations with finite elements. According to it, rupture is determined at some critical equivalent plastic strain. However, SHEAR criterion neglects the state of stress in the definition of the threshold value for rupture. As a result, it shows constant ductility for all variations of stress triaxialities and may even yield fracture in pure compression, contrary to experimental evidence (see e.g. Bao and Wierzbicki 2005). In the present analysis it has been assumed that the SHEAR criterion is not activated for triaxialities below $-1 / 3$, i.e. for states of stress dominated by compression. The formulation of SHEAR criterion is presented in relation (4.23).

$$
\begin{equation*}
D_{S H E A R}=\frac{\int d \bar{\varepsilon}^{p l}}{\varepsilon_{c r}} \tag{4.23}
\end{equation*}
$$

where $d \bar{\varepsilon}^{p l}$ is an increment of the true equivalent plastic strain, $\varepsilon_{c r}$ is the critical equivalent true plastic strain and $D_{\text {SHEAR }}$ the damage parameter. The element is removed from the mesh when $D_{\text {SHEAR }} \geq 1$ in all of the through thickness integration points of the element.

### 4.2.4 RTCL criterion

RTCL criterion is a strain based criterion and it constitutes a combination of the Rice and Tracey (1969) and Cockcroft and Latham (1968) damage criteria. It has the following expression (Törnqvist 2003):

$$
\begin{equation*}
D_{R T C L}=\frac{\int f\left(\frac{\sigma_{m}}{\sigma_{e q}}\right)_{R T C L} d \bar{\varepsilon}^{p l}}{\varepsilon_{c r}} \tag{4.24}
\end{equation*}
$$

where

$$
f\left(\frac{\sigma_{m}}{\sigma_{e q}}\right)_{R T C L}=\left\{\begin{array}{ccc}
0 & \frac{\sigma_{m}}{\sigma_{e q}} \leq-\frac{1}{3} & \text { (cut - off value) }  \tag{4.25}\\
2 \frac{\sigma_{m}}{\frac{\sigma_{e q}}{\sigma_{e q}} \sqrt{12-27\left(\frac{\sigma_{m}}{\sigma_{e q}}\right)^{2}}} \begin{array}{cc}
3 \frac{\sigma_{m}}{\sigma_{e q}}+\sqrt{12-27\left(\frac{\sigma_{m}}{\sigma_{e q}}\right)^{2}} & -\frac{1}{3}<\frac{\sigma_{m}}{\sigma_{e q}}<\frac{1}{3} \\
\text { (Cockcroft - Latham) } \\
\frac{1}{1.65} \exp \left(\frac{3 \sigma_{m}}{2 \sigma_{e q}}\right) & \frac{\sigma_{m}}{\sigma_{e q}} \geq \frac{1}{3}
\end{array} \text { (Rice - Tracey) }
\end{array}\right.
$$

The element is removed from the mesh when $D_{R T C L} \geq 1$ in all of the through-thickness integration points of the element. For a more detailed presentation of the RTCL criterion see Törnqvist (2003).

In Figure 4.1, one may observe that $f$ is a monotonically increasing function of stress triaxiality, which for triaxialities between $-1 / 3$ and $1 / 3$, i.e. uniaxial compression, pure shear and uniaxial tension processes follows the Cockcroft-Latham expression, while for triaxialities over $1 / 3$, i.e. uniaxial tension, plane strain and equal biaxial stretching processes, the Rice-Tracey expression. Its range is $[0,+\infty)$. For shell elements, the maximum value of triaxiality which corresponds to $\beta=1$, i.e. equal biaxial stretching with $\sigma_{1}=\sigma_{2}$ the major and minor in-plane principal true stresses, equals $2 / 3$ (see also section 4.3).


Figure 4.1. Function $f(T)$

### 4.2.5 BWH criterion

BWH criterion is a stress based criterion and it constitutes a combination of the local necking analysis presented by Hill (1952) with the Bressan and Williams (1983) shear stress criterion (Alsos et al. 2008). It has the following expression:

$$
\begin{equation*}
D_{B W H}=\frac{\sigma_{1}}{\sigma_{1_{c r}}} \tag{4.26}
\end{equation*}
$$

where $\sigma_{1}$ is the major in-plane principal true stress in a plane stress state and $\sigma_{1_{c r}}$ the critical in-plane principal true stress according to the following relation (Alsos et al. 2008):

$$
\sigma_{1_{c r}}=\left\{\begin{array}{cc}
\frac{2 K}{\sqrt{3}} \frac{1+\frac{1}{2} \beta}{\sqrt{\beta^{2}+\beta+1}}\left(\frac{2 n}{\sqrt{3}} \frac{\sqrt{\beta^{2}+\beta+1}}{1+\beta}\right)^{n} & -1<\beta \leq 0 \quad \text { (Hill) }  \tag{4.27}\\
\frac{2 K}{\sqrt{3}} \frac{\left(\frac{2}{\sqrt{3}} n\right)^{n}}{\sqrt{1-\left(\frac{\beta}{2+\beta}\right)^{2}}} & \beta \geq 0 \quad \text { (Bressan-Williams) } \\
\text { ll }
\end{array}\right.
$$

Here $\beta$ is the ratio between the strain-rates of the minor and major in-plane principal true strains and $K, n$ are the material parameters, namely the strength coefficient and the strainhardening index, respectively.

The element is removed from the mesh when $D_{B W H} \geq 1$ at the integration point in the middle layer of the element, i.e. when the major in-plane principal true membrane stress reaches a critical value (see also Figure 3.2, chapter 3). For a more detailed presentation of the BWH criterion see Alsos et al. (2008).

The variation of $\sigma_{1_{c r}} / \sigma_{u}$ for different values of $n$, where $\sigma_{u}$ the true value of the stress at maximum load under uniaxial loading condition with respect to $\beta$, is shown in Figure 4.2.


Figure 4.2. Illustration of $\sigma_{1_{c r}} / \sigma_{u}$ for a steel with $n=0.15,0.2$ and 0.25 as a function of $\beta$

For $\beta \leq 0$, i.e. plane strain, uniaxial tension, pure shear and uniaxial compression processes, the critical stress is derived by the Hill expression, while for positive values of $\beta$, i.e. plane strain and equal biaxial stretching processes, by the Bressan-Williams formula. It is noted that, equation (4.27) does not predict any limit stress for $\beta \leq-1$, namely for $\beta=-1$, that is a pure shear state and $-2<\beta<-1$, that is a state between pure shear and uniaxial compression, because $\sigma_{1_{c r}}$ cannot be defined according to (4.27) for negative values of the parenthesis. This is reasonable, as according to Hill's (1952) analysis, in the range $-2 \leq \beta \leq-1$, tension will never reach a maximum and as a result a local neck will not be formed.

### 4.3 Investigation of uncertainties

The present sub-section investigates the behaviour of the various rupture criteria, which have been referred in the previous two sections, considering plane stress conditions and different loading states, i.e. between uniaxial compression and biaxial tension. The investigation is performed by comparing the FLDs and FLSDs as well as the variation of the true equivalent plastic strain $\varepsilon_{e q}$ and the major in-plane principal true stress $\sigma_{1}$ versus $\beta$. The Johnson and Cook (1983) criterion as well as the T-criterion (Andrianopoulos and Theocaris 1985) are excluded from the present analysis, due to the uncertainties in the calibration of the relevant material constants within their formulation.

The properties of the material, which has been selected for the comparative study, are included in the first row of Table 2.1, chapter 2. The powerlaw parameters of the selected material are $K=740 M P a$ and $n=0.24$. Also, the critical equivalent true plastic strain in uniaxial tension, i.e. $\varepsilon_{c r}=0.361$ was selected for an element length over thickness ratio $l_{e} / t=2$. This critical value was derived from uniaxial simulations, using a powerlaw type true stress-strain curve beyond necking of the form $\sigma_{e q}=K \varepsilon_{e q}{ }^{n}$ and is included in Table 5.1, chapter 5.

Parameter $\beta$ in a plane stress state, is connected to the ratio between the minor $\sigma_{2}$ and major $\sigma_{1}$ in-plane principal true stresses $\alpha$ and stress triaxiality $T$, by the following two relations:

$$
\begin{equation*}
\beta=\frac{2 \alpha-1}{2-\alpha} \tag{4.28}
\end{equation*}
$$

and

$$
\begin{equation*}
T=\frac{1}{\sqrt{3}} \frac{\beta+1}{\sqrt{\beta^{2}+\beta+1}} \quad \text { for } \quad \beta \leq 1 \tag{4.29}
\end{equation*}
$$

The variation of $T$ with respect to $\beta$ under plane stress conditions in the range $-2<\beta \leq 1$ is presented in Figure 4.3.


Figure 4.3. Illustration of $T$ as a function of $\beta$ under plane stress conditions
The major in-plane principal true stress and strain components, under plane stress conditions, are given by the following relations (see also Marciniak et al. 2002):

$$
\begin{equation*}
\sigma_{1}=\frac{\sigma_{e q}}{\sqrt{1-\alpha+\alpha^{2}}} \tag{4.30}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon_{1}=\frac{\varepsilon_{e q}}{\sqrt{\frac{4}{3}\left(1+\beta+\beta^{2}\right)}} \tag{4.31}
\end{equation*}
$$

Moreover, due to the volume constancy in plasticity, i.e. $\varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3}=0$, the through thickness true plastic strain is given by the following expression:

$$
\begin{equation*}
\varepsilon_{3}=\ln \frac{t^{\prime}}{t}=-(1+\beta) \varepsilon_{1} \tag{4.32}
\end{equation*}
$$

where $t^{\prime}, t$ the current and initial thicknesses, respectively.

The maximum shear stress is defined in the general triaxial state as:

$$
\begin{equation*}
\tau_{\max }=\max \left\{\left|\frac{\sigma_{1}-\sigma_{2}}{2}\right|,\left|\frac{\sigma_{2}-\sigma_{3}}{2}\right|,\left|\frac{\sigma_{3}-\sigma_{1}}{2}\right|\right\} \tag{4.33}
\end{equation*}
$$

which for $\sigma_{3}=0$, is reduced to the following expresion:

$$
\begin{equation*}
\tau_{\max }=\max \left\{\left|\frac{\sigma_{1}-\sigma_{2}}{2}\right|,\left|\frac{\sigma_{2}}{2}\right|,\left|\frac{-\sigma_{1}}{2}\right|\right\} \tag{4.34}
\end{equation*}
$$

or

$$
\begin{equation*}
\tau_{\max }=\max \left\{\left|\sigma_{1} \frac{(1-\alpha)}{2}\right|,\left|\sigma_{1} \frac{\alpha}{2}\right|,\left|\sigma_{1} \frac{(-1)}{2}\right|\right\} \tag{4.35}
\end{equation*}
$$

Finally by substituting (4.30) to (4.35) it yields:

$$
\begin{equation*}
\tau_{\max }=\max \left\{\left|\sigma_{e q} \frac{(1-\alpha)}{2 \sqrt{1-\alpha+\alpha^{2}}}\right|,\left|\sigma_{e q} \frac{\alpha}{2 \sqrt{1-\alpha+\alpha^{2}}}\right|,\left|\sigma_{e q} \frac{(-1)}{2 \sqrt{1-\alpha+\alpha^{2}}}\right|\right\} \tag{4.36}
\end{equation*}
$$

Following the precedent analysis, Figures 4.4 and 4.5 illustrate the forming limit curves of the various criteria in the strain and stress fields as well as variables $\sigma_{1}$ and $\varepsilon_{e q}$ versus $\beta$. In the case of Lou et al. (2012) criterion, the determination of the critical equivalent true plastic strains in pure shear and plane strain loading processes, i.e. $\bar{\varepsilon}_{f, s}$ and $\bar{\varepsilon}_{f, p}$, were calculated as follows. For $\beta=-1$ the critical equivalent true plastic strain in pure shear $\bar{\varepsilon}_{f, s}$ was determined as the average value of the respective strains according to the SHEAR, RTCL, Rupture Index and Peschmann (2001) criteria. The Swift (1952), McClintock (1968), Stören-Rice (1975a), Zhang et al. (2004) and BWH criteria were not considered, because they do not define any value for $\beta=-1$. In addition, the Stören-Rice (1975b) criterion was not considered in the determination of $\bar{\varepsilon}_{f, s}$, as it yields fairly different results compared to the rest criteria (see Figures 4.4 b and 4.5 a ). Similarly, for $\beta=0$ the critical equivalent true plastic strain in plain strain $\bar{\varepsilon}_{f, p}$ was determined as the average value of the respective strains according to the Swift (1952), Stören-Rice (1975b), Rupture Index, RTCL and BWH criteria. The aforementioned criteria converge towards the same value (see Figure 4.5). The determination of the parameters deserves further investigation. Hence, the critical equivalent true plastic strains in pure shear and plane strain loading processes were taken equal to $\bar{\varepsilon}_{f, s}=0.462$ and $\bar{\varepsilon}_{f, p}=0.267$, respectively. Finally, according to relations (4.21) and (4.22) from sub-section 4.1.3, the calibrated parameters are $C_{1}=0.935$ and $C_{2}=0.545$. Parameter $C_{3}$ was taken equal to $\varepsilon_{c r}$ in uniaxial tension, i.e. $C_{3}=0.361$ (see also Table 5.1, chapter 5).

Significant differences between the various criteria are noticed in the strain field (see Figures 4.4 a and 4.5 b ). The equivalent plastic strain at fracture reaches a minimum between uniaxial and plane strain loading processes in the case of the Swift (1952) criterion, which is based on diffuse necking and close to plain strain loading process, in the cases of the StörenRice (1975a,b) and BWH criteria, which account for local necking initiation and then is increasing. On the contrary, excluding the SHEAR and Peschmann (2001) criteria, in the cases of the rest criteria, which account for fracture beyond local necking, the equivalent plastic strain at fracture follows a downward trend, moving from uniaxial compression to equal biaxial stretching loading processes. This behaviour is also in line with experimental observations (see e.g. Bao and Wierzbicki 2004) and is interpreted by the growth and coalescence of voids inside the material close to fracture, which leads in a quick drop of the fracture strain value.

Moreover, it is observed that the Swift (1952), McClintock (1968), BWH and Zhang et al. (2004) criteria are constrained in the range of $-1<\beta \leq 1$ and the Stören-Rice (1975a,b) criteria in the range of $-1 \leq \beta \leq 1$, that is between pure shear and equal biaxial stretching. This is reasonable, as a diffuse neck according to Swift (1952) and a local neck according to Hill (1952) and Stören and Rice (1975a,b), will not form between pure shear and uniaxial compression loading processes. Also, in the cases of the McClintock (1968) and Zhang et al. (2004) criteria, with respect to the former void growth is not possible and considering the latter the through thickness strain vanishes under shear conditions. Interesting is the fact that the Stören-Rice (1975b) criterion in the case where $n_{2}=0$, that is when the local neck forms
along the direction of the minor in-plane principal true plastic strain $\varepsilon_{2}$, shows an almost identical to the BWH criterion behaviour especially in the range of $0 \leq \beta \leq 1$. In addition, the Stören-Rice (1975b) criterion determines a limit stress in a pure shear loading process, i.e. $\beta=-1$ (see Figure 4.5a).



Figure 4.4. Forming limit curves in the strain (a) and stress fields (b)


Figure 4.5. Limit stress $\sigma_{1}$ (c) and limit strain $\varepsilon_{e q}$ (d) variables as functions of $\beta$

Table 4.3 summarizes the relation between the various stress and strain variables and parameters for each loading state, under plane stress conditions.

Table 4.3. Relation between the various stress and strain variables and parameters under plane stress conditions

|  | Stress and strain variables and parameters |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Loading states | $\alpha$ | $\beta$ | $T$ | $\varepsilon_{1}$ | $\varepsilon_{2}$ | $\varepsilon_{3}$ | $\sigma_{1}$ | $\sigma_{2}$ | $\sigma_{e q}$ | $\varepsilon_{e q}$ | $\tau_{m a x}$ |
| Uniaxial <br> compression | $-\infty$ | -2 | $-\frac{1}{3}$ | $-\frac{\varepsilon_{2}}{2}, \varepsilon_{3}$ | $-2 \varepsilon_{1},-2 \varepsilon_{3}$ | $\varepsilon_{1}$ | 0 | $-\sigma_{e q}$ | $-\sigma_{2}$ | $2 \varepsilon_{1},-\varepsilon_{2}$ | $\frac{\sigma_{e q}}{2}$ |
| Pure shear | -1 | -1 | 0 | $-\varepsilon_{2}$ | $-\varepsilon_{1}$ | 0 | $-\sigma_{2}, \frac{\sigma_{e q}}{\sqrt{3}}$ | $-\sigma_{1},-\frac{\sigma_{e q}}{\sqrt{3}}$ | $\sqrt{3} \sigma_{1},-\sqrt{3} \sigma_{2}$ | $\frac{2}{\sqrt{3}} \varepsilon_{1},-\frac{2}{\sqrt{3}} \varepsilon_{2}$ | $\frac{\sigma_{e q}}{\sqrt{3}}$ |
| Uniaxial tension | 0 | $-\frac{1}{2}$ | $\frac{1}{3}$ | $-2 \varepsilon_{2},-2 \varepsilon_{3}$ | $-\frac{\varepsilon_{1}}{2}, \varepsilon_{3}$ | $-\frac{\varepsilon_{1}}{2}, \varepsilon_{2}$ | $\sigma_{e q}$ | 0 | $\sigma_{1}$ | $\varepsilon_{1},-2 \varepsilon_{2}$ | $\frac{\sigma_{e q}}{2}$ |
| Plane strain | $\frac{1}{2}$ | 0 | $\frac{1}{\sqrt{3}}$ | $-\varepsilon_{3}$ | 0 | $-\varepsilon_{1}$ | $2 \sigma_{2}, \frac{2 \sigma_{e q}}{\sqrt{3}}$ | $\frac{\sigma_{1}}{2}, \frac{\sigma_{e q}}{\sqrt{3}}$ | $\frac{\sqrt{3}}{2} \sigma_{1}, \sqrt{3} \sigma_{2}$ | $\frac{2}{\sqrt{3}} \varepsilon_{1}$ | $\frac{\sigma_{e q}}{\sqrt{3}}$ |
| Equal biaxial <br> stretching | 1 | 1 | $\frac{2}{3}$ | $\varepsilon_{2},-\frac{\varepsilon_{3}}{2}$ | $\varepsilon_{1},-\frac{\varepsilon_{3}}{2}$ | $-2 \varepsilon_{1},-2 \varepsilon_{2}$ | $\sigma_{2}, \sigma_{e q}$ | $\sigma_{1}, \sigma_{e q}$ | $\sigma_{1}, \sigma_{2}$ | $2 \varepsilon_{1}, 2 \varepsilon_{2}$ | $\frac{\sigma_{e q}}{2}$ |

### 4.4 Element size sensitivity and calibration of BWH, RTCL and SHEAR criteria

The RTCL and SHEAR rupture criteria are related to a critical equivalent plastic strain, which is determined from uniaxial tensile tests. This critical value is sensitive to the changes of the $l_{e} / t$ ratio. In the present analysis the mesh sensitivity of $\varepsilon_{c r}$ was taken into account by the following formula (Marinatos and Samuelides 2013a, 2013b and 2015):

$$
\begin{equation*}
\varepsilon_{c r}=A_{f}\left(\log \frac{l_{e}}{t}\right)^{3}+B_{f}\left(\log \frac{l_{e}}{t}\right)^{2}+C_{f}\left(\log \frac{l_{e}}{t}\right)+D_{f} \tag{4.37}
\end{equation*}
$$

where $\varepsilon_{c r}$ the critical equivalent true plastic strain, $t$ the thickness of the element, $l_{e}$ the element length and parameters $A_{f}-D_{f}$ the coefficients that were determined independently for each material. The values of parameters $A_{f}-D_{f}$ were given as input to VUMAT subroutine (ABAQUS 2010). Note that, application of equation (4.37) is limited for element length over thickness ratios below 20, i.e. $l_{e} / t<20$ (see also Figure 4.6).

BWH damage criterion due to its formulation exhibits lesser mesh sensitivity, as the material parameters $K$ and $n$ included in the equations are assumed to be independent of the element size, in particular up to the point of ultimate load in a uniaxial tensile test, where a uniform behaviour is considered regardless of the element length. The derivation of $K$ and $n$ material parameters has already been described in section 3.2 of chapter 3 .

Simulations of the uniaxial tensile tests with different mesh sizes were performed for the calibration of the RTCL and SHEAR rupture criteria. Finite element models were made to simulate the tensile tests. One end of the model of the simulated specimen was totally fixed, while at the opposite end a controlled displacement was applied. The displacement of two nodes, one at the left and the other at the right end of the gauge length was monitored during the simulation. When the relative displacement of the selected nodes reached the value obtained at the experimental point of fracture (see Table 2.1, chapter 2), the maximum value of the equivalent plastic strain was detected at the mid-section of the specimen and identified as the critical equivalent plastic strain.

The preceding procedure was followed in all of the examined materials. A maximum of eight values for $\varepsilon_{c r}$ were selected for different $l_{e} / t$ ratios and then suitable values for the parameters $A_{f}-D_{f}$ of relation (4.37) were determined to obtain the best polynomial fit through the simulated points. The scaling of $\varepsilon_{c r}$ according to the ratio $l_{e} / t$, using the proposed formula for each material, is illustrated in Figure 4.6 with respect to uniaxial simulations for different meshes. The coefficients $A_{f}$ to $D_{f}$ vary between -1.5 and 1.5 and were calibrated with the least square method, in order the third order polynomial to interpolate the value of $\varepsilon_{c r}$ between the minimum and maximum values of length to thickness ratio, which have been used for their determination. It is noted that, the RTCL and SHEAR rupture criteria were not calibrated in the case of the drop weight test, i.e. COLLISION DYNAMIC model (ASIS 1993 reported in ISSC 2003) as strain-rate effect was neglected in rupture modeling. However, uniaxial simulations using various strain-rates were performed, so as to determine the appropriate true stress-strain curve beyond necking (see section 3.3) for element length over thickness ratios $l_{e} / t>1$, which were used in the simulations of the
drop weight test. It was found that, for element length over thickness ratios $l_{e} / t>1$, powerlaw type true stress-strain curves yielded the best reproduction of the experimental engineering curves for the various strain-rates, as indicated in Table 5.1, chapter 5. The powerlaw true strain-rate dependent material curves are illustrated in Figure 5.23, chapter 5.

A detailed description with respect to the calibration of SHEAR and RTCL rupture criteria is presented in Appendix B.


Figure 4.6. Equivalent plastic failure strains for different element sizes (uniaxial simulations)
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## Chapter 5

## Numerical Analysis

### 5.1 Numerical modeling

The simulations were performed using the Abaqus/Explicit FE code with the four-node reduced integration quadrilateral Belytschko-Lin-Tsay shell elements, i.e. S4R with five integration points through the thickness (see Figure 3.2 and ABAQUS 2010). Contact between the rigid or deformable indenters and the structural configurations, was handled with the general contact algorithm provided within the Abaqus/Explicit FE code, which accounts for contact between different surfaces as well as interactions with self of the participating geometries. A static friction coefficient equal to 0.3 was assumed and used in all simulations, based on the work of Törnqvist (2003), Ehlers et al. (2008), Alsos et al. (2009), Hogström et al. (2010) and Hogström and Ringsberg (2012). In the cases of the CE-1 and CE-2 models, the coefficient was taken equal to 0.23 , following Tautz et al. (2013), see Table 5.1. For all quasi-static tests, the loading velocity of the indenter was taken equal to $3 \mathrm{~m} / \mathrm{sec}$ (see also Samuelides et al. 2007). This choice was twofold, namely: i) minimize inertial effects, i.e. the kinetic energy of the deforming material should not exceed a small fraction (typically $5 \%$ to $10 \%$ ) of its internal energy throughout most of the process (ABAQUS 2010) and ii) derive solutions within reasonable CPU time. It was found that the kinetic energy did not exceed $1 \%$ of the internal energy during the simulations of the benchmark study. In the case of the drop weight test, i.e. COLLISION DYNAMIC model, an initial velocity equal to the actual velocity of the indenter, i.e. $9.7 \mathrm{~m} / \mathrm{sec}$, was used (see ASIS 1993 reported in ISSC 2003). The selected boundary conditions represent the actual boundary conditions of the tests (see Appendix A).

The true stress-strain curve used in the simulations was obtained up to the ultimate load from the engineering curve and beyond necking according to equation (3.14) Ling (1996). The value of $w$ was selected independently for each element size, so as to give the closest reproduction of the engineering experimental stress-strain curve in uniaxial tension tests. In most cases of the examined materials for ratios $l_{e} / t>1$, the value of $w$ which gave the best reproduction was equal to zero, which corresponds to the powerlaw curve (see Figure 3.1 and Table 5.1). Values of $w$ not equal to zero were used in the cases of the materials that correspond to the plate and stiffener components of the OUTER-INNER SHELL models, the stiffener component in the case of the FLAT-KNIFE SPECIMENS models and the web frame component in the case of the CE-1 model (see Table 5.1). The welds were modeled in the cases of the plate with one flat bar and two flat bar stiffeners, respectively, i.e. 1-FB and 2-FB models, as described in Alsos and Amdahl (2009) (see also Table 5.1). Data was not available in the rest experiments and modeling of welds was not applied.

Modeling of rupture initiation and propagation was achieved using three rupture criteria, i.e. SHEAR (Marinatos and Samuelides 2013a, 2013b and 2015), RTCL (Törnqvist 2003) and BWH (Alsos et al. 2008). The criteria were implemented into VUMAT subroutine (see also Appendix C and ABAQUS 2010), which interacts with the explicit FE code and refers to an isotropic hardening material that follows the $J_{2}$ flow theory assuming plane stress conditions.

In Abaqus/Explicit by default, element deletion is achieved when a rupture criterion is satisfied in all of the through thickness integration points of a shell element. There are no alternatives for the user and as a result an element will not be removed from the mesh in any other case; for example by selecting a specific through thickness integration point, or a number of through thickness integration points other than the total number. However, BWH criterion is satisfied when the major in-plane principal true membrane stress reaches a critical value, which implies that bending is neglected. Hence, the criterion should be activated when this critical stress is reached only in the middle layer of a shell element, regardless of the magnitude of the stress concerned in the rest through thickness integration points. Therefore, in the case of BWH criterion, VUMAT subroutine was further developed in order the element to be removed from the mesh when the criterion was satisfied in the middle layer of a shell element. In order to achieve this, data had to be written for every through thickness integration point of all shell elements in the model at each time step and saved until the next time step. Then the state variable, which controls element deletion, would be activated only when the condition of the criterion was reached at the through thickness integration point of the middle layer of a shell. Unfortunately, this procedure could be applied only if the simulations were performed using no more than one CPU, which introduced limitations concerning the size of the models and meshes used in the simulations in contrast to the rest criteria. BWH rupture criterion was applied in the cases of the US Plate, 1-FB, 2-FB, ST-3, ST-4, US, LS, TS, OS, COLLISION STATIC, OUTER-INNER SHELL, FLAT-KNIFE SPECIMENS, P1-15, P2-15 and S1-20, S2-20 models. It is also noted that, RTCL and SHEAR rupture criteria were used in its scaled forms, i.e. RTCLS, SHEARS (Marinatos and Samuelides 2013a, 2013b and 2015). The modeling parameters for each simulated model are summarized in Table 5.1.

Strain-rate effect was investigated in the case of the COLLISION DYNAMIC model, without including modeling of rupture. Simulations using RTCLS and SHEARS rupture criteria were also performed in this case, however without including strain-rate effect on the material curve (see also Samuelides 2015 and Marinatos and Samuelides 2015). Hence, the critical values of equivalent plastic strain remained the same as in the case of the COLLISION STATIC model (see Table 5.1).

Table 5.1. Simulated models and modeling parameters

| Modeling parameters | Simulated models |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | US Plate-1-FB-2-FBAlsos and Amdahl (2009) |  |  |  |  |  | $\begin{gathered} \text { ST-3 models } \\ \text { Paik et al. (1999) } \end{gathered}$ |  |  | ST-4 models Paik et al. (1999) |  |  | US-LS-TS-OSPaik and Tak (1995) |  |  |  |  |  |
|  | Components |  |  |  |  |  | Components |  |  |  |  |  | Components |  |  |  |  |  |
|  | $\begin{gathered} \hline \text { Plates US, } \\ 1-\mathrm{FB} \& 2 \text {-FB } \\ t=5 \mathrm{~mm} \end{gathered}$ |  |  | FB Stiffener $t=6 \mathrm{~mm}$ |  |  | $\begin{gathered} \text { Plates, } \\ \text { Webs } \\ t=2.8 \mathrm{~mm} \end{gathered}$ |  |  | Plates,Webs$t=3.95 \mathrm{~mm}$ |  |  | $\begin{gathered} \text { Plates } \\ t=7.03-7.4 \mathrm{~mm} \end{gathered}$ |  |  | $\begin{gathered} \text { Stiffeners } \\ t=7.13-7.57 \mathrm{~mm} \end{gathered}$ |  |  |
| $l_{e}(\mathrm{~mm})$ | 5 | 10 | 18 | 5 | 10 | 18 | 5.6 | 12.5 | 25 | 7.9 | 12.5 | 25 | 8 | 16 | 30 | 8 | 16 | 30 |
| $l_{e} / t$ | 1.0 | 2.0 | 3.6 | 0.83 | 1.67 | 3.0 | 2.0 | 4.46 | 8.93 | 2.0 | 3.16 | 6.33 | 1.08-1.14 | 2.16-2.28 | 4.05-4.27 | 1.06-1.12 | 2.11-2.24 | 3.96-4.21 |
| $\varepsilon_{c r}$ | 0.425 | 0.361 | 0.322 | 0.43 | 0.357 | 0.324 | 0.58 | 0.433 | 0.395 | 0.362 | 0.335 | 0.315 | 0.45-0.458 | 0.37-0.375 | 0.33-0.333 | 0.452-0.461 | 0.371-0.377 | 0.331-0.334 |
| $w$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| $\begin{gathered} \hline \text { Loading } \\ \text { velocity } \\ v(m / s e c) \\ \hline \end{gathered}$ | 3.0 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Contact | Application of the general contact algorithm in Abaqus/Explicit |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Static friction coefficient | 0.3 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Welds | Weld seams rows of 6 mm wide elements <br> On the plate side thickness increase: 2 mm <br> On the stiffener side <br> thickness increase: 4 mm |  |  |  |  |  | Not applied |  |  |  |  |  |  |  |  |  |  |  |

## continued from previous page

| Modeling parameters | Simulated models |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | COLLISION STATICASIS (1993) reported in ISSC (2003) |  |  |  |  |  | COLLISION DYNAMICASIS (1993) reported in ISSC (2003) |  |  |  |  |  | $\begin{gathered} \hline \text { P1-15-P2-15 models } \\ \text { DNV (1993) } \end{gathered}$ |  |  | $\begin{gathered} \hline \text { S1-20-S2-20 models } \\ \text { DNV (1993) } \end{gathered}$ |  |  |
|  | Components |  |  |  |  |  | Components |  |  |  |  |  | Components |  |  | Components |  |  |
|  | Transv. Web Stif. <br> Str. Deck Str. Deck Stif. $t=7 \mathrm{~mm}$ |  | Transv. Web$t=8 \mathrm{~mm}$ |  | Side Shell$t=10 \mathrm{~mm}$ |  | Transv. Web Stif. <br> Str. Deck Str. Deck Stif. $t=7 \mathrm{~mm}$ |  | Transv. Web$t=8 \mathrm{~mm}$ |  | Side Shell$t=10 \mathrm{~mm}$ |  | $\begin{gathered} \text { Plates } \\ t=15 \mathrm{~mm} \end{gathered}$ |  |  | $\begin{gathered} \text { Plates } \\ t=20 \mathrm{~mm} \end{gathered}$ |  |  |
| $l_{e}(\mathrm{~mm})$ | 12.5 | 25 | 12.5 | 25 | 12.5 | 25 | 12.5 | 25 | 12.5 | 25 | 12.5 | 25 | 15 | 30 | 45 | 20 | 40 | 60 |
| $l_{e} / t$ | 1.8 | 3.57 | 1.56 | 3.125 | 1.25 | 2.5 | 1.8 | 3.57 | 1.56 | 3.125 | 1.25 | 2.5 | 1.0 | 2.0 | 3.0 | 1.0 | 2.0 | 3.0 |
| $\varepsilon_{c r}$ | 0.409 | 0.375 | 0.413 | 0.375 | 0.443 | 0.408 | 0.409 | 0.375 | 0.413 | 0.375 | 0.443 | 0.408 | 0.291 | 0.269 | 0.259 | 0.286 | 0.242 | 0.228 |
| w | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Loading or initial velocity $v(\mathrm{~m} / \mathrm{sec})$ | 3.0 |  |  |  |  |  | 9.7 |  |  |  |  |  | 3.0 |  |  |  |  |  |
| Contact | Application of the general contact algorithm in Abaqus/Explicit |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Static friction coefficient | 0.3 |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Welds | Not applied |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |


| Modeling parameters | Simulated models |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | OUTER-INNER SHELLGong et al. (2013) |  |  |  | FLAT-KNIFE SPECIMENSVillavicencio (2012) and Villavicencio et al. (2013) |  |  |  | CE-1-CE-2Tautz et al. (2013) and Fricke et al. (2014) |  |  |  |  |  |
|  | Components |  |  |  | Components |  |  |  | Components |  |  |  |  |  |
|  | $\begin{gathered} \text { Plates } \\ t=3.6 \mathrm{~mm} \end{gathered}$ |  | Stiffeners$t=4.4 \mathrm{~mm}$ |  | $\begin{gathered} \text { Plates } \\ t=3 \mathrm{~mm} \end{gathered}$ |  | Stiffeners$t=5 \mathrm{~mm}$ |  | $\begin{gathered} \text { Shell } \\ t=4 \mathrm{~mm} \end{gathered}$ |  | Web Frame$t=5 \mathrm{~mm}$ |  | Long. Stif.$t=7 \mathrm{~mm}$ |  |
| $l_{e}(\mathrm{~mm})$ | 8 | 16 | 8 | 16 | 8 | 16 | 8 | 16 | 12.5 | 25 | 12.5 | 25 | 12.5 | 25 |
| $l_{e} / t$ | 2.22 | 4.44 | 1.82 | 3.64 | 2.67 | 5.33 | 1.6 | 3.2 | 3.125 | 6.25 | 2.5 | 5 | 1.79 | 3.57 |
| $\varepsilon_{c r}$ | 0.323 | 0.27 | 0.326 | 0.285 | 0.319 | 0.276 | 0.383 | 0.313 | 0.299 | 0.245 | 0.319 | 0.277 | 0.258 | 0.23 |
| w | 0.7 | 0.2 | 0.7 | 0.2 | 0 | 0 | 0.2 | 0 | 0 | 0 | 0.2 | 0 | 0 | 0 |
| Loading velocity $v(m / s e c)$ | 3.0 |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Contact | Application of the general contact algorithm in Abaqus/Explicit |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Static friction coefficient | 0.3 |  |  |  |  |  |  |  | 0.23 |  |  |  |  |  |
| Welds | Not applied |  |  |  |  |  |  |  |  |  |  |  |  |  |

### 5.2 Numerical results and discussion

The following paragraphs present and discuss in detail the results of the numerical simulations in terms of force-penetration curves and absorbed energy-penetration curves as well as the failure modes for different element lengths. Contours of the damage variable are also presented. The experimental force and absorbed energy-penetration curves are compared with the corresponding curves obtained from the FE simulations for various meshes. The patterns of deformation of the specimens as observed during the tests are also compared with those predicted from the FE simulations. The comparison is performed for the cases where pictures of the deformed specimens were available in the literature. In the cases of the ST-4-BW, ST-4-OW, US, LS, TS, OS and COLLISION STATIC models, pictures of the deformed specimens were not available. The best results, regarding the correlation with the experiments, i.e. experimental force and absorbed energy-penetration curves and deformation patterns, are identified in each case. Note that, in some cases results with more than one rupture criterion were in good correlation with the experiments and were designated as best. The differences between the numerical and experimental results using the various criteria and mesh sizes are also quantified, by comparing the force peaks and troughs as well as the energy absorbed by the structures in each case. The results of the latter analysis are presented in Appendix D.

### 5.2.1 US Plate, 1-FB and 2-FB models-(Alsos and Amdahl 2009)

Figure 5.1 refers to the US Plate model and illustrates comparisons of the experimental force-penetration and absorbed energy-penetration curves with the corresponding numerical curves for three mesh sizes, in the cases of the RTCLS and SHEARS criteria and two mesh sizes in the case of BWH criterion. The material behaviour beyond necking is represented by the powerlaw curve. Moreover, Figure 5.2 presents a comparison of the damage as predicted using the three criteria and different meshes with the corresponding picture of the experiment (Alsos and Amdahl 2009). According to the experimental observations in Alsos and Amdahl (2009), rupture of the plate took place at a certain load under biaxial stretching that followed extended thinning in a large area of the sheet. Numerical analyses with all rupture criteria and meshes show the same trend, namely the numerical curves follow closely the experimental force-penetration curve, but differ at the prediction of rupture initiation. The difference between RTCLS, SHEARS and BWH rupture criteria is obvious. As already mentioned in sub-section 4.2.5, BWH predicts local instability, which is initiated prior to fracture and applies to membrane stresses and strains. Thus, BWH tends to predict rupture at a rather earlier stage. Furthermore, due to the biaxial loading of the plate, high stress triaxialities, i.e. $T>1 / \sqrt{3}$, are developed early in the simulation and the stress triaxiality function in the majority of the loading steps is over one, i.e. $f(T)>1$ (see Figure 4.1, chapter 4 and Figure 5.59 in section 5.3). As a result the critical equivalent plastic strain is reached sooner and RTCLS criterion tends to predict initiation of rupture at an earlier stage. The best reproduction of the experimental curve is achieved in the case of SHEARS criterion using a fine mesh, although underestimation of the experimental force-penetration point is also evident here.

A similar behaviour, with respect to the various criteria and meshes, is also observed in the case of the 1-FB model. Results in the case of SHEARS criterion and a fine mesh are in good agreement with the experimental force and energy-penetration curves (see Figure 5.3). It is noted that, all criteria predict rupture on the plate far from the intersection with the stiffener, while according to Alsos and Amdahl (2009), rupture was observed on the plate next to the weld toe (see Figure 5.4). In the case of the 2-FB model, BWH and SHEARS criteria yield very good correlation with the experimental force and energy-penetration curves for a coarse mesh. Satisfactory prediction of the residual strength, i.e. strength beyond rupture initiation as well as representation of rupture is achieved by all rupture criteria (see Figures 5.5 and 5.6).

One may observe that mesh size seems to have a much less effect on BWH criterion. In fracture analyses with finite elements the numerical solution is sensitive to the mesh size. As BWH criterion is activated before the final stage of fracture, mesh size effect is not as significant as it is with the other criteria. However, when the mesh size is too fine high stresses are developed, especially in the vicinity of geometric constraints, i.e. boundary conditions, intersections between plates and stiffeners, etc., where localized phenomena are dominant and as a result rupture is predicted to occur at an earlier stage. This for instance is observed in the case of the 2-FB model (see Figure 5.5). Table 5.2 summarizes the best results for each simulated model (see also Appendix D).

Table 5.2. Numerical results for each simulated model and rupture criterion

|  | Rupture Criteria |  |  |
| :---: | :---: | :---: | :---: |
| Simulated Models | SHEARS | RTCLS | BWH |
| US Plate | Not good correlation between different meshes <br> Underestimation of resistance in all cases Best results for $l_{e}=5 \mathrm{~mm} \text { or } l_{e} / t=1$ $(*),(* *)$ | Not good correlation between different meshes <br> Underestimation of resistance in all cases Best results for $l_{e}=5 \mathrm{~mm} \text { or } l_{e} / t=1$ | Good correlation between different meshes <br> Underestimation of resistance in all cases <br> Best results for $l_{e}=18 \mathrm{~mm} \text { or } l_{e} / t=3.6$ |
| 1-FB | Good correlation between meshes with $l_{e} / t>1$ <br> Underestimation of resistance for meshes with $l_{e} / t>1$ <br> Best results for $l_{e}=5 \mathrm{~mm}$ or $l_{e} / t=1$ <br> (*) | Good correlation between meshes with $l_{e} / t>1$ <br> Underestimation of resistance in all cases Best results for $l_{e}=5 \mathrm{~mm} \text { or } l_{e} / t=1$ | Good correlation between different meshes <br> Underestimation of resistance in all cases <br> Best results for $l_{e}=18 \mathrm{~mm} \text { or } l_{e} / t=3.6$ |
| 2-FB | Good correlation between meshes with $l_{e} / t<3$ <br> Underestimation of resistance for meshes with $l_{e} / t<3$ <br> Best results for $l_{e}=18 \mathrm{~mm} \text { or } l_{e} / t=3.6$ <br> (**) | Good correlation between meshes with $l_{e} / t<3$ <br> Underestimation of resistance in all cases <br> Best results for $l_{e}=18 \mathrm{~mm} \text { or } l_{e} / t=3.6$ <br> (**) | Not good correlation between different meshes <br> Underestimation of resistance for a meshes with $l_{e} / t<3$ <br> Best results for $l_{e}=18 \mathrm{~mm} \text { or } l_{e} / t=3.6$ <br> (*), (**) |

(*): best correlation with experimental force and energy-penetration curves, (**): best representation of rupture


Figure 5.1. US Plate model. Force and absorbed energy-penetration curves.
Prediction of rupture according to SHEARS, RTCLS and BWH rupture criteria in combination with the powerlaw type material curve
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US PLATE
Figure 5.2. US-Plate model. Representation of damage according to SHEARS, RTCLS and BWH rupture criteria (Alsos and Amdahl 2009)


Figure 5.3. 1-FB model. Force and absorbed energy-penetration curves.
Prediction of rupture according to SHEARS, RTCLS and BWH rupture criteria in combination with the powerlaw type material curve
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Figure 5.4. 1-FB model. Representation of damage according to SHEARS, RTCLS and BWH rupture criteria (Alsos and Amdahl 2009)



Figure 5.5. 2-FB model. Force and absorbed energy-penetration curves.
Prediction of rupture according to SHEARS, RTCLS and BWH rupture criteria in combination with the powerlaw type material curve


Figure 5.6. 2-FB model. Representation of damage according to SHEARS, RTCLS and BWH rupture criteria (Alsos and Amdahl 2009)
5.2.2 ST-3-BW, ST-3-OW, ST-4-BW and ST-4-OW models-(Paik et al. 1999)

Figures 5.7, 5.9, 5.11 and 5.13 refer to the ST-3-BW, ST-3-OW, ST-4-BW and ST-4-OW models and illustrate comparisons of the experimental force-penetration and absorbed energy-penetration curves with the corresponding numerical curves for three mesh sizes, in the cases of the RTCLS and SHEARS criteria and one mesh size in the case of BWH criterion. The material behaviour beyond necking is represented by the powerlaw curve. Furthermore, Figures 5.8, 5.10, 5.12 and 5.14, illustrate the representation of damage with respect to the three criteria for different meshes. Comparisons with the corresponding pictures of the experiments (Paik et al. 1999) are also included in Figures 5.8 and 5.10.

From Figures 5.7, 5.9, 5.11 and 5.13, one may observe that all criteria show a similar behaviour and numerical results tend to converge for finer meshes, i.e. $l_{e} / t<5$. In the cases of the ST-3-BW and ST-4-BW models, SHEARS and RTCLS criteria yield close results for all different mesh sizes, while in the cases of the ST-3-OW and ST-4-OW models convergence between the two criteria is achieved for a fine mesh, i.e. $l_{e} / t=2$. Results obtained using BWH criterion and a coarse mesh, i.e. $l_{e} / t>6$, are close to the results of the rest criteria for the respective mesh size in all cases.

In the cases of the ST-3-BW and ST-4-BW models, all criteria capture fairly well the first part of the experimental curve, i.e. at approximately 180 mm penetration, where according to Paik et al. (1999), due to the fixed boundary conditions, membrane tension effects reach a maximum, as the indenter pushes the adjacent webs towards the outside, the outer skin plating starts to buckle and the force drops (see Figures 5.7 and 5.11). After that point, divergence from the experimental curve and overestimation of the structure's resistance is observed, especially for coarser meshes. Simulations with finer meshes correlate better with the last part of the experimental curves, i.e. beyond 300 mm penetration (see Figures 5.7 and 5.11). From Figure 5.8 it is obvious that the finer the mesh the less stiff the behaviour of the structure. This is depicted through the buckling of the side webs, which is not the case in the experiment. Best representation of the deformation pattern and rupture is achieved by SHEARS criterion using a coarse mesh. Similarly to the precedent models, in the cases of the ST-3-OW and ST-4-OW models, good correlation with the experimental force and energypenetration curves is achieved for finer meshes (see Figures 5.9 and 5.13). Best representation of the deformation pattern is achieved by SHEARS criterion using a 12.5 mm mesh (see Figure 5.10). Table 5.3 summarizes the best results for each simulated model (see also Appendix D).

Table 5.3. Numerical results for each simulated model and rupture criterion

|  | Rupture Criteria |  |  |
| :---: | :---: | :---: | :---: |
| Simulated Models | SHEARS | RTCLS | BWH |
| ST-3-BW | Good correlation between different meshes and with experimental results for $l_{e} / t<5$ Best results for $\begin{gathered} l_{e}=5.6,12.5 \mathrm{~mm} \text { or } \\ 2 \leq l_{e} / t \leq 4.5 \end{gathered}$ <br> (*), (**) for $l_{e}=25 \mathrm{~mm}$ | Good correlation between different meshes and with experimental results for $l_{e} / t<5$ Best results for $\begin{gathered} l_{e}=5.6,12.5 \mathrm{~mm} \text { or } \\ 2 \leq l_{e} / t \leq 4.5 \end{gathered}$ <br> (*) | Good correlation with experimental results up to 180 mm penetration depth and overestimation of resistance beyond that point $l_{e} / t>6$ |
| ST-3-OW | Good correlation between different meshes and with experimental results for $l_{e} / t<5$ Best results for $\begin{gathered} l_{e}=5.6,12.5 \mathrm{~mm} \text { or } \\ 2 \leq l_{e} / t \leq 4.5 \end{gathered}$ <br> (*), (**) for $l_{e}=12.5 \mathrm{~mm}$ | Good correlation between different meshes and with experimental results for $l_{e} / t<5$ Best results for $\begin{gathered} l_{e}=5.6,12.5 \mathrm{~mm} \text { or } \\ 2 \leq l_{e} / t \leq 4.5 \end{gathered}$ | Overestimation of resistance, especially in the first 100 mm and the last 150 mm of penetration $l_{e} / t>6$ |
| ST-4-BW | Good correlation between different meshes and with experimental results for $l_{e} / t<4$ Best results for $l_{e}=7.9,12.5 \mathrm{~mm}$ or $2 \leq l_{e} / t \leq 3.2$ <br> (*) | Good correlation between different meshes and with experimental results for $l_{e} / t<4$ Best results for $l_{e}=7.9,12.5 \mathrm{~mm}$ or $2 \leq l_{e} / t \leq 3.2$ <br> (*) | Good correlation with experimental results up to 180 mm penetration depth and overestimation of resistance beyond that point $l_{e} / t>6$ |
| ST-4-OW | Good correlation between different meshes and with experimental results Best results for $l_{e}=7.9,12.5 \mathrm{~mm}$ or $2 \leq l_{e} / t \leq 3.2$ <br> (*) | Good correlation between different meshes and with experimental results for $l_{e} / t<4$ Best results for $\begin{gathered} l_{e}=7.9,12.5 \mathrm{~mm} \text { or } \\ 2 \leq l_{e} / t \leq 3.2 \end{gathered}$ <br> (*) | Overestimation of resistance, especially in the first 100 mm and the last 100 mm of penetration $l_{e} / t>6$ |

${ }^{(*)}$ : best correlation with experimental force and energy-penetration curves, $\left({ }^{* *}\right)$ : best representation of rupture



Figure 5.7. ST-3-BW model. Force and absorbed energy-penetration curves.
Prediction of rupture according to SHEARS, RTCLS and BWH rupture criteria in combination with the powerlaw type material curve


ST-3-BW
Figure 5.8. ST-3-BW model. Representation of damage according to SHEARS, RTCLS and BWH rupture criteria (Paik et al. 1999)



Figure 5.9. ST-3-OW model. Force and absorbed energy-penetration curves.
Prediction of rupture according to SHEARS, RTCLS and BWH rupture criteria in combination with the powerlaw type material curve


Figure 5.10. ST-3-OW model. Representation of damage according to SHEARS, RTCLS and BWH rupture criteria (Paik et al. 1999)


Figure 5.11. ST-4-BW model. Force and absorbed energy-penetration curves.
Prediction of rupture according to SHEARS, RTCLS and BWH rupture criteria in combination with the powerlaw type material curve


ST-4-BW

Figure 5.12. ST-4-BW model. Representation of damage according to SHEARS, RTCLS and BWH rupture criteria


Figure 5.13. ST-4-OW model. Force and absorbed energy-penetration curves.
Prediction of rupture according to SHEARS, RTCLS and BWH rupture criteria in combination with the powerlaw type material curve


## ST-4-OW

Figure 5.14. ST-4-OW model. Representation of damage according to SHEARS, RTCLS and BWH rupture criteria

### 5.2.3 US, LS, TS and OS models-(Paik and Tak 1995)

Figures 5.15, 5.17, 5.19 and 5.21 refer to the US, LS, TS and OS models and illustrate comparisons of the experimental force-penetration and absorbed energy-penetration curves with the corresponding numerical curves according to SHEARS, RTCLS and BWH rupture criteria for three mesh sizes. The material behaviour beyond necking is represented by the powerlaw curve. Moreover, Figures 5.16, 5.18, 5.20 and 5.22, illustrate the representation of damage with respect to the three criteria for different meshes.

The basic characteristic of the simulations of the cutting tests simulations is the sharp variations in the force-penetration curves (see Figures 5.15, 5.17, 5.19 and 5.21 and Figures $5.41,5.45,5.49$ and 5.54 of sub-section 5.2.8). The formation of these sharp variations is attributed to the loading and unloading of the elements adjacent to the contact area, which is very intense during the cutting process and to substantial changes in the contact area between the plate and the indenter that follow the deletion of an element. For finer meshes, i.e. $l_{e} / t \cong 1$, it is obvious that the sharp peaks and troughs are reduced. In the latter case a better correlation with the experimental force and absorbed energy-penetration curves is achieved with all rupture criteria. In particular, according to Figures 5.19 and 5.21, RTCLS criterion using a fine mesh, shows good correspondence with the experimental curves in the cases of the TS and OS models. SHEARS and BWH criteria yield also good results in all cases of the cutting tests using a fine mesh (see Figures 5.15, 5.17, 5.19 and 5.21). However, the three criteria predict different deformation patterns. As the paper Paik and Tak (1995) does not include pictures of the deformed specimens, the deformation patterns obtained from the simulations were examined against the descriptions given in Paik and Tak (1995).

In the case of the US model, cutting and curling of the plate was observed during the loading process and a stable contact of the plate flaps with the wedge face occurred from about 150 mm penetration up to the end of the test. This description is in accordance with the results in the cases of SHEARS and BWH criteria (see Figure 5.16).

In the case of the LS model, curling of the plate precedes buckling of the longitudinal stiffeners. This trend is also captured by SHEARS and BWH criteria (see Figure 5.18). In the case of the TS model, curling of the plate was observed in the beginning of the loading process and the concertina tearing mode around 125 mm and up to 155 mm penetration. Thereafter, a rapid rise of the loading force due to contact of the wedge tip with the transverse stiffener took place and finally cutting of the latter. In Figure 5.20, it seems that the precedent behaviour is reproduced satisfactorily by all rupture criteria, especially when using a fine mesh.

In the case of the OS model, a combination of the damage phenomena which were observed in the previous cases was evident. The sequence was as follows (Paik and Tak 1995): i) cut and curling of the plate, ii) contact of the curled part of plate with the longitudinal stiffeners, iii) contact of the plate flaps with the wedge face, iv) large out of plane bending of the longitudinal stiffeners, v) contact of the wedge tip with the transverse stiffener, vi) cut of the transverse stiffener and vii) contact of the flaps with the wedge face leading to a new rise in the loading force. All the aforementioned steps during the loading
process seem to have been captured by all rupture criteria with relatively fine meshes, i.e. $l_{e} / t<3$ (see Figure 5.22).

During the loading process of cutting of the plates, stress triaxialities in the range of $-1 / 3<T<0$ or $-2<\beta<-1$, i.e. triaxialities corresponding to modes between uniaxial compression and pure shear processes, are mainly developed. In the case of RTCLS rupture criterion the stress triaxiality function within this range of stress triaxialities is way below one, i.e. $f(T)<1$ (see Figure 4.1, chapter 4 and Figure 5.60 in section 5.3). As a result the critical equivalent plastic strain is reached at a later stage and RTCLS criterion tends to overestimate the stiffness of the structure. This trend is obvious in the present cases (see Figures 5.15-5.20). It is noted that, in both cases of the scaled forms of RTCL and SHEAR rupture criteria the damage parameters $D_{S H E A R}$ and $D_{R T C L}$, in equations (4.23) and (4.24) respectively, do not increase for triaxialities which are below $-1 / 3$, i.e. cut-off value, although equivalent plastic strains may be developed (see Figure 4.1, chapter 4 and Figure 5.60 in section 5.3). Table 5.4 summarizes the best results for each simulated model (see also Appendix D).

Table 5.4. Numerical results for each simulated model and rupture criterion

|  | Rupture Criteria |  |  |
| :---: | :---: | :---: | :---: |
| Simulated Models | SHEARS | RTCLS | BWH |
| US | Not good correlation between different meshes Best results for $l_{e}=8 \mathrm{~mm} \text { or } l_{e} / t=1.1$ $(*),(* *)$ | Not good correlation between different meshes and with experimental results | Not good correlation between different meshes Best results for $l_{e}=8 \mathrm{~mm}$ or $l_{e} / t=1.1$ |
| LS | Good correlation between different meshes and with experimental results for $l_{e} / t<3$ Best results for $l_{e}=8,16 \mathrm{~mm}$ or $1.1 \leq l_{e} / t \leq 2.3$ <br> $(*),(* *)$ for $l_{e}=16 \mathrm{~mm}$ | Not good correlation between different meshes and with experimental results | Good correlation between different meshes and with experimental results for $l_{e} / t<3$ Best results for $l_{e}=8,16 \mathrm{~mm}$ or $1.1 \leq l_{e} / t \leq 2.3$ <br> $(*),(* *)$ for $l_{e}=16 \mathrm{~mm}$ |
| TS | Not good correlation between different meshes Best results for $\begin{gathered} l_{e}=8 \mathrm{~mm} \text { or } l_{e} / t=1.1 \\ \left({ }^{(*),\left({ }^{*}\right)}\right. \end{gathered}$ | Not good correlation between different meshes Best results for $l_{e}=8 \mathrm{~mm} \text { or } l_{e} / t=1.1$ | Good correlation between different meshes for $l_{e} / t<3$ <br> Best results for $l_{e}=8,16 \mathrm{~mm}$ or $1.1 \leq l_{e} / t \leq 2.3$ <br> (**) for $l_{e}=8 \mathrm{~mm}$ |
| OS | Good correlation between different meshes for $l_{e} / t<3$ Best results for $l_{e}=8,16 \mathrm{~mm}$ or $1.1 \leq l_{e} / t \leq 2.3$ <br> $(*),(* *)$ for $l_{e}=16 \mathrm{~mm}$ | Good correlation between different meshes for $l_{e} / t<3$ Best results for $l_{e}=8,16 \mathrm{~mm}$ or $1.1 \leq l_{e} / t \leq 2.3$ <br> $(*),(* *)$ for $l_{e}=16 \mathrm{~mm}$ | Good correlation between different meshes for $l_{e} / t<3$ <br> Best results for $l_{e}=8,16 \mathrm{~mm}$ or $1.1 \leq l_{e} / t \leq 2.3$ <br> $(*),(* *)$ for $l_{e}=16 \mathrm{~mm}$ |

(*): best correlation with experimental force and energy-penetration curves, (**): best representation of rupture


Figure 5.15. US model. Force and absorbed energy-penetration curves.
Prediction of rupture according to SHEARS, RTCLS and BWH rupture criteria in combination with the powerlaw type material curve


Figure 5.16. US model. Representation of damage according to SHEARS, RTCLS and BWH rupture criteria



Figure 5.17. LS model. Force and absorbed energy-penetration curves.
Prediction of rupture according to SHEARS, RTCLS and BWH rupture criteria in combination with the powerlaw type material curve


Figure 5.18. LS model. Representation of damage according to SHEARS, RTCLS and BWH rupture criteria



Figure 5.19. TS model. Force and absorbed energy-penetration curves.
Prediction of rupture according to SHEARS, RTCLS and BWH rupture criteria in combination with the powerlaw type material curve


TS
Figure 5.20. TS model. Representation of damage according to SHEARS, RTCLS and BWH rupture criteria



Figure 5.21. OS model. Force and absorbed energy-penetration curves.
Prediction of rupture according to SHEARS, RTCLS and BWH rupture criteria in combination with the powerlaw type material curve


Figure 5.22. OS model. Representation of damage according to SHEARS, RTCLS and BWH rupture criteria
5.2.4 COLLISION STATIC and COLLISION DYNAMIC models-(ASIS 1993 reported in ISSC 2003)

Figure 5.24 refers to the COLLISION STATIC model and illustrates comparisons of the experimental force-penetration and absorbed energy-penetration curves with the corresponding numerical curves for two mesh sizes, in the cases of SHEARS and RTCLS criteria and one mesh size in the case of BWH criterion. The material behaviour beyond necking is represented by the powerlaw curve. Moreover, Figure 5.25 illustrates the representation of damage with respect to the three criteria for different meshes.

According to Figures 5.24 and 5.25 it is obvious that the three criteria yield considerably different results. In particular, SHEARS criterion predicts rupture of the stringer deck and stringer deck stiffeners at the joint with the right web using a coarse mesh, i.e. $l_{e} / t \cong 3$ as well as rupture of the side shell at the same point using a fine mesh, i.e. $l_{e} / t \cong 1.5$ (see Figure 5.25). RTCLS criterion shows consistency and predicts in both cases rupture of the side shell, stringer deck and stringer deck stiffeners at the joint with the webs and rupture along the joint with the webs, while BWH criterion is not activated under such loading conditions using a coarse mesh (see Figure 5.25). Due to lack of pictures of the experimental deformation patterns, comparison was realized in terms of the correspondence between numerical and experimental force and absorbed energy-penetration curves. Thus, from Figure 5.24 one may observe that numerical results in the case of RTCLS criterion are in good agreement with the experimental results and the numerical force-penetration curves follow the trend of the experiment, especially in the case of a coarse mesh. However, in both cases RTCLS criterion underestimates the resistance capacity of the structure approximately beyond 600 mm penetration. SHEARS criterion yields also good results using a fine mesh, although overestimation of the structure's stiffness in the majority of the loading steps is evident.

In the case of the drop weight test, i.e. COLLISION DYNAMIC model, with impact speed almost equal to $10 \mathrm{~m} / \mathrm{sec}$ or 19.4 knots, the material was modeled in three different ways: a) without including strain-rate effects and modeling of rupture, b) including strain-rate effects on the true stress-strain curves without including modeling of rupture and c) without including strain-rate effects but including modeling of rupture using SHEARS and RTCLS rupture criteria. It is noted that, in the numerical simulations of the COLLISION DYNAMIC model, all four drops as occurred in the experiment were performed, taking into account the change in the initial velocity due to the change of the height the indenter was positioned above the structure after the end of each drop (see Figures 5.26 and 5.27). Figure 5.26 illustrates comparisons of the experimental force-penetration and absorbed energypenetration curves with the corresponding numerical curves for two mesh sizes in the cases of material models a) and b), while Figure 5.27 in the case of material model c). The material behaviour beyond necking is represented by the powerlaw curve. Figure 5.28 illustrates the representation of damage with respect to the selected criteria for two different meshes.

Considering material models $a$ ) and $b$ ), the structure shows a much stiffer behaviour than in the experiment when the effect of strain-rate is included on the true stress-strain curve of the material (see Figure 5.26). Figure 5.23 compares the true strain-rate dependent material curves and the true material curve of the quasi-static uniaxial tension test for each material (see also Appendix A). It is observed that, the higher the strain-rate the stiffer the material, prior and beyond necking. It is noted that, ultimate stress in Figure 5.23 is the true stress at the point of ultimate load of the engineering stress-strain curve, i.e. $\sigma_{u}$. A reason for such a stiffer behaviour could be that, in case the material behaviour at various strain-rates is determined by tensile tests, where the rate of strain is controlled by monitoring the rate over the gauge length, the strain-rate at the neck is usually higher. Hence, the parts of the true stress-strain curves at and beyond necking may correspond to higher strain-rates than the mid strain-rates used in the experiments. However, further research is needed before concluding if strain-rate effect is essential in the numerical analyses of ship impacts.

Figures 5.27 and 5.28 present the results of material model c). From Figure 5.28, it is observed that in both cases RTCLS criterion predicts rupture of the stringer deck along the joint with the webs, which has not been observed in the test. SHEARS criterion shows a good representation of the deformation pattern as well as good correlation with the experimental curves especially in the case of a fine mesh, where the penetration depth at the end of the fourth drop is captured satisfactorily (see Figure 5.27). Table 5.5 summarizes the best results for each simulated model (see also Appendix D).

Table 5.5. Numerical results for each simulated model and rupture criterion

|  | Rupture Criteria |  |
| :---: | :---: | :---: |
| Simulated <br> Models | SHEARS | RTCLS |
| COLLISION STATIC | Not good correlation between different meshes Best results for $\begin{gathered} l_{e}=12.5 \mathrm{~mm} \text { or } \\ l_{e} / t \cong 1.5 \end{gathered}$ | Good correlation between different meshes Best results for $l_{e}=25 \mathrm{~mm}$ or $l_{e} / t \cong 3(*)$ |
| COLLISION DYNAMIC <br> Without strainrate effect | Good correlation between different meshes and with experimental results Best results for $l_{e}=12.5 \mathrm{~mm}$ or $l_{e} / t \cong 1.5$ (*), (**) | Not good correlation between different meshes and with experimental results |
|  | No damage |  |
|  | With strain-rate effect | Without strain-rate effect |
| COLLISION DYNAMIC | Good correlation between different meshes Best results for $l_{e}=12.5 \mathrm{~mm}$ or $l_{e} / t \cong 1.5$ | Good correlation between different meshes and with experimental results Best results for $l_{e}=25 \mathrm{~mm}$ or $l_{e} / t \cong 3$ |

$\left(^{*}\right)$ : best correlation with experimental force and energy-penetration curves, (**): best representation of rupture


Figure 5.23. Stress-strain relation for various strain-rates in the case of the drop weight test



Figure 5.24. COLLISION STATIC model. Force and absorbed energy-penetration curves.
Prediction of rupture according to SHEARS, RTCLS and BWH rupture criteria in combination with the powerlaw type material curve

SHEARS $\left[l_{e}(m m)=12.5,25\right]$

$\operatorname{RTCLS}\left[l_{e}(m m)=12.5,25\right]$


BWH $\left[\boldsymbol{l}_{e}(\boldsymbol{m m})=25\right]$


COLLISION STATIC
Figure 5.25. COLLISION STATIC model. Representation of damage according to SHEARS, RTCLS and BWH rupture criteria



Figure 5.26. COLLISION DYNAMIC model. Force and absorbed energy-penetration curves.
Comparison between results with and without strain-rate effect and no damage in combination with the powerlaw type material curve



Figure 5.27. COLLISION DYNAMIC model. Force and absorbed energy-penetration curves. Prediction of rupture according to SHEARS and RTCLS rupture criteria without strain-rate effect in combination with the powerlaw type material curve

SHEARS $\left[l_{e}(m m)=12.5,25\right]$

$\operatorname{RTCLS}\left[l_{e}(m m)=12.5,25\right]$


COLLISION DYNAMIC
Figure 5.28. COLLISION DYNAMIC model. Representation of damage according to SHEARS and RTCLS rupture criteria (ASIS 1993 reported in ISSC 2003)
5.2.5 OUTER SHELL and INNER SHELL models-(Gong et al. 2013)

Figures 5.29 and 5.31 refer to the OUTER SHELL and INNER SHELL models and show comparisons of the experimental force-penetration and absorbed energy-penetration curves with the corresponding numerical curves according to SHEARS, RTCLS and BWH rupture criteria for two mesh sizes. The material behaviour beyond necking is represented by true stress-strain curves with $w=0.2$ and 0.7 . Also, Figures 5.30 and 5.32 present comparisons of the damage as predicted using the three criteria and different meshes, with the corresponding pictures of the experiments (Gong et al. 2013).

The case of the OUTER SHELL model is similar to the case of the 2-FB model, which has already been discussed in sub-section 5.2.1. In both cases of the experiments, stiffened plates were loaded transversely by rigid bulbous shape indenters, which position was in the middle of the plates and between a pair of stiffeners. The two tests differ in terms of the thicknesses and dimensions of the structural components as well as of the number of the stiffeners and the shape of the indenter. According to the experimental observations, referred in Gong et al. (2013), rupture initially occurred at the stiffener welding seam at a certain load and then fracture propagated on the plate, in the region between the stiffeners, forming an ellipsoidal crack (see also Figure 5.30). All rupture criteria using a fine mesh, i.e. $l_{e} / t \cong 2$, capture the initiation of rupture that is just next to the joints of the stiffeners with the plate (see Figure 5.30). RTCLS criterion predicts the formation of the ellipsoidal crack using a coarse mesh, i.e. $l_{e} / t \cong 4$. This is also evident in Figure 5.29, where the numerical curve follows the trend of the experimental force-penetration curve beyond rupture initiation. However, in that case initiation of rupture is not captured properly; rupture initiates away from the stiffener joint (see Figure 5.30). In Figure 5.29, it is obvious that RTCLS criterion in both cases and BWH criterion using a fine mesh underestimate the load capacity of the configuration, while SHEARS and BWH criteria overestimate the load capacity of the configuration using a coarse mesh. Best correlation with the experimental point of rupture initiation is achieved with SHEARS criterion and a fine mesh.

In the case of the INNER SHELL model, following Gong et al. (2013), rupture initially occurred at the ends of the two middle stiffeners and subsequently in the middle of the long edge of the plate close to its boundary. Fracture at the ends of the two middle stiffeners is captured by all rupture criteria using a fine mesh (see Figure 5.32). However, RTCLS criterion in both cases predicts rupture on the plate, under the indenter next to the stiffeners joint, that has not been observed in the test which results in an abrupt drop of the loading force (see Figures 5.31 and 5.32). None of the rupture criteria captures fracture in the middle of the long edge of the plate at the end of the test. Table 5.6 summarizes the best results for each simulated model (see also Appendix D).

Table 5.6. Numerical results for each simulated model and rupture criterion

|  | Rupture Criteria |  |  |
| :---: | :---: | :---: | :---: |
| Simulated Models | SHEARS | RTCLS | BWH |
| OUTER SHELL | Not good correlation between different meshes Best results for $l_{e}=8 \mathrm{~mm} \text { or } l_{e} / t \cong 2$ <br> (*), (**) | Good correlation between different meshes Best results for $l_{e}=16 \mathrm{~mm} \text { or } l_{e} / t \cong 4$ $(*),(* *)$ | Not good correlation between different meshes Best results for $l_{e}=8 \mathrm{~mm} \text { or } l_{e} / t \cong 2$ (**) |
| INNER SHELL | Good correlation between different meshes Best results for $l_{e}=8 \mathrm{~mm} \text { or } l_{e} / t \cong 2$ $(*),(* *)$ | Good correlation between different meshes <br> Not good correlation with experimental results | Good correlation between different meshes Best results for $\underset{(*),(* *)}{l_{e}=8 \mathrm{~mm} \text { or } l_{e} / t \cong 2}$ |

(*): best correlation with experimental force and energy-penetration curves, (**): best representation of rupture


Figure 5.29. OUTER SHELL model. Force and absorbed energy-penetration curves.
Prediction of rupture according to SHEARS, RTCLS and BWH rupture criteria in combination with true stress-strain curves with $w=0.2$ and 0.7


Figure 5.30. OUTER SHELL model. Representation of damage according to SHEARS, RTCLS and BWH rupture criteria (Gong et al. 2013)



Figure 5.31. INNER SHELL model. Force and absorbed energy-penetration curves.
Prediction of rupture according to SHEARS, RTCLS and BWH rupture criteria in combination with true stress-strain curves with $w=0.2$ and 0.7


BWH $\left[l_{e}(m m)=8,16\right]$


INNER SHELL


Figure 5.32. INNER SHELL model. Representation of damage according to SHEARS, RTCLS and BWH rupture criteria (Gong et al. 2013)
5.2.6 FLAT SPECIMEN and KNIFE SPECIMEN models-(Villavicencio 2012 and Villavicencio et al. 2013)

Figures 5.33 and 5.35 refer to the FLAT SPECIMEN and KNIFE SPECIMEN models and illustrate comparisons of the experimental force-penetration and absorbed energy-penetration curves with the corresponding numerical curves according to SHEARS, RTCLS and BWH rupture criteria for two mesh sizes. The material behaviour beyond necking is represented by true stress-strain curves with $w=0$ and 0.2 . Moreover, Figures 5.34 and 5.36 present comparisons of the damage as predicted using the three criteria and different meshes, with the corresponding pictures of the experiments (Villavicencio 2012 and Villavicencio et al. 2013).

According to the experimental observations, referred in Villavicencio (2012) and Villavicencio et al. (2013), in the case of the FLAT SPECIMEN model, rupture of the plate initially occurred under the short edges of the indenter at a penetration depth approximately 60 mm . This is shown by the drop in the force in Figure 5.33. Then the crack propagated diagonally and towards the stiffeners joint (see Figure 5.34). RTCLS and SHEARS criteria in both cases predict correctly the initiation and propagation of the crack, while RTCLS criterion also captures the first drop in the force using a coarse mesh, i.e. $l_{e} / t \cong 4$ (see Figures 5.33 and 5.34). Numerical results in the case of BWH criterion are also in good agreement with the experimental observations up to the initiation of rupture. However, beyond that point in both cases BWH criterion underestimates the structure's strength, as it predicts rupture of the plate and stiffener in the middle of the structure, which is more extensive in the case of a fine mesh, i.e. $l_{e} / t \cong 2$ (see Figures 5.33 and 5.34).

Similarly to the FLAT SPECIMEN model case, initiation of rupture in the case of the KNIFE SPECIMEN model occurred on the plate at the ends of the indenter and then the crack propagated on the plate along the sharp edge of the indenter (see Figure 5.36). The initiation of rupture is captured fairly well by all rupture criteria using different meshes. Propagation of rupture is not predicted in the cases of RTCLS and SHEARS criteria and tripping of the middle stiffener takes place, which has not been observed in the test (see Figure 5.36). BWH criterion predicts correctly rupture propagation using a fine mesh, but also fracture of the middle stiffener and thus underestimates the structure's stiffness (see Figures 5.35 and 5.36). Table 5.7 summarizes the best results for each simulated model (see also Appendix D).

Table 5.7. Numerical results for each simulated model and rupture criterion

|  | Rupture Criteria |  |  |
| :---: | :---: | :---: | :---: |
| Simulated Models | SHEARS | RTCLS | BWH |
| $\begin{aligned} & \text { FLAT } \\ & \text { SPECIMEN } \end{aligned}$ | Good correlation between different meshes Best results for $\begin{gathered} l_{e}=16 \mathrm{~mm} \text { or } l_{e} / t \cong 4 \\ (*),(*) \end{gathered}$ | Good correlation between different meshes Best results for $\begin{gathered} l_{e}=16 \mathrm{~mm} \text { or } l_{e} / t \cong 4 \\ (*),\left({ }^{* *)}\right. \end{gathered}$ | Not good correlation between different meshes Best results for $l_{e}=16 \mathrm{~mm} \text { or } l_{e} / t \cong 4$ <br> (*) |
| $\begin{aligned} & \text { KNIFE } \\ & \text { SPECIMEN } \end{aligned}$ | Good correlation between different meshes Best results for $l_{e}=8 \mathrm{~mm} \text { or } l_{e} / t \cong 2$ <br> (*) | Good correlation between different meshes Best results for $l_{e}=16 \mathrm{~mm} \text { or } l_{e} / t \cong 4$ (*) | Not good correlation between different meshes Best results for $l_{e}=16 \mathrm{~mm} \text { or } l_{e} / t \cong 4$ $(* *) \text { for } l_{e}=8 \mathrm{~mm}$ |

${ }^{(*)}$ : best correlation with experimental force and energy-penetration curves, $\left({ }^{* *}\right)$ : best representation of rupture



Figure 5.33. FLAT SPECIMEN model. Force and absorbed energy-penetration curves.
Prediction of rupture according to SHEARS, RTCLS and BWH rupture criteria in combination with true stress-strain curves with $w=0$ and 0.2


Figure 5.34. FLAT SPECIMEN model. Representation of damage according to SHEARS, RTCLS and BWH rupture criteria (Villavicencio 2012 and Villavicencio et al. 2013)



Figure 5.35. KNIFE SPECIMEN model. Force and absorbed energy-penetration curves.
Prediction of rupture according to SHEARS, RTCLS and BWH rupture criteria in combination with true stress-strain curves with $w=0$ and 0.2

$\operatorname{RTCLS}\left[l_{e}(m m)=8,16\right]$


BWH $\left[l_{e}(m m)=8,16\right]$


KNIFE SPECIMEN


Figure 5.36. KNIFE SPECIMEN model. Representation of damage according to SHEARS, RTCLS and BWH rupture criteria (Villavicencio 2012 and Villavicencio et al. 2013)

### 5.2.7 CE-1 and CE-2 models-(Tautz et al. 2013 and Fricke et al. 2014)

Figures 5.37 and 5.39 refer to the CE-1 and CE-2 models and illustrate comparisons of the experimental force-penetration and absorbed energy-penetration curves with the corresponding numerical curves according to SHEARS and RTCLS rupture criteria for two mesh sizes. The material behaviour beyond necking is represented by true stress-strain curves with $w=0$ and 0.2 . Also, Figures 5.38 and 5.40 present comparisons of the damage as predicted using the two criteria and different meshes, with the corresponding pictures of the experiments (Tautz et al. 2013 and Fricke et al. 2014). Table 5.8 summarizes the observations during the experiments of the CE-1 and CE-2 models, according to Tautz et al (2013).

Table 5.8. Experimental observations for each test

|  |  | Experimental Models |  |
| :---: | :---: | :---: | :---: |
|  |  | Observations | CE-1 |

According to Figure 5.37, one may observe that in the case of the CE-1 model numerical results with both criteria are in good agreement with the experimental force and absorbed energy-penetration curves and the simulation follows the trend of the experimental force with respect to the peaks and troughs. The force-penetration curve in the case of RTCLS criterion captures fairly well the first peak, which is related to (ii) as well as the phenomena in (iii) and (v) as described in Table 5.8, especially when a coarse mesh is used, i.e. $l_{e} / t \cong 4.7$. However, RTCLS criterion underestimates the stiffness of the structure beyond 1000 mm penetration, which is more obvious when a fine mesh is used, i.e. $l_{e} / t \cong 2.3$ (see Figure 5.37). SHEARS criterion tends to overestimate the stiffness of the structure during the simulation, but it gives a good estimate of the absorbed energy the moment the inner shell ruptures, using a fine mesh (see Figure 5.37 and (v) in Table 5.8).

In the case of the CE-2 model, a similar to the CE-1 model case behaviour is observed. It is worth noticing that the force peaks in the first part of the test up to 550 mm penetration, i.e. (i) and (ii) in Table 5.8, are perfectly predicted by RTCLS criterion, especially when a coarse mesh is used, i.e. $l_{e} / t \cong 5.3$. Also here, both criteria predict correctly the absorbed energy the moment the inner shell ruptures; RTCLS criterion using a coarse mesh and SHEARS criterion using a fine mesh (see Figure 5.39 and (v) in Table 5.8). Table 5.9 summarizes the best results for each simulated model (see also Appendix D).

Table 5.9. Numerical results for each simulated model and rupture criterion

|  | Rupture Criteria |  |
| :---: | :---: | :---: |
| $\begin{array}{c}\text { Simulated } \\ \text { Models }\end{array}$ | SHEARS | RTCLS |
| CE-1 | $\left.\begin{array}{c}\text { Good correlation between } \\ \text { different meshes } \\ \text { Best results for } \\ l_{e}=12.5 ~ m m ~ o r ~ \\ l\end{array}\right)$ |  |
| $(*)$ |  |  |\(\left.) \begin{array}{c}Good correlation between <br>

different meshes <br>
Best results for <br>
(*)\end{array}\right\}\)

[^0]


Figure 5.37. CE-1 model. Force and absorbed energy-penetration curves.
Prediction of rupture according to SHEARS and RTCLS rupture criteria in combination with true stress-strain curves with $w=0$ and 0.2


Figure 5.38. CE-1 model. Representation of damage according to SHEARS and RTCLS rupture criteria
(Tautz et al. 2013 and Fricke et al. 2014)



Figure 5.39. CE-2 model. Force and absorbed energy-penetration curves.
Prediction of rupture according to SHEARS and RTCLS rupture criteria in combination with true stress-strain curves with $w=0$ and 0.2


CE-2
Figure 5.40. CE-2 model. Representation of damage according to SHEARS and RTCLS rupture criteria (Tautz et al. 2013 and Fricke et al. 2014)

### 5.2.8 P1-15, P2-15, S1-20 and S2-20 models-(DNV 1993)

Figures 5.41, 5.45, 5.49 and 5.54 refer to the P1-15, P2-15, S1-20 and S2-20 models and illustrate comparisons of the experimental force-penetration and absorbed energy-penetration curves with the corresponding numerical curves for three mesh sizes, in the cases of the RTCLS and SHEARS criteria and two mesh sizes in the case of BWH criterion. The material behaviour beyond necking is represented by the powerlaw curve. Moreover, Figures 5.425.44, 5.46-5.48, 5.50-5.53 and 5.55-5.57, show comparisons of the damage as predicted using the three criteria and different meshes with the corresponding pictures of the experiments (DNV 1993). A similar numerical analysis has already been described and discussed in subsection 5.2.3 (Paik and Tak 1995). However, in the present case the thicknesses of the plates are very close to the actual thicknesses of the plates used in the shipbuilding industry. Furthermore, pictures of the deformation patterns during and at the end of the experimental process were available, which contributed in the derivation of more comprehensive conclusions throughout the comparative study between the numerical and the experimental observations.

According to Figures 5.41, 5.45, 5.49 and 5.54, it is obvious that the finer the mesh the less the sharp variations in the force-penetration curves and the better the correlation with the experimental force and absorbed energy-penetration curves. In Figures D.21-D. 24 in Appendix D, are also presented the numerical force-penetration curves of the P1-15, P2-15, S1-20 and S2-20 models simulations for each mesh, using the moving average technique with a period equal to ten force values. The selected period for the application of the method was deemed appropriate, in order to minimize the sharp force peaks and troughs without losing the trend of each curve at the same time. This way it was easier to assess the correlation between the numerical and experimental results.

In the cases of the P1-15 and P2-15 models following DNV (1993) report, during the cutting process a global bulge of the plates in front of the wedge, accompanied by cutting and curling of the material, was observed (see Figures 5.44 and 5.48). SHEARS criterion captures the cutting and curling of the plates in both cases of the P1-15 and P2-15 models, whilst the global bulge is only predicted in the case of the P2-15 model using a coarse mesh, i.e. $l_{e} / t=3$ (see Figures 5.42 and 5.46). A similar behaviour is shown in the case of BWH criterion, regarding the cutting and curling patterns, while the global bulge of the plates is predicted with a 30 mm mesh, i.e. $l_{e} / t=2$ (see Figures 5.44 and 5.48). RTCLS criterion in both cases of the P1-15 and P2-15 models, overestimates the stiffness of the plates for coarser meshes, i.e. $2 \leq l_{e} / t \leq 3$. However, when fine meshes are used, i.e. $l_{e} / t=1$, RTCLS criterion captures fairly well the cutting and curling of the plates as well as the global bulge in front of the wedge (see Figures 5.43 and 5.47).

In the first phase of the experiment, in the case of the S1-20 model, the behaviour was similar to the P1-15 and P2-15 models following DNV (1993) report. The parts of the plates, on the left and on the right of the wedge, started to bend initially in one direction and then the bending was reversed. After the second peak in the experimental force-penetration curve the
specimen was cut smoothly and the material formed a steady curl, up to a penetration depth approximately 1100 mm , when the test was stopped in order to reposition the crosshead. Upon restarting the experiment, the material started to bend in the opposite direction and tearing of the plates was observed at each side of the wedge, i.e. the concertina mode, for a few millimetres of penetration, until the last phase of the experiment, concerning the part of the curve beyond the third force peak, where the tearing mode changed back to a cutting mode. From Figure D. 23 in Appendix D, one may observe that the first phase of the experiment, i.e. up to the second peak, is captured by RTCLS and BWH criteria, using coarser meshes, i.e. $2 \leq l_{e} / t \leq 3$ and SHEARS criterion using a coarse mesh, i.e. $l_{e} / t=3$. As the simulation progresses, SHEARS criterion predicts a steady cutting mode and curling of the material, especially for ratios $1 \leq l_{e} / t \leq 2$, BWH criterion shows mixed cutting and tearing modes, while in the case of RTCLS criterion the concertina mode is evident almost from the beginning of the simulation (see Figures 5.50-5.52). These different patterns are also obvious in Figure 5.53 and indicate the different trends in the force-penetration curves in Figure 5.49 and more clearly in Figure D. 23 of Appendix D.

According to DNV (1993) report in the case of the S2-20 model, beyond the initial phase of the experiment, i.e. up to the second peak, the specimen behaved in a rather different manner. Piling up of the material in front of the wedge and tearing of the upper plate along the joint with the stiffeners and the lower plate closer to the indenter's tip, up to a penetration depth approximately 800 mm , was observed. After this point, tearing of the plates stopped and the tearing mode changed back to a cutting mode. However, numerical results in the case of the S2-20 model are almost identical to the previous model (see Figures 5.49-5.57 and Figures D. 23 and D. 24 in Appendix D). Repeatability during the experiments is not always achieved, especially when the conditions are different, i.e. intermediate ceasing of the S1-20 test. Table 5.10 summarizes the best results for each simulated model (see also Appendix D).

Table 5.10. Numerical results for each simulated model and rupture criterion

|  | Rupture Criteria |  |  |
| :---: | :---: | :---: | :---: |
| Simulated Models | SHEARS | RTCLS | BWH |
| P1-15 | Not good correlation between different meshes Best results for $l_{e}=15 \mathrm{~mm} \text { or } l_{e} / t=1$ <br> (*) | Not good correlation between different meshes and with experimental results for $2 \leq l_{e} / t \leq 3$ <br> Best results for $l_{e}=15 \mathrm{~mm} \text { or } l_{e} / t=1$ <br> (*), (**) | Good correlation between different meshes Best results for $l_{e}=30 \mathrm{~mm} \text { or } l_{e} / t=2$ <br> (*) |
| P2-15 | Not good correlation between different meshes Best results for $l_{e}=15 \mathrm{~mm} \text { or } l_{e} / t=1$ | Not good correlation between different meshes and with experimental results for $2 \leq l_{e} / t \leq 3$ <br> Best results for $l_{e}=15 \mathrm{~mm} \text { or } l_{e} / t=1$ <br> (*), (**) | Good correlation between different meshes Best results for $l_{e}=30 \mathrm{~mm} \text { or } l_{e} / t=2$ ${ }^{(*)}$ |
| S1-20 | Good correlation between different meshes Best results for $l_{e}=60 \mathrm{~mm} \text { or } l_{e} / t=3$ $(* *)$ | Not good correlation with experimental results | Good correlation between different meshes Best results for $\begin{gathered} l_{e}=\underset{(*),(* *)}{40 \mathrm{~mm} \text { or } l_{e} / t=2}, ~ \end{gathered}$ |
| S2-20 | Good correlation between different meshes Best results for $l_{e}=60 \mathrm{~mm} \text { or } l_{e} / t=3$ <br> (**) | Not good correlation with experimental results | Good correlation between different meshes Best results for $\begin{gathered} l_{e}=\underset{(*),(* *)}{40 \mathrm{~mm} \text { or } l_{e} / t=2} \\ \hline \end{gathered}$ |

(*): best correlation with experimental force and energy-penetration curves, (**): best representation of rupture



Figure 5.41. P1-15 model. Force and absorbed energy-penetration curves.
Prediction of rupture according to SHEARS, RTCLS and BWH rupture criteria in combination with the powerlaw type material curve


Figure 5.42. P1-15 model. Representation of damage according to SHEARS rupture criterion


Figure 5.43. P1-15 model. Representation of damage according to RTCLS rupture criterion


P1-15
Figure 5.44. P1-15 model. Representation of damage according to BWH rupture criterion (DNV 1993)


Figure 5.45. P2-15 model. Force and absorbed energy-penetration curves.
Prediction of rupture according to SHEARS, RTCLS and BWH rupture criteria in combination with the powerlaw type material curve

## SHEARS $\left[l_{\boldsymbol{e}}(\mathrm{mm})=15,30,45\right]$



Figure 5.46. P2-15 model. Representation of damage according to SHEARS rupture criterion


Figure 5.47. P2-15 model. Representation of damage according to RTCLS rupture criterion


Figure 5.48. P2-15 model. Representation of damage according to BWH rupture criterion (DNV 1993)


Figure 5.49. S1-20 model. Force and absorbed energy-penetration curves.
Prediction of rupture according to SHEARS, RTCLS and BWH rupture criteria in combination with the powerlaw type material curve


Figure 5.50. S1-20 model. Representation of damage according to SHEARS rupture criterion


Figure 5.51. S1-20 model. Representation of damage according to RTCLS rupture criterion


Figure 5.52. S1-20 model. Representation of damage according to BWH rupture criterion (DNV 1993)


Figure 5.53. S1-20 model. Representation of damage according to SHEARS, RTCLS and BWH rupture criteria (DNV 1993)



Figure 5.54. S2-20 model. Force and absorbed energy-penetration curves.
Prediction of rupture according to SHEARS, RTCLS and BWH rupture criteria in combination with the powerlaw type material curve


Figure 5.55. S2-20 model. Representation of damage according to SHEARS rupture criterion


Figure 5.56. S2-20 model. Representation of damage according to RTCLS rupture criterion


Figure 5.57. S2-20 model. Representation of damage according to BWH rupture criterion (DNV 1993)

### 5.3 Discussion

The comparison of the force vs. penetration curves as well as of the energy vs. penetration curves, obtained from the numerical simulations with FE models with different mesh sizes, illustrates that in the majority of the examined cases in section 5.2, the finer the mesh used in the simulations the lower the resultant force and as a consequence the absorbed energy at the same penetration depth. Thus, in most cases the models were less stiff for ratios $l_{e} / t$ below 2 . This behaviour was observed irrespective of the rupture criterion that has been used. However, the opposite trend was observed in the cases of the tests of punching the unstiffened plate and the plate with one flat bar stiffener, i.e. US Plate and 1-FB models (see Figures 5.1 and 5.3), when the scaled form of the RTCL and SHEAR rupture criteria, designated as RTCLS and SHEARS, were incorporated in the simulations. A similar behaviour is also depicted in the results presented in Alsos et al. (2009) for the US Plate and 1-FB models. However, in all simulations of the punching of plates, stiffened and unstiffened (see Figures 5.1, 5.3 and 5.5), the numerically obtained force penetration curves follow closely the respective experimental curves, until the rupture criterion that is used triggers the removal of an element. For this reason, it is assumed that this trend of the results when using the SHEARS and RTCLS criteria, as derived in the present analysis and in Alsos et al. (2009), i.e. stiffer structure for finer element size, may be attributed to the scaling of the SHEAR and RTCL criteria, i.e. the relationship of the critical value vs. mesh size. Moreover, according to the experimental observations referred in Alsos and Amdahl (2009) in the case of the US Plate model, extensive thinning up to $50 \%$ over the plate's surface was the dominant characteristic. This implies that due to the absence of geometrical constraints, the strains were uniformly developed over a large area of the plate before rupture occurred. However, local necking in terms of additional sheet thinning was detected along the fracture path, but according to the authors it could be assumed that rupture occurred almost at the same time with local necking.

Following the previous discussion, in analyses where local phenomena are not dominant and the strain field is rather uniform, it has been observed that scaling of the critical strain has a strong effect on the results. This is obvious in the simulations of the US Plate model using the scaled forms of SHEAR and RTCL rupture criteria, where extended scatter is evident on the results between analyses with different meshes (see Figure 5.1). On the other hand, in analyses where local phenomena exist due to geometrical constraints, as for example in the case of the 2-FB model, better convergence between the results with different meshes is achieved when the critical strain is scaled (see Figure 5.5). Figure 5.58 shows the differences in the behaviour of the scaling law in the cases of the US Plate and 2-FB models using SHEARS criterion, i.e. RTCLS criterion yields similar results. Figure 5.58 illustrates plots of the equivalent true plastic strain versus penetration, in each of the two cases, considering simulations with a fine and a coarse mesh, i.e. $l_{e} / t=1$ and $l_{e} / t=3.6$ respectively. Elements
at adjacent locations between the simulations with a fine and a coarse mesh were selected in each case, at points where the strains are maximized. Note that, in the case of the 2-FB model, the strains are maximized close to the stiffeners joints where rupture occurs. The diagrams also include the scaling of the critical strain for the material of the plate component with thickness 5 mm . The values of the critical strain for the element length over thickness ratios used in the simulations with respect to a fine and coarse mesh are indicated in each case. In Figure 5.58b, it is obvious that the strains are developed rapidly when a fine mesh is used in the case of the 2-FB model. This behaviour is reasonable as due to the geometrical constraints, high strain concentrations are developed in the vicinity of the stiffeners joints. Small elements capture these strains and rupture occurs at an earlier stage. However, in Figure 5.58a, regarding the case of the US Plate model, differences in terms of strains prior to rupture are not significant between analyses with a fine and a coarse mesh and the strains seem to develop in both cases uniformly up to the point the element is deleted from the mesh. In addition, the structure shows a stiffer behaviour when a fine mesh is used. This is attributed to the fact that stress concentrations are not developed on the surface of the plate and scaling of the critical strain leads to the opposite trend. Note that, the scaling of the critical strain accounts for local phenomena, which in the case of the US Plate model are not dominant. However, in actual ship impacts local phenomena are rather dominant due to complicated geometries and an appropriate value of the critical strain should be selected for the relevant mesh size, i.e. application of a scaling law.

On the contrary, better convergence was observed between the results of analyses with different meshes using BWH criterion in the case of the US Plate model (see Figure 5.1). This is explained by the fact that in the case of the US Plate model rupture initiates immediately after local necking, which is in line with BWH criterion's concept. In addition, no geometrical constraints, such as stiffeners, exist and as a result no stress concentrations are developed, that would provoke activation of BWH criterion in an early stage with a finer mesh. However, in the case of the 2-FB model where local phenomena are dominant, convergence is not achieved and BWH criterion underestimates the resistance of the structure when a fine mesh is used (see Figure 5.5). It is noted that, in the case of the 1-FB model a similar behaviour to the US Plate model is evident in the numerical results (see Figures 5.1 and 5.3), although according to the experimental fracture observations referred in Alsos and Amdahl (2009) fracture was localized on the plate next to the weld toe of the stiffener. This is explained by the fact, already discussed in sub-section 5.2.1, that all rupture criteria contrary to the experimental observations predicted initiation of rupture on the plate far from the stiffener joint and not locally (see Figure 5.4).


Figure 5.58. The effect of scaling of the critical strain in cases where the strain field is rather uniform (a) or local phenomena are dominant (b)

SHEARS rupture criterion shows a rather consistent behaviour, as it predicts relatively well the force vs. penetration curves and the energy vs. penetration curves in the majority of the examined models for a ratio $l_{e} / t$ between 2 and 3 and in some cases for ratios $l_{e} / t$ close to 1 and 4 (see Tables 5.2-5.7, 5.9 and 5.10). Similarly using SHEARS criterion, the representation of the deformation patterns is also predicted well for the respective ratios, i.e. $1 \leq l_{e} / t \leq 4$. RTCLS and BWH rupture criteria, yield also in some cases good results, better than SHEARS criterion, but the representation of the failure modes are rather different with respect to the experiments in many cases. In the cases of the COLLISION DYNAMIC model, in Figure 5.28 and INNER SHELL model, in Figure 5.32, RTCLS predicts rupture of the stringer deck along the joint with the webs and rupture of the plate respectively, which has not been observed in the tests. BWH underestimates the load carrying capacity of the structure in the cases of the FLAT and KNIFE SPECIMEN models and a fine mesh (see Figures 5.33-5.36). Moreover, in the case of the US Plate and OUTER SHELL models, in Figures 5.2 and 5.30, the representation of rupture initiation according to BWH criterion is different to the experimental observation. For the latter models as well as for the 1-FB and 2-FB models cases, RTCLS underpredicts the initiation of rupture (see Figures 5.1, 5.3, 5.5 and 5.29). Finally, in the cases of the cutting tests and particularly models US, LS, S1-20 and S2-20, RTCLS criterion predicts different deformation patterns with respect to the experimental observations (see Figures 5.16, 5.18, 5.51, 5.53 and 5.56).

For more complex structural configurations as in the cases of the experiments in Paik et al. (1999), where many deformation patterns arise simultaneously; in particular membrane, bending, folding and crushing, a significant variation of the magnitude of triaxialities is observed in the vicinity of these regions. Therefore, for example deletion of an element at a structural component may be due to a biaxial stretching loading state, while at the same time deletion of an element at a structural component next to it, due to a pure shear loading state. Thus, it is observed that the differences in the force penetration curves using different criteria, when multiple failure patterns are present, are relatively smaller than in the case where a failure pattern dominates.

The comparison between the numerical predictions and the experimental observations is complicated, because it is not sufficient to compare single values, for example peak loads, but the comparison should cover the trend of relations such as force vs. penetration curves. Further, the comparison of the damage patterns may only be performed in a descriptive manner. It is also observed that convergence is not achieved equally well in all cases. However in the majority of the simulated tests, results tend to be closer with each other for ratios $2 \leq l_{e} / t \leq 3$ and in some cases for ratios $1 \leq l_{e} / t \leq 2$.

In order to understand in a more comprehensive manner and interpret the numerical results regarding the various criteria, two of the examined models, i.e. the US Plate and TS model, respectively, were further analyzed. The specific tests were selected, as they represent different loading conditions.

In the case of the US Plate model, the dominant loading state is biaxial stretching, with triaxialities mainly over $1 / \sqrt{3}$, while in the case of the TS model, the dominant loading states are between pure shear and uniaxial compression, i.e. triaxialities below zero. In Figures 5.59 and 5.60, the behaviour of the scaled forms of SHEAR and RTCL rupture criteria and BWH rupture criterion are compared in each of the two cases, considering the true stress-strain relation and variation of $T, f(T), \varepsilon_{e q}, \beta, D_{\text {SHEAR }}$ and $D$ variables versus penetration. The comparison is effected for the through thickness integration or section point at the mid-plane of a shell element, i.e. section point 3 in Figure 3.2 of chapter 3, up to its deletion. It is noted that, the selected elements which through thickness integration point is examined are the same for the three criteria, in each of the two cases. Results in the case of the US Plate model correspond to a mesh 10 mm , that is an element length over thickness ratio equal to 2 , while in the case of the TS model to a mesh 8 mm , that is an element length over thickness ratio about 1.1 (see Table 5.1). $D$ is the numerator of the fraction $\int f\left(\frac{\sigma_{m}}{\sigma_{e q}}\right)_{R T C L} d \bar{\varepsilon}^{p l} / \varepsilon_{c r}$ in the case of RTCL rupture criterion and $\varepsilon_{e q}$ the equivalent true plastic strain during the analysis. The first three diagrams of each case include the critical equivalent true plastic strain, i.e. $\varepsilon_{c r}=0.361$ and $\varepsilon_{c r}=0.456$ for the US Plate and TS models respectively (see Table 5.1), the critical in plane true stress $\sigma_{1_{c r}}$ and the major in-plane true stress $\sigma_{1}$. The reference to the stresses is in relation with the BWH criterion. Furthermore, Figures 5.59 and 5.60 include the ultimate stress point beyond which the neck initiates, i.e. $\left(\varepsilon_{u}, \sigma_{u}\right)$, the true material curve given as input to the program as well as the $\sigma_{\text {Mises }}$ curve, which is the numerically reproduced true material curve up to deletion of the through thickness integration point. The sharp variations of the $\sigma_{\text {Mises }}$ curve in the case of the TS model, is attributed to the loading and unloading of the elements adjacent to the contact area and to the changes in the contact area between the plate and the indenter following the deletion of elements. This is not observed in the case of the US Plate model.

According to Figures 5.59 and 5.60 , one may observe that in both cases of the US Plate and TS models, SHEARS rupture criterion is activated exactly at the point where the equivalent true plastic strain during the analysis becomes equal to the critical equivalent true plastic strain. RTCL rupture criterion tends to underpredict rupture, when during the loading process triaxialities are mainly over $1 / \sqrt{3}$ or $\beta>0$, as is the case for the US Plate model. In these cases, function $f$ of the integral $\int f\left(\frac{\sigma_{m}}{\sigma_{e q}}\right)_{R T C L} d \bar{\varepsilon}^{p l}$, is $f \geq 1$ in the majority of the loading steps (see also Figure 4.1, chapter 4). As a result the critical equivalent plastic strain is reached sooner. The opposite behaviour is observed for triaxialities that are mainly below zero or $\beta<-1$ and as a result RTCL tends to overpredict rupture, as is the case for the TS model. As already mentioned in sub-section 5.2.3, in both cases of the RTCL and SHEAR rupture criteria the damage parameters $D_{S H E A R}$ and $D_{R T C L}$, in equations (4.23) and (4.24) respectively, do not increase for triaxialities which are below $-1 / 3$; cut-off value, although equivalent plastic strains may be developed.

BWH is a stress based criterion, based on local necking, which in the case of a tensile test appears after the maximum load. It has been observed that in loading processes, where the dominant triaxialities are over $1 / \sqrt{3}$, i.e. US Plate, when the BWH criterion is activated, the equivalent true plastic strains are lower than the critical equivalent true plastic strain values of the other criteria. This behaviour is also encountered in analyses with fine meshes, due to high stress concentrations at structural intersections and changes in geometry. On the contrary, BWH criterion is not activated for triaxialities equal and below zero, namely between pure shear and uniaxial compression loading states (see also sub-section 4.2.5 and equation (4.27)). At this range of $\beta$ values, formation of a local neck is not possible. This trend is illustrated in the case of the TS model in Figure 5.60.

The different behaviour of SHEAR, RTCL and BWH rupture criteria, considering the cases of the US Plate and TS models, is also investigated following the concept of section 4.3 of chapter 4. Figures 5.61 and 5.62 show the relation between the limit stress and limit strain variables respectively with parameter $\beta$. The diagrams in Figures 5.61 and 5.62 include also the failure criteria discussed in section 4.3 for comparison. The points that correspond to the values of triaxialities, which were dominant during the analyses, are indicated in each of the two cases. In the case of the US Plate model, triaxialities during loading and close to fracture were approximately equal to 0.643 , namely in the range of $0 \leq \beta \leq 1$, i.e. between plane strain, uniaxial tension and equal biaxial stretching loading states (see also Figure 5.59). In particular for $T \cong 0.643$ the parameter $\beta \cong 0.36$. As one may observe in Figure 5.61, BWH and RTCL criteria for $\beta \cong 0.36$ predict lower values for the limit stress and strain respectively than SHEAR criterion and are activated sooner. This is in line with the results shown in the example in Figure 5.59. On the other hand, in the case of the TS model triaxialities are mostly below zero, namely $\beta<-1$, i.e. between pure shear and uniaxial compression loading states (see also Figure 5.59). At this range of triaxialities BWH criterion does not define a limit stress and RTCL criterion gives a significantly higher limit strain than SHEAR criterion (see Figure 5.62). As a result according to BWH and RTCL criteria rupture is delayed (see also Figure 5.60).

In the present work the damage evolution concept was not adopted in the simulations. This choice is justified by the following observations and conclusions, also in terms of the work of other researchers. In the cases of SHEAR and RTCL rupture criteria, following the discussion in sections 3.3 and 4.4, i.e. chapters 3 and 4 respectively, the critical equivalent plastic strain was determined at fracture taking into consideration both the true stress-strain relation and the mesh size. In other words, the two criteria were calibrated for different mesh sizes in combination with the true stress-strain curves, which yielded the best reproduction of the experimental curves from uniaxial tests up to the point of fracture. Therefore, due to the numerical method, which was applied for the calibration of SHEAR and RTCL rupture criteria, inclusion of a damage evolution law was not considered necessary, i.e. damage evolution is activated at necking initiation prior to fracture. Moreover, as already mentioned in section 5.1, in Abaqus/Explicit the element is removed from the mesh when the criterion is satisfied in all of the through thickness integration points or material points (see Figure 3.2,
chapter 3). When the criterion is activated in a layer, i.e. material point, Abaqus/Explicit passes zero stresses and strain increments at the specific point in the next time step of the simulation. Thus, the capability of the element to carry loads and the resistance capacity of the structure is gradually reduced.

The difference between the applied method and the damage evolution law concept is that the stiffness of the element is not altered during the loading process in the former case. Furthermore, according to the conclusions in Kõrgesaar and Romanoff (2014), softening seem not to have a significant effect in the modeling of rupture using the specific criteria at least in the cases of the experiments in Alsos and Amdahl (2009). Instead, instability criteria as is the case of BWH criterion, it would be more appropriate to be used in combination with a damage evolution law. The work in Kõrgesaar and Romanoff (2014) showed that convergence between different meshes is better compared to the results in the present work for the specific cases of the US Plate and 1-FB models. However, there is not yet a widely established method for the calibration of the damage or softening parameters used in analyses with damage evolution. In addition, the concept for the definition of the material model in the present analysis is simple and in the majority of the examined cases consistency with the experiments is achieved, based solely on the experimental data from uniaxial tensile tests.







Figure 5.59. Stress-strain relation for the through thickness integration point at the mid-plane of a shell element up to its deletion and $T, f(T), \varepsilon_{e q}, \beta, D_{S H E A R}$ and $D$ versus penetration depth in the case of the US Plate model with the scaled forms of SHEAR and RTCL rupture criteria and BWH rupture criterion


Figure 5.60. Stress-strain relation for the through thickness integration point at the mid-plane of a shell element up to its deletion and $T, f(T), \varepsilon_{e q}, \beta, D_{S H E A R}$ and $D$ versus penetration depth in the case of the TS model with the scaled forms of SHEAR and RTCL rupture criteria and BWH rupture criterion


Figure 5.61. Limit stress $\sigma_{1}$ and limit strain $\varepsilon_{e q}$ variables as functions of $\beta$ in the case of the US Plate model


Figure 5.62. Limit stress $\sigma_{1}$ and limit strain $\varepsilon_{e q}$ variables as functions of $\beta$ in the case of the TS model

## Chapter 6

## Full-Scale Simulations

### 6.1 Full-scale model

This chapter presents the simulation of a full-scale ship-ship collision. The struck ship is considered to be a sister ship of the Tankship BALTIC CARRIER, which was struck by the Bulk Carrier TERN in the Baltic Sea on 29 March 2001 (see also AbuBakar et al. 2010). The striking ship is a new built Bulk Carrier having similar particulars as TERN. However, as the striking ship considered is built rather recently, the structure of the bow may differ significantly. The general particulars of the striking ship involved in the actual collision, i.e. TERN, and the ships used for the full scale collision simulation, are summarized in Table 6.1 (see also DIMA 2001 and The Republic of the Marshall Islands 2002). During the incident in the Baltic Sea, the Bulk Carrier collided at the center of the last oil cargo tank, i.e. adjacent to the engine room, with an angle approximately equal to $50^{\circ}$, i.e. moving towards the stern of the Tankship (see Figure 6.1). The striking ship came into contact below her upper deck with the upper deck of the struck ship, while the bow of the former collided in the area over the double bottom location of the latter.


Figure 6.1. Top view showing the damaged side of the Tankship From: http://wwz.cedre.fr/en/Our-resources/Spills/Spills/Baltic-Carrier-Tern

Table 6.1. General particulars of the ships

|  | SHIPS |  |  |
| :---: | :---: | :---: | :---: |
| GENERAL <br> PARTICULARS | PRODUCT CARRIER <br> for the modeling | BULK CARRIER <br> TERN | BULK CARRIER <br> for the modeling |
| $L_{O A}(m)$ | 175 | 174.96 | 176.2 |
| $L_{B P}(m)$ | - | - | 168 |
| $B(m)$ | 27.34 | 26 | 26.05 |
| $D(m)$ | 16.7 | 15.5 | 14 |
| $T(m)$ | 10.85 | 11.15 | 9.92 |
| $D W T($ tons $)$ | 37000 | 34365 | 30000 |
| Year of built | 2000 | 1973 | 2010 |

Different collision scenarios were examined and the ships were defined as rigid or deformable structures. Specifically, for two different collision angles, namely $50^{\circ}$ and $90^{\circ}$ and the use of the scaled forms of SHEAR and RTCL rupture criteria, simulations were performed where:
i. the bow was defined as rigid body
ii. the bow was defined as deformable structure and the side of the Tankship as rigid body iii. the bow was defined as deformable structure, which was forced towards a rigid wall
iv. both ships were defined as deformable structures

The aim was to apply the numerical method that has been adopted in the previous analyses in a full-scale ship-ship collision simulation, in order to i) estimate the crashworthiness of the ship structures under different loading conditions, ii) investigate the effect of a deformable bow and iii) assess the energy absorbed by the participating bodies in each case.

The bow of the Bulk Carrier up to the fore watertight transverse bulkhead as well as two cargo tanks of the Tankship were modeled in detail, in order to achieve a reasonable ship length for the application of the boundary conditions for the struck ship. Both ships were modeled in the design environment of ABAQUS, i.e. ABAQUS CAE. However, the hull of the bow was designed in Rhinoceros and then imported as a separate part in ABAQUS CAE. The pictures on the top of Figure 6.2 illustrate the geometries of both ships. The part of the bow construction defined as rigid, is also included in the pictures on the right of Figure 6.2. The rigid part of the bow was modeled and included in the simulations, in order sufficient length of the striking ship to be available, in case it came in contact with the side parts of the struck ship during the simulation at certain penetration depths.

Two steels were used for the full-scale simulations, i.e. Grade 'A' mild steel of minimum yield stress 235 MPa and Grade 'AH' high tensile steel of minimum yield stress 315 MPa and the powerlaw type true stress-strain curve beyond necking initiation. For the definition of the material curves the material properties of two steels were selected from the experimental data base included in Table 2.1, chapter 2. The choice of the steels was made in terms of the thickness that is to be close to the thicknesses used in the shipbuilding industry, i.e. $t \geq 10 \mathrm{~mm}$, as well as of the yield stress.

Thus, the steel in the case of the STATIC-DYNAMIC models (ASIS 1993 reported in ISSC 2003), with thickness $t=10 \mathrm{~mm}$ and a yield stress equal to 303.1 MPa was selected to represent the Grade 'A' mild steel and the steel in the case of the S1-20 and S2-20 models (DNV 1993), with thickness $t=20 \mathrm{~mm}$ and a yield stress equal to $393 M P a$ was selected to represent the Grade 'AH' high tensile steel (see Table 2.1, chapter 2 and Appendix A). The scaling of $\varepsilon_{c r}$ according to the ratio $l_{e} / t$ for the selected steels is illustrated in Figure 4.6, chapter 4.

The parts of the ships close to the impact location were finely meshed, i.e. $l_{e} \cong 50 \mathrm{~mm}$ or $2 \leq l_{e} / t \leq 4$, while far from the impact location coarse meshes, i.e. $l_{e}>500 \mathrm{~mm}$ were used (see pictures on the bottom of Figure 6.2). It is noted that, the mesh between fine and coarse meshes was gradually changed and the parts with different meshes were tied together with the tie constraint, using the node to surface formulation in Abaqus/Explicit. According to this formulation, the shared nodes between master and slave surfaces are eliminated from the master surface (ABAQUS 2010). Thus, the surfaces with the coarser meshes should be chosen as master surfaces for best accuracy. Note that, ties between surfaces with the same mesh density are also possible. Hence, a smooth transition between the different meshes was achieved, avoiding the formation of poor elements, for example elements with $l_{e} / t>10$ and without losing connectivity. The tie constraint was also used to join different parts in the bow model, where the surfaces were free form and more complex, for example between frames, decks and buttocks with hull. However, appropriate partitions in the participated surfaces should have been made, in order to enable tie seams to be created, i.e. generation of nodes and retain surface connectivity (see Figure 6.3).

The edges of the Tankship were considered fixed throughout the simulations. The maximum stresses far from the impact location and close to the fixed boundaries were detected at the upper deck of the struck ship and were below 180 MPa , i.e. well within the elastic region. The rigid part of the bow of the Bulk Carrier, which was coupled with the fore watertight bulkhead, i.e. no relative motion between the two parts, was restricted to move in one direction at a constant speed equal to $6 \mathrm{~m} / \mathrm{sec}$, in order to derive solutions within reasonable CPU time, avoiding excessive inertial effects at the same time (see also Törnqvist 2003 and Samuelides et al. 2007). A static friction coefficient equal to 0.3 was assumed and used in the full-scale simulations (see e.g. Törnqvist 2003, Ehlers et al. 2008, Alsos et al. 2009, Hogström et al. 2010 and Hogström and Ringsberg 2012).


Figure 6.2. Ship geometries (top) and meshed models (bottom)


Figure 6.3. Tie seams. Green lines indicate the tied nodes between different surfaces

### 6.2 Angle of collision $90^{\circ}$

### 6.2.1 Rigid bow on deformable Tanker side

Figure 6.4 illustrates the force-displacement and energy-displacement curves according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve. Also, Figures 6.5 and 6.6 present the damaged side shell of the Tankship after 8 m of displacement of the rigid bow as predicted by the two criteria.

In Figure 6.4, $E_{p l}$ and $E_{f r}$ are the inelastic strain and frictional dissipation energies respectively and $E_{\text {total }}$ the sum of these energies, i.e. the absorbed energy by the Tankship. The relevant forces were derived by differentiating the corresponding energies along the displacement of the rigid bow. The diagrams of Figure 6.4 indicate the points of total forcedisplacement and total energy-displacement, which correspond to the instants when rupture initiated in the outer shell, inner shell and upper deck of the Tankship respectively, according to SHEARS and RTCLS rupture criteria. Table 6.2 also, summarizes the total force, total energy and displacement values at the aforementioned points and compares the results in each case.

It is observed that, RTCLS criterion predicts rupture of the outer and inner shell of the Tankship at an earlier stage than SHEARS criterion. However, rupture of the upper deck according to RTCLS criterion initiates after almost 2 m of further displacement, contrary to SHEARS criterion's predictions (see Figure 6.4 and Table 6.2). The shape of the bulb is rather similar to the shape of most of the indenters used in the indentation tests (see also Appendix A). Therefore, as already shown in section 5.3 of chapter 5 considering the case of the US Plate model, high stress triaxialities are developed over the contact area between the bow and the side shell, i.e. $T>1 / \sqrt{3}$, so that RTCLS criterion is activated sooner. On the other hand, the shape of the stem, which comes into contact with the upper deck of the Tankship, is similar to the shape of a wedge. According to the analysis presented in section 5.3 and the results in the cases of the cutting tests (see sub-sections 5.2.3 and 5.2.8, chapter 5), it has been found that for triaxialities below zero, where shearing is dominant, RTCLS criterion tends to overestimate the initiation of tearing of the plates. As a result, RTCLS criterion predicts tearing of the upper deck at a later stage. This difference is also obvious in the force-displacement and energy-displacement diagrams in Figure 6.4, between 5-7 m of displacement. An amount of energy almost $48 \%$ greater than in the case of SHEARS criterion is absorbed by the Tankship structure, before tearing of the upper deck (see Table 6.2). It is noted that, in both cases, the rigid stem of the Bulk Carrier comes into contact with the upper deck of the Tankship at approximately 3 m of displacement. From Figures 6.5 and 6.6 one may observe that prediction of the deformation pattern of the damaged side of the struck ship at the end of the simulation, with respect to the two criteria, is quite the same. However, tearing of the upper deck is more extensive in the case of SHEARS criterion.

Table 6.2. Rigid bow-Angle of collision $90^{\circ}$. Comparison of numerical values of force, energy and displacement for each rupture criterion at damage points



Figure 6.4. Rigid bow-Angle of collision $90^{\circ}$. Force and energy-displacement curves. Prediction of rupture according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve. $E_{p l}$ : inelastic strain energy, $E_{f r}$ : frictional dissipation energy, $E_{t o t a l}=E_{p l}+E_{f r}$ (similarly with the forces) (black circle: SHEARS criterion, grey circle: RTCLS criterion)

SHEARS


Figure 6.5. Rigid bow-Angle of collision $90^{\circ}$. Representation of damage according to SHEARS rupture criterion

## RTCLS



Figure 6.6. Rigid bow-Angle of collision $90^{\circ}$. Representation of damage according to RTCLS rupture criterion

### 6.2.2 Deformable bow on rigid Tanker side

Figure 6.7 illustrates the force-displacement and energy-displacement curves according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve. Moreover, Figure 6.8 presents the deformation pattern of the bow after 8 m of displacement of the rigid part of the bow towards the rigid Tanker side as predicted by the two criteria.

Following the analysis in sub-section 6.2.1 in Figure 6.7, $E_{p l}$-Bulb and $E_{p l}$-Stem are the inelastic strain energies with respect to the bulb and the stem sections of the Bulk Carrier. $E_{p l_{t o t a l}}$ is the sum of these energies and $E_{t o t a l}$ the sum of $E_{p l_{t o t a l}}$ and frictional dissipation energy, i.e. $E_{f r}$. Note that, the bulb section is considered as the part of the Bulk Carrier up to the fourth deck and the upper structure is related to the stem section (see Figure 6.2). Sets of the aforementioned sections were created, in order to estimate the inelastic or structural energy absorbed by the corresponding structural components. Herein, the relevant forces are also obtained by differentiating the corresponding energies along the displacement of the rigid part of the bow.

According to Figure 6.7, it is observed that results with respect to the two criteria are very close. In addition, both criteria predict the same deformation pattern of the striking ship (see Figure 6.8). In Figure 6.7, the fluctuations of the total force approximately every 600 mm of displacement, i.e. the distance between the frames of the bow, is due to the crushing, i.e. buckling and folding, of the structure between the corresponding frames (see also Figure 6.8). In particular, this happens at the points where the force drops and troughs are formed. Up to the end of the simulations almost thirteen frames were crushed. However, the consistency of these variations in the total force-displacement curve is slightly changed between $3-5 \mathrm{~m}$ of displacement, namely just after the stem came into contact with the upper deck of the Tankship. Moreover, at approximately 4.6 m of displacement where the total force reaches a peak, the stem due to the geometry of the rigid Tanker side started to bend. Interesting is the fact, that even after almost $4 m$ of further displacement, i.e. from the time the stem initiated to bend, tearing of the stem did not occur. In addition, no rupture in the rest part of the bow occurred. This behaviour may be explained by the fact that, the stiffening system of the bow construction is transverse with no longitudinal stiffeners, which is one of the characteristics of the so called buffer bow design (see also Kitamura 2000 and Endo et al. 2004). Therefore, the bow construction may withstand significant deformation, through the buckling and folding mechanisms, without being breached.


Figure 6.7. Deformable bow on rigid Tanker side-Angle of collision $90^{\circ}$. Force and energy-displacement curves. Prediction of rupture according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve. $E_{p l}$ : inelastic strain energy, $E_{f r}$ : frictional dissipation energy,
$E_{p l_{t o t a l}}=E_{p l}$-Bulb $+E_{p l}$-Stem, $E_{\text {total }}=E_{p l_{t o t a l}}+E_{f r}$ (similarly with the forces $)$


Figure 6.8. Deformable bow on rigid Tanker side-Angle of collision $90^{\circ}$. Representation of damage according to SHEARS and RTCLS rupture criteria

### 6.2.3 Deformable bow on rigid wall

Figure 6.9 illustrates the force-displacement and energy-displacement curves according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve. Furthermore, Figure 6.10 presents the deformation pattern of the bow after approximately 5 m of displacement of the rigid part of the Bulk Carrier towards the rigid wall as predicted by the two criteria.

The only difference in this collision scenario, with respect to the one analyzed before, is that herein the total area of the bow structure takes part in the impact. Both the bulb and stem sections come into contact with the rigid wall, almost at the beginning of the simulation and finally are crushed. Contrary to the case of the rigid Tanker side, the amount of the energy absorbed by each of the two sections of the bow is comparable (see Figures 6.7 and 6.9). Also in this case, SHEARS and RTCLS criteria yield close results with respect to the force and energy-displacement curves as well as the representation of the deformation pattern (see Figures 6.9 and 6.10).

Once again rupture did not occur in the bow structure. Instead, extensive buckling and folding of the structural components, i.e. decks, frames, buttocks and outer shell is observed and the deformed structure obtains the concertina form (see Figure 6.10).



Figure 6.9. Deformable bow on rigid wall-Angle of collision $90^{\circ}$. Force and energy-displacement curves. Prediction of rupture according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve. $E_{p l}$ : inelastic strain energy, $E_{f r}$ : frictional dissipation energy,
$E_{p l_{t o t a l}}=E_{p l}$-Bulb $+E_{p l}$-Stem, $E_{t o t a l}=E_{p l_{t o t a l}}+E_{f r}$ (similarly with the forces)


Figure 6.10. Deformable bow on rigid wall-Angle of collision $90^{\circ}$. Representation of damage according to SHEARS and RTCLS rupture criteria

### 6.2.4 Both ships as deformable structures

Figure 6.11 illustrates the force-displacement and energy-displacement curves according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve. Also, Figures 6.12 and 6.13 present the deformation patterns of both ships as predicted by the two criteria after 8 m of displacement of the rigid part of the bow, i.e. total displacement.

Similarly to the previous collision scenarios, in Figure $6.11 E_{\text {total }}$ is the sum of $E_{p l_{t o t a l}}$ and $E_{f r}$, where $E_{p l_{t o t a l}}$ is the inelastic or structural energy of both ships, i.e. the energy dissipated for the plastic deformation of the structures and $E_{f r}$ the frictional dissipation energy during the impact. Also here, the relevant forces were derived by differentiating the corresponding energies along the total displacement that is the displacement of the rigid part of the bow. The total force-displacement and total energy-displacement points depicted in the diagrams of Figure 6.11, in the order of appearance are related with: i) outer shell rupture initiation, ii) outer shell collapse, i.e. the force reaches a peak ( $F_{c}$ ), iii) inner shell rupture initiation and iv) upper deck rupture initiation with respect to the Tankship. Table 6.3 summarizes in detail the total force, total energy and displacement values at the aforementioned points and results are compared between the two criteria.

According to the data in Table 6.3, one may observe that RTCLS criterion predicts outer and inner shell rupture of the struck ship at an earlier stage compared to SHEARS. In particular, RTCLS criterion predicts rupture initiation and collapse of the outer shell of the Tankship at almost 600 mm and 900 mm of total displacement respectively, that is approximately 450 mm and 1 m of total displacement respectively sooner compared to SHEARS criterion's predictions (see also sub-section 6.2.1). In addition, inner shell rupture occurs at about 1.8 m of total displacement later with respect to SHEARS criterion. In both cases, the stem of the Bulk Carrier comes into contact with the upper deck of the Tankship at approximately 3 m of total displacement, accompanied by a steep rise in force (see Figure 6.11). At that time according to RTCLS criterion, rupture of the inner shell has already initiated. Rupture initiation at the upper deck in the case of RTCLS criterion is predicted at almost 1.7 m of total displacement later than SHEARS criterion (see also sub-section 6.2.1).

From Figures 6.12 and 6.13, it is obvious that SHEARS criterion predicts a rather different deformation pattern for the bulb of the bow from RTCLS criterion. Specifically, in the case of SHEARS criterion the bulb crushes and folds along a distance almost equal to two frames, i.e. 1200 mm , while in the case of RTCLS criterion the bulb is not severely affected and crushing is limited to approximately 300 mm . This is attributed to the earlier rupture of the outer shell of the struck ship compared to the case of SHEARS criterion. Therefore, a considerable amount of energy is absorbed by the bulb in the case of SHEARS criterion prior to inner shell rupture, which also explains the significant differences in the predictions between the two criteria. Furthermore, according to SHEARS criterion the stem is slightly affected, after almost 5 m of total displacement, i.e. from the time it first came into contact with the upper deck of the Tankship. The deformation of the stem is more intense when RTCLS criterion is used (see Figures 6.12 and 6.13).

Table 6.3. Both ships deformable-Angle of collision $90^{\circ}$. Comparison of numerical values of force, energy and total displacement for each rupture criterion at damage points




Figure 6.11. Both ships deformable -Angle of collision $90^{\circ}$. Force and energy-displacement curves.
Prediction of rupture according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve. $E_{p l_{\text {total }}}$ : inelastic strain energy, $E_{f r}$ : frictional dissipation energy, $E_{\text {total }}=E_{p l_{\text {total }}}+E_{f r}$ (similarly with the forces) (black circle: SHEARS criterion, grey circle: RTCLS criterion)
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Figure 6.12. Both ships deformable-Angle of collision $90^{\circ}$. Representation of damage according to SHEARS rupture criterion

## RTCLS



Figure 6.13. Both ships deformable -Angle of collision $90^{\circ}$. Representation of damage according to RTCLS rupture criterion

### 6.3 Angle of collision $50^{\circ}$

### 6.3.1 Rigid bow on deformable Tanker side

Figure 6.14 illustrates the force-displacement and energy-displacement curves according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve. Also, Figures 6.15 and 6.16 present the damaged side shell of the Tankship after 10 m of displacement of the rigid bow as predicted by the two criteria. It is noted that, in all cases of collision scenarios included in section 6.3 where the angle of collision is $50^{\circ}$, the force and energy quantities were derived in the direction of the striking ship, which is one of the three global directions in ABAQUS environment. The aim of the present simulation is to investigate the dependency of the structural energy versus penetration relationship from the loading angle, i.e. the angle of attack of the striking ship with respect to the longitudinal direction of the struck ship.

Following the same concept as in the analyses in the previous section, the total forcedisplacement and total energy-displacement points, which are related to the initiation of rupture at the inner shell, outer shell and upper deck respectively of the Tankship, are shown in Figure 6.14. The respective values are summarized in Table 6.4. RTCLS criterion, shows a similar behaviour to the one described in sub-section 6.2.1, i.e. the case with a rigid bow and a collision angle equal to $90^{\circ}$ and predicts rupture of the outer shell sooner than SHEARS criterion and of the upper deck of the Tankship at a later stage. However, in the present collision scenario the two criteria yield closer results. Moreover, both criteria predict rupture of the inner shell at the same displacement, exhibiting also almost equal forces and absorbed energy (see Figure 6.14 and Table 6.4).

At approximately 2.6 m of displacement, the stem of the rigid bow comes into contact with the upper deck and the side of the Tankship and as the simulation progresses the contact area between the two ships becomes greater. This is also proved by the steep increase in the forces in Figure 6.14. Although rupture of inner shell occurs virtually at 4.3 m of displacement, the forces keep on increasing up to 6.3 m of displacement where they reach a maximum. Beyond that point, extensive buckling and finally, after a few millimeters of further displacement, tearing of the upper deck occurs (see Figures 6.15 and 6.16). However, the tanker side seems to withstand further loading, as a rather small drop in the force is observed while it remains almost constant up to the end of the simulation. In addition, in the case of RTCLS criterion the force starts to rise again after 8 m of displacement (see Figure 6.14). Due to the relative position of the two ships, i.e. $50^{\circ}$ angle of collision, a larger proportion of the surfaces of the two vessels comes into contact and plastic strains are developed in a large area. This phenomenon is also evident in the deformation pattern of the Tankship side as predicted by the two rupture criteria and is presented in Figures 6.15 and 6.16. Representation of damage is very similar in both cases.

Table 6.4. Rigid bow-Angle of collision $50^{\circ}$. Comparison of numerical values of force, energy and displacement for each rupture criterion at damage points



Figure 6.14. Rigid bow-Angle of collision $50^{\circ}$. Force and energy-displacement curves. Prediction of rupture according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve. $E_{p l}$ : inelastic strain energy, $E_{f r}$ : frictional dissipation energy, $E_{t o t a l}=E_{p l}+E_{f r}$ (similarly with the forces) (black circle: SHEARS criterion, grey circle: RTCLS criterion)
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Figure 6.15. Rigid bow-Angle of collision $50^{\circ}$. Representation of damage according to SHEARS rupture criterion

## RTCLS



Figure 6.16. Rigid bow-Angle of collision $50^{\circ}$. Representation of damage according to RTCLS rupture criterion

### 6.3.2 Deformable bow on rigid Tanker side

Figure 6.17 illustrates the force-displacement and energy-displacement curves according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve. Furthermore, Figure 6.18 presents the deformation pattern of the bow after 4 m of displacement of the rigid part of the bow towards the rigid Tanker side as predicted by the two criteria. It is noted that, in the collision scenarios of this and the next sub-section, where the bow is driven towards the rigid Tanker side and a rigid wall with a $50^{\circ}$ angle of collision, the displacement is limited to 4 m due to the restrictions in the boundary conditions, i.e. for further displacement the rigid part of the bow would come into contact with the rigid Tanker side or rigid wall, respectively. The aim of the collision scenarios in sub-sections 6.3.2 and 6.3.3 is to calculate the stiffness of the bow in different directions.

From Figures 6.17 and 6.18, one may observe that results according to the two criteria are almost identical with respect to the force and energy-displacement curves as well as the prediction of the deformation pattern of the deformable bow. At approximately 1.3 m of displacement, the front part of the bulb section that is up to the third frame, initiates to buckle and bend, which results in the slight decrease of the forces for about 400 mm of displacement, as can be seen in Figure 6.17. As the simulation progresses, the surface of the bulb section which comes into contact with the rigid Tanker side and consequently the force are increased. In addition, at almost 2.6 m of displacement the stem section of the bow comes into contact with the rigid Tanker side. This is also depicted in Figure 6.17 with the increase of the dark green curve, which is related to the force with respect to the stem section, i.e. $F_{p l}$-Stem. Beyond that point and up to the end of the simulation the forces as well as the corresponding energies, except in the case of the bulb section, steadily increase. In the bulb location, due to the excessive buckling and bending of the structural components, including almost 10 frames, 3 decks and the central buttock, the force with respect to the bulb section, i.e. $F_{p l}$-Bulb in Figure 6.17 drops. The latter force starts to increase again after 600 mm of further displacement, as the back part of the bulb section, which was intact up to this point, comes into contact with the rigid Tanker side. Thus, the resistance of the bulb section increases again (see Figures 6.17 and 6.18).

In Figure 6.18 it is observed that, almost the entire surface of the right or starboard side of the hull up to the fore watertight bulkhead comes into contact with the rigid Tanker side. However, the most part of the total energy is absorbed by the bulb section, which is excessively deformed, due to the relative position of the two bodies, i.e. the bow and the rigid Tanker side (see Figures 6.17 and 6.18). Moreover, no rupture in the bulb and stem sections of the deformable bow was detected (see also sub-section 6.2.2 and Figure 6.18).



Figure 6.17. Deformable bow on rigid Tanker side-Angle of collision $50^{\circ}$. Force and energy-displacement curves. Prediction of rupture according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve. $E_{p l}$ : inelastic strain energy, $E_{f r}$ : frictional dissipation energy,

$$
E_{p l_{t o t a l}}=E_{p l} \text {-Bulb }+E_{p l} \text {-Stem, } E_{\text {total }}=E_{p l_{t o t a l}}+E_{f r}(\text { similarly with the forces })
$$
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END OF IMPACT



Figure 6.18. Deformable bow on rigid Tanker side-Angle of collision $50^{\circ}$. Representation of damage according to SHEARS and RTCLS rupture criteria

### 6.3.3 Deformable bow on rigid wall

Figure 6.19 illustrates the force-displacement and energy-displacement curves according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve. In addition, Figure 6.20 presents the deformation pattern of the deformable bow after 4 m of displacement of its rigid part towards the rigid wall, as predicted by the two criteria.

Also in this case, SHEARS and RTCLS rupture criteria yield close results with respect to the force and energy-displacement curves as well as the representation of the deformation pattern of the bow (see Figures 6.19 and 6.20 ). In this collision scenario contrary to the previous case, the stem section of the deformable bow comes into contact with the rigid wall at an earlier stage. This is due to the differences in the geometry of the upper and lower part of the bow, i.e. above the sixth deck of the bow the frames are more open curved (see Figures 6.2 and 6.3), which make it possible in a $50^{\circ}$ angle collision scenario. In addition, the stem section is affected more by the impact than the bow section and a greater amount of energy is absorbed for the deformation of the former (see Figures 6.19 and 6.20).

No sooner than after almost 1.8 m of initial displacement, the bulb section of the bow came into contact with the rigid wall and the force with respect to the bulb section, i.e. $F_{p l}$-Bulb in Figure 6.19, increased. In general the forces follow an upward route up to the end of the simulation, except in the case of $F_{p l}$-Bulb, where the force slightly drops at approximately 3 m of displacement (see Figure 6.19). The drop in the latter force is related to the bending and buckling of the front part of the bulb section (see Figure 6.20). However, the resistance of the bulb section increases again after 400 mm of further displacement, as the contact surface between the two bodies, i.e. the bow and the rigid wall, becomes greater (see Figure 6.19). No rupture in the bulb and stem sections of the deformable bow was detected (see Figure 6.20).


Figure 6.19. Deformable bow on rigid wall-Angle of collision $50^{\circ}$. Force and energy-displacement curves. Prediction of rupture according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve. $E_{p l}$ : inelastic strain energy, $E_{f r}$ : frictional dissipation energy,

$$
E_{p l_{t o t a l}}=E_{p l} \text {-Bulb }+E_{p l} \text {-Stem, } E_{t o t a l}=E_{p l_{t o t a l}}+E_{f r}(\text { similarly with the forces })
$$
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Figure 6.20. Deformable bow on rigid wall-Angle of collision $50^{\circ}$. Representation of damage according to SHEARS and RTCLS rupture criteria

### 6.3.4 Both ships as deformable structures

Figure 6.21 illustrates the force-displacement and energy-displacement curves according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve. It is noted that, the total displacement is considered in Figure 6.21, i.e. the displacement of the rigid part of the bow, during the simulation. Also, Figures 6.22 and 6.23 present the deformation patterns of both ships as predicted by the two criteria, after almost 7 m of total displacement.

The total force-displacement and total energy-displacement points depicted in the diagrams of Figure 6.21, in the order of appearance are related to: i) outer shell rupture initiation, ii) outer shell collapse, i.e. the force reaches a peak $\left(F_{c}\right)$, iii) inner shell rupture initiation, iv) upper deck buckling, i.e. $\left(F_{b}\right)$, with respect to the Tankship. Furthermore, Table 6.5 summarizes the total force, total energy and displacement values at the aforementioned points and compares the results between the two criteria. Based on the data included in Table 6.5 as well as in Figures 6.21, 6.22 and 6.23 , it is observed that predictions with respect to SHEARS and RTCLS rupture criteria are considerably different.

According to SHEARS criterion, rupture of the outer shell initiates at almost 1 m of total displacement later compared to RTCLS criterion's predictions. In addition, collapse of outer shell as well as inner shell rupture is not predicted by SHEARS criterion. On the other hand, RTCLS criterion predicts breaching of the outer shell of the Tankship at almost 2 m of total displacement, accompanied by a gradual drop in the forces (see Figure 6.21). In both cases at approximately 2.6 m of total displacement the stem comes into contact with the side and the upper deck of the Tankship and as the simulation progresses the contact area between the two ships becomes greater. This is also shown by the steep increase in the forces in Figure 6.21. Rupture of the inner shell occurs at almost 4.3 m of total displacement according to RTCLS criterion and finally after virtually 1.5 m of further total displacement, the two criteria predict buckling of the upper deck of the Tankship (see Table 6.5). However, in both cases no rupture of the upper deck occurs up to the end of the simulation.

Figures 6.22 and 6.23 , manifest that the bulb in the case of SHEARS criterion is excessively deformed during the impact contrary to the predictions of RTCLS criterion (see also sub-section 6.2.4). In particular, according to SHEARS criterion extensive bending and buckling in the location of the bulb is observed, while in the case of RTCLS criterion only the area close to the bulb tip is affected. Due to the considerable amount of energy that is absorbed by the bulb, outer shell rupture of the Tankship is delayed in the case of SHEARS criterion. In both cases the stem, even after almost 4.5 m of total displacement, i.e. from the time it first came into contact with the upper deck of the Tankship, is slightly affected (see Figures 6.22 and 6.23).

Table 6.5. Both ships deformable-Angle of collision $50^{\circ}$. Comparison of numerical values of force, energy and total displacement for each rupture criterion at damage points

|  | SHEARS |  |  | RTCLS |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Outer shell rupture initiation | $F_{1}(M N)$ | $E_{1}(M J)$ | $U_{1}(m)$ | $F_{1}(M N)$ | $E_{1}(M J)$ | $U_{1}(\mathrm{~m})$ |
|  | 31.5 | 36.6 | 2.199 | 17.8 | 10.2 | 1.143 |
|  | $F_{1}(M N)$ differ. |  | $E_{1}(M J)$ differ. |  | $U_{1}(m)$ differ. |  |
|  | 55.6\% |  | 112.5\% |  | 63.1\% |  |
|  |  |  |  |  |  |  |
| Outer shell collapse (force peak) | $F_{c}(M N)$ | $E_{c}(M J)$ | $U_{c}(m)$ | $F_{c}(M N)$ | $E_{c}(M J)$ | $U_{c}(\mathrm{~m})$ |
|  | Not predicted |  |  | 27.7 | 30.0 | 1.977 |
|  | $F_{c}(M N)$ |  |  |  |  |  |
|  |  |  | $E_{c}(M J)$ |  | $U_{c}(m)$ |  |
|  | - |  | - |  | - |  |
|  |  |  |  |  |  |  |
| Inner shell rupture initiation | $F_{2}(M N)$ | $E_{2}(M J)$ | $U_{2}(m)$ | $F_{2}(M N)$ | $E_{2}(M J)$ | $U_{2}(\mathrm{~m})$ |
|  | Not predicted |  |  | 63.4 | 112.7 | 4.253 |
|  |  |  |  |  |  |  |
|  | $F_{2}(M N)$ differ. |  | $E_{2}(M J)$ differ. |  | $U_{2}(m)$ differ. |  |
|  | - |  | - |  | - |  |
|  |  |  |  |  |  |  |
| Upper deck buckling | $F_{b}(M N)$ | $E_{b}(M J)$ | $U_{b}(m)$ | $F_{b}(M N)$ | $E_{b}(M J)$ | $U_{b}(\mathrm{~m})$ |
|  | 95.9 | 250.5 | 5.747 | 69.1 | 216.8 | 5.839 |
|  |  |  |  |  |  |  |
|  | $F_{b}(M N)$ |  | $E_{b}(M J)$ |  | $U_{b}(m)$ |  |
|  | 32.5\% |  | 14.4\% |  | -1.6\% |  |




Figure 6.21. Both ships deformable -Angle of collision $50^{\circ}$. Force and energy-displacement curves.
Prediction of rupture according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve. $E_{p l_{\text {total }}}$ : inelastic strain energy, $E_{f r}$ : frictional dissipation energy, $E_{\text {total }}=E_{p l_{\text {total }}}+E_{f r}$ (similarly with the forces) (black circle: SHEARS criterion, grey circle: RTCLS criterion)
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Figure 6.22. Both ships deformable-Angle of collision $50^{\circ}$. Representation of damage according to SHEARS rupture criterion

## RTCLS



Figure 6.23. Both ships deformable -Angle of collision $50^{\circ}$. Representation of damage according to RTCLS rupture criterion

### 6.4 Comparative study

In the present section a comparative study takes place, based on the numerical analysis in the two previous sections. In particular, comparisons of the numerical results in terms of the force and energy-displacement curves with respect to different collision scenarios are performed.

Figures 6.24-6.32 illustrate the force and energy-displacement curves, according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type true stressstrain curve considering different collision scenarios. The following comparisons are performed: a) between the results of the simulations of the rigid bow and both deformable structures ( RB and BD respectively) regarding the collision scenarios with angles of collision $90^{\circ}$ and $50^{\circ}$ respectively, b) between the results of the RB and c ) of the BD simulations, with angles of collision $90^{\circ}$ and $50^{\circ}$ (RB90, RB50, BD90, BD50 respectively). In addition, Figures 6.24-6.32 depict the force-displacement and energy-displacement points, which are related to the instants that specific damage occurred. Furthermore, the numerical values of force, energy and displacement at the aforementioned points are summarized in Tables 6.66.9 and the differences are quantified. Note that, Tables 6.6-6.9 include two comparisons: 1) the first comparison is in terms of the results between the two rupture criteria for each collision scenario and 2) the second with respect to the results between the different collision scenarios for each rupture criterion. Figure 6.33 shows pictures of both ships taken after the accident.

According to the comparison in a), the black curves in Figures 6.24, 6.26, 6.27 and 6.29 correspond to the RB simulation, while the red curves to the BD simulation. In particular, Figures 6.24 and 6.27 show the force-displacement and energy-displacement curves versus the displacement of a node selected at the tip of the rigid or deformable bulb, while Figures 6.26 and 6.29 show the respective curves versus the total displacement, i.e. the displacement of the rigid part of the bow. In addition, Figures 6.25 and 6.28 illustrate energy-bulb tip displacement curves, considering the collision scenarios with angles of collision $90^{\circ}$ and $50^{\circ}$ respectively, according to the predictions of both criteria. Figures 6.25 and 6.28 include the total energy, the frictional dissipation energy and the energies absorbed by the deformable structures, i.e. the side of the struck ship and the bulb and stem of the striking ship. The points in Figures 6.24-6.29 in the order of appearance are related with: i) outer shell collapse, ii) inner shell rupture and iii) upper deck rupture of the struck ship. It is noted that, in the case of the RB simulations the points that are related to outer shell collapse coincide with initiation of outer shell rupture. Further, the extent of damage at initiation of outer shell rupture in the RB simulations corresponds to the damage that is observed in the BD simulations at outer shell collapse.

As one may observe in Figures 6.24 and 6.26, in terms of the $90^{\circ}$ angle collision scenario, the red curve with respect to RTCLS criterion follows fairly well the respective black curve. On the contrary, in the case of SHEARS criterion the two curves show a very different behaviour, especially in the range of $2-5 \mathrm{~m}$ of bulb tip displacement in Figure 6.24. This is explained by the fact that at approximately 3 m of total displacement, i.e. 2 m of bulb tip displacement in the BD case according to SHEARS and 2.7 m according to RTCLS criterion,
the stem of the Bulk Carrier comes into contact with the upper deck of the Tankship (see also section 6.2.4). Note that, contact of the stem with the upper deck at 3 m is also observed in the RB simulation. However, in the RB simulation for both criteria as well as in the case of the BD simulation with RTCLS criterion, contact of the stem with the upper deck follows the inner shell rupture (see Figures 6.24, 6.26 and Table 6.6). Moreover, the bulb of the bow in the BD simulation using SHEARS criterion is far more deformed than in the case of RTCLS criterion (see Figures 6.12 and 6.13). This is also evident in Figure 6.25, by comparing the energy dissipated for the deformation of the bulb based on the predictions of both criteria. In Figure 6.26 is clearly shown that outer shell collapse, i.e. force peaks, in the case of the BD simulation according to SHEARS criterion, occurs at almost 800 mm of total displacement later than in the case of the RB simulation, due to the crushing of the bulb. Therefore, in the BD collision scenario using SHEARS criterion, on one hand outer shell collapse is delayed and on the other the stem of the striking ship comes into contact with the upper deck of the struck ship before inner shell rupture occurs. As a result, a significant increase in the energy absorbed by the two ships is observed before rupture of the inner shell of the struck ship (see Figures 6.24 and 6.26). The deformation of the bulb is also responsible for the difference in the absorbed energies at outer shell collapse between the RB and DB simulations using SHEARS criterion (see Figure 6.24 and Table 6.6). Following the previous discussion, eventually the upper deck ruptures at an earlier stage in the BD simulation with respect to the RB simulation according to both criteria (see Figure 6.24). However, at that point RB and BD simulations yield close predictions in terms of the amount of the energy that is absorbed by the deformable structures (see Table 6.6). The trend is the same irrespective of the criteria. It is noted that, almost the same amount of energy is dissipated by friction also with respect to results by both rupture criteria (see Figures 6.4, 6.11 and 6.25).

In the case of the $50^{\circ}$ angle collision scenario, it is also observed that a small amount of energy is dissipated for the deformation of the bulb according to RTCLS criterion's predictions, i.e. the criterion is activated sooner at the side of the struck ship (see Figures 6.23 and 6.28). On the contrary, according to SHEARS criterion's predictions a significant amount of energy is absorbed by the bulb which buckles and bends (see Figures 6.22 and 6.28). Figures 6.27 and 6.28 illustrate the differences between the RB and BD simulations using the two criteria in terms of the force and the dissipated energies versus the displacement of the bulb tip (see also Table 6.7). It is obvious that RB and BD simulations with RTCLS criterion yield close results. However, results between the RB and BD simulations with SHEARS criterion are fairly different. This is due to the following reasons considering the BD simulation: 1) bending and buckling of the bulb without inner shell rupture of the struck ship and limited outer shell rupture, i.e. a small crack initiates at the outer shell of the struck ship and as a result a great amount of energy is dissipated by friction throughout the simulation (see also Figures 6.22 and 6.28 ) and 2) contact of the stem of the striking ship with the side and upper deck of the struck ship almost $1 m$ earlier than in the RB simulation, i.e. at 1.7 m of bulb tip displacement that corresponds to 2.6 m of total displacement.



Figure 6.24. Angle of collision $90^{\circ}$. Force and energy-displacement curves.
Comparison between the rigid bow (RB) and both deformable (BD) simulations according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve (black circle: SHEARS criterion, grey circle: RTCLS criterion)



Figure 6.25 . Angle of collision $90^{\circ}$. Energy-displacement curves
Comparison between the rigid bow (RB) and both deformable (BD) simulations according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve



Figure 6.26. Angle of collision $90^{\circ}$. Force and energy-displacement curves
Comparison between the rigid bow (RB) and both deformable (BD) simulations according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve (black circle: SHEARS criterion, grey circle: RTCLS criterion)



Figure 6.27. Angle of collision $50^{\circ}$. Force and energy-displacement curves.
Comparison between the rigid bow (RB) and both deformable (BD) simulations according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve (black circle: SHEARS criterion, grey circle: RTCLS criterion)



Figure 6.28 . Angle of collision $50^{\circ}$. Energy-displacement curves
Comparison between the rigid bow (RB) and both deformable (BD) simulations according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve



Figure 6.29. Angle of collision $50^{\circ}$. Force and energy-displacement curves
Comparison between the rigid bow (RB) and both deformable (BD) simulations according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve (black circle: SHEARS criterion, grey circle: RTCLS criterion)

Moving on, according to the comparisons in b) and c), the inelastic strain energy or structural energy, which was dissipated during the RB and BD simulations with angles of collision $50^{\circ}$ and $90^{\circ}$ respectively as well as the corresponding force, are plotted versus the displacement which is perpendicular to the direction of the struck ship (see Figures 6.306.32). As frictional dissipation is greater in the RB50 and BD50 simulations than the RB90 and BD90 simulations (see Figures 6.4 and 6.14 and Figures 6.11 and 6.21), friction in both cases was not included in the comparative study, in order to investigate the differences only in terms of plastic dissipation. The force-displacement and energy-displacement points depicted in Figure 6.30, i.e. comparison b), are related with: i) outer shell rupture, ii) inner shell rupture and iii) upper deck rupture initiation of the struck ship, while the respective points in Figure 6.31, i.e. comparison c), are related with: i) outer shell rupture initiation, ii) outer shell collapse, i.e. the force reaches a peak $\left(F_{c}\right)$ and iii) inner shell rupture initiation of the struck ship. Tables 6.8 and 6.9 summarize and compare the numerical values of force, energy and bulb tip displacement at the aforementioned points in each case. It is noted that, the notations $U_{i}-50^{\circ}, 90^{\circ}$ in Figures 6.30 and 6.31 and $U_{p_{i}}$ in Tables 6.8 and 6.9 for $i=1,2, \mathrm{c}$ and 3, are related to the bulb tip displacement as derived from the RB50 and BD50 simulations respectively, expressed in the perpendicular to the struck ship direction, i.e. multiplied by $\sin 50^{\circ}$. Similarly, the notation $U_{i}-50^{\circ}, 90^{\circ}$ in Figure 6.32, is related to the total displacement expressed in the perpendicular to the struck ship direction, i.e. BD50 simulation.

From Figures 6.30-6.32 and the quantified numerical data in Tables 6.8 and 6.9, it is obvious that the RB90 and BD90 simulations yield more conservative results with respect to the RB50 and BD50 simulations using both rupture criteria. This implies that damage, i.e. outer shell rupture etc., in the latter cases is predicted to occur at larger bulb tip displacements. In addition, the energy absorbed for structural plastic deformation at the damage points is significantly higher (see Tables 6.8 and 6.9 ). An interpretation to the previous observations is that, in the RB90 and BD90 simulations the stem of the Bulk Carrier comes into contact with the upper deck of the Tankship at 3 m of total displacement, while the respective total displacement in the RB50 and BD50 simulations is 2.6 m , i.e. approximately 2 m in the perpendicular to the struck ship direction $U_{p}$, that is almost 1 m of total displacement sooner (see also sub-sections 6.2.1, 6.2.4, 6.3.1 and 6.3.4). This is also shown in Figures 6.30 and 6.32, where the forces start to increase after 2 m of total displacement in the perpendicular to the struck ship direction. Consequently, as contact of the upper deck of the Tankship with the stem of the bow occurs at an earlier stage in the RB50 and BD50 simulations, the resistance of the structures is also increased sooner and thus damage, especially beyond 2 m of total displacement, takes place at higher energies. It is noted that, solely in the case of the RB90 simulation using RTCLS criterion, rupture of the upper deck occurred at a greater displacement than in the respective case of the RB50 simulation (see sub-section 6.2.1). However, the corresponding inelastic strain energy at that point was almost $42 \%$ higher than in the RB90 simulation (see Table 6.8).


Figure 6.30. Rigid bow. Force and energy-displacement curves. Comparison between the two simulations with angles of collision $50^{\circ}$ and $90^{\circ}$ according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve. $E_{p l_{90^{\circ}}} E_{p l_{50^{\circ}}}$. inelastic strain energies with respect to the $90^{\circ}$ and $50^{\circ}$ angle of collision simulations as functions of the displacement in the perpendicular to the struck ship direction $\left(U_{p}\right)$
(similarly with the forces) (black circle: SHEARS criterion, grey circle: RTCLS criterion)


Figure 6.31. Both deformable. Force and energy-displacement curves. Comparison between the two simulations with angles of collision $50^{\circ}$ and $90^{\circ}$ according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve. $E_{p l_{t o t a l_{90}{ }^{\circ}}} E_{p l_{t o t a l_{50}}{ }^{\circ}}$ : total inelastic strain energies with respect to the $90^{\circ}$ and $50^{\circ}$ angle of collision simulations as functions of the bulb tip displacement in the perpendicular to the struck ship direction $\left(U_{p}\right)$ (similarly with the forces) (black circle: SHEARS criterion, grey circle: RTCLS criterion)


Figure 6.32. Both deformable. Force and energy-displacement curves. Comparison between the two simulations with angles of collision $50^{\circ}$ and $90^{\circ}$ according to SHEARS and RTCLS rupture criteria in combination with the powerlaw type material curve. $E_{p l_{t o t a l_{90}{ }^{\circ}}}, E_{p l_{t o t a l_{50}}}$ : total inelastic strain energies with respect to the $90^{\circ}$ and $50^{\circ}$ angle of collision simulations as functions of the total displacement in the perpendicular to the struck ship direction $\left(U_{p}\right)$ (similarly with the forces) (black circle: SHEARS criterion, grey circle: RTCLS criterion)

From the comparative study it is observed that, the RB and BD simulations yield close results when using RTCLS criterion, which predicts rupture of the side of the struck ship at a rather early stage. Due to this, a rather small amount of energy is absorbed for the plastic deformation of the bulb of the striking ship in the case of the BD simulations and as a result the bulb behaves more or less as a rigid body. However, a completely different behaviour is observed in the corresponding case with SHEARS criterion, whereby the deformable bulb of the striking ship is significantly deformed, before the rupture and consequently the decrease in the stiffness of the side shell. Thus, the structural energy versus penetration curves that are obtained by the RB and BD simulations when using SHEARS criterion, are considerably different.

According to the results from the benchmark study in chapter 5, in the majority of the examined cases, where the structures were loaded transversely by rigid indenters with a rather similar shape to the shape of the bulb in the full-scale analyses, biaxial straining was dominant, i.e. triaxialities mainly over $1 / \sqrt{3}$ or $\beta>0$ and RTCLS criterion predicted rupture sooner than occurred in the experiments. Nevertheless, in one simulation, that is in the case of the CE-2 model, where the rigid indenter had a deformable cap, RTCLS criterion captured well the first peak in the experimental force-penetration curve, while SHEARS criterion overestimated the strength of the struck model. Thus, from the examination of all simulations of the tests it is observed that, where the impacted plating was loaded transversely, with the exception of the CE-2 model, SHEARS tends to produce results that are closer to the experimental observations.

As far as the behaviour of the SHEARS and RTCLS criteria in the simulation of the CE-2 model, further investigation led to the following observation: rupture on the outer shell initiated at the points where the rigid part of the indenter came into contact with the side shell, which were located under the perimeter of the rigid ring. This was observed in the simulations with either SHEARS or RTCLS criterion. In addition, both criteria predicted similar deformation patterns for the deformable cap. This pattern of damage differs from the damage that was predicted by SHEARS and RTCLS criteria in the simulation of an actual collision, where the crack that was initiated on the side of the struck ship, propagated vertically in front of the bulb tip of the striking ship. However, in the actual collision simulation SHEARS and RTCLS criteria predicted different deformation patterns for the bulb. The differences between the damage patterns, with respect to the simulations of the CE-2 and the full-scale models, are mainly due to the different structural configurations of the deformable cap and the actual bulb. The geometry of the deformable cap is rather simple, i.e. a thin curved unstiffened shell. On the other hand, the geometry of the actual bulb is more complex and consists of stringers, i.e. decks, frames and buttocks. Further, a close examination of the simulation results revealed that, the triaxialities on the side of the struck structure, in the case of CE-2 model, were mainly in the range of $0<T<1 / \sqrt{3}$, whereas the triaxialities, in the case of the full-scale model on the side of the struck ship, were over $1 / \sqrt{3}$, which are rather close to the triaxialities that were observed in the simulations of the tests on transversely loaded plates. As already discussed in section 5.3, RTCLS criterion yields rather different predictions compared to the experimental observations for triaxialities over $1 / \sqrt{3}$
and below zero. Therefore, as the triaxialities monitored in the case of the actual collision simulation are greater than $1 / \sqrt{3}$, for which the SHEARS criterion produced good results, and the damage pattern of the side shell in the full scale simulation differs considerably from the damage pattern of CE-2 model, it is concluded that SHEARS criterion produces predictions that represent better the results of actual collisions.


Figure 6.33. The damaged side of the Tankship (on the left) and the ruptured bow of the Bulk Carrier (on the right) after the accident (The Republic of the Marshall Islands 2002)

Table 6.6. Angle of collision $90^{\circ}$. Comparison between the rigid bow (RB) and both deformable (BD) simulations. Numerical values of force, energy and bulb tip displacement for each rupture criterion at damage points


Table 6.7. Angle of collision $50^{\circ}$. Comparison between the rigid bow (RB) and both deformable (BD) simulations. Numerical values of force, energy and bulb tip displacement for each rupture criterion at damage points


Table 6.8. Rigid bow. Comparison between the two simulations with angles of collision $50^{\circ}$ and $90^{\circ}$. Numerical values of force, inelastic energy and displacement in the direction perpendicular to the struck ship $\left(U_{p}\right)$ for each rupture criterion at damage points


Table 6.9. Both deformable. Comparison between the two simulations with angles of collision $50^{\circ}$ and $90^{\circ}$. Numerical values of force, inelastic energy and bulb tip displacement in the direction perpendicular to the struck ship $\left(U_{p}\right)$ for each rupture criterion at damage points
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## Chapter 7

## Concluding Remarks and Proposals for Future Research

### 7.1 Overview of the work

In the present investigation twenty two indentation tests and a drop weight test have been modeled using Abaqus/Explicit FE code, in order to study the behaviour of thin walled structures made of steel, which represent parts of a ship structure, under extreme loading conditions. Such loadings that may arise in the case of impacts involving ship structures for example collisions and groundings, cause different modes of failure, i.e. membrane, bending, tearing and crushing.

The scope of this study was to find a procedure for the simulation of ship impacts, which would lead in a realistic description of the material behaviour up to the final stage of rupture and produce reliable results. To this end, focus was placed on the determination of an effective material model, namely a suitable combination of a true stress-strain curve and a rupture criterion, taking also into account the mesh size effect. In addition, strain-rate effect has been investigated in the case of the drop weight test, where the strains were developed with relatively high rates.

The true stress-strain curve until necking was determined from uniaxial tensile tests, whereas the appropriate true stress-strain curve beyond necking was selected to be between a powerlaw and a tangent type material curve, i.e. tangent to the point of maximum load of the engineering stress-strain curve. Uniaxial simulations of tensile tests were performed in each case using different mesh sizes.

Three rupture criteria were programmed into VUMAT subroutine (ABAQUS 2010) to account for rupture, namely the critical equivalent plastic strain criterion or SHEAR criterion (Marinatos and Samuelides 2013a, 2013b and 2015), the BWH instability criterion (Alsos et al. 2008) and the RTCL damage criterion (Törnqvist 2003). SHEAR rupture criterion was defined not to be activated for triaxialities below $-1 / 3$. Further, the behaviour of the failure criteria that have been implemented in FE codes as well as other criteria for the prediction of rupture initiation and propagation, were investigated. Also, a procedure for the definition of the critical equivalent plastic strain as a function of the ratio $l_{e} / t$ has been proposed and applied in the analysis. The numerical results of the benchmark study were compared with the experimental force-penetration, energy-penetration curves as well as with the damaged forms of the experimental models using different mesh sizes.

Based on the benchmark study investigation, the simulation procedure that has been defined was also applied in an actual ship-ship collision, in order to assess the behaviour of a deformable bow. Four full-scale collision scenarios were examined considering two angles of collision, namely $90^{\circ}$ and $50^{\circ}$. The ships were modeled as rigid or deformable bodies and in the most realistic collision scenario both ships were defined as deformable structures. The simulations were based on the real ship-ship collision accident between the Tankship BALTIC CARRIER and the Bulk Carrier TERN that took place in the Baltic Sea on 29 March 2001. The prediction of the deformation patterns and the assessment of the structural energy dissipated during different collision scenarios, was achieved through the application of the scaled forms of RTCL and SHEAR rupture criteria, where the rupture strain depends on the element length, in combination with the powerlaw type true stress-strain curve.

### 7.2 Conclusions

The conclusions from the present work are summarized in the following:

## - Material curve

$>$ Beyond the point of necking the powerlaw type true stress-strain curve, i.e. $w=0$, is the best choice for element length over thickness ratios greater than one, i.e. $l_{e} / t>1$, in most cases
$>$ True stress-strain-rate dependent material curves yield the best reproduction of the experimental stress-strain rate dependent engineering curves and should be used to account for strain-rate dependency

## - Failure criteria

$>$ Instability criteria show a very different behaviour compared to rupture criteria in the strain field considering the various loading states
$>$ Differences between the various criteria are rather minimized in the stress field especially in the range of $\beta \geq 0$
$>$ The Swift (1952) instability criterion yields more conservative results with respect to the rest criteria in the range of $-1<\beta<0$
$>$ The Stören-Rice (1975b) criterion yields almost identical predictions with the BWH criterion especially in the range of $0 \leq \beta \leq 1$, while it further determines a limit stress in a pure shear loading process, i.e. $\beta=-1$
$>$ The reference to criteria that are independent from the stress/strain state is misleading. It is noted that, a criterion using constant equivalent strain, i.e. SHEAR and Peschmann (2001) criteria, may be expressed in terms of principal strain or stress which depends on the stress/strain state
$>$ The Peschmann (2001), SHEAR, RTCL, Lou et al. (2012) and Rupture Index criteria, show a similar behaviour considering the various loading states

## - Simulation technique

$>$ The finer the mesh the lower the resultant force and as a consequence the absorbed energy at the same penetration depth in the majority of the simulations due to local phenomena, i.e. geometrical constraints that lead to strain and stress concentrations, which are captured by small elements; rupture occurs at an earlier stage
$>$ In analyses where the strain field is uniform and local phenomena are not dominant, scaling of the critical strain results in extended scatter when using different meshes, i.e. the case of the US Plate model. However, in actual ship impacts local phenomena are rather dominant due to complicated geometries and an appropriate value of the critical strain should be selected for the relevant mesh size, i.e. application of a scaling law
$>$ Convergence between different meshes is observed in the majority of the simulations for element length over thickness ratios between two and three, i.e. $2 \leq l_{e} / t \leq 3$ and in some cases between one and two, i.e. $1 \leq l_{e} / t \leq 2$
$>$ Triaxialities during the loading process and up to rupture in most of the examined cases were over $1 / 3$ or $\beta>-1 / 2$. Significant variations of the magnitude of triaxialities were observed in the case of the tearing tests and in models with a more complex geometry
$>$ RTCL criterion predicts rupture at an earlier stage when compared with experimental results in the cases where the structures are loaded transversely and biaxial straining is dominant, i.e. triaxialities are mainly over $1 / \sqrt{3}$ or $\beta>0$. The opposite trend is observed when compared with experimental results of cutting tests, i.e. triaxialities are mainly below zero or $\beta<-1$
> When a material curve that is obtained from a tensile test is associated with the mid strain-rate applicable to the ends of the specimen during the test, the effect of strain-rate on material behaviour is overestimated. This is because the so defined mid strain-rate is lower than the true strain-rate inside the neck
$>$ Element length over thickness ratios up to 4 yield realistic representation of the deformation patterns especially in more complex structures
> Realistic simulation of the indentation tests and consistency in terms of the representation of the deformation patterns and the estimation of the absorbed energy is achieved with

- the scaled form of SHEAR rupture criterion, i.e. the criterion based on maximum equivalent plastic strain, with a cut-off value of triaxialities equal to $-1 / 3$ below which the criterion is not activated, whereby the threshold value of strain depends on the element length over thickness ratio
- a true stress-strain curve that is appropriate for the relevant element length; in most cases a powerlaw type material curve is the best choice for element length over thickness ratios greater than one, i.e. $l_{e} / t>1$
- an element length over thickness ratio between two and four, i.e. $2 \leq l_{e} / t \leq 4$ in most of the examined cases
- Actual impacts between deformable bodies
$>$ RTCLS criterion is activated sooner than SHEARS criterion and predicts outer and inner shell rupture of the struck ship at an earlier stage, i.e. triaxialities over $1 / \sqrt{3}$, yielding also lower force and absorbed energy values at the specific points
$>$ Tearing of the upper deck of the struck ship is predicted at a later stage using RTCLS criterion, i.e. triaxialities below zero
$>$ The bulb in the cases where both ships are deformable is not significantly deformed during the impact according to RTCLS predictions, due to the earlier rupture of the side of the struck ship
$>$ RTCLS and SHEARS criteria predict similar deformation patterns and force and energy-displacement curves in the case of the collision scenario with a rigid bow and collision angle $50^{\circ}$
$>$ Rupture of the stem or the bulb of the striking ship is not predicted by RTCLS and SHEARS criteria in the cases where the deformable bow is driven towards the rigid Tanker side and rigid wall. As a result both criteria predict similar deformation patterns and force and energy-displacement curves
> Damage occurs at an earlier stage accompanied also with lower plastic dissipation energies according to simulations with collision angle $90^{\circ}$ compared to the respective simulations with collision angle $50^{\circ}$
$>$ In the cases of collision scenarios with collision angle $90^{\circ}$ the bulb of the striking ship is crushed, i.e. concertina form, while in the cases of collision scenarios with collision angle $50^{\circ}$ bending and buckling of the bulb is observed
$>$ The bending and buckling of the bulb in the $50^{\circ}$ collision scenario, where both ships are deformable, leads to limited outer shell rupture of the side of the struck ship according to SHEARS criterion's predictions
> The extent of damage on the struck ship is highly dependent on the relative position of the ships as it is found from the analyses with different collision angles. It is noted that, in the cases of collision scenarios with collision angle $50^{\circ}$, where the bow of the striking ship is considered rigid, the extent of damage on the side of the struck ship is greater than in the respective cases of collision scenarios with collision angle $90^{\circ}$

Frictional dissipation is greater in analyses with collision angle $50^{\circ}$, especially in the case of the collision scenario where both ships are deformable using SHEARS criterion. In this case rupture of the side of the struck ship is limited and bending of the bulb results in an increased contact area during the impact

### 7.3 Research achievements

In the following are listed the achievements of the present work:
$>$ Definition of the appropriate material relation, i.e. true stress-strain curve, and rupture criterion that should be used in non linear FE simulations with plane stress elements, taking also into account the mesh size effect as well as strain-rate effect
$>$ Establishing of an experimental data base of tests simulating the modes of deformation that mostly occur in ship impacts, which tests can be used for the verification of the numerical simulation techniques
$>$ Definition of a procedure to determine the critical equivalent plastic strain as a function of the element length over thickness ratio
$>$ Determination of modeling parameters for the simulation of the response of ship structures under accidental loading conditions
$>$ Explanation of the behaviour of various failure criteria under plane stress conditions
$>$ Explanation of the behaviour of scaling law in rupture criteria under different strain patterns
$>$ Developing VUMAT subroutine in order to incorporate three rupture criteria in Abaqus/Explicit
$>$ Investigation of the effect of a deformable bow when the bow and the stem is in contact with the side structure in collision simulations

### 7.4 Proposals for future research

The section discusses the issues that have been emerged from the present work and should be investigated in the future.

1. The present investigation showed that the criterion based on a critical equivalent true plastic strain, i.e. SHEARS criterion, with a cut-off value of triaxialities equal to $-1 / 3$ below which the criterion is not activated, whereby the threshold value of strain depends on the material curve and the element length over thickness ratio, simulates the tests in a realistic manner. Though, in this form of SHEARS criterion, the critical equivalent true plastic strain is independent from the stress/strain state encountered during the loading of a structure. On the other hand, the ductile fracture criterion proposed by Lou et al. (2012), is a critical equivalent true plastic strain criterion that accounts for the various fracture mechanisms associated with nucleation, growth and shear coalescence of voids, which may arise within the material volume during loading, by introducing three material parameters (see sub-section 4.1.3, chapter 4). However, a practical and reliable method for the calibration of these parameters, taking also into consideration the mesh size is not yet established and needs further investigation.
2. The proposed formula for the scaling of the critical equivalent true plastic strain accounts for local phenomena and it seems that it overestimates the effect of the element size when the strain is rather uniform over a large area. Thus, it is suggested to investigate if the scaling law should take into account the uniformity of strain pattern and consequently if needed to suggest a scaling law that includes this factor.
3. RTCL criterion yields good results for stress triaxialities in the range of $0<T<1 / \sqrt{3}$, or $-1<\beta<0$. However, as already discussed in section 5.3 of chapter 5 , beyond this range it yields rather different results from the experimental observations. This different behaviour may be attributed to the values of the stress triaxiality function $f(T)$ that is multiplied with the increments of the equivalent true plastic strain. Thus, further investigation is needed to define appropriate expressions of function $f(T)$ outside the above range of stress triaxialities.
4. From the full-scale analyses it is evident that the relative position of the striking and struck ship has a strong effect on the results, because it influences the contact area between the two ships, in particular in a realistic simulation with both bodies being deformable. Further, it was shown that the direction of the loading has an effect on the energy that is needed to cause damage at a specific penetration depth, i.e. the dimension of the damage that is normal to the direction of the length of the struck ship. Further investigation is needed, in order to identify the collision scenarios that should be defined for the assessment of the structural crashworthiness of a ship.
5. The ABAQUS and VUMAT interaction should be investigated and eventually further development of the VUMAT subroutine is needed, so that it will be possible a) to use it in association with BWH criterion in a parallel-process environment and b) to include the effect of the strain-rate on rupture, when providing as input a bundle of true stressstrain curves with a strain-rate dependency.
6. In order to improve and validate simulation techniques, it is essential to reproduce damage patterns that occur in actual ship impacts. Unfortunately, accidents still happen and it is suggested to inspect damaged structures, so as to obtain data that may be used in a benchmark study for the verification of the proposed methodology.
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## Appendix A

## Experimental Data

The annex summarizes the configurations of each test, the dimensions of the test components, the form of the rigid or deformable indenters and the stress-strain engineering curves for each material used in the examined experiments.

## A. 1 US Plate, 1-FB and 2-FB models-(Alsos and Amdahl 2009)

Figure A. 1 illustrates the plate, stiffeners and frame configuration as well as the stressstrain engineering curves for the plate and the stiffener. The dimensions of each component are included in the schematic view of the test set-up. The plate is welded to a strong frame, while the stiffeners are welded to the plate and the stiffener ends are fixed to the frame. The plate and the flat bar stiffeners are made from mild steel (S235JR EN10025).



Figure A.1. The test set-up and schematic view of each component (upper) and stress-strain engineering curves for the plates and the FB stiffeners (lower)

## A. 2 ST-3-BW, ST-3-OW, ST-4-BW and ST-4-OW models-(Paik et al. 1999)

Figure A. 2 illustrates a schematic view of the rigid indenter and its position between and on webs, respectively. The boundaries of the test models are considered to be fixed. The location of the indenter is at the center of the test structure. The double bottom models are made from mild steel and are composed of outer-inner skin plating and longitudinaltransverse webs. Figure A. 3 shows a more detailed description of the models. The depth between the outer-inner skin plating in each case is 350 mm . The thicknesses of the structural components are 2.8 mm and 3.95 mm for the cases of the ST-3 and ST-4 models, respectively. The stress-strain engineering curves for each material are illustrated in Figure A. 4 .


Figure A.2. Schematic view of the test set-up for initial colliding 'between webs' and 'on webs' (on the left) and the rigid indenter (on the right)


Figure A.3. Details of the ST-3-BW and ST-4-BW models (on the left) and of the ST-3-OW and ST-4-OW models (on the right)


Figure A.4. Stress-strain engineering curves for the ST-3 and ST-4 models

## A. 3 US, LS, TS and OS models-(Paik and Tak 1995)

Figure A. 5 illustrates the schematic view of the test set-up, representing the stiffened plate with two longitudinal and transverse stiffeners and the rigid wedge. Table A. 1 summarizes the dimensions of each component shown in Figure A.5. The angle and breadth of the wedge are $60^{\circ}$ and 110 mm , respectively. The edges of the plate and the transverse stiffeners are considered fixed, except at the side that faces the rigid sharp wedge.


Figure A.5. Schematic view of the test set-up (on the left) and geometry of the orthogonally stiffened plate and rigid sharp wedge (on the right)

Table A.1. Details of the test specimens ( mm )

| Specimen | $A$ | $B_{S}$ | $t$ | $t_{L}$ | $h_{L}$ | $t_{T}$ | $h_{T}$ | $a$ | $b$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| US | 499.0 | 502.5 | 7.03 | - | - | - | - | - | - |
| LS | 502.5 | 499.0 | 7.05 | 7.34 | 71.53 | - | - | - | 97.6 |
| TS | 504.0 | 502.5 | 7.30 | - | - | 7.57 | 104.0 | 166.5 | - |
| OS | 500.0 | 499.5 | 7.40 | 7.13 | 69.55 | 7.17 | 105.8 | 165.2 | 100.3 |

## A. 4 COLLISION STATIC and COLLISION DYNAMIC models-(ASIS 1993 reported in ISSC 2003)

Figure A. 6 shows the schematic views of the double hull model and the bow. The test model is scaled down with a factor of about 1:2. The left and right ends of the model are welded to very rigid support structures and the bottom plate is fixed to the test bed with bolts and nuts. The details of the double hull model are presented in Figure A.8.


Figure A.6. Schematic view of the double hull (on the left) and bow (on the right)
In the dynamic test the rigid bow shape indenter with a dummy weight and a load cell, having an overall weight about 8.4 tons, was freely fallen from 4.8 m above the initial position of the outer hull. The colliding velocity was approximately $9.7 \mathrm{~m} / \mathrm{sec}$. Free fall loadings were repeated until the penetration of the bow reached at about 900 mm . To account for the strain-rate effect, uniaxial tensile tests were conducted with loading velocities varying between $0.05-5 \mathrm{~m} / \mathrm{sec}$. For specimens with a 50 mm gauge length, this implies strain-rate values between 1-100 $\mathrm{sec}^{-1}$. Figure A. 7 shows the test specimen used in the static and dynamic tensile tests. The stress-strain relationships measured in the static and dynamic tests for three material thicknesses are shown in Figure A.9. Note that, the strain-rate values are mid engineering values.


Figure A.7. Test specimen of static tensile (on the left) and dynamic test (on the right)


B-B

| Plate thickness |  | Plate size |
| :---: | ---: | ---: |
| (7) | 25 mm | $1200 \times 5620$ |
| (6) | 7 mm | $100 \times 1992$ |
| (5) | 7 mm | $100 \times 1996$ |
| (4) | 8 mm | $461.5 \times 1600$ |
| (3) | 7 mm | $120 \times 1422$ |
| (2) | 7 mm | $1600 \times 6000$ |
| (1) | 10 mm | $450 \times 6000$ |

Figure A.8. Double hull model


Figure A.9. Stress-strain engineering curves for the Collision Static and Dynamic tests

## A. 5 OUTER SHELL and INNER SHELL models-(Gong et al. 2013)

Figure A. 10 illustrates the schematic views of the outer and inner shell structure models. Model boundaries are welded to a strong frame. Figure A. 11 presents the test specimen and the engineering stress-strain curves of the plate and stiffeners, respectively.


Figure A.10. Schematic view of the outer (upper) and inner (lower) shell structure models


Figure A.11. Test specimen (on the left) and stress-strain engineering curves (on the right) for the shell plate and stiffener components

## A. 6 FLAT SPECIMEN and KNIFE SPECIMEN models-(Villavicencio 2012 and

 Villavicencio et al. 2013)Figure A. 12 shows the schematic views of the specimen and the indenters with the knife and flat edges. Model boundaries are welded to a strong frame. Figure A. 13 illustrates the test specimen and the engineering stress-strain curves of the plate and stiffener components.


Figure A.12. Geometry of the side panel specimen (on the left) and the (a) knife and (b) flat edge indenters (on the right)


Figure A.13. Test specimen (on the left) and stress-strain engineering curves (on the right) for the shell plate and stiffener components

## A. 7 CE-1 and CE-2 models-(Tautz et al. 2013 and Fricke et al. 2014)

Figure A. 14 shows the test rig of TUHH, Institute for Ship Structural Design and Analysis and the top view of the side structure. The test model is scaled down with a factor of about $1: 3$. The test rig is mounted on two longitudinal girders. The model area is welded within a massive supporting frame that represents the boundary conditions of the surrounding structure.


Figure A.14. Collision test rig-total and detailed view (on the left) and top view on side structure (on the right)
Figure A. 15 presents the geometries of the rigid and deformable bulbous bows. It is noted that, in the case of the deformable bulbous bow a sheet metal cap 3 mm thick is attached to the rigid part of the indenter. The test specimens and the engineering stress-strain curves for each component are illustrated in Figure A.16.


Figure A.15. The rigid bulbous bow (on the left) and the bulbous bow with deformable tip (on the right)


Figure A.16. Stress-strain engineering curves for the shell, web frame and longitudinal stiffener

## A. 8 P1-15, P2-15, S1-20 and S2-20 models-(DNV 1993)

Figure A. 17 illustrates the schematic views of the experimental set-up, the test specimens, i.e. the un-stiffened and stiffened plates and the rigid wedge. The specimen material is a standard ship steel (NVE36). The specimens are fixed to a strong frame by eight high tension bolts of 80 mm diameter. The wedge is welded to a base, which again is fitted to guides between the test rig frame.


Figure A.17. Experimental set-up (upper), specimen configuration (lower on the left) and schematic view of the wedge (lower on the right)

It is noted that, the stress-strain engineering curves in the preceding figures are in digitized form except in the case of the shell, web frame and longitudinal stiffener components of the CE-1 and CE-2 models, which were provided by the author in Tautz et al. (2013).

In the cases of Paik and Tak (1995) and DNV (1993) experiments, the stress-strain engineering curves were not available. Alternatively, stress-strain engineering curves were selected according to ArcelorMittal (2009), based on the mechanical properties of the materials included in the relevant experiments (see Table 2.1, chapter 2). Moreover, due to lack of the geometries of the flat specimens used in the uniaxial tension tests in the cases of Alsos and Amdahl (2009), Paik et al. (1999), Paik and Tak (1995) and DNV (1993) experiments, test specimens with dimensions as derived according to the ASTM (2004) standard were used in the corresponding uniaxial simulations.

Finally, in the case of the CE-2 model (Tautz et al. 2013 and Fricke et al. 2014), the material of the shell component, but with thickness 3 mm , was also used for the modeling of the deformable part of the bulbous bow indenter, as the actual stress-strain engineering curve was not available.

## Appendix B

## Calibration of SHEAR and RTCL Criteria

In the present analysis SHEAR and RTCL rupture criteria were calibrated through uniaxial simulations by calculating the value of the integral $\int f\left(\frac{\sigma_{m}}{\sigma_{e q}}\right) d \bar{\varepsilon}^{p l}=D$ up to the experimental point of fracture. For the calculation of the integral in the case of SHEAR criterion function $f\left(\frac{\sigma_{m}}{\sigma_{e q}}\right)$ of the integral was taken equal to one, that is for triaxialities $1 / 3$, (see also Figure 4.1, chapter 4). The actual value of $f\left(\frac{\sigma_{m}}{\sigma_{e q}}\right)$ at the integration point should be taken for the calculation of the critical strain to be used with RTCL criterion. However, it has been found that in the case of uniaxial tests the triaxialities are close to $1 / 3$, so that the values of $f\left(\frac{\sigma_{m}}{\sigma_{e q}}\right)$ are approximately 1 and the use of the actual value does not alter significantly the results. This is portrayed in the following diagrams of Figure B. 1 for three of the examined materials, i.e. the shell component with thickness 4 mm (see Tautz et al. 2013 and Fricke et al. 2014) and the components in ASIS (1993) reported in ISSC (2003), with thicknesses 7 mm and 10 mm , respectively using various $l_{e} / t$ ratios (see also Table 2.1 , chapter 2 ). The diagrams include the variation:
i. of triaxiality $T=\frac{\sigma_{m}}{\sigma_{e q}}$
ii. of function $f(T)$
iii. of the integral $\int f\left(\frac{\sigma_{m}}{\sigma_{e q}}\right) d \bar{\varepsilon}^{p l}=D$
iv. of the equivalent true plastic strain $\varepsilon_{e q}$ and
v. of the increments $d D, d \bar{\varepsilon}^{p l}$, i.e. defined as $d \varepsilon_{e q}$ in the diagrams of Figure B.1, of the integral $D$ and equivalent true plastic strain, respectively
as the uniaxial simulation progresses. As can be seen, in each case the values of the two variables $D$ and $\varepsilon_{e q}$ up to the point the critical displacement is reached are very close. The critical displacement is defined by the engineering fracture strain (see Table 2.1, chapter 2) and the gauge length which is equal to 50 mm . In all of the materials used in the simulations this is the case for ratios $l_{e} / t \geq 1$, which were used in the simulations of the small to midscale models.


Figure B.1. Variation of $T, f(T), \varepsilon_{e q}, D, d \bar{\varepsilon}^{p l}$ and $d D$ variables as the uniaxial simulation progresses for three materials and various $l_{e} / t$ ratios

## Appendix C

## VUMAT Subroutine

A brief description of the programming steps for the development of VUMAT subroutine (ABAQUS 2010) is given in the following. VUMAT interacts with the Abaqus/Explicit FE code and refers to an isotropic hardening material that follows the $J_{2}$ flow theory assuming plane stress conditions. The program applies the iterative radial return plasticity algorithm presented in Whirley et al. (1989), in order to achieve plane stress conditions, i.e. $\sigma_{33}=0$.

## C. 1 Interaction with Abaqus/Explicit

ABAQUS calls VUMAT for a number of through thickness integration points or material points at each time step of the numerical analysis. In Abaqus/Explicit the time step depends on the length of the smallest element in the mesh and is usually in the order of magnitude of $10^{-6}$ sec. In ABAQUS 6.10-2, the maximum number of material points called at a time step is 136. For example, assume the model is discretized with the four-node reduced integration quadrilateral Belytschko-Lin-Tsay shell elements, i.e. S4R with one integration point and five integration points through the thickness and the total number of elements or material points in a layer of the shells is 585 . Thus, at a specific time step the model is separated into five blocks of material points, where the first four consist of 136 material points each and the last one consists of 41 material points, i.e. $4 \times 136+41=585$. Hence, VUMAT is called five times for each one of the five blocks of material points to perform calculations for each one of the five layers, i.e. through thickness material points of the shell, that is 25 times for a time step. This procedure is repeated in a new time step until the total time of the simulation is reached.

The number of the through thickness integration points is defined at the section properties of the shell and the thickness integration rule used in the present work is according to Simpson, i.e. through thickness points of layers 1 and 2 are placed exactly on the upper and lower surfaces of the shell. Note that, VUMAT first performs calculations successively at the material points of the outer layers and finally at the material points of the mid layer of the shells.

## C. 2 Programming steps

## 1. Initial stage

- Step time $=0$

The stress tensor for an isotropic material is given by the following relation:

$$
\begin{equation*}
\sigma_{i j}=2 G \varepsilon_{i j}^{e l}+\lambda \Theta \delta_{i j} \tag{C.1}
\end{equation*}
$$

where $i, j$ are indices that vary between 1 and $3, G=\frac{E}{2(1+v)}$ the shear modulus, $E$ the Young's modulus, $v$ the Poisson's ratio, $\Theta$ the elastic unit volume change or the trace of the elastic strain tensor, i.e. $\varepsilon_{11}^{e l}+\varepsilon_{22}^{e l}+\varepsilon_{33}^{e l}, \lambda=\frac{E v}{(1+v)(1-2 v)}$ Lame's constant and $\delta_{i j}$ the Kronecker delta, i.e. $\delta_{i j}= \begin{cases}0, & i \neq j \\ 1, & i=j\end{cases}$

Substituting $i, j=3$ in relation (C.1), an increment of the elastic through thickness strain is determined by the following expression:

$$
\begin{equation*}
\Delta \varepsilon_{33}^{e l}=-\frac{1}{2 G+\lambda}\left[-\sigma_{33}{ }^{\left(t_{u}\right)}+\lambda\left(\Delta \varepsilon_{11}^{e l}+\Delta \varepsilon_{22}^{e l}\right)\right] \tag{C.2}
\end{equation*}
$$

where the superscript $t_{u}$ refers to the previous time step. The stresses with respect to the current time step are derived by the following relation:

$$
\begin{equation*}
\sigma_{i j}^{\left(t_{u}+d t_{u}\right)}=\sigma_{i j}^{\left(t_{u}\right)}+2 G \Delta \varepsilon_{i j}^{e l}+\lambda \Delta \Theta \delta_{i j} \tag{C.3}
\end{equation*}
$$

At step time zero it is $\sigma_{i j}{ }^{\left(t_{u}\right)}=0$, while $\Delta \varepsilon_{11}^{e l}=\Delta \varepsilon_{22}^{e l}=-0.001$ and $\Delta \varepsilon_{12}^{e l}=0.001$. Note that, in the present analysis the true stress and strain components are considered.

## 2. Evaluation of the yield function

- Step time $>0$

At the beginning of this stage all the stress and strain components are set equal to zero. Then, the trial stresses at the current time step are evaluated by the following expression:

$$
\begin{equation*}
\sigma_{i j}{ }_{t r}^{\left(t_{u}+d t_{u}\right)}=\sigma_{i j}{ }^{\left(t_{u}\right)}+2 G \Delta \varepsilon_{i j}^{e l}+\lambda \Delta \Theta \delta_{i j} \tag{C.4}
\end{equation*}
$$

Moreover, the deviatoric trial stresses are given by

$$
\begin{equation*}
s_{i j_{t r}}^{\left(t_{u}+d t_{u}\right)}=\sigma_{i j_{t r}}^{\left(t_{u}+d t_{u}\right)}-\frac{\left.\sigma_{k k_{t r}} t_{u}+d t_{u}\right)}{3} \delta_{i j} \tag{C.5}
\end{equation*}
$$

where $k$ is an index that varies between 1 and 3 and $\sigma_{m}{ }_{t r}^{\left(t_{u}+d t_{u}\right)}=\frac{\sigma_{k k}{ }^{\left(t_{u}+d t_{u}\right)}}{3}$ the trial mean hydrostatic pressure.

The trial von Mises or equivalent stress is determined by the deviatoric trial stresses as follows:

$$
\begin{equation*}
\sigma_{e q_{t r}}^{\left(t_{u}+d t_{u}\right)}=\sqrt{\frac{3}{2} s_{i j_{t r}}^{\left(t_{u}+d t_{u}\right)} s_{i j} j_{t r}^{\left(t_{u}+d t_{u}\right)}} \tag{C.6}
\end{equation*}
$$

Finally the yield function $F$ is evaluated, that is:

$$
\begin{equation*}
F=\sigma_{e q}{ }_{t r}^{\left(t_{r}+d t_{u}\right)}-\sigma_{y} \tag{C.7}
\end{equation*}
$$

where $\sigma_{y}$ is the yield stress of the material. According to equation (C.7), it is checked if the material behaviour is elastic or if plastic strains have started to develop through yielding. Note that, $\sigma_{y}$ is altered during the analysis after the initial yielding of the material and follows the path of the material curve given as input by the user. The yield convention is:

$$
\text { If }\left\{\begin{array}{cc}
F \leq 0 & \text { elastic or neutral step }  \tag{C.8}\\
F>0 & \text { plastic step }
\end{array}\right.
$$

## 3. Plane stress conditions-Setting $\sigma_{33}=0$

If the step is elastic according to the yield convention in relation (C.8), then $\sigma_{33}{ }^{\left(t_{u}+d t_{u}\right)}$ is set equal to zero and the current stresses are determined by relations (C.4)-(C.6). However, if the step is plastic the secant iteration method is applied, in order to determine the increment of the through thickness strain $\Delta \varepsilon_{33}$, which would result in $\sigma_{33}{ }^{\left(t_{u}+d t_{u}\right)} \cong 0$. Thus, $\sigma_{33}$ is defined as a function of $\Delta \varepsilon_{33}$, i.e. $\sigma_{33}\left(\Delta \varepsilon_{33}\right)$ and two starting values for $\Delta \varepsilon_{33}$ are given in order the secant iteration method to initiate. The first value is determined by assuming a purely elastic behaviour and $\Delta \varepsilon_{33}{ }^{(q-1)}$ is calculated by relation (C.2), while $\sigma_{33}{ }^{(q-1)}=0$. The second value is determined by assuming a fully plastic behaviour, i.e. $\Delta \varepsilon_{11}+\Delta \varepsilon_{22}+\Delta \varepsilon_{33}{ }^{(q)}=0$, that is $\Delta \varepsilon_{33}{ }^{(q)}=-\left(\Delta \varepsilon_{11}+\Delta \varepsilon_{22}\right)$. In the case where $\Delta \varepsilon_{11}=-\Delta \varepsilon_{22}$ and $\sigma_{33}{ }^{\left(t_{u}\right)}=0$, two identical values for $\Delta \varepsilon_{33}$ are yielded and secant iteration fails (see relation (C.2)). To avoid this scenario, it is sufficient to set one of the two strain increments equal to the half of the other, i.e. $\Delta \varepsilon_{11}=0.5 \Delta \varepsilon_{22}$. According to the secant iteration method it is:

$$
\begin{equation*}
\sigma_{33}{ }^{(q+1)}=\sigma_{33}{ }^{(q)}+\frac{\sigma_{33}{ }^{(q)}-\sigma_{33}{ }^{(q-1)}}{\Delta \varepsilon_{33}{ }^{(q)}-\Delta \varepsilon_{33}{ }^{(q-1)}}\left(\Delta \varepsilon_{33}{ }^{(q+1)}-\Delta \varepsilon_{33}{ }^{(q)}\right) \tag{C.9}
\end{equation*}
$$

where $q$ is an index that varies between 1 and 10 and $\sigma_{33}{ }^{(q+1)}$ is the through thickness stress at the $q+1$ iteration, where it is set equal to zero. The stresses in terms of the strain increment $\Delta \varepsilon_{33}{ }^{(q)}$ are calculated from relations (C.4)-(C.6), while the increment of the equivalent plastic strain $\Delta \bar{\varepsilon}^{p l^{(q)}}$ it can be shown that is determined by the following relationship (see the theory guide in ABAQUS 2010):

Also $\sigma_{33}{ }^{(q)}$, that is the new stress with respect to $\Delta \bar{\varepsilon}^{p l}{ }^{(q)}$ and $\Delta \varepsilon_{33}{ }^{(q)}$ is defined as:

$$
\begin{equation*}
\sigma_{33}{ }^{(q)}=\sigma_{33}{ }_{t r}^{(q)}-\frac{3 G \Delta \bar{\varepsilon}^{p l(q)}}{\sigma_{e q_{t r}}^{(q)}} s_{33}{ }_{t r}^{(q)} \tag{C.11}
\end{equation*}
$$

Therefore, substituting (C.11) in (C.9) and solving for $\Delta \varepsilon_{33}{ }^{(q+1)}$ by setting $\sigma_{33}{ }^{(q+1)}=0$ it yields:

$$
\begin{equation*}
\Delta \varepsilon_{33}{ }^{(q+1)}=\Delta \varepsilon_{33}{ }^{(q)}-\frac{\sigma_{33}^{(q)}}{\sigma_{33}^{(q)}-\sigma_{33}{ }^{(q-1)}+t o l}\left(\Delta \varepsilon_{33}{ }^{(q)}-\Delta \varepsilon_{33}{ }^{(q-1)}\right) \tag{C.12}
\end{equation*}
$$

where $t o l$ is a specified tolerance in the order of magnitude of $10^{-8}$, in order to avoid the denominator of the fraction in the above relationship to take a zero value. The method is checked for convergence with the expression below:

$$
\begin{equation*}
\frac{\left|\Delta \varepsilon_{33}{ }^{(q+1)}-\Delta \varepsilon_{33}{ }^{(q)}\right|}{\left|\Delta \varepsilon_{33}{ }^{(q+1)}\right|}<t o l \tag{C.13}
\end{equation*}
$$

If the convention in relation (C.13) is not satisfied, then the values of $\Delta \varepsilon_{33}$ and $\sigma_{33}$ of the current iteration are set as initial values, i.e. $\Delta \varepsilon_{33}{ }^{(q-1)}=\Delta \varepsilon_{33}{ }^{(q)}, \Delta \varepsilon_{33}{ }^{(q)}=\Delta \varepsilon_{33}{ }^{(q+1)}$ and $\sigma_{33}{ }^{(q-1)}=\sigma_{33}{ }^{(q)}$ and a new iteration is performed. When the convention is fulfilled, the iterations stop, the through thickness stress $\sigma_{33}{ }^{\left(t_{u}+d t_{u}\right)}$ becomes zero and the values of $\Delta \varepsilon_{33}{ }^{(q+1)}$ and $\Delta \bar{\varepsilon}^{p l}{ }^{(q)}$ are accepted as the correct. Note that, a maximum number of iterations may be defined, in order to avoid a great number of iterations, which would unnecessarily increase the computational cost. In the present work the maximum number of iterations was set equal to 10 . According to the flow rule the increments of the plastic strain components could be also determined by the following relationship:

$$
\begin{equation*}
\Delta \varepsilon_{i j}^{p l}=\frac{3}{2} \frac{\Delta \bar{\varepsilon}^{p l(q)}}{\sigma_{e q}{ }_{t r}^{(q)}} s_{i j}{ }_{t r}^{(q)} \tag{C.14}
\end{equation*}
$$

The stresses of the current time step are determined by the expression:

$$
\begin{equation*}
\sigma_{i j}^{\left(t_{u}+d t_{u}\right)}=\sigma_{i j_{t r}}^{(q)}-\frac{3 G \Delta \bar{\varepsilon}^{p l}(q)}{\sigma_{e q_{t r}^{(q)}}^{(q)}} s_{i j_{t r}^{(q)}}^{(q)} \tag{C.15}
\end{equation*}
$$

It is noted that, the trial subscripts included within the relations of step 3 are referred to the secant iteration procedure. The von Mises stress and the hydrostatic pressure of the current time step i.e. $\sigma_{e q}{ }^{\left(t_{u}+d t_{u}\right)}$ and $\sigma_{m}{ }^{\left(t_{u}+d t_{u}\right)}$ respectively, are determined by the new stresses in relation (C.15). Therefore, the stress triaxiality of the current time step is equal to the ratio $\frac{\sigma_{m}{ }^{\left(t_{u}+d t_{u}\right)}}{\sigma_{e q}\left(t_{u}+d t_{u}\right)}$

## 4. Energies

The internal or total energy $E_{T}$ and the inelastic energy $E_{P}$ per unit mass are derived by the following relationships:

$$
E_{T}{ }^{\left(t_{u}+d t_{u}\right)}=E_{T}{ }^{\left(t_{u}\right)}+\frac{\Delta T}{\rho}
$$

and

$$
\begin{gather*}
\Delta T=\frac{1}{2}\left[\left[\sigma_{11}{ }^{\left(t_{u}\right)}+\sigma_{11}{ }^{\left(t_{u}+d t_{u}\right)}\right] \Delta \varepsilon_{11}+\left[\sigma_{22}{ }^{\left(t_{u}\right)}+\sigma_{22}{ }^{\left(t_{u}+d t_{u}\right)}\right] \Delta \varepsilon_{22}\right.  \tag{C.16}\\
\left.+2\left[\sigma_{12}{ }^{\left(t_{u}\right)}+\sigma_{12}\left(t_{u}+d t_{u}\right)\right] \Delta \varepsilon_{12}\right]
\end{gather*}
$$

$$
\begin{equation*}
E_{P}{ }^{\left(t_{u}+d t_{u}\right)}=E_{P}^{\left(t_{u}\right)}+\frac{\Delta T_{P}}{\rho} \tag{C.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta T_{p l}=\frac{1}{2}\left[\sigma_{e q}{ }^{\left(t_{u}\right)}+\sigma_{e q}{ }^{\left(t_{u}+d t_{u}\right)}\right] \Delta \bar{\varepsilon}^{p l} \tag{C.17}
\end{equation*}
$$

where $\Delta T, \Delta T_{p l}$ are increments of the total strain and plastic strain energy densities respectively and $\rho$ the density of the material.
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## Appendix D

## Quantification of Differences

The annex quantifies the differences between the numerical and experimental results of the benchmark study, by comparing the force peaks and troughs as well as the energy absorbed by the structures in each case. Figures D.1-D. 24 illustrate comparisons of the numerical force and absorbed energy-penetration curves, according to the predictions of SHEARS, RTCLS and BWH rupture criteria for each mesh size, with the respective curves from the experiments. The force-penetration diagrams in Figures D.1-D. 20 include the points where the force reaches a peak or a trough, as found from the numerical analyses and the experiment. The energy at the specific points is also indicated in the relevant diagrams. Tables D.1-D. 20 summarize the numerical force, energy and displacement values at the aforementioned points and compare with the corresponding experimental values in each case. The best results are highlighted.

## D. 1 US Plate, 1-FB and 2-FB models-(Alsos and Amdahl 2009)



Figure D.1. US Plate model. Force and absorbed energy-penetration curves.
Definition of force peaks and troughs for each element size and rupture criterion and comparison with the corresponding experimental values
(red circle: experiment, black circle: SHEARS, grey circle: RTCLS, brown circle: BWH)

Table D.1. US Plate model. Numerical values of force, energy and penetration depth for each element size and rupture criterion at the selected peaks and troughs and comparison with the corresponding experimental values

| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5 |  |  |  |  |  | 10 |  |  |  |  |  | 18 |  |  |  |  |  |
| $l_{e} / t=1$ |  |  |  |  |  | $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=3.6$ |  |  |  |  |  |
| $F_{1}($ KN $)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(\mathrm{KJ})$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}($ KN $)$ | differ. | $E_{1}(\mathrm{KJ})$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 1235.4 | -19.5\% | 91.3 | -34.9\% | 177.7 | -12.9\% | 1151.9 | -26.4\% | 79.7 | -48.0\% | 166.7 | -19.2\% | 1070.3 | -33.6\% | 69.4 | -60.8\% | 156.9 | -25.2\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5 |  |  |  |  |  | 10 |  |  |  |  |  | 18 |  |  |  |  |  |
| $l_{e} / t=1$ |  |  |  |  |  | $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=3.6$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(\mathrm{KJ})$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 887.8 | -51.4\% | 49.8 | -89.2\% | 138.5 | -37.4\% | 769.7 | -64.5\% | 40.1 | -105.7\% | 125.8 | -46.6\% | 717.5 | -70.7\% | 33.9 | -117.2\% | 117.2 | -53.3\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5 |  |  |  |  |  | 10 |  |  |  |  |  | 18 |  |  |  |  |  |
| $l_{e} / t=1$ |  |  |  |  |  | $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=3.6$ |  |  |  |  |  |
| $F_{1}($ KN $)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(\mathrm{KJ})$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}($ KN $)$ | differ. | $E_{1}(\mathrm{KJ})$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| - | - | - | - | - | - | 1099.1 | -31.0\% | 73.2 | -55.9\% | 160.9 | -22.7\% | 1103.1 | -30.6\% | 73.7 | -55.3\% | 160.9 | -22.7\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| US Plate |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $F_{1}(\mathrm{KN})$ |  |  |  |  |  | $E_{1}(K J)$ |  |  |  |  |  | $U_{1}(\mathrm{~mm})$ |  |  |  |  |  |
| 1502.0 |  |  |  |  |  | 130.0 |  |  |  |  |  |  |  |  |  |  |  |
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Figure D.2. 1-FB model. Force and absorbed energy-penetration curves.
Definition of force peaks and troughs for each element size and rupture criterion and comparison with the corresponding experimental values (red circle: experiment, black circle: SHEARS, grey circle: RTCLS, brown circle: BWH)

Table D.2. 1-FB model. Numerical values of force, energy and penetration depth for each element size and rupture criterion at the selected peaks and troughs and comparison with the corresponding experimental values

| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5 |  |  |  |  |  | 10 |  |  |  |  |  | 18 |  |  |  |  |  |
| $l_{e} / t=1$ |  |  |  |  |  | $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=3.6$ |  |  |  |  |  |
| $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(\mathrm{KJ})$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 1417.0 | -0.9\% | 118.6 | -0.4\% | 176.3 | 2.8\% | 1267.2 | -12.0\% | 96.9 | -20.5\% | 159.5 | -7.1\% | 1213.8 | -16.3\% | 89.8 | -28.1\% | 153.6 | -10.9\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5 |  |  |  |  |  | 10 |  |  |  |  |  | 18 |  |  |  |  |  |
| $l_{e} / t=1$ |  |  |  |  |  | $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=3.6$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(\mathrm{KJ})$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 1100.8 | -26.0\% | 73.3 | -47.6\% | 140.0 | -20.1\% | 961.3 | -39.1\% | 56.5 | -71.3\% | 123.1 | -32.8\% | 908.8 | -44.5\% | 52.4 | -77.8\% | 118.1 | -36.8\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5 |  |  |  |  |  | 10 |  |  |  |  |  | 18 |  |  |  |  |  |
| $l_{e} / t=1$ |  |  |  |  |  | $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=3.6$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| - | - | - | - |  | - | 1222.7 | -15.6\% | 91.1 | -26.7\% | 154.8 | -10.1\% | 1235.5 | -14.5\% | 92.7 | -24.9\% | 156.0 | -9.3\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 1-FB |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $F_{1}(K N)$ |  |  |  |  |  | $E_{1}(K J)$ |  |  |  |  |  | $U_{1}(\mathrm{~mm})$ |  |  |  |  |  |
| 1429.2 |  |  |  |  |  | 119.1 |  |  |  |  |  | 171.3 |  |  |  |  |  |
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Figure D.3. 2-FB model. Force and absorbed energy-penetration curves.
Definition of force peaks and troughs for each element size and rupture criterion and comparison with the corresponding experimental values (red circle: experiment, black circle: SHEARS, grey circle: RTCLS, brown circle: BWH)

Table D.3. 2-FB model. Numerical values of force, energy and penetration depth for each element size and rupture criterion at the selected peaks and troughs and comparison with the corresponding experimental values

| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5 |  |  |  |  |  | 10 |  |  |  |  |  | 18 |  |  |  |  |  |
| $l_{e} / t=1$ |  |  |  |  |  | $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=3.6$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(\mathrm{KJ})$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(\mathrm{KJ})$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 986.7 | -13.1\% | 55.3 | -19.2\% | 123.1 | -6.2\% | 1021.4 | -9.7\% | 58.3 | -14.0\% | 124.7 | -4.9\% | 1121.7 | -0.3\% | 69.3 | 3.3\% | 134.1 | 2.4\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5 |  |  |  |  |  | 10 |  |  |  |  |  | 18 |  |  |  |  |  |
| $l_{e} / t=1$ |  |  |  |  |  | $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=3.6$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(\mathrm{KJ})$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 809.1 | -32.7\% | 38.7 | -53.6\% | 104.6 | -22.4\% | 832.2 | -29.9\% | 41.2 | -47.8\% | 106.3 | -20.8\% | 898.7 | -22.4\% | 46.3 | -36.7\% | 111.4 | -16.1\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5 |  |  |  |  |  | 10 |  |  |  |  |  | 18 |  |  |  |  |  |
| $l_{e} / t=1$ |  |  |  |  |  | $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=3.6$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(\mathrm{KJ})$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| - | - | - | - | - | - | 977.9 | -14.0\% | 53.4 | -22.7\% | 119.8 | -8.9\% | 1113.5 | -1.0\% | 67.6 | 0.8\% | 132.6 | 1.2\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 2-FB |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $F_{1}(K N)$ |  |  |  |  |  | $E_{1}(K J)$ |  |  |  |  |  | $U_{1}(\mathrm{~mm})$ |  |  |  |  |  |
| 1124.9 |  |  |  |  |  | 67.1 |  |  |  |  |  | 131.0 |  |  |  |  |  |
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## D. 2 ST-3-BW, ST-3-OW, ST-4-BW and ST-4-OW models-(Paik et al. 1999)



Figure D.4. ST-3-BW model. Force and absorbed energy-penetration curves.
Definition of force peaks and troughs for each element size and rupture criterion and comparison with the corresponding experimental values
(red circle: experiment, black circle: SHEARS, grey circle: RTCLS, brown circle: BWH)

Table D.4. ST-3-BW model. Numerical values of force, energy and penetration depth for each element size and rupture criterion at the selected peaks and troughs and comparison with the corresponding experimental values

| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.6 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4.5$ |  |  |  |  |  | $l_{e} / t=8.9$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(\mathrm{KJ})$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 275.6 | 96.7\% | 15.2 | 140.4\% | 109.5 | 64.0\% | 254.8 | 90.6\% | 8.6 | 105.5\% | 81.1 | 35.9\% | 251.2 | 89.5\% | 8.3 | 103.3\% | 81.1 | 35.9\% |


| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.6 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4.5$ |  |  |  |  |  | $l_{e} / t=8.9$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}($ KN $)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 218.3 | 77.9\% | 6.6 | 84.5\% | 75.2 | 28.6\% | 184.2 | 63.1\% | 4.4 | 48.2\% | 61.5 | 8.7\% | 153.9 | 46.5\% | 3.3 | 22.4\% | 56.4 | 0.0\% |


| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.6 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4.5$ |  |  |  |  |  | $l_{e} / t=8.9$ |  |  |  |  |  |
| $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
|  | - |  | - |  | - |  |  |  |  |  | - | 230.2 | 82.4\% | 6.9 | 89.2\% | 75.2 | 28.6\% |


| ST-3-BW |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Experiment |  |  |  | $U_{1}(\mathrm{~mm})$ |
| $F_{1}(K N)$ | $E_{1}(K J)$ | 56.4 |  |  |
| 95.9 | 2.7 |  |  |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.6 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4.5$ |  |  |  |  |  | $l_{e} / t=8.9$ |  |  |  |  |  |
| $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(K J)$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(K N)$ | differ. | $E_{3}(K J)$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(K N)$ | differ. | $E_{3}($ KJ) | differ. | $U_{3}(\mathrm{~mm})$ | differ. |
| 565.6 | -25.5\% | 39.1 | 5.2\% | 193.5 | 5.4\% | 577.7 | -23.4\% | 37.7 | 1.4\% | 185.8 | 1.3\% | 717.7 | -1.8\% | 46.0 | 21.2\% | 185.8 | 1.3\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.6 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4.5$ |  |  |  |  |  | $l_{e} / t=8.9$ |  |  |  |  |  |
| $F_{3}(\underline{K N})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(K J)$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(K N)$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. |
| 501.2 | -37.3\% | 31.0 | -18.0\% | 189.6 | 3.4\% | 546.5 | -28.8\% | 30.7 | -18.9\% | 182.0 | -0.7\% | 676.2 | -7.7\% | 40.3 | 8.2\% | 185.8 | 1.3\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.6 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4.5$ |  |  |  |  |  | $l_{e} / t=8.9$ |  |  |  |  |  |
| $F_{3}(\underline{K N})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(K J)$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(K N)$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. |
| - | - | - | - | - | - | - | - | - | - | - | - | 675.0 | -7.9\% | 44.2 | 17.3\% | 189.7 | 3.4\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| ST-3-BW |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $F_{3}(\mathrm{KN})$ |  |  |  |  |  | $E_{3}(K J)$ |  |  |  |  |  | $U_{3}(\mathrm{~mm})$ |  |  |  |  |  |
| 730.6 |  |  |  |  |  | 37.1 |  |  |  |  |  | 183.3 |  |  |  |  |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.6 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4.5$ |  |  |  |  |  | $l_{e} / t=8.9$ |  |  |  |  |  |
| $F_{6}(K N)$ | differ. | $E_{6}(\mathrm{KJ})$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. |
| 1004.7 | 18.3\% | 199.3 | -2.9\% | 405.4 | 0.0\% | 1082.9 | 25.7\% | 213.4 | 3.9\% | 405.4 | 0.0\% | 1238.9 | 38.8\% | 269.2 | 26.9\% | 405.4 | 0.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.6 |  |  |  |  |  |  |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4.5$ |  |  |  |  |  | $l_{e} / t=8.9$ |  |  |  |  |  |
| $F_{6}(K N)$ | differ. | $E_{6}(\mathrm{KJ})$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(\mathrm{KN})$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. |
| 959.3 | 13.7\% | 190.2 | -7.7\% | 405.4 | 0.0\% | 1014.9 | 19.3\% | 211.3 | 2.9\% | 405.4 | 0.0\% | 1230.8 | 38.2\% | 275.4 | 29.2\% | 405.4 | 0.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.6 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4.5$ |  |  |  |  |  | $l_{e} / t=8.9$ |  |  |  |  |  |
| $F_{6}(K N)$ | differ. | $E_{6}(\mathrm{KJ})$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(\mathrm{KN})$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(\mathrm{KN})$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. |
| - | - | - | - | - | - | - | - | - | - | - | - | 1291.5 | 42.8\% | 276.2 | 29.5\% | 405.4 | 0.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| ST-3-BW |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $F_{6}(\mathrm{KN})$ |  |  |  |  |  | $E_{6}(K J)$ |  |  |  |  |  | $U_{6}(\mathrm{~mm})$ |  |  |  |  |  |
| 836.1 |  |  |  |  |  | 205.3 |  |  |  |  |  | 405.4 |  |  |  |  |  |



Figure D.5. ST-3-OW model. Force and absorbed energy-penetration curves.
Definition of force peaks and troughs for each element size and rupture criterion and comparison with the corresponding experimental values (red circle: experiment, black circle: SHEARS, grey circle: RTCLS, brown circle: BWH)

Table D.5. ST-3-OW model. Numerical values of force, energy and penetration depth for each element size and rupture criterion at the selected peaks and troughs and comparison with the corresponding experimental values

| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.6 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4.5$ |  |  |  |  |  | $l_{e} / t=8.9$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 208.0 | 3.3\% | 2.0 | 83.6\% | 20.6 | 99.6\% | 248.5 | 20.9\% | 2.1 | 85.6\% | 17.9 | 89.0\% | 347.1 | 53.2\% | 3.8 | 127.8\% | 23.4 | 109.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.6 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4.5$ |  |  |  |  |  | $l_{e} / t=8.9$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(K)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 208.6 | 3.5\% | 2.0 | 83.6\% | 20.6 | 99.6\% | 248.5 | 20.9\% | 2.1 | 85.6\% | 17.9 | 89.0\% | 347.1 | 53.2\% | 3.8 | 127.8\% | 23.4 | 109.0\% |


| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.6 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4.5$ |  |  |  |  |  | $l_{e} / t=8.9$ |  |  |  |  |  |
| $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| - | - | - | - | - | - | - | - | - | - | - | - | 347.3 | 53.2\% | 3.8 | 127.8\% | 23.4 | 109.0\% |


| ST-3-OW |  |  |
| :---: | :---: | :---: |
|  | Experiment | $U_{1}(\mathrm{~mm})$ |
| $F_{1}(K N)$ | $E_{1}(K J)$ | 6.9 |
| 201.3 | 0.8 |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.6 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4.5$ |  |  |  |  |  | $l_{e} / t=8.9$ |  |  |  |  |  |
| $F_{2}(\mathrm{KN})$ | differ. | $E_{2}(\mathrm{KJ})$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(\mathrm{KN})$ | differ. | $E_{2}(\mathrm{KJ})$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(\mathrm{KN})$ | differ. | $E_{2}(\mathrm{KJ})$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. |
| 341.8 | 7.7\% | 18.3 | -22.5\% | 91.9 | -3.8\% | 291.8 | -8.1\% | 20.7 | -10.3\% | 100.6 | 5.3\% | 297.4 | -6.2\% | 21.5 | -6.4\% | 86.3 | -10.1\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.6 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4.5$ |  |  |  |  |  | $l_{e} / t=8.9$ |  |  |  |  |  |
| $F_{2}(\mathrm{KN})$ | differ. | $E_{2}(\mathrm{KJ})$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(\mathrm{KN})$ | differ. | $E_{2}(\mathrm{KJ})$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. |    <br> $F_{2}(K N)$ differ. $E_{2}(\mathrm{KJ})$ |  |  | differ. | $U_{2}(\mathrm{~mm})$ | differ. |
| 288.8 | -9.1\% | 22.0 | -4.3\% | 100.6 | 5.3\% | 364.5 $14.1 \%$ 29.6 $25.4 \%$ |  |  |  | 115.8 | 19.2\% | 378.9 | 18.0\% | 37.6 | 48.5\% | 118.9 | 21.9\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.6 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4.5$ |  |  |  |  |  | $l_{e} / t=8.9$ |  |  |  |  |  |
| $F_{2}(\mathrm{KN})$ | differ. | $E_{2}($ KJ) | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(\mathrm{KN})$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(\mathrm{KN})$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. |
| ( | - | - | - | - | - | - | - | - | - | - | - | 255.8 | -21.2\% | 36.8 | 46.5\% | 115.8 | 19.3\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| ST-3-OW |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $F_{2}(\mathrm{KN})$ |  |  |  |  |  | $E_{2}(K J)$ |  |  |  |  |  | $\mathrm{U}_{2}(\mathrm{~mm})$ |  |  |  |  |  |
| 316.4 |  |  |  |  |  | 22.9 |  |  |  |  |  | 95.4 |  |  |  |  |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.6 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4.5$ |  |  |  |  |  | $l_{e} / t=8.9$ |  |  |  |  |  |
| $F_{3}(K N)$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(K J)$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. |
| 250.9 | 18.2\% | 33.9 | -7.5\% | 147.7 | -1.7\% | 203.4 | -2.7\% | 29.8 | -20.5\% | 134.7 | -10.9\% | 208.6 | -0.2\% | 25.2 | -36.9\% | 100.7 | -39.5\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.6 |  |  |  |  |  |  |  |  | ( mm ) |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4.5$ |  |  |  |  |  | $l_{e} / t=8.9$ |  |  |  |  |  |
| $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\underline{K N})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(K J)$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. |
| 242.4 | 14.8\% | 30.3 | -18.7\% | 131.5 | -13.3\% | 227.5 | 8.5\% | 33.8 | -8.0\% | 128.3 | -15.7\% | 408.6 | 64.6\% | 53.2 | 37.1\% | 154.3 | 2.7\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 5.6 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4.5$ |  |  |  |  |  | $l_{e} / t=8.9$ |  |  |  |  |  |
| $F_{3}(\underline{K N})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\underline{K N})$ | differ. | $E_{3}(K J)$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. |
| - | - | - | - | - | - | - | - | - | - | - | - | 152.3 | -31.4\% | 38.8 | 5.8\% | 125.2 | -18.2\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| ST-3-OW |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | $E_{3}(K J)$ |  |  |  |  |  | $\mathrm{U}_{3}(\mathrm{~mm})$ |  |  |  |  |  |
| $F_{3}(K N)$209.0 |  |  |  |  |  | 36.6 |  |  |  |  |  | $\frac{U_{3}(\mathrm{~mm})}{150.2}$ |  |  |  |  |  |
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Figure D.6. ST-4-BW model. Force and absorbed energy-penetration curves.
Definition of force peaks and troughs for each element size and rupture criterion and comparison with the corresponding experimental values (red circle: experiment, black circle: SHEARS, grey circle: RTCLS, brown circle: BWH)

Table D.6. ST-4-BW model. Numerical values of force, energy and penetration depth for each element size and rupture criterion at the selected peaks and troughs and comparison with the corresponding experimental values
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 7.9 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=3.2$ |  |  |  |  |  | $l_{e} / t=6.3$ |  |  |  |  |  |
| $F_{3}(K N)$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(K N)$ | differ. | $E_{3}(K J)$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. |
| 1096.5 | -17.1\% | 69.1 | -13.4\% | 193.8 | -2.4\% | 1144.3 | -12.9\% | 75.5 | -4.5\% | 193.8 | -2.4\% | 1424.1 | 9.0\% | 95.0 | 18.4\% | 197.5 | -0.5\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 7.9 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=3.2$ |  |  |  |  |  | $l_{e} / t=6.3$ |  |  |  |  |  |
| $F_{3}(K N)$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(K N)$ | differ. | $E_{3}(K J)$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(K J)$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. |
| 1082.0 | -18.5\% | 66.5 | -17.2\% | 197.5 | -0.5\% | 1110.2 | -15.9\% | 77.7 | -1.7\% | 201.2 | 1.4\% | 1395.0 | 6.9\% | 92.4 | 15.7\% | 201.2 | 1.4\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 7.9 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=3.2$ |  |  |  |  |  | $l_{e} / t=6.3$ |  |  |  |  |  |
| $F_{3}(K N)$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(K N)$ | differ. | $E_{3}(K J)$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(K J)$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. |
| - | - | - | - | - | - | - | - | - | - | - | - | 1481.3 | 12.9\% | 109.5 | 32.4\% | 208.6 | 5.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| ST-4-BW |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $F_{3}($ KN $)$ |  |  |  |  |  | $E_{3}(K J)$ |  |  |  |  |  | $U_{3}(\mathrm{~mm})$ |  |  |  |  |  |
| 1302.0 |  |  |  |  |  | 79.0 |  |  |  |  |  | 198.4 |  |  |  |  |  |
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Figure D.7. ST-4-OW model. Force and absorbed energy-penetration curves.
Definition of force peaks and troughs for each element size and rupture criterion and comparison with the corresponding experimental values (red circle: experiment, black circle: SHEARS, grey circle: RTCLS, brown circle: BWH)

Table D.7. ST-4-OW model. Numerical values of force, energy and penetration depth for each element size and rupture criterion at the selected peaks and troughs and comparison with the corresponding experimental values
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 7.9 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=3.2$ |  |  |  |  |  | $l_{e} / t=6.3$ |  |  |  |  |  |
| $F_{5}(K N)$ | differ. | $E_{5}(\mathrm{KJ})$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. | $F_{5}(K N)$ | differ. | $E_{5}(\mathrm{KJ})$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. | $F_{5}(\mathrm{KN})$ | differ. | $E_{5}(\mathrm{KJ})$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. |
| 1299.4 | -6.2\% | 161.2 | -61.0\% | 258.4 | -21.2\% | 1250.6 | -10.0\% | 165.6 | -58.5\% | 252.9 | -23.4\% | 1737.8 | 22.8\% | 275.2 | -9.5\% | 295.4 | -7.9\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 7.9 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=3.2$ |  |  |  |  |  | $l_{e} / t=6.3$ |  |  |  |  |  |
| $F_{5}(K N)$ | differ. | $E_{5}(\mathrm{KJ})$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. | $F_{5}(K N)$ | differ. | $E_{5}(\mathrm{KJ})$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. | $F_{5}(K N)$ | differ. | $E_{5}(\mathrm{KJ})$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. |
| 1808.2 | 26.7\% | 216.5 | -33.2\% | 281.7 | -12.7\% | 1785.8 | 25.5\% | 251.4 | -18.5\% | 286.4 | -11.0\% | Not captured |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 7.9 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=3.2$ |  |  |  |  |  | $l_{e} / t=6.3$ |  |  |  |  |  |
| $F_{5}(K N)$ | differ. | $E_{5}(K J)$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. | $F_{5}(K N)$ | differ. | $E_{5}(K J)$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. | $F_{5}(K N)$ | differ. | $E_{5}(\mathrm{KJ})$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. |
| - | - | - | - | - | - | - | - | - | - | - | - | 1805.5 | 26.5\% | 243.2 | -21.8\% | 258.4 | -21.2\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| ST-4-OW |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $F_{5}(\mathrm{KN})$ |  |  |  |  |  | $E_{5}(K J)$ |  |  |  |  |  | $U_{5}(\mathrm{~mm})$ |  |  |  |  |  |
| 1382.6 |  |  |  |  |  | 302.7 |  |  |  |  |  | 319.8 |  |  |  |  |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 7.9 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=3.2$ |  |  |  |  |  | $l_{e} / t=6.3$ |  |  |  |  |  |
| $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(\mathrm{KN})$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. |
| 2495.9 | 53.2\% | 322.3 | -3.4\% | 341.1 | 0.0\% | 2824.6 | 64.5\% | 349.3 | 4.6\% | 341.1 | 0.0\% | 2898.7 | 66.8\% | 389.2 | 15.4\% | 341.1 | 0.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\frac{\mathrm{RTCLS}}{l_{e}(\mathrm{~mm})}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 7.9 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=3.2$ |  |  |  |  |  | $l_{e} / t=6.3$ |  |  |  |  |  |
| $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(K N)$ | differ. | $E_{6}(\mathrm{KJ})$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. |
| 2274.0 | 44.4\% | 341.1 | 2.3\% | 341.1 | 0.0\% | 2810.0 | 64.0\% | 379.4 | 12.9\% | 341.1 | 0.0\% | 3410.2 | 80.8\% | 467.7 | 33.5\% | 341.1 | 0.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 7.9 |  |  |  |  |  | 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=3.2$ |  |  |  |  |  | $l_{e} / t=6.3$ |  |  |  |  |  |
| $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(K N)$ | differ. | $E_{6}(\mathrm{KJ})$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. |
| - | - | - | - | - | - | - | - | - | - | - | - | 3385.8 | 80.2\% | 467.0 | 33.3\% | 341.1 | 0.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| ST-4-OW |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $F_{6}(K N)$ |  |  |  |  |  | $E_{6}(K J)$ |  |  |  |  |  | $U_{6}(\mathrm{~mm})$ |  |  |  |  |  |
| 1447.8 |  |  |  |  |  | 333.5 |  |  |  |  |  | 341.1 |  |  |  |  |  |

## D. 3 US, LS, TS and OS models-(Paik and Tak 1995)



Figure D.8. US model. Force and absorbed energy-penetration curves.
Definition of force peaks and troughs for each element size and rupture criterion and comparison with the corresponding experimental values
(red circle: experiment, black circle: SHEARS, grey circle: RTCLS, brown circle: BWH)

Table D.8. US model. Numerical values of force, energy and penetration depth for each element size and rupture criterion at the selected peaks and troughs and comparison with the corresponding experimental values
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{3}\left(\frac{K N}{}\right.$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\underline{K N})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}($ KN $)$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. |
| 282.6 | 44.0\% | 32.4 | 91.9\% | 237.1 | 76.1\% | 422.4 | 80.2\% | 9.2 | -26.1\% | 52.6 | -67.6\% | 318.7 | 55.3\% | 20.1 | 50.2\% | 85.3 | -22.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  |  |  |  | mm) |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{3}(\underline{K N})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\underline{K N})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. |
| 239.6 | 28.1\% | 10.7 | -12.1\% | 70.5 | -40.6\% | 295.4 | 48.2\% | 28.4 | 80.9\% | 117.6 | 10.0\% | 437.0 | 83.0\% | 44.2 | 114.5\% | 137.6 | 25.6\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{3}(\underline{K N})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\underline{K N})$ | differ. | $E_{3}(K J)$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. |
| 266.9 | 38.5\% | 14.1 | 15.7\% | 112.1 | 5.2\% | 382.1 | 71.6\% | 55.6 | 128.9\% | 241.8 | 77.8\% | 373.1 | 69.5\% | 31.6 | 89.8\% | 120.5 | 12.4\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| US |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $F_{3}(\mathrm{KN})$ |  |  |  |  |  | $E_{3}(\mathrm{KJ})$ |  |  |  |  |  | $U_{3}(\mathrm{~mm})$ |  |  |  |  |  |
| 180.7 |  |  |  |  |  | 12.0 |  |  |  |  |  | 106.4 |  |  |  |  |  |

continued on next page
continued from previous page

continued on next page
continued from previous page



Figure D.9. LS model. Force and absorbed energy-penetration curves.
Definition of force peaks and troughs for each element size and rupture criterion and comparison with the corresponding experimental values (red circle: experiment, black circle: SHEARS, grey circle: RTCLS, brown circle: BWH)

Table D.9. LS model. Numerical values of force, energy and penetration depth for each element size and rupture criterion at the selected peaks and troughs and comparison with the corresponding experimental values

| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{1}($ KN $)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}($ KN $)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(\mathrm{KJ})$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 219.1 | 31.7\% | 3.1 | 43.8\% | 33.1 | 41.2\% | 182.8 | 13.9\% | 1.5 | -26.3\% | 21.1 | -3.5\% | 335.5 | 71.3\% | 7.7 | 118.9\% | 55.0 | 86.5\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{1}($ KN $)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(\mathrm{KJ})$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 288.7 | 57.9\% | 5.9 | 99.5\% | 38.3 | 54.9\% | 264.2 | 49.6\% | 2.9 | 38.7\% | 27.3 | 22.3\% | 1054.8 | 147.6\% | 23.2 | 168.8\% | 91.9 | 123.3\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  |  |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{1}($ KN $)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 261.5 | 48.7\% | 2.7 | 31.8\% | 26.3 | 18.8\% | 226.1 | 34.8\% | 2.6 | 27.3\% | 26.3 | 18.8\% | 418.5 | 89.8\% | 9.0 | 128.0\% | 57.4 | 89.8\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| LS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $F_{1}(\mathrm{KN})$ |  |  |  |  |  | $E_{1}(K J)$ |  |  |  |  |  | $U_{1}(\mathrm{~mm})$ |  |  |  |  |  |
| 159.1 |  |  |  |  |  | 2.0 |  |  |  |  |  |  |  |  |  |  |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. |
| 66.4 | -33.6\% | 5.1 | 11.3\% | 43.7 | 0.9\% | 33.2 | -94.8\% | 1.8 | -88.8\% | 22.8 | -62.2\% | 146.9 | 44.7\% | 16.5 | 113.6\% | 86.8 | 66.8\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. |
| 179.9 | 63.5\% | 14.2 | 102.8\% | 70.1 | 47.3\% | 167.3 | 56.9\% | 5.2 | 14.2\% | 38.3 | -12.3\% | 329.6 | 111.8\% | 28.4 | 144.9\% | 102.1 | 80.9\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{2}(\mathrm{KN})$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(\mathrm{KN})$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. |
| 71.6 | -26.2\% | 8.8 | 63.7\% | 69.0 | 45.7\% | 117.0 | 22.6\% | 4.0 | -11.8\% | 34.1 | -23.7\% | 195.3 | 70.8\% | 18.0 | 119.2\% | 83.6 | 63.4\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| LS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $F_{2}(\mathrm{KN})$ |  |  |  |  |  | $E_{2}(K J)$ |  |  |  |  |  | $U_{2}(\mathrm{~mm})$ |  |  |  |  |  |
| 93.2 |  |  |  |  |  | 4.5 |  |  |  |  |  | 43.3 |  |  |  |  |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $\mathrm{U}_{3}(\mathrm{~mm})$ | $\begin{array}{\|c} \hline \text { differ. } \\ \hline-19.3 \% \\ \hline \end{array}$ |
| 420.2 | 24.9\% | 16.9 | -13.9\% | 95.8 | -19.3\% | 388.5 | 17.1\% | 24.6 | 23.6\% | 120.4 | 3.5\% | 509.7 | 43.6\% | 19.8 | 2.1\% | 95.8 |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $-19.3 \%$ |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{3}(\underline{K N})$ | differ. | $E_{3}(K J)$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(K J)$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(K N)$ | differ. | $E_{3}(K J)$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. |
| 815.9 | 85.5\% | 39.7 | 68.6\% | 115.8 | -0.4\% | 869.0 | 90.6\% | 43.2 | 75.9\% | 111.8 | -3.9\% | 1163.5 | 112.2\% | 39.0 | 67.0\% | 116.8 | 0.5\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{3}(\underline{K N})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(K N)$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. |
| 474.9 | 36.8\% | 22.2 | 13.4\% | 115.8 | -0.4\% | 381.6 | 15.3\% | 21.6 | 10.7\% | 111.2 | -4.5\% | 509.7 | 43.6\% | 23.5 | 19.0\% | 97.7 | -17.4\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| LS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $F_{3}(\mathrm{KN})$ |  |  |  |  |  | $E_{3}(K J)$ |  |  |  |  |  | $U_{3}(\mathrm{~mm})$ |  |  |  |  |  |
| 327.3 |  |  |  |  |  | 19.4 |  |  |  |  |  | 116.3 |  |  |  |  |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. |
| 394.2 | 19.9\% | 25.5 | 16.9\% | 122.6 | -0.1\% | 222.0 | -37.0\% | 25.2 | 15.7\% | 122.6 | -0.1\% | 632.0 | 64.8\% | 29.7 | 32.0\% | 122.6 | -0.1\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. |
| 565.8 | 54.7\% | 44.2 | 69.0\% | 122.6 | -0.1\% | 566.9 | 54.9\% | 51.1 | 81.5\% | 122.6 | -0.1\% | 937.5 | 97.6\% | 45.2 | 71.1\% | 122.6 | -0.1\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. |
| 315.3 | -2.3\% | 24.3 | 12.3\% | 122.6 | -0.1\% | 300.5 | -7.1\% | 24.8 | 14.2\% | 122.6 | -0.1\% | 571.5 | 55.6\% | 31.1 | 36.5\% | 122.6 | -0.1\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| LS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\mathrm{F}_{4}(\mathrm{KN})$ |  |  |  |  |  | $E_{4}(\mathrm{KJ})$ |  |  |  |  |  | $U_{4}(\mathrm{~mm})$ |  |  |  |  |  |
| 322.7 |  |  |  |  |  | 21.5 |  |  |  |  |  | 122.7 |  |  |  |  |  |



Figure D.10. TS model. Force and absorbed energy-penetration curves.
Definition of force peaks and troughs for each element size and rupture criterion and comparison with the corresponding experimental values (red circle: experiment, black circle: SHEARS, grey circle: RTCLS, brown circle: BWH)

Table D.10. TS model. Numerical values of force, energy and penetration depth for each element size and rupture criterion at the selected peaks and troughs and comparison with the corresponding experimental values

| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 226.5 | 37.1\% | 6.9 | 118.1\% | 55.8 | 95.4\% | 217.5 | 33.1\% | 2.2 | 20.7\% | 25.1 | 23.7\% | 281.6 | 57.6\% | 4.5 | 87.7\% | 42.8 | 73.7\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 229.1 | 38.2\% | 2.9 | 48.5\% | 26.3 | 28.3\% | 269.5 | 53.6\% | 3.1 | 53.3\% | 28.8 | 37.1\% | 281.6 | 57.6\% | 4.5 | 87.7\% | 42.8 | 73.7\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 227.9 | 37.7\% | 2.8 | 44.0\% | 26.3 | 28.3\% | 277.1 | 56.1\% | 6.5 | 113.9\% | 44.4 | 76.7\% | 336.1 | 73.4\% | 7.2 | 121.0\% | 52.5 | 90.5\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| TS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $F_{1}(K N)$ |  |  |  |  |  | $E_{1}(K J)$ |  |  |  |  |  | $U_{1}(\mathrm{~mm})$ |  |  |  |  |  |
| 155.7 |  |  |  |  |  | 1.8 |  |  |  |  |  | 19.8 |  |  |  |  |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $\mathrm{U}_{4}(\mathrm{~mm})$ | differ. |
| 139.0 | 2.8\% | 18.8 | 0.1\% | 131.6 | 2.8\% | 61.9 | -74.5\% | 18.6 | -1.0\% | 112.3 | -13.0\% | 134.4 | -0.6\% | 23.8 | 23.6\% | 112.3 | -13.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{4}(\underline{K N})$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $\mathrm{F}_{4}(\mathrm{KN})$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. |
| 37.1 | -113.9\% | 15.1 | -21.9\% | 88.9 | -36.0\% | 9.8 | -172.9\% | 26.6 | 34.4\% | 124.0 | -3.1\% | 238.7 | 55.3\% | 24.9 | 28.1\% | 102.6 | -22.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(\underline{K N})$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $\mathrm{U}_{4}(\mathrm{~mm})$ | differ. |
| 137.2 | 1.4\% | 13.7 | -30.9\% | 98.6 | -25.9\% | 39.2 | -110.1\% | 10.0 | -61.3\% | 73.7 | -53.8\% | 128.6 | -5.0\% | 29.6 | 44.8\% | 129.7 | 1.4\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| TS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $F_{4}(\mathrm{KN})$ |  |  |  |  |  | $E_{4}(K J)$ |  |  |  |  |  | $U_{4}(\mathrm{~mm})$ |  |  |  |  |  |
| 135.2 |  |  |  |  |  | 18.8 |  |  |  |  |  | 127.9 |  |  |  |  |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{7}(\mathrm{KN})$ | differ. | $E_{7}(\mathrm{KJ})$ | differ. | $U_{7}(\mathrm{~mm})$ | differ. | $F_{7}(\mathrm{KN})$ | differ. | $E_{7}(\mathrm{KJ})$ | differ. | $U_{7}(\mathrm{~mm})$ | differ. | $F_{7}(\mathrm{KN})$ | differ. | $E_{7}(\mathrm{KJ})$ | differ. | $U_{7}(\mathrm{~mm})$ | differ. |
| 329.4 | 9.0\% | 43.0 | 5.9\% | 207.7 | 0.1\% | 413.3 | 31.4\% | 51.7 | 24.1\% | 207.7 | 0.1\% | 748.2 | 85.2\% | 68.3 | 51.1\% | 207.7 | 0.1\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{7}(\mathrm{KN})$ | differ. | $E_{7}(\mathrm{KJ})$ | differ. | $U_{7}(\mathrm{~mm})$ | differ. | $F_{7}(\mathrm{KN})$ | differ. | $E_{7}(\mathrm{KJ})$ | differ. | $U_{7}(\mathrm{~mm})$ | differ. | $F_{7}(\mathrm{KN})$ | differ. | $E_{7}(\mathrm{KJ})$ | differ. | $U_{7}(\mathrm{~mm})$ | differ. |
| 335.3 | 10.7\% | 47.9 | 16.6\% | 207.7 | 0.1\% | 518.9 | 53.1\% | 65.6 | 47.2\% | 207.7 | 0.1\% | 778.9 | 88.5\% | 83.5 | 69.3\% | 207.7 | 0.1\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{7}(\mathrm{KN})$ | differ. | $E_{7}(\mathrm{KJ})$ | differ. | $U_{7}(\mathrm{~mm})$ | differ. | $F_{7}(\mathrm{KN})$ | differ. | $E_{7}(\mathrm{KJ})$ | differ. | $U_{7}(\mathrm{~mm})$ | differ. | $F_{7}(\mathrm{KN})$ | differ. | $E_{7}(\mathrm{KJ})$ | differ. | $U_{7}(\mathrm{~mm})$ | differ. |
| 433.6 | 36.1\% | 48.1 | 17.0\% | 207.7 | 0.1\% | 260.1 | -14.6\% | 50.8 | 22.6\% | 207.7 | 0.1\% | 696.4 | 79.2\% | 69.1 | 52.1\% | 207.7 | 0.1\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| TS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $F_{7}(\mathrm{KN})$ |  |  |  |  |  | $E_{7}(\mathrm{KJ})$ |  |  |  |  |  | $U_{7}(\mathrm{~mm})$ |  |  |  |  |  |
| 301.1 |  |  |  |  |  | 40.5 |  |  |  |  |  | 207.6 |  |  |  |  |  |



Figure D.11. OS model. Force and absorbed energy-penetration curves.
Definition of force peaks and troughs for each element size and rupture criterion and comparison with the corresponding experimental values (red circle: experiment, black circle: SHEARS, grey circle: RTCLS, brown circle: BWH)

Table D.11. OS model. Numerical values of force, energy and penetration depth for each element size and rupture criterion at the selected peaks and troughs and comparison with the corresponding experimental values

| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 211.6 | -4.6\% | 3.8 | 18.3\% | 35.3 | 28.7\% | 254.0 | 13.6\% | 3.2 | -0.2\% | 28.6 | 7.9\% | 492.7 | 75.9\% | 14.0 | 126.1\% | 67.8 | 87.8\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 342.4 | 42.8\% | 6.6 | 69.9\% | 38.2 | 36.2\% | 321.9 | 36.9\% | 3.8 | 17.4\% | 29.9 | 12.3\% | 595.3 | 91.5\% | 12.5 | 118.9\% | 62.5 | 81.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 248.5 | 11.4\% | 3.1 | -3.8\% | 26.2 | -1.1\% | 273.6 | 21.0\% | 4.3 | 29.1\% | 32.6 | 20.7\% | 562.1 | 86.9\% | 17.1 | 137.3\% | 71.5 | 92.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| OS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $F_{1}(K N)$ |  |  |  |  |  | $E_{1}(K J)$ |  |  |  |  |  | $U_{1}(\mathrm{~mm})$ |  |  |  |  |  |
| 221.6 |  |  |  |  |  | 3.2 |  |  |  |  |  | 26.5 |  |  |  |  |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{2}(K N)$ | differ. | $E_{2}(\mathrm{KJ})$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(K N)$ | differ. | $E_{2}(\mathrm{KJ})$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(\mathrm{KN})$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. |
| 118.1 | -16.0\% | 5.7 | -24.6\% | 45.7 | -8.3\% | 129.3 | -7.0\% | 3.4 | -71.9\% | 29.9 | -49.7\% | 273.1 | 65.3\% | 17.9 | 84.3\% | 77.1 | 43.1\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}($ KN $)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}($ KN $)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. |
| 134.9 | -2.7\% | 9.5 | 26.6\% | 47.3 | -4.9\% | 237.8 | 52.7\% | 5.7 | -23.9\% | 36.7 | -30.0\% | 527.7 | 116.8\% | 20.6 | 95.8\% | 77.1 | 43.1\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. |
| 84.8 | -48.2\% | 5.3 | -30.9\% | 38.2 | -26.3\% | 193.2 | 32.9\% | 6.6 | -9.0\% | 42.6 | -15.3\% | 467.5 | 108.5\% | 28.0 | 117.6\% | 92.3 | 60.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| OS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $F_{2}(K N)$ |  |  |  |  |  | $E_{2}(\mathrm{KJ})$ |  |  |  |  |  | $U_{2}(\mathrm{~mm})$ |  |  |  |  |  |
| 138.6 |  |  |  |  |  | 7.3 |  |  |  |  |  | 49.7 |  |  |  |  |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(K J)$ | differ. | $\mathrm{U}_{4}(\mathrm{~mm})$ | differ. |
| 318.4 | -31.0\% | 19.3 | -17.0\% | 100.1 | -2.5\% | 317.2 | -31.4\% | 18.2 | -22.6\% | 82.7 | -21.5\% | 303.9 | -35.6\% | 29.3 | 24.5\% | 102.1 | -0.6\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $\frac{\text { RTCLS }}{l_{e}(\mathrm{~mm})}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{4}(K N)$ | differ. | $E_{4}(K J)$ | differ. | $\mathrm{U}_{4}(\mathrm{~mm})$ | differ. | $F_{4}(K N)$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}($ KN $)$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. |
| 461.7 | 5.9\% | 25.3 | 10.2\% | 90.4 | -12.7\% | 423.5 | -2.7\% | 58.0 | 86.8\% | 145.5 | 34.6\% | 539.9 | 21.5\% | 39.8 | 54.1\% | 107.9 | 5.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. |
| 256.7 | -51.6\% | 20.1 | -12.7\% | 96.2 | -6.4\% | 345.6 | -22.9\% | 16.5 | -32.6\% | 75.2 | -30.9\% | 463.6 | 6.3\% | 32.3 | 34.0\% | 100.1 | -2.5\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| OS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $F_{4}(\mathrm{KN})$ |  |  |  |  |  | $E_{4}(K J)$ |  |  |  |  |  | $U_{4}(\mathrm{~mm})$ |  |  |  |  |  |
| 435.2 |  |  |  |  |  | 22.9 |  |  |  |  |  | 102.6 |  |  |  |  |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. |
| 358.1 | -63.3\% | 38.0 | -43.4\% | 149.0 | -6.8\% | 229.1 | -100.3\% | 41.0 | -36.0\% | 147.3 | -8.0\% | 767.0 | 10.6\% | 83.9 | 34.9\% | 162.3 | 1.7\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(K N)$ | differ. | $E_{6}(\mathrm{KJ})$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. |
| 366.9 | -61.1\% | 63.1 | 6.8\% | 147.3 | -8.0\% | 859.1 | 21.9\% | 93.3 | 45.0\% | 186.5 | 15.5\% | 430.3 | -46.3\% | 50.6 | -15.2\% | 125.3 | -24.1\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. |
| 541.0 | -24.2\% | 45.0 | -26.9\% | 149.0 | -6.8\% | 321.2 | -72.9\% | 33.8 | -54.2\% | 117.6 | -30.3\% | 369.7 | -60.4\% | 60.5 | 2.4\% | 150.8 | -5.7\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| OS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $F_{6}(K N)$ |  |  |  |  |  | $E_{6}(\mathrm{KJ})$ |  |  |  |  |  | $U_{6}(\mathrm{~mm})$ |  |  |  |  |  |
| 689.8 |  |  |  |  |  | 59.0 |  |  |  |  |  | 159.6 |  |  |  |  |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{8}(\mathrm{KN})$ | differ. | $E_{8}(K J)$ | differ. | $U_{8}(\mathrm{~mm})$ | differ. | $F_{8}(\mathrm{KN})$ | differ. | $E_{8}(K J)$ | differ. | $U_{8}(\mathrm{~mm})$ | differ. | $F_{8}(\mathrm{KN})$ | differ. | $E_{8}(K J)$ | differ. | $U_{8}(\mathrm{~mm})$ | differ. |
| 416.9 | -63.8\% | 61.3 | -33.1\% | 191.6 | 0.8\% | 129.3 | -144.8\% | 64.1 | -28.7\% | 189.6 | -0.3\% | 142.7 | -139.9\% | 135.9 | 45.4\% | 203.9 | 7.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{8}(K N)$ | differ. | $E_{8}(K J)$ | differ. | $U_{8}(\mathrm{~mm})$ | differ. | $F_{8}(K N)$ | differ. | $E_{8}(K J)$ | differ. | $U_{8}(\mathrm{~mm})$ | differ. | $F_{8}(K N)$ | differ. | $E_{8}(K J)$ | differ. | $U_{8}(\mathrm{~mm})$ | differ. |
| 777.4 | -3.8\% | 87.5 | 2.2\% | 185.4 | -2.5\% | 1203.4 | 39.3\% | 112.6 | 27.2\% | 203.0 | 6.5\% | 1138.4 | 34.0\% | 140.7 | 48.7\% | 205.4 | 7.7\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  | 30 |  |  |  |  |  |
| $l_{e} / t=1.1$ |  |  |  |  |  | $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.3$ |  |  |  |  |  |
| $F_{8}(\mathrm{KN})$ | differ. | $E_{8}(\mathrm{KJ})$ | differ. | $U_{8}(\mathrm{~mm})$ | differ. | $F_{8}(K N)$ | differ. | $E_{8}(\mathrm{KJ})$ | differ. | $U_{8}(\mathrm{~mm})$ | differ. | $F_{8}(K N)$ | differ. | $E_{8}(K J)$ | differ. | $U_{8}(\mathrm{~mm})$ | differ. |
| 419.6 | -63.3\% | 67.6 | -23.5\% | 185.4 | -2.5\% | 283.9 | -96.0\% | 62.9 | -30.5\% | 179.4 | -5.8\% | 40.1 | -181.1\% | 118.2 | 31.9\% | 199.6 | 4.9\% |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| OS |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $F_{8}(\mathrm{KN})$ |  |  |  |  |  | $E_{8}(\mathrm{KJ})$ |  |  |  |  |  | $U_{8}(\mathrm{~mm})$ |  |  |  |  |  |
| 808.0 |  |  |  |  |  | 85.6 |  |  |  |  |  | 190.1 |  |  |  |  |  |
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## D. 4 COLLISION STATIC and COLLISION DYNAMIC models-(ASIS 1993 reported in ISSC 2003)



Figure D.12. COLLISION STATIC model. Force and absorbed energy-penetration curves.
Definition of force peaks and troughs for each element size and rupture criterion and comparison with the corresponding experimental values
(red circle: experiment, black circle: SHEARS, grey circle: RTCLS, brown circle: BWH)

Table D.12. COLLISION STATIC model. Numerical values of force, energy and penetration depth for each element size and rupture criterion at the selected peaks and troughs and comparison with the corresponding experimental values

| SHEARS, RTCLS and BWH |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=1.5$ |  |  |  |  |  | $l_{e} / t=3$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(\mathrm{KJ})$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 551.2 | 18.8\% | 1.7 | 100.5\% | 9.2 | 114.0\% | 612.1 | 29.1\% | 2.7 | 129.8\% | 9.2 | 114.1\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| COLLISION STATIC |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{1}(\mathrm{KN})$ |  |  |  | $E_{1}(K J)$ |  |  |  | $U_{1}(\mathrm{~mm})$ |  |  |  |
| 456.7 |  |  |  | 0.6 |  |  |  | 2.5 |  |  |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}$ (mm) |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=1.5$ |  |  |  |  |  | $l_{e} / t=3$ |  |  |  |  |  |
| $F_{3}(K N)$ | differ. | $E_{3}(K J)$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. |
| 1594.8 | -1.7\% | 1072.1 | 9.5\% | 657.7 | -0.2\% | 3014.9 | 60.1\% | 1139.6 | 15.5\% | 657.7 | -0.2\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=1.5$ |  |  |  |  |  | $l_{e} / t=3$ |  |  |  |  |  |
| $F_{3}($ KN $)$ | differ. | $E_{3}(K J)$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. |
| 851.2 | -62.3\% | 808.6 | -18.7\% | 583.3 | -12.2\% | 1142.2 | -34.7\% | 1065.7 | 8.9\% | 673.5 | 2.2\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| COLLISION STATIC |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{3}(\mathrm{KN})$ |  |  |  | $E_{3}(\mathrm{KJ})$ |  |  |  | $U_{3}(\mathrm{~mm})$ |  |  |  |
| 1621.8 |  |  |  | 975.3 |  |  |  | 658.9 |  |  |  |


| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=1.5$ |  |  |  |  |  | $l_{e} / t=3$ |  |  |  |  |  |
| $F_{4}(K N)$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. |
| 2190.3 | 0.2\% | 1180.1 | -0.1\% | 711.6 | -7.2\% | 3397.2 | 43.4\% | 1214.3 | 2.8\% | 681.3 | -11.5\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=1.5$ |  |  |  |  |  | $l_{e} / t=3$ |  |  |  |  |  |
| $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(K N)$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. |
| 974.7 | -76.7\% | 875.0 | -29.7\% | 657.7 | -15.0\% | 1520.0 | -36.0\% | 1096.3 | -7.4\% | 696.6 | -9.3\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| COLLISION STATIC |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{4}(K N)$ |  |  |  | $E_{4}(K J)$ |  |  |  | $U_{4}(\mathrm{~mm})$ |  |  |  |
| 2186.5 |  |  |  | 1180.7 |  |  |  | 764.5 |  |  |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}$ (mm) |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=1.5$ |  |  |  |  |  | $l_{e} / t=3$ |  |  |  |  |  |
| $F_{5}(\mathrm{KN})$ | differ. | $E_{5}(K J)$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. | $F_{5}(\mathrm{KN})$ | differ. | $E_{5}(\mathrm{KJ})$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. |
| 1659.6 | 54.1\% | 1208.4 | -3.5\% | 726.2 | -10.5\% | 3003.5 | 103.7\% | 1380.5 | 9.8\% | 733.3 | -9.5\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=1.5$ |  |  |  |  |  | $l_{e} / t=3$ |  |  |  |  |  |
| $F_{5}(K N)$ | differ. | $E_{5}(\mathrm{KJ})$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. | $F_{5}(K N)$ | differ. | $E_{5}(K J)$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. |
| 762.5 | -22.2\% | 895.7 | -33.2\% | 681.3 | -16.8\% | 805.9 | -16.7\% | 1179.6 | -6.0\% | 767.5 | -5.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| COLLISION STATIC |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{5}(\mathrm{KN})$ |  |  |  | $E_{5}(\mathrm{KJ})$ |  |  |  | $U_{5}(\mathrm{~mm})$ |  |  |  |
| 952.9 |  |  |  | 1252.0 |  |  |  | 806.7 |  |  |  |


| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}$ (mm) |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=1.5$ |  |  |  |  |  | $l_{e} / t=3$ |  |  |  |  |  |
| $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(K N)$ | differ. | $E_{6}(\mathrm{KJ})$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. |
| 2210.2 | 77.0\% | 1551.3 | 11.4\% | 904.8 | -3.5\% | 3854.9 | 118.8\% | 1709.9 | 21.1\% | 832.5 | -11.8\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=1.5$ |  |  |  |  |  | $l_{e} / t=3$ |  |  |  |  |  |
| $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. |
| 1146.2 | 15.5\% | 1100.9 | -22.8\% | 937.1 | 0.0\% | 1006.3 | 2.5\% | 1328.2 | -4.1\% | 937.1 | 0.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| COLLISION STATIC |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{6}(K N)$ |  |  |  | $E_{6}(K J)$ |  |  |  | $U_{6}(\mathrm{~mm})$ |  |  |  |
| 981.6 |  |  |  | 1384.1 |  |  |  | 936.8 |  |  |  |



Figure D.13. COLLISION DYNAMIC model. Force and absorbed energy-penetration curves.
Definition of force peaks and troughs for each element size in the cases with and without strain-rate effect and no damage and comparison with the corresponding experimental values (red circle: experiment, black circle: rate effect, grey circle: no rate effect)


Figure D.14. COLLISION DYNAMIC model. Force and absorbed energy-penetration curves.
Definition of force peaks and troughs for each element size for each rupture criterion without strain-rate effect and comparison with the corresponding experimental values
(red circle: experiment, black circle: SHEARS, grey circle: RTCLS)

Table D.13. COLLISION DYNAMIC model. Numerical values of force, energy and penetration depth for each element size in the cases with and without strain rate effect and no damage and in the case with damage and without strain rate effect at the selected peaks and troughs and comparison with the corresponding experimental values

| No Damage-with strain rate effect |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=1.5$ |  |  |  |  |  | $l_{e} / t=3$ |  |  |  |  |  |
| $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 1317.8 | 33.7\% | 9.6 | -63.6\% | 15.2 | -77.2\% | 1382.5 | 38.4\% | 11.4 | -47.5\% | 15.2 | -77.3\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| No Damage-without strain rate effect |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=1.5$ |  |  |  |  |  | $l_{e} / t=3$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 938.6 | 0.1\% | 6.7 | -94.3\% | 15.2 | -77.1\% | 994.8 | 6.0\% | 8.4 | -75.6\% | 15.2 | -77.2\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| SHEARS-without strain rate effect |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=1.5$ |  |  |  |  |  | $l_{e} / t=3$ |  |  |  |  |  |
| $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(\mathrm{KJ})$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 938.6 | 0.1\% | 6.7 | -94.3\% | 15.2 | -77.1\% | 994.8 | 6.0\% | 8.4 | -75.6\% | 15.2 | -77.2\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS-without strain rate effect |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=1.5$ |  |  |  |  |  | $l_{e} / t=3$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 938.6 | 0.1\% | 6.7 | -94.3\% | 15.2 | -77.1\% | 994.8 | 6.0\% | 8.4 | -75.6\% | 15.2 | -77.2\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| COLLISION DYNAMIC |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{1}(\mathrm{KN})$ |  |  |  | $E_{1}(K J)$ |  |  |  | $U_{1}(\mathrm{~mm})$ |  |  |  |
| 937.3 |  |  |  | 18.6 |  |  |  | 34.4 |  |  |  |
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| No Damage-with strain rate effect |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=1.5$ |  |  |  |  |  | $l_{e} / t=3$ |  |  |  |  |  |
| $F_{4}(K N)$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. |
| 3650.9 | 4.2\% | 1137.8 | -10.3\% | 582.8 | -10.8\% | 3789.4 | 7.9\% | 1194.8 | -5.4\% | 596.2 | -8.6\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| No Damage-without strain rate effect |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=1.5$ |  |  |  |  |  | $l_{e} / t=3$ |  |  |  |  |  |
| $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. |
| 3192.8 | -9.2\% | 1095.3 | -14.1\% | 659.2 | 1.5\% | 3521.1 | 0.6\% | 1125.7 | -11.3\% | 646.3 | -0.5\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| SHEARS-without strain rate effect |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=1.5$ |  |  |  |  |  | $l_{e} / t=3$ |  |  |  |  |  |
| $F_{4}(K N)$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(K N)$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. |
| 3022.2 | -14.7\% | 1076.0 | -15.8\% | 659.1 | 1.4\% | 3349.7 | -4.4\% | 1132.2 | -10.8\% | 649.2 | -0.1\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS-without strain rate effect |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=1.5$ |  |  |  |  |  | $l_{e} / t=3$ |  |  |  |  |  |
| $F_{4}(\mathrm{KN})$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(K N)$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. |
| 1366.9 | -87.7\% | 1237.9 | -1.8\% | 1044.0 | 46.6\% | 3193.7 | -9.2\% | 1038.7 | -19.3\% | 617.9 | -5.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| COLLISION DYNAMIC |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{4}(K N)$ |  |  |  | $E_{4}(K J)$ |  |  |  | $U_{4}(\mathrm{~mm})$ |  |  |  |
| 3501.5 |  |  |  | 1261.0 |  |  |  | 649.7 |  |  |  |
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| No Damage-with strain rate effect |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=1.5$ |  |  |  |  |  | $l_{e} / t=3$ |  |  |  |  |  |
| $F_{5}(\underline{K N})$ | differ. | $E_{5}(K J)$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. | $F_{5}(K N)$ | differ. | $E_{5}(\mathrm{KJ})$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. |
| 4076.2 | 29.7\% | 1498.5 | -8.0\% | 676.5 | -11.9\% | 4208.4 | 32.8\% | 1562.0 | -3.9\% | 686.3 | -10.5\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| No Damage-without strain rate effect |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=1.5$ |  |  |  |  |  | $l_{e} / t=3$ |  |  |  |  |  |
| $F_{5}(K N)$ | differ. | $E_{5}(K J)$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. | $F_{5}(K N)$ | differ. | $E_{5}(\mathrm{KJ})$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. |
| 4001.9 | 27.9\% | 1585.2 | -2.4\% | 802.4 | 5.1\% | 4225.6 | 33.2\% | 1624.3 | 0.0\% | 779.4 | 2.2\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| SHEARS-without strain rate effect |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=1.5$ |  |  |  |  |  | $l_{e} / t=3$ |  |  |  |  |  |
| $F_{5}(\mathrm{KN})$ | differ. | $E_{5}(\mathrm{KJ})$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. | $F_{5}(K N)$ | differ. | $E_{5}(\mathrm{KJ})$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. |
| 3763.4 | 21.8\% | 1456.0 | -10.9\% | 784.6 | 2.9\% | 3790.4 | 22.5\% | 1557.5 | -4.2\% | 776.4 | 1.8\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| $\frac{\text { RTCLS-without strain rate effect }}{l_{e}(\mathrm{~mm})}$ |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=1.5$ |  |  |  |  |  | $l_{e} / t=3$ |  |  |  |  |  |
| $F_{5}(\mathrm{KN})$ | differ. | $E_{5}(K J)$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. | $F_{5}(K N)$ | differ. | $E_{5}(\mathrm{KJ})$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. |
| 2263.3 | -28.7\% | 1500.4 | -7.9\% | 1167.3 | 42.0\% | 1639.3 | -59.3\% | 1262.1 | -25.0\% | 738.6 | -3.2\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| COLLISION DYNAMIC |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{5}(\mathrm{KN})$ |  |  |  | $E_{5}(K J)$ |  |  |  | $U_{5}(\mathrm{~mm})$ |  |  |  |
| 3022.7 |  |  |  | 1623.5 |  |  |  | 762.4 |  |  |  |

continued on next page
continued from previous page

continued on next page
continued from previous page


## D. 5 OUTER SHELL and INNER SHELL models-(Gong et al. 2013)



Figure D.15. OUTER SHELL model. Force and absorbed energy-penetration curves.
Definition of force peaks and troughs for each element size and rupture criterion and comparison with the corresponding experimental values
(red circle: experiment, black circle: SHEARS, grey circle: RTCLS, brown circle: BWH)

Table D.14. OUTER SHELL model. Numerical values of force, energy and penetration depth for each element size and rupture criterion at the selected peaks and troughs and comparison with the corresponding experimental values

| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(\mathrm{KJ})$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 880.9 | -0.1\% | 60.5 | 1.8\% | 155.6 | 2.3\% | 969.2 | 9.4\% | 71.6 | 18.6\% | 167.0 | 9.3\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}$ (mm) |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 767.6 | -13.9\% | 45.8 | -25.9\% | 137.8 | -9.8\% | 793.5 | -10.6\% | 49.1 | -19.1\% | 141.5 | -7.2\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 770.2 | -13.5\% | 45.8 | -25.9\% | 137.8 | -9.8\% | 992.5 | 11.8\% | 74.6 | 22.7\% | 170.0 | 11.1\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| OUTER SHELL |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{1}(K N)$ |  |  |  | $E_{1}(K J)$ |  |  |  | $U_{1}(\mathrm{~mm})$ |  |  |  |
| 882.0 |  |  |  | 59.4 |  |  |  | 152.1 |  |  |  |

continued on next page
continued from previous page

| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}$ (mm) |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4$ |  |  |  |  |  |
| $F_{2}(K N)$ | differ. | $E_{2}(\mathrm{KJ})$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. |
| 336.4 | -30.9\% | 86.7 | -5.4\% | 207.6 | 0.1\% | 366.2 | -22.5\% | 93.0 | 1.7\% | 207.6 | 0.1\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}$ (mm) |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4$ |  |  |  |  |  |
| $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. |
| 310.7 | -38.6\% | 69.7 | -27.0\% | 207.6 | 0.1\% | 129.6 | -112.0\% | 69.3 | -27.6\% | 207.6 | 0.1\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4$ |  |  |  |  |  |
| $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. |
| 304.8 | -40.4\% | 67.2 | -30.6\% | 207.6 | 0.1\% | 146.6 | -103.2\% | 83.2 | -9.5\% | 207.6 | 0.1\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| OUTER SHELL |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{2}(\mathrm{KN})$ |  |  |  | $E_{2}(K J)$ |  |  |  | $U_{2}(\mathrm{~mm})$ |  |  |  |
| 459.3 |  |  |  | 91.4 |  |  |  | 207.5 |  |  |  |



Figure D.16. INNER SHELL model. Force and absorbed energy-penetration curves.
Definition of force peaks and troughs for each element size and rupture criterion and comparison with the corresponding experimental values
(red circle: experiment, black circle: SHEARS, grey circle: RTCLS, brown circle: BWH)

Table D.15. INNER SHELL model. Numerical values of force, energy and penetration depth for each element size and rupture criterion at the selected peaks and troughs and comparison with the corresponding experimental values

| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}$ ( mm ) |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4$ |  |  |  |  |  |
| $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(\mathrm{KJ})$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 786.8 | -7.0\% | 49.1 | -18.7\% | 181.3 | 0.0\% | 806.2 | -4.5\% | 50.0 | -16.8\% | 181.3 | 0.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(\mathrm{KJ})$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 601.7 | -33.5\% | 32.1 | -59.4\% | 157.2 | -14.2\% | 658.4 | -24.7\% | 36.3 | -47.9\% | 162.8 | -10.7\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4$ |  |  |  |  |  |
| $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 742.0 | -12.8\% | 48.2 | -20.5\% | 181.3 | 0.0\% | 807.0 | -4.4\% | 50.0 | -16.8\% | 181.3 | 0.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| INNER SHELL |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{1}(K N)$ |  |  |  | $E_{1}(K J)$ |  |  |  | $U_{1}(\mathrm{~mm})$ |  |  |  |
| 843.7 |  |  |  | 59.2 |  |  |  | 181.2 |  |  |  |
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## D. 6 FLAT SPECIMEN and KNIFE SPECIMEN models-(Villavicencio 2012 and

 Villavicencio et al. 2013)




Figure D.17. FLAT SPECIMEN model. Force and absorbed energy-penetration curves.
Definition of force peaks and troughs for each element size and rupture criterion and comparison with the corresponding experimental values
(red circle: experiment, black circle: SHEARS, grey circle: RTCLS, brown circle: BWH)

Table D.16. FLAT SPECIMEN model. Numerical values of force, energy and penetration depth for each element size and rupture criterion at the selected peaks and troughs and comparison with the corresponding experimental values
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4$ |  |  |  |  |  |
| $F_{4}(K N)$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(K N)$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. |
| 476.4 | 17.4\% | 45.1 | -2.5\% | 124.5 | 0.0\% | 500.0 | 22.2\% | 46.8 | 1.0\% | 124.5 | 0.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4$ |  |  |  |  |  |
| $F_{4}(K N)$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(K N)$ | differ. | $E_{4}(\mathrm{KJ})$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. |
| 470.0 | 16.1\% | 41.7 | -10.5\% | 124.5 | 0.0\% | 435.8 | 8.6\% | 43.5 | -6.2\% | 124.5 | 0.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4$ |  |  |  |  |  |
| $F_{4}(K N)$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(K N)$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. |
| 97.0 | -122.0\% | 38.1 | -19.4\% | 124.5 | 0.0\% | 420.8 | 5.1\% | 43.8 | -5.5\% | 124.5 | 0.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| FLAT SPECIMEN |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{4}(\mathrm{KN})$ |  |  |  | $E_{4}(K J)$ |  |  |  | $U_{4}(\mathrm{~mm})$ |  |  |  |
| 400.0 |  |  |  | 46.3 |  |  |  | 124.5 |  |  |  |



Figure D.18. KNIFE SPECIMEN model. Force and absorbed energy-penetration curves.
Definition of force peaks and troughs for each element size and rupture criterion and comparison with the corresponding experimental values
(red circle: experiment, black circle: SHEARS, grey circle: RTCLS, brown circle: BWH)

Table D.17. KNIFE SPECIMEN model. Numerical values of force, energy and penetration depth for each element size and rupture criterion at the selected peaks and troughs and comparison with the corresponding experimental values

| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}$ ( mm ) |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4$ |  |  |  |  |  |
| $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(\mathrm{KJ})$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 461.2 | -6.7\% | 32.5 | -1.2\% | 106.7 | 1.2\% | 483.5 | -2.0\% | 35.5 | 7.4\% | 110.0 | 4.2\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4$ |  |  |  |  |  |
| $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(\mathrm{KJ})$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 393.0 | -22.6\% | 29.3 | -11.6\% | 103.2 | -2.2\% | 433.6 | -12.8\% | 30.4 | -8.1\% | 101.6 | -3.8\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(\mathrm{KJ})$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 381.0 | -25.6\% | 17.0 | -64.0\% | 69.5 | -41.1\% | 486.4 | -1.4\% | 16.6 | -66.0\% | 65.4 | -46.9\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| KNIFE SPECIMEN |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{1}(K N)$ |  |  |  | $E_{1}(K J)$ |  |  |  | $U_{1}(\mathrm{~mm})$ |  |  |  |
| 493.1 |  |  |  | 32.9 |  |  |  | 105.5 |  |  |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4$ |  |  |  |  |  |
| $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. |
| 434.5 | 10.9\% | 34.2 | -3.0\% | 110.6 | 0.0\% | 473.2 | 19.4\% | 35.7 | 1.3\% | 110.6 | 0.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4$ |  |  |  |  |  |
| $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. |
| 385.8 | -1.0\% | 32.1 | -9.4\% | 110.6 | 0.0\% | 411.3 | 5.4\% | 34.0 | -3.6\% | 110.6 | 0.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| BWH |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 8 |  |  |  |  |  | 16 |  |  |  |  |  |
| $l_{e} / t=2$ |  |  |  |  |  | $l_{e} / t=4$ |  |  |  |  |  |
| $F_{2}(\mathrm{KN})$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. |
| 105.9 | -114.6\% | 27.3 | -25.3\% | 110.6 | 0.0\% | 330.6 | -16.4\% | 33.5 | -5.0\% | 110.6 | 0.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| KNIFE SPECIMEN |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{2}(\mathrm{KN})$ |  |  |  | $E_{2}(K J)$ |  |  |  | $U_{2}(\mathrm{~mm})$ |  |  |  |
| 389.7 |  |  |  | 35.3 |  |  |  | 110.6 |  |  |  |

## D. 7 CE-1 and CE-2 models-(Tautz et al. 2013 and Fricke et al. 2014)



Figure D.19. CE-1 model. Force and absorbed energy-penetration curves.
Definition of force peaks and troughs for each element size and rupture criterion and comparison with the corresponding experimental values
(red circle: experiment, black circle: SHEARS, grey circle: RTCLS)

Table D.18. CE-1 model. Numerical values of force, energy and penetration depth for each element size and rupture criterion at the selected peaks and troughs and comparison with the corresponding experimental values

| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.7$ |  |  |  |  |  |
| $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 1142.3 | 29.8\% | 120.0 | 60.0\% | 184.3 | 34.5\% | 1332.7 | 44.7\% | 124.3 | 63.1\% | 184.3 | 34.5\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.7$ |  |  |  |  |  |
| $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 938.2 | 10.3\% | 65.6 | 1.4\% | 130.6 | 0.4\% | 1191.6 | 33.9\% | 73.4 | 12.7\% | 137.6 | 5.7\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| CE-1 |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{1}(\mathrm{KN})$ |  |  |  | $E_{1}(K J)$ |  |  |  | $U_{1}(\mathrm{~mm})$ |  |  |  |
| 846.0 |  |  |  | 64.7 |  |  |  | 130.0 |  |  |  |


| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}$ ( mm ) |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.7$ |  |  |  |  |  |
| $F_{2}(K N)$ | differ. | $E_{2}(\mathrm{KJ})$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. |
| 791.2 | 6.0\% | 187.3 | 22.8\% | 256.9 | 9.7\% | 832.6 | 11.1\% | 212.3 | 35.1\% | 266.7 | 13.5\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.7$ |  |  |  |  |  |
| $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. | $F_{2}(K N)$ | differ. | $E_{2}(K J)$ | differ. | $U_{2}(\mathrm{~mm})$ | differ. |
| 625.3 | -17.5\% | 134.1 | -10.5\% | 219.1 | -6.1\% | 637.7 | -15.5\% | 161.5 | 8.1\% | 237.7 | 2.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| CE-1 |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{2}(\mathrm{KN})$ |  |  |  | $E_{2}(K J)$ |  |  |  | $U_{2}(\mathrm{~mm})$ |  |  |  |
| 745.0 |  |  |  | 148.9 |  |  |  | 233.0 |  |  |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}$ ( mm ) |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.7$ |  |  |  |  |  |
| $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(K J)$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(K J)$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. |
| 1126.2 | 19.5\% | 313.0 | 48.8\% | 385.3 | 30.6\% | 1078.6 | 15.2\% | 292.6 | 42.4\% | 351.3 | 21.5\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}$ (mm) |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.7$ |  |  |  |  |  |
| $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(K J)$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(K J)$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. |
| 986.2 | 6.3\% | 221.3 | 15.1\% | 329.2 | 15.1\% | 941.5 | 1.7\% | 207.8 | 8.8\% | 297.3 | 4.9\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| CE-1 |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{3}(\mathrm{KN})$ |  |  |  | $E_{3}(K J)$ |  |  |  | $U_{3}(\mathrm{~mm})$ |  |  |  |
| 926.0 |  |  |  | 190.2 |  |  |  | 283.0 |  |  |  |


| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}$ ( mm ) |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.7$ |  |  |  |  |  |
| $F_{4}(K N)$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(K N)$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. |
| Not captured |  |  |  |  |  | 839.5 | 11.5\% | 345.6 | 22.4\% | 408.6 | 2.1\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}$ (mm) |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.7$ |  |  |  |  |  |
| $F_{4}(K N)$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. | $F_{4}(K N)$ | differ. | $E_{4}(K J)$ | differ. | $U_{4}(\mathrm{~mm})$ | differ. |
| Not captured |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |
| CE-1 |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{4}(K N)$ |  |  |  | $E_{4}(K J)$ |  |  |  | $U_{4}(\mathrm{~mm})$ |  |  |  |
| 748.0 |  |  |  | 276.0 |  |  |  | 400.0 |  |  |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}$ ( mm ) |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.7$ |  |  |  |  |  |
| $F_{5}(K N)$ | differ. | $E_{5}(K J)$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. | $F_{5}(\mathrm{KN})$ | differ. | $E_{5}(\mathrm{KJ})$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. |
| 337.2 | -26.4\% | 438.0 | 13.2\% | 673.8 | -2.4\% | 572.3 | 26.1\% | 480.3 | 22.4\% | 673.8 | -2.4\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.7$ |  |  |  |  |  |
| $F_{5}(K N)$ | differ. | $E_{5}(\mathrm{KJ})$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. | $F_{5}(K N)$ | differ. | $E_{5}(K J)$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. |
| 340.5 | -25.5\% | 326.8 | -16.0\% | 647.6 | -6.3\% | 510.8 | 14.9\% | 382.5 | -0.3\% | 647.6 | -6.3\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| CE-1 |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{5}(K N)$ |  |  |  | $E_{5}(K J)$ |  |  |  | $U_{5}(\mathrm{~mm})$ |  |  |  |
| 440.0 |  |  |  | 383.6 |  |  |  | 690.0 |  |  |  |


| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}$ (mm) |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.7$ |  |  |  |  |  |
| $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. |
| 1351.5 | 5.4\% | 656.0 | 9.2\% | 1059.8 | 1.9\% | 1606.6 | 22.6\% | 739.6 | 21.1\% | 1059.8 | 1.9\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.7$ |  |  |  |  |  |
| $F_{6}(K N)$ | differ. | $E_{6}(\mathrm{KJ})$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. |
| 1233.2 | -3.8\% | 537.5 | -10.8\% | 1048.7 | 0.8\% | 1281.4 | 0.0\% | 592.6 | -1.0\% | 1014.7 | -2.5\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| CE-1 |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{6}(K N)$ |  |  |  | $E_{6}(K J)$ |  |  |  | $U_{6}(\mathrm{~mm})$ |  |  |  |
| 1281.0 |  |  |  | 598.6 |  |  |  | 1040.0 |  |  |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}$ ( mm ) |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.7$ |  |  |  |  |  |
| $F_{7}(\mathrm{KN})$ | differ. | $E_{7}(\mathrm{KJ})$ | differ. | $U_{7}(\mathrm{~mm})$ | differ. | $F_{7}(\mathrm{KN})$ | differ. | $E_{7}(\mathrm{KJ})$ | differ. | $U_{7}(\mathrm{~mm})$ | differ. |
| 1245.8 | 4.9\% | 670.2 | 3.3\% | 1070.8 | -0.9\% | 1104.6 | -7.1\% | 780.7 | 18.5\% | 1092.2 | 1.1\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}$ (mm) |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.7$ |  |  |  |  |  |
| $F_{7}($ KN $)$ | differ. | $E_{7}(\mathrm{KJ})$ | differ. | $U_{7}(\mathrm{~mm})$ | differ. | $F_{7}(\mathrm{KN})$ | differ. | $E_{7}(\mathrm{KJ})$ | differ. | $U_{7}(\mathrm{~mm})$ | differ. |
| 679.6 | -54.3\% | 568.6 | -13.1\% | 1081.6 | 0.1\% | 914.6 | -25.8\% | 617.7 | -4.8\% | 1037.5 | -4.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| CE-1 |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{7}(\mathrm{KN})$ |  |  |  | $E_{7}(K J)$ |  |  |  | $U_{7}(\mathrm{~mm})$ |  |  |  |
| 1186.0 |  |  |  | 648.2 |  |  |  | 1080.0 |  |  |  |


| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}$ (mm) |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.7$ |  |  |  |  |  |
| $F_{8}(\mathrm{KN})$ | differ. | $E_{8}(K J)$ | differ. | $U_{8}(\mathrm{~mm})$ | differ. | $F_{8}(\mathrm{KN})$ | differ. | $E_{8}(K J)$ | differ. | $U_{8}(\mathrm{~mm})$ | differ. |
| 1381.6 | 5.3\% | 684.4 | -5.5\% | 1081.6 | -5.3\% | 1435.1 | 9.1\% | 907.9 | 22.7\% | 1189.9 | 4.3\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.3$ |  |  |  |  |  | $l_{e} / t=4.7$ |  |  |  |  |  |
| $F_{8}(K N)$ | differ. | $E_{8}(K J)$ | differ. | $U_{8}(\mathrm{~mm})$ | differ. | $F_{8}(\mathrm{KN})$ | differ. | $E_{8}(K J)$ | differ. | $U_{8}(\mathrm{~mm})$ | differ. |
| 719.0 | -58.3\% | 611.9 | -16.6\% | 1143.1 | 0.3\% | 1223.9 | -6.8\% | 686.7 | -5.1\% | 1102.7 | -3.3\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| CE-1 |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{8}(K N)$ |  |  |  | $E_{8}(K J)$ |  |  |  | $U_{8}(\mathrm{~mm})$ |  |  |  |
| 1310.0 |  |  |  | 722.9 |  |  |  | 1140.0 |  |  |  |
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Figure D.20. CE-2 model. Force and absorbed energy-penetration curves.
Definition of force peaks and troughs for each element size and rupture criterion and comparison with the corresponding experimental values
(red circle: experiment, black circle: SHEARS, grey circle: RTCLS)

Table D.19. CE-2 model. Numerical values of force, energy and penetration depth for each element size and rupture criterion at the selected peaks and troughs and comparison with the corresponding experimental values

| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}$ (mm) |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.6$ |  |  |  |  |  | $l_{e} / t=5.3$ |  |  |  |  |  |
| $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 3150.5 | 19.0\% | 589.2 | 31.9\% | 527.0 | 10.6\% | 3436.3 | 27.6\% | 777.7 | 58.2\% | 570.5 | 18.5\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}$ ( mm ) |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.6$ |  |  |  |  |  | $l_{e} / t=5.3$ |  |  |  |  |  |
| $F_{1}(\mathrm{KN})$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. | $F_{1}(K N)$ | differ. | $E_{1}(K J)$ | differ. | $U_{1}(\mathrm{~mm})$ | differ. |
| 2678.6 | 2.9\% | 474.3 | 10.5\% | 484.5 | 2.2\% | 2542.7 | -2.3\% | 448.8 | 4.9\% | 456.8 | -3.6\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| CE-2 |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{1}(K N)$ |  |  |  | $E_{1}(\mathrm{KJ})$ |  |  |  | $U_{1}(\mathrm{~mm})$ |  |  |  |
| 2603.0 |  |  |  | 427.2 |  |  |  | 473.7 |  |  |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}$ ( mm ) |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.6$ |  |  |  |  |  | $l_{e} / t=5.3$ |  |  |  |  |  |
| $F_{3}(K N)$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. |
| 170.7 | -75.8\% | 786.7 | 24.5\% | 721.4 | 5.3\% | 177.1 | -72.6\% | 920.6 | 39.9\% | 706.0 | 3.1\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.6$ |  |  |  |  |  | $l_{e} / t=5.3$ |  |  |  |  |  |
| $F_{3}(K N)$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. | $F_{3}(\mathrm{KN})$ | differ. | $E_{3}(\mathrm{KJ})$ | differ. | $U_{3}(\mathrm{~mm})$ | differ. |
| 133.4 | -95.9\% | 798.8 | 26.1\% | 752.3 | 9.4\% | 152.8 | -85.1\% | 790.6 | 25.0\% | 783.3 | 13.5\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| CE-2 |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{3}(K N)$ |  |  |  | $E_{3}(\mathrm{KJ})$ |  |  |  | $U_{3}(\mathrm{~mm})$ |  |  |  |
| 378.9 |  |  |  | 614.7 |  |  |  | 684.4 |  |  |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}$ ( mm ) |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.6$ |  |  |  |  |  | $l_{e} / t=5.3$ |  |  |  |  |  |
| $F_{5}(K N)$ | differ. | $E_{5}(K J)$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. | $F_{5}(K N)$ | differ. | $E_{5}(K J)$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. |
| 1459.5 | -1.6\% | 1280.9 | 1.4\% | 1269.6 | 0.5\% | 1149.3 | -25.3\% | 1586.2 | 22.7\% | 1366.9 | 7.9\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.6$ |  |  |  |  |  | $l_{e} / t=5.3$ |  |  |  |  |  |
| $F_{5}(K N)$ | differ. | $E_{5}(K J)$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. | $F_{5}(K N)$ | differ. | $E_{5}(K J)$ | differ. | $U_{5}(\mathrm{~mm})$ | differ. |
| 1302.3 | -13.0\% | 1156.6 | -8.8\% | 1230.2 | -2.6\% | 1207.2 | -20.5\% | 1278.0 | 1.2\% | 1295.1 | 2.5\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| CE-2 |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{5}(K N)$ |  |  |  | $E_{5}(K J)$ |  |  |  | $U_{5}(\mathrm{~mm})$ |  |  |  |
| 1482.7 |  |  |  | 1263.4 |  |  |  | 1262.7 |  |  |  |


| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}$ (mm) |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.6$ |  |  |  |  |  | $l_{e} / t=5.3$ |  |  |  |  |  |
| $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. |
| 1784.9 | -13.5\% | 1323.3 | -1.0\% | 1295.1 | -0.4\% | 1271.4 | -46.6\% | 1613.9 | 18.8\% | 1389.3 | 6.6\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.6$ |  |  |  |  |  | $l_{e} / t=5.3$ |  |  |  |  |  |
| $F_{6}(\mathrm{KN})$ | differ. | $E_{6}(\mathrm{KJ})$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. | $F_{6}(K N)$ | differ. | $E_{6}(K J)$ | differ. | $U_{6}(\mathrm{~mm})$ | differ. |
| 1325.7 | -42.6\% | 1174.1 | -13.0\% | 1243.5 | -4.5\% | 1344.4 | -41.2\% | 1325.2 | -0.9\% | 1331.8 | 2.4\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| CE-2 |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{6}(K N)$ |  |  |  | $E_{6}(\mathrm{KJ})$ |  |  |  | $U_{6}(\mathrm{~mm})$ |  |  |  |
| 2042.8 |  |  |  | 1336.7 |  |  |  | 1300.8 |  |  |  |
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| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}$ ( mm ) |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.6$ |  |  |  |  |  | $l_{e} / t=5.3$ |  |  |  |  |  |
| $F_{7}(\mathrm{KN})$ | differ. | $E_{7}(\mathrm{KJ})$ | differ. | $U_{7}(\mathrm{~mm})$ | differ. | $F_{7}(\mathrm{KN})$ | differ. | $E_{7}(\mathrm{KJ})$ | differ. | $U_{7}(\mathrm{~mm})$ | differ. |
| 1433.2 | -30.9\% | 1398.6 | -5.4\% | 1343.7 | -2.2\% | 1262.5 | -43.1\% | 1654.2 | 11.3\% | 1421.3 | 3.4\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.6$ |  |  |  |  |  | $l_{e} / t=5.3$ |  |  |  |  |  |
| $F_{7}(K N)$ | differ. | $E_{7}(\mathrm{KJ})$ | differ. | $U_{7}(\mathrm{~mm})$ | differ. | $F_{7}(\mathrm{KN})$ | differ. | $E_{7}(\mathrm{KJ})$ | differ. | $U_{7}(\mathrm{~mm})$ | differ. |
| 764.9 | -87.6\% | 1268.2 | -15.2\% | 1331.8 | -3.1\% | 836.5 | -80.2\% | 1393.9 | -5.8\% | 1400.2 | 1.9\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| CE-2 |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{7}(\mathrm{KN})$ |  |  |  | $E_{7}(K J)$ |  |  |  | $U_{7}(\mathrm{~mm})$ |  |  |  |
| 1956.3 |  |  |  | 1476.6 |  |  |  | 1373.6 |  |  |  |


| SHEARS |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $l_{e}$ (mm) |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.6$ |  |  |  |  |  | $l_{e} / t=5.3$ |  |  |  |  |  |
| $F_{8}(\mathrm{KN})$ | differ. | $E_{8}(K J)$ | differ. | $U_{8}(\mathrm{~mm})$ | differ. | $F_{8}(K N)$ | differ. | $E_{8}(K J)$ | differ. | $U_{8}(\mathrm{~mm})$ | differ. |
| 375.6 | 69.8\% | 1604.0 | -7.2\% | 1659.0 | 0.0\% | 225.2 | 21.7\% | 1782.9 | 3.4\% | 1659.0 | 0.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| RTCLS |  |  |  |  |  |  |  |  |  |  |  |
| $l_{e}(\mathrm{~mm})$ |  |  |  |  |  |  |  |  |  |  |  |
| 12.5 |  |  |  |  |  | 25 |  |  |  |  |  |
| $l_{e} / t=2.6$ |  |  |  |  |  | $l_{e} / t=5.3$ |  |  |  |  |  |
| $F_{8}(\mathrm{KN})$ | differ. | $E_{8}(K J)$ | differ. | $U_{8}(\mathrm{~mm})$ | differ. | $F_{8}(\mathrm{KN})$ | differ. | $E_{8}(K J)$ | differ. | $U_{8}(\mathrm{~mm})$ | differ. |
| 269.7 | 39.3\% | 1402.8 | -20.5\% | 1659.0 | 0.0\% | 349.5 | 63.4\% | 1497.9 | -14.0\% | 1659.0 | 0.0\% |
|  |  |  |  |  |  |  |  |  |  |  |  |
| CE-2 |  |  |  |  |  |  |  |  |  |  |  |
| Experiment |  |  |  |  |  |  |  |  |  |  |  |
| $F_{8}(K N)$ |  |  |  | $E_{8}(K J)$ |  |  |  | $U_{8}(\mathrm{~mm})$ |  |  |  |
| 181.2 |  |  |  | 1723.0 |  |  |  | 1658.8 |  |  |  |

## D. 8 P1-15, P2-15, S1-20 and S2-20 models-(DNV 1993)



Figure D.21. P1-15 model. Force and absorbed energy-penetration curves using the moving average method and a period equal to ten force values for each element size and rupture criterion


Figure D.22. P2-15 model. Force and absorbed energy-penetration curves using the moving average method and a period equal to ten force values for each element size and rupture criterion


Figure D.23. S1-20 model. Force and absorbed energy-penetration curves using the moving average method and a period equal to ten force values for each element size and rupture criterion


Figure D.24. S2-20 model. Force and absorbed energy-penetration curves using the moving average method and a period equal to ten force values for each element size and rupture criterion


[^0]:    $(*)$ : best correlation with experimental force and energy-penetration curves, $(* *)$ : best representation of rupture

