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## AbSTRACT

The aim of the present thesis is to study in depth adaptive hierarchical refinement methods in isogeometric analysis. Hierarchical refinement is at this point a very interesting and promising research topic in the field of isogeometric analysis and computational mechanics in general. It is a research subject which emerged in the last few years to enrich isogeometric analysis with procedures already known and used in finite element theory. It is obvious that isogeometric adaptive refinement couldn't have been applied without any progress in local refinement. This progress was firstly presented by introducing T-Splines. But the widespread technologies of B-Splines and NURBS made the need of their enrichment with local refinement properties imperative. In this sense A.Vuong proposed in 2011 a method based on CAD local hierarchical geometry refinement suitable for analysis. Since then many other methods are proposed to take full advantage of Vuong's method in isogeometric analysis. Hierarchical refinement is a technique of local enrichment of the approximation space by refining shape functions. For this reasons the term "hierarchical" refers only to the relation between shape functions and not to the formulation of stiffness matrices. In the present thesis some of the isogeometric adaptive methods are presented in order to compare them in a theoretical basis. Their properties, advantages, disadvantages and applying techniques are fully explained. The final goal is to feature their special characteristics which can be combined, leading to enhancement of problem solution. To quantify some general properties of the described refinement methods, an algorithm using adaptive hierarchical refinement is also presented. Algorithm results are compared with results derived from uniform refinement to highlight adaptive refinement's advantages.

## Перілншн






 ŋ́סף $ү v \omega \sigma \tau o u ́ \varsigma ~ \mu \eta \chi \alpha v ı \sigma \mu o u ́ \varsigma ~ \alpha \pi o ́ ~ \tau \eta v ~ \mu \varepsilon ́ Ө o \delta o ~ \tau \omega v ~ \pi \varepsilon \pi \varepsilon \rho \alpha \sigma \mu \varepsilon ́ v \omega v ~ \sigma \tau o x \chi \varepsilon i ́ \omega v . ~ E i v a l ~$
















 $\mu \pi о \rho o u ́ v ~ v \alpha ~ \beta \varepsilon \lambda t \iota \omega ́ \sigma o u v ~ t \eta v ~ \varepsilon \pi i ̉ \lambda u \sigma \eta ~ \pi \rho o \beta \lambda \eta \mu \alpha ́ t \omega v$. Гia tov бкотó $\alpha u t o ́$




## Ektetamenh Пepinhwh

## ЕІІАГЛГН $\Sigma T H N$ I $\Sigma O \Gamma E \Omega M E T P I K H ~ A N A \wedge Y \Sigma H$

 Hughes, Bazilevs то 2005 каı $\alpha \pi о т \varepsilon \lambda \varepsilon i ́ ~ \alpha \pi o ́ ~ t o ́ t \varepsilon ~ \varepsilon ́ v \alpha ~ \pi \varepsilon \delta i o ~ \varepsilon\} \alpha\llcorner\rho \varepsilon \tau เ к о u ́ ~ \varepsilon \rho \varepsilon u v \eta т ı к о u ́ ~$







 бтохдвia.

## XתPOI PHYSICAL, PARAMETER KAI INDEX




- Праүнатєко́ৎ $\chi \omega ́ \rho о \varsigma ~(p h y s i c a l ~ s p a c e) ~$
- Паранєтркко́я $\chi \omega$ роц (parameter space)
- X $\omega$ рос $\tau \omega v \delta \varepsilon ı \kappa \tau \dot{\omega} v$ (index space)








## B-Splines


 $\pi \alpha \rho \alpha \mu \varepsilon \tau \rho \kappa к \varepsilon ́ \varsigma ~ \sigma u v \tau \varepsilon \tau \alpha ү \mu \varepsilon ́ v \varepsilon \varsigma ~ \pi о u ~ o \rho i \zeta o u v ~ t o ~ k n o t ~ v a l u e ~ v e c t o r, ~ \Xi=\left\{\xi_{1}, \xi_{2}, \cdots \xi_{n+p}, \xi_{n+p+1}\right\}$
 knot value vector $\alpha v \tau \iota \sigma \tau о \boldsymbol{x} i \zeta \varepsilon \tau \alpha \iota ~ \varepsilon ́ v \alpha ~ k n o t ~ v e c t o r, ~ о т о ~ о п о i ́ o ~ \alpha \mu \varepsilon \lambda о u ́ v t \alpha ı ~ o l ~ \varepsilon \pi \alpha v \alpha \lambda n ́ \psi \varepsilon ı \varsigma ~$

 $\omega \varsigma \varepsilon ६$ ńs:
$\mathrm{N}_{\mathrm{i}, 0}(\xi)=\left\{\begin{array}{cc}1, & \text { if } \xi_{\mathrm{i}} \leq \xi<\xi_{\mathrm{i}+1} \\ 0, & \text { otherwise }\end{array}, \mathrm{p}=0 \mathrm{k} \alpha \mathrm{L} \mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi)=\frac{\xi-\xi_{\mathrm{i}}}{\xi_{\mathrm{i}+\mathrm{p}}-\xi_{\mathrm{i}}} \mathrm{N}_{\mathrm{i}, \mathrm{p}-1}(\xi)+\frac{\xi_{\mathrm{i}+\mathrm{p}+1}-\xi}{\xi_{\mathrm{i}+\mathrm{p}+1}-\xi_{\mathrm{i}+1}} \mathrm{~N}_{\mathrm{i}+1, \mathrm{p}-1}(\xi), \mathrm{p}>0\right.$


 $\alpha \pi о \tau \varepsilon \lambda o u ́ v ~ \sigma u v \delta \cup \alpha \sigma \mu o ́ ~ \tau \omega v ~ \varepsilon \pi \iota \mu \varepsilon ́ \rho o u s ~ \pi \alpha \rho \alpha \mu \varepsilon \tau \rho ı к \omega ́ v ~ \sigma u v \alpha \rho \tau \eta ́ \sigma \varepsilon \omega v ~ \beta \alpha ́ \sigma \eta \varsigma . ~ H ~ i ~ B-S p l i n e ~$

$\mathrm{R}_{\mathrm{i}}^{\mathrm{p}}(\xi)=\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi) \sigma \varepsilon \mu \circ v o \delta \iota \alpha ́ \sigma \tau \alpha \tau \alpha \pi \rho \circ \beta \lambda \dot{\mu} \mu \alpha \tau \alpha$,
$\mathrm{R}_{\mathrm{i}, \mathrm{j}}^{\mathrm{p,q}}(\xi, \eta)=\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi) \mathrm{M}_{\mathrm{j}, \mathrm{q}}(\eta) \sigma \varepsilon \delta \iota \delta \iota \alpha \dot{\alpha} \sigma \tau \tau \alpha \kappa \alpha \iota$
$\mathrm{R}_{\mathrm{i}, \mathrm{j}, \mathrm{k}}^{\mathrm{p}, \mathrm{r}}(\xi, \eta, \zeta)=\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi) \mathrm{M}_{\mathrm{j}, \mathrm{q}}(\eta) \mathrm{L}_{\mathrm{k}, \mathrm{r}}(\zeta) \sigma \varepsilon \tau \rho \iota \delta 1 \alpha \dot{\alpha} \sigma \tau \alpha \tau \alpha$.


- Eival $\mu \eta \mu \eta \delta \varepsilon v ı \kappa \varepsilon ́ \varsigma ~ \sigma \varepsilon ~ \pi \varepsilon \rho เ o \rho ı \sigma \mu \varepsilon ́ v o ~ \delta ı \alpha ́ \sigma t \eta \mu \alpha ~(s u p p o r t): ~ N_{i, p}(\xi)=0 \quad \forall \xi \notin\left[\xi_{i}, \xi_{i+p+1}\right)$













$$
\xi_{\mathrm{CP}_{1}}=0.5\left(\xi_{i+\frac{\mathrm{p}}{2}}+\xi_{i+\frac{p}{2}+1}\right)
$$





$$
\begin{aligned}
& (\mathrm{x}, \mathrm{y}, \mathrm{z})=\mathrm{S}(\xi, \eta)=\sum_{\mathrm{i}=1}^{\mathrm{n}} \sum_{\mathrm{j}=1}^{\mathrm{m}} \mathrm{R}_{\mathrm{i}, \mathrm{j}}^{\mathrm{p}, \mathrm{q}}(\xi, \eta)\{\underset{\substack{\mathrm{i}, \mathrm{j}, \mathrm{k})}}{ }\}=\sum_{\mathrm{i}=1}^{\mathrm{n}} \sum_{\mathrm{j}=1}^{\mathrm{m}} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi) \mathrm{N}_{\mathrm{j}, \mathrm{q}}(\eta) \underset{(1 \times 3)}{\left(\mathrm{P}_{\mathrm{i}, \mathrm{j}}\right\} \gamma \iota \alpha \varepsilon \pi \iota \phi \alpha \dot{\alpha} \varepsilon \iota \alpha}
\end{aligned}
$$

каl ह́vaৎ óүко̧ $\omega \varsigma$

 фtiózvovtal.

- Eivaı $\mu \mathrm{\alpha} \alpha$ үعvíквuon $\tau \omega v$ к $\alpha \mu \pi \cup \lambda \omega ́ v$ Bezier.

- Tо при́то кац то т $\varepsilon \lambda \varepsilon \cup \tau \alpha i o ~ c o n t r o l ~ p o i n t ~ \beta p i \sigma к о v t \alpha ı ~ \pi \alpha ́ v \omega ~ \sigma t \eta ~ к \alpha \mu \pi u ́ \lambda \eta ~ к \alpha ı ~ \mu \alpha ́ \lambda ı \sigma \tau \alpha ~$

 tou "Convex Hull" $\tau \omega v$ control point $P_{i-p}, \ldots, P_{i}$.
 control point.


 points.
- Kavéva $\varepsilon \pi i \pi \varepsilon \delta o ~ \delta \varepsilon v ~ \varepsilon ́ \chi \varepsilon ા ~ \pi \varepsilon \rho เ \sigma \sigma o ́ \tau \varepsilon \rho \varepsilon \varsigma ~ т о \mu \varepsilon ́ \varsigma ~ \mu \varepsilon ~ \tau \eta v ~ к \alpha \mu \pi u ́ \lambda \eta ~ \alpha \pi o ́ ~ o ́ t ı ~ \mu \varepsilon ~ т о ~$



 ßáons.
 points $\mu \varepsilon \tau \iota \varsigma ~ i ́ \delta เ \varepsilon \varsigma ~ к \alpha \rho \tau \varepsilon \sigma ા \alpha v \varepsilon ́ \varsigma ~ \sigma u v t \varepsilon \tau \alpha ү \mu \varepsilon ́ v \varepsilon \varsigma . ~$



## NURBS






H $\pi \rho \circ ß \circ \lambda n ́ ~ t \omega v$ control points $\tau \omega v$ NURBS oto $\chi \omega \dot{\rho} \rho$ o $\tau \omega v$ B-Splines үivetal $\mu \varepsilon$ tov то $\lambda \lambda \alpha \pi \lambda \alpha \sigma \iota \alpha \sigma$ о́ тоu control point $\mu \varepsilon$ то $\alpha v$ tiotoıхо $\beta \alpha \dot{\alpha} \rho о \varsigma ~ к \alpha \iota ~ \mu \varepsilon ~ \delta ı \alpha i \rho \varepsilon \sigma \eta ~ ү ı \alpha ~ т \eta v ~$
 (projective) k $\alpha \iota \sigma u \mu \beta \circ \lambda i \zeta o v \tau \alpha \iota \mu \varepsilon P_{i}^{w}$.

$$
\begin{aligned}
& \left.(4 \mathrm{D}-\mu \eta \rho \eta \tau o ́ s \chi \omega ́ \rho o \varsigma) \underset{(\mathrm{nx} 4)}{\left\{\mathrm{P}^{\mathrm{w}}\right.}\right\}=\left\{\mathrm{w}_{\mathrm{i}} \mathrm{X}_{\mathrm{i}}, \mathrm{w}_{\mathrm{i}} \mathrm{Y}_{(\mathrm{n} \times 4)}, \mathrm{w}_{\mathrm{i}} \mathrm{Z}_{\mathrm{i}}, \mathrm{w}_{\mathrm{i}}\right\}
\end{aligned}
$$





1D:

$$
\mathrm{W}(\xi)=\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi) \mathrm{w}_{\mathrm{i}}, \quad \mathrm{R}_{\mathrm{i}}^{\mathrm{p}}(\xi)=\frac{\mathrm{w}_{\mathrm{i}} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi)}{\mathrm{W}(\xi)}
$$

2D:

$$
W(\xi, \eta)=\sum_{i=1}^{n} \sum_{j=1}^{m} N_{i, p}(\xi) M_{j, q}(\eta) w_{i, j}, \quad R_{i, j}^{p, q}(\xi, \eta)=\frac{w_{i, j} N_{i, p}(\xi) M_{j, q}(\eta)}{W(\xi, \eta)}
$$

3D:

$$
\begin{gathered}
\mathrm{W}(\xi, \eta, \zeta)=\sum_{\mathrm{i}=1}^{\mathrm{n}} \sum_{\mathrm{j}=1}^{\mathrm{m}} \sum_{\mathrm{k}=1}^{1} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi) \mathrm{M}_{\mathrm{j}, \mathrm{q}}(\eta) \mathrm{L}_{\mathrm{k}, \mathrm{r}}(\zeta) \mathrm{w}_{\mathrm{i}, \mathrm{j}, \mathrm{k}} \\
\mathrm{R}_{\mathrm{i}, \mathrm{j}, \mathrm{k}}^{\mathrm{p}, \mathrm{r}} \mathrm{r} \\
\mathrm{~F}, \eta, \zeta)=\frac{\mathrm{w}_{\mathrm{i}, \mathrm{j}, \mathrm{k}} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi) \mathrm{M}_{\mathrm{j}, \mathrm{q}}(\eta) \mathrm{L}_{\mathrm{k}, \mathrm{r}}(\zeta)}{\mathrm{W}(\xi, \eta, \zeta)}
\end{gathered}
$$


1D:

$$
\frac{d}{d \xi} R_{i}^{p}(\xi)=\frac{\left(\frac{d}{d \xi} N_{i, p}(\xi)\right) W(\xi)-N_{i, p}(\xi)\left(\frac{d}{d \xi} W(\xi)\right)}{(W(\xi))^{2}} w_{i}
$$

2D:

$$
\begin{aligned}
& \frac{\partial}{\partial \xi} R_{i, j}^{\mathrm{p}, \mathrm{q}}(\xi, \eta)=\frac{\left(\frac{\partial}{\partial \xi} \mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi)\right) \mathrm{W}(\xi, \eta)-\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi)\left(\frac{\partial}{\partial \xi} \mathrm{W}(\xi, \eta)\right)}{(\mathrm{W}(\xi, \eta))^{2}} \mathrm{w}_{\mathrm{i}, \mathrm{j}} \mathbf{M}_{\mathrm{j}, \mathrm{q}}(\eta) \\
& \frac{\partial}{\partial \eta} \mathrm{R}_{\mathrm{i}, \mathrm{j}}^{\mathrm{p}, \mathrm{q}}(\xi, \eta)=\frac{\left(\frac{\partial}{\partial \eta} \mathbf{M}_{\mathrm{j}, \mathrm{q}}(\eta)\right) \mathrm{W}(\xi, \eta)-\mathbf{M}_{\mathrm{j}, \mathrm{q}}(\eta)\left(\frac{\partial}{\partial \eta} \mathrm{W}(\xi, \eta)\right)}{(\mathrm{W}(\xi, \eta))^{2}} \mathrm{w}_{\mathrm{i}, \mathrm{j}} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi)
\end{aligned}
$$




 control points. Mı $\alpha$ ү $\omega \mu \varepsilon \tau \rho i ́ \alpha$ NURBS opi $\zeta \tau \tau \alpha \iota \omega$ :

## $K \alpha \mu \pi u ́ \lambda \eta$

$$
\left.(\mathrm{x}, \mathrm{y}, \mathrm{z})=\mathrm{C}(\xi)=\left\{\underset{(\mathrm{i}, \mathrm{p})}{\left\{\mathrm{N}_{\mathrm{in}}(\xi)\right.}\right\}^{\mathrm{T}} \underset{(\mathrm{n} \times 3)}{\underset{\mathrm{P}}{\mathrm{P}}\}}\right\}=\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi) \underset{(1 \times 3)}{\left\{\mathrm{P}_{\mathrm{i}}\right\}}, \quad \xi_{1} \leq \xi \leq \xi_{\mathrm{n}+\mathrm{p}+1}
$$

## Етıфа́vعıа

$$
(\mathrm{x}, \mathrm{y}, \mathrm{z})=\mathrm{S}(\xi, \eta)=\sum_{\mathrm{i}=1}^{\mathrm{n}} \sum_{\mathrm{j}=1}^{\mathrm{m}} \mathrm{R}_{\mathrm{i}, \mathrm{j}}^{\mathrm{p}, \mathrm{q}}(\xi, \eta) \underset{(\mathrm{i}, \mathrm{j}, \mathrm{k})}{\left\{\mathrm{P}_{\mathrm{i}}\right\}=\sum_{\mathrm{i}=1}^{\mathrm{n}} \sum_{\mathrm{j}=1}^{\mathrm{m}} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi) \mathrm{N}_{\mathrm{j}, \mathrm{q}}(\eta) \underset{(\mathrm{i}}{(1 \times 3)}\left\{\mathrm{P}_{\mathrm{i},}\right\}}
$$

## 'Оүкоя

$$
\left.(\mathrm{x}, \mathrm{y}, \mathrm{z})=\mathrm{V}(\xi, \eta, \zeta)=\sum_{\mathrm{i}=1}^{\mathrm{n}} \sum_{\mathrm{j}=1}^{\mathrm{m}} \sum_{\mathrm{k}=1}^{1} \mathrm{R}_{\mathrm{i}, \mathrm{j}, \mathrm{k}}^{\mathrm{p}, \mathrm{r}, \mathrm{r}}(\xi, \eta, \zeta)\left\{\mathrm{P}_{\mathrm{i}, \mathrm{j}, \mathrm{k}}^{(\mathrm{x} 3)}\right\}=\sum_{\mathrm{i}=1}^{\mathrm{n}} \sum_{\mathrm{j}=1}^{\mathrm{m}} \sum_{\mathrm{k}=1}^{1} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi) \mathrm{N}_{\mathrm{j}, \mathrm{q}}(\eta) \mathrm{N}_{\mathrm{k}, \mathrm{r}}(\xi) \underset{\substack{\mathrm{i} \\(\mathrm{ixj}, \mathrm{k})}}{\left\{\mathrm{P}_{\mathrm{k}}\right\}}\right\}
$$




## MHTPתO $\sum$ Tibapothtai








$$
n_{\mathrm{GP}}^{\text {perKnotSpan }}=\left\{\begin{array}{c}
\mathrm{p}, \gamma 1 \alpha 1-\Delta \pi \rho o \beta \lambda \eta \mu \alpha \tau \alpha \\
\mathrm{p}+1, \gamma 1 \alpha 2-\Delta, 3-\Delta \pi \rho \rho \beta \lambda \eta{ }^{\prime} \mu \alpha \tau \alpha
\end{array}\right.
$$

Oı $\sigma u v \tau \varepsilon \tau \alpha ү \mu \varepsilon ́ v \varepsilon \varsigma ~ \xi^{R}$ каı ta $\beta \dot{\alpha} \rho \eta w_{\xi}^{R} \tau \omega v$ Gauss points $\sigma u v \alpha \rho \tau \eta ́ \sigma \varepsilon \iota ~ t o u ~ \alpha \rho ı \theta \mu o u ́ ~ t o u s ~$

 каı т $\alpha$ аvтібтох $\chi \alpha \beta \dot{\alpha} \eta$ :

$$
\begin{aligned}
& \xi=\frac{\left(\xi_{i+1}-\xi_{\mathrm{i}}\right) \xi^{\mathrm{R}}+\left(\xi_{\mathrm{i}+1}+\xi_{\mathrm{i}}\right)}{2} \\
& \mathrm{w}^{\mathrm{GP} \xi}=\frac{\left(\xi_{\mathrm{i}+1}-\xi_{\mathrm{i}}\right)}{2} \mathrm{w}_{\xi}^{\mathrm{R}}
\end{aligned}
$$


 $\pi \alpha \rho \alpha \mu o ́ \rho \phi \omega \sigma \eta \varsigma)$ каı трı$\delta \iota \alpha ́ \sigma \tau \alpha \tau \eta \varsigma ~ \varepsilon \lambda \alpha \sigma \tau \iota \kappa о ́ t \eta \tau \alpha \varsigma$.

## Truss

$$
[\underset{\substack{\text { Truss } \\(1 \times 1)}}{ }]=\mathrm{E}
$$

## Plane Stress

$$
\left[\mathrm{E}_{\text {Plane Stress }}^{(3 \times 3)} \mid ~\right]=\frac{\mathrm{E}}{1-v^{2}}\left[\begin{array}{ccc}
1 & v & 0 \\
v & 1 & 0 \\
0 & 0 & \frac{1-v}{2}
\end{array}\right]
$$

## Plane Strain

$$
\left[\begin{array}{c}
\underset{P}{(3 \times 3)}) \\
\mathrm{P}_{\text {lane Stain }}
\end{array}\right]=\frac{\mathrm{E}}{(1+v)(1-2 v)}\left[\begin{array}{ccc}
1-v & v & 0 \\
v & 1-v & 0 \\
0 & 0 & \frac{1-2 v}{2}
\end{array}\right]
$$

## 3D Elasticity

$$
\left[\begin{array}{c}
\underset{(6 \times 6)}{\text { 3D Elasticty }}] \\
\mathrm{E}^{2}
\end{array}\right] \frac{\mathrm{E}}{(1-v)(1-2 v)}\left[\begin{array}{cccccc}
1-v & v & v & 0 & 0 & 0 \\
v & 1-v & v & 0 & 0 & 0 \\
v & v & 1-v & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1-2 v}{2} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1-2 v}{2} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1-2 v}{2}
\end{array}\right]
$$




| 1D Elasticity | 2D Elasticity | 3D Elasticity |
| :---: | :---: | :---: |
|  |  |  |
| $\underset{(\mathrm{Ix} \mathrm{x})}{[\mathrm{J}]^{-1}}=\frac{1}{[\mathrm{I}]_{(\mathrm{x} 1)}}=\frac{1}{\operatorname{det}([\mathrm{~J}])}$ | $\left[\begin{array}{cc} \left.[\mathrm{J}]^{-1}\right]^{-1} \end{array}=\left[\begin{array}{ll} \mathrm{J}_{11}^{*} & \mathrm{~J}_{12}^{*} \\ \mathrm{~J}_{21}^{*} & \mathrm{~J}_{22}^{*} \end{array}\right]=\frac{1}{\operatorname{det}[\mathrm{~J}]}\left[\begin{array}{cc} \mathrm{J}_{22} & -\mathrm{J}_{12} \\ -\mathrm{J}_{21} & \mathrm{~J}_{11} \end{array}\right]\right.$ <br> where $\operatorname{det}[\mathrm{J}]=\mathrm{J}_{11} \mathrm{~J}_{22}-\mathrm{J}_{21} \mathrm{~J}_{12}$ |  |


Tа عп兀цє́pou¢ $\mu \eta \tau \rho \omega ́ \alpha ~ \pi \alpha \rho \alpha \mu o ́ \rho \phi \omega \sigma \eta \varsigma: ~$

Tо о入ıко́ $\mu \eta \tau \rho \omega ́ o ~ \pi \alpha \rho \alpha \mu о ́ \rho ф \omega \sigma \eta \varsigma: ~$

$$
\left.\underset{(1 \times n)}{[B(\xi)}]=\underset{(1 \times 1)}{\left[B_{1}(\xi)\right.}\right]\left[\underset{(1 \times n)}{B_{2}(\xi)}\right]
$$

To $\mu \eta \tau \rho \omega ́ o ~ \sigma \tau \iota \beta \alpha \rho o ́ \tau \eta \tau \alpha \varsigma:$

$$
\left.\left.\left.\underset{(\mathrm{nxn})}{[\mathrm{K}]}=\int_{1}[\underset{(\mathrm{nx} 1)}{\mathrm{B}(\xi)}]^{\mathrm{T}} \underset{(1 \times 1))}{\mathrm{E}]} \underset{(1 \times n)}{\mathrm{B}(\xi)}\right] \mathrm{Adx}=\int_{\xi_{1}}^{\xi_{n+p+1}} \underset{(\mathrm{nx} 1)}{\mathrm{B}(\xi)}\right]^{\mathrm{T}} \underset{(1 \times 1)}{[\mathrm{E}}\right][\underset{(1 \times n)}{\mathrm{B}}(\xi)] \mathrm{A} \operatorname{det}([\mathrm{~J}(\xi)]) \mathrm{d} \xi
$$



## ミтๆv $\pi \varepsilon \rho i ́ \pi \tau \omega \sigma \eta$ 2D：

$$
\begin{aligned}
& \underset{(3 \times 4)}{\left[\mathrm{B}_{1}(\xi, \eta)\right]}=\frac{1}{\operatorname{det}(\underset{(2 \times 2)}{[\mathrm{J}]}]}\left[\begin{array}{cccc}
\mathrm{J}_{22} & -\mathrm{J}_{12} & 0 & 0 \\
0 & 0 & -\mathrm{J}_{21} & \mathrm{~J}_{11} \\
-\mathrm{J}_{21} & \mathrm{~J}_{11} & \mathrm{~J}_{22} & -\mathrm{J}_{12}
\end{array}\right] \\
& \left.\underset{(4 \times 2 \mathrm{~N})}{\mathrm{B}_{2}(\xi, \eta)}\right]=\left[\begin{array}{cccccccc}
\mathrm{R}_{1, \xi} & 0 & \mathrm{R}_{2, \xi} & 0 & \cdots & \cdots & \mathrm{R}_{\mathrm{N}, \xi} & 0 \\
\mathrm{R}_{1, \eta} & 0 & \mathrm{R}_{2, \eta} & 0 & \cdots & \cdots & \mathrm{R}_{\mathrm{N}, \eta} & 0 \\
0 & \mathrm{R}_{1, \xi} & 0 & \mathrm{R}_{2, \xi} & \cdots & \cdots & 0 & R_{\mathrm{N}, \xi} \\
0 & \mathrm{R}_{1, \eta} & 0 & \mathrm{R}_{2, \eta} & \cdots & \cdots & 0 & \mathrm{R}_{\mathrm{N}, \eta}
\end{array}\right] \\
& {[\mathrm{B}(\xi, \eta)]=\left[\mathrm{B}_{1}(\xi, \eta)\right]\left[\mathrm{B}_{2}(\xi, \eta)\right]}
\end{aligned}
$$

каı то $\mu \eta \tau \rho \omega ́ o ~ \sigma \tau \iota \beta \alpha \rho o ́ \tau \eta \tau \alpha ৎ:$

$$
\left.\left.\underset{(2 \mathrm{~N} \times 2 \mathrm{~N})}{[\mathrm{K}]}=\int_{\xi_{1}}^{\xi_{n+p+1}} \int_{\eta_{1}}^{\eta_{\mathrm{m}+4+1}}[\underset{(2 \mathrm{~N} \times 3)}{\mathrm{B}}(\xi, \eta)]_{(3 \times 3)}^{\mathrm{T}} \underset{(3 \times 2 \mathrm{~N})}{\mathrm{E}}\right] \underset{(\xi, \eta)}{\mathrm{B}(\xi, \eta}\right] \operatorname{det}([\mathrm{J}(\xi, \eta)]) \mathrm{d} \xi \mathrm{~d} \eta
$$

к $\alpha \iota \mu \varepsilon \alpha \rho \iota \theta \mu \eta \tau \iota к \grave{\prime}$ о入ок入ńр $\omega \sigma \eta$ ：


$$
\left[\begin{array}{c}
\underset{(6, \xi \times,))}{(6 \times 9)}
\end{array}\right]=\left[\begin{array}{ccccccccc}
\mathrm{J}_{11}^{*} & \mathrm{~J}_{12}^{*} & \mathrm{~J}_{13}^{*} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \mathrm{~J}_{21}^{*} & \mathrm{~J}_{22}^{*} & \mathrm{~J}_{23}^{*} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \mathrm{~J}_{31}^{*} & \mathrm{~J}_{32}^{*} & \mathrm{~J}_{33}^{*} \\
\mathrm{~J}_{21}^{*} & \mathrm{~J}_{22}^{*} & \mathrm{~J}_{23}^{*} & \mathrm{~J}_{11}^{*} & \mathrm{~J}_{12}^{*} & \mathrm{~J}_{13}^{*} & 0 & 0 & 0 \\
0 & 0 & 0 & \mathrm{~J}_{31}^{*} & \mathrm{~J}_{32}^{*} & \mathrm{~J}_{33}^{*} & \mathrm{~J}_{21}^{*} & \mathrm{~J}_{22}^{*} & \mathrm{~J}_{23}^{*} \\
\mathrm{~J}_{31}^{*} & \mathrm{~J}_{32}^{*} & \mathrm{~J}_{33}^{*} & 0 & 0 & 0 & \mathrm{~J}_{11}^{*} & \mathrm{~J}_{12}^{*} & \mathrm{~J}_{13}^{*}
\end{array}\right]
$$

$$
\left[\begin{array}{cccccccccc}
\mathrm{B}_{2(\xi, n, \zeta}(9 \times 3 \mathrm{n}) \\
\end{array}\right]=\left[\begin{array}{cccccc}
\mathrm{R}_{1, \zeta} & 0 & 0 & \mathrm{R}_{2, \zeta} & 0 & 0 \\
\cdots & \mathrm{R}_{\mathrm{n}, \xi} & 0 & 0 \\
\mathrm{R}_{1, \eta} & 0 & 0 & \mathrm{R}_{2, \eta} & 0 & 0 \\
\cdots & \cdots & \mathrm{R}_{\mathrm{n}, \eta} & 0 & 0 \\
\mathrm{R}_{1, \zeta} & 0 & 0 & \mathrm{R}_{2, \zeta} & 0 & 0 \\
\cdots & \mathrm{R}_{\mathrm{n}, \zeta} & 0 & 0 \\
0 & \mathrm{R}_{1, \zeta} & 0 & 0 & \mathrm{R}_{2, \zeta} & 0 \\
\cdots & 0 & \mathrm{R}_{\mathrm{n}, \zeta} & 0 \\
0 & \mathrm{R}_{1, \eta} & 0 & 0 & \mathrm{R}_{2, \eta} & 0 \\
\cdots & 0 & \mathrm{R}_{\mathrm{n}, \eta} & 0 \\
0 & \mathrm{R}_{1, \zeta} & 0 & 0 & \mathrm{R}_{2, \zeta} & 0 \\
\cdots & 0 & \mathrm{R}_{\mathrm{n}, \zeta} & 0 \\
0 & 0 & \mathrm{R}_{1, \zeta} & 0 & 0 & \mathrm{R}_{2, \zeta} \\
\cdots & 0 & 0 & \mathrm{R}_{\mathrm{n}, \zeta} \\
0 & 0 & \mathrm{R}_{1, \eta} & 0 & 0 & \mathrm{R}_{2, \eta} \\
\cdots & \cdots & 0 & 0 & \mathrm{R}_{\mathrm{n}, \eta} \\
0 & 0 & \mathrm{R}_{1, \zeta} & 0 & 0 & \mathrm{R}_{2, \zeta} \\
\cdots & 0 & 0 & \mathrm{R}_{\mathrm{n}, \zeta}
\end{array}\right]
$$

$\kappa \alpha \iota$

$$
\underset{(6 \times 3 \mathrm{~N})}{\mathrm{B}(\xi, \eta, \zeta)}]=\underset{(6 \times 9)}{\left.\mathrm{B}_{1}(\xi, \eta, \zeta)\right]} \underset{(9 \times 3 \mathrm{~N})}{\left.\mathrm{B}_{2}(\xi, \eta, \zeta)\right]}
$$

Tо $\mu \eta \tau \rho \omega ่ о ~ \sigma \tau \iota \beta \alpha \rho o ́ t \eta \tau \alpha \varsigma ~ \pi \rho о \sigma \delta เ о \rho і ́ \zeta \varepsilon \tau \alpha \iota ~ \omega \varsigma: ~$

$$
\left.\left.\underset{(3 \mathrm{~N} \times 3 \mathrm{~N})}{[\mathrm{K}]}=\int_{\xi_{1}}^{\xi_{n+p+1}} \int_{\eta_{1}}^{\eta_{m+q+1}} \int_{\zeta_{1}}^{\zeta 1+\mathrm{r}+1}[\underset{(3 \mathrm{~N} \times 6)}{\mathrm{B}(\xi, \eta, \zeta)}]_{(6 \times 6)}^{\mathrm{T}} \underset{(6 \times 3 \mathrm{~N})}{[\mathrm{E}}\right] \underset{(\mathrm{B}}{\boldsymbol{\mathrm { B }}, \eta, \zeta)}\right] \operatorname{det}([\mathrm{J}(\xi, \eta, \zeta)]) \mathrm{d} \xi \mathrm{~d} \eta \mathrm{~d} \zeta
$$

каı $\mu \varepsilon \alpha \rho \iota \theta \mu \eta \tau \iota \kappa \grave{~ о \lambda о к \lambda n ́ \rho \omega \sigma \eta: ~}$

## ¿Ynopiakei इynehkez-E=stepika Фoptia






 control points:



 $\alpha \nmid \nu \omega \sigma \tau \varepsilon \varsigma \mu \varepsilon \tau \alpha \kappa ı v \eta ́ \sigma \varepsilon ı \varsigma:$

$$
\left\{\mathrm{L}_{\mathrm{f}}\right\}=\left[\mathrm{K}_{\mathrm{ff}}\right]\left\{\mathrm{D}_{\mathrm{f}}\right\} \Rightarrow\left\{\mathrm{D}_{\mathrm{f}}\right\}=\left[\mathrm{K}_{\mathrm{ff}}\right]^{-1}\left\{\mathrm{~L}_{\mathrm{f}}\right\}
$$

Me үv $\omega \sigma \tau \varepsilon ́ \varsigma ~ \tau ı \varsigma ~ \mu \varepsilon \tau \alpha к ı v ท ́ \sigma \varepsilon ı \varsigma ~ \mu \pi o \rho o u ́ v ~ v \alpha ~ \pi \rho о \sigma \delta ı \rho \rho ı \sigma Ө o u ́ v ~ \tau \alpha ~ \pi \varepsilon \delta i \alpha ~ \mu \varepsilon \tau \alpha к ı v \eta ́ \sigma \varepsilon \omega v, ~$


## Мєтакıvウ́бєıৎ：

$$
\mathrm{d}(\xi, \eta, \zeta)=\{\mathrm{R}(\xi, \eta, \zeta)\}^{\mathrm{T}}\{\mathrm{D}\}
$$

Парацорфш்бєı؟：

$$
\{\varepsilon(\xi, \eta, \zeta)\}=[B(\xi, \eta, \zeta)]\{D\}
$$

Táбとıৎ：

$$
\{\sigma\}=[\mathrm{E}][\mathrm{B}(\xi, \eta, \zeta)]\{\mathrm{D}\}
$$

## ЕПANADIAKPITOПOIHZH


 єлаvабıакрıтолоínoņ：

1．h－refinement
2．reverse h－refinement
3．$p$－refinement
4．reverse $p$－refinement
5．k－refinement

 карт $\varepsilon \sigma \iota \alpha v \varepsilon ́ \varsigma ~ \sigma u v t \varepsilon \tau \alpha \nmid \mu \varepsilon ́ v \varepsilon \varsigma ~ t \omega v$ control point $\omega \varsigma$

$$
\left.\underset{(\mathrm{mx} 3)}{\left\{\mathrm{P}^{\text {Fine }}\right.}\right\}=\left[\underset{(\mathrm{mxn})}{\left[\mathrm{T}_{\text {Fine-Initial }}\right.}\right]\left\{\underset{(\mathrm{nx} 3)}{\mathrm{P}_{\text {Initial }}^{\text {In }}}\right\}
$$




Ava入utıко́tєp $\alpha$ ：

 $\lambda \alpha \mu \beta \alpha ́ v o v t \alpha \iota ~ v \varepsilon ́ \varepsilon \varsigma ~ \sigma u v \alpha \rho t \grave{\sigma} \sigma \iota \varsigma ~ \sigma \chi n ́ \mu \alpha \tau o \varsigma ~ \kappa \alpha \iota ~ c o n t r o l ~ p o i n t s . ~$

To reverse h-refinement $\varepsilon$ ívaı $\eta$ аф $\alpha i \rho \varepsilon \sigma \eta$ кó $\beta \beta \omega v$. $\Delta \varepsilon v$ عivaı пávta $\delta u v \alpha$ tó va $\alpha \phi \alpha \iota \rho \varepsilon Ө$ oúv




 (h-refinement) $\gamma \iota \alpha$ тך $\mu \varepsilon \tau \alpha \tau \rho о \pi \eta ่ ~ \sigma \varepsilon ~ \varepsilon ́ v \alpha ~ \sigma u ́ v o \lambda o ~ \alpha \pi o ́ ~ B e z i e r ~ c u r v e s, ~ \sigma \tau \eta ~ \sigma u v \varepsilon ́ \chi \varepsilon ı \alpha ~ \tau \eta v ~$ $\alpha u ́ \xi \eta o \eta ~ t o u ~ \beta \alpha \theta \mu о u ́ ~ t \omega v ~ \pi о \lambda u \omega v u ́ \mu \omega v ~ B e z i e r ~ к \alpha \iota ~ к \alpha т o ́ \pi ı v ~ \alpha ф \alpha i p \varepsilon \sigma \eta ~ \tau \omega v ~ \pi \varepsilon \rho ı \tau \tau \omega ́ v ~ k n o t ~$

 ко́ $\beta$ ßочс.

To reverse p-refinement $\mathfrak{\eta}$ order reduction, $\mu \varepsilon เ \omega ́ v \varepsilon \iota ~ t o ~ \beta \alpha \theta \mu o ́ ~ \tau \omega v ~ \pi o \lambda u \omega v u ́ \mu \omega v . ~ H ~$




 value vector $\dot{\omega} \sigma \varepsilon \eta$ $\sigma u v \varepsilon ́ \chi \varepsilon เ \alpha ~ v \alpha ~ \pi \alpha \rho \alpha \mu \varepsilon i v \varepsilon ı ~ \eta ~ i ́ \delta ı \alpha . ~$






## ПРогAPMO乏TIKH IEPAPXIKH EПANADIAKPITOחOIHटH



 $\sigma u v \varepsilon \pi \alpha \dot{\gamma \varepsilon t \alpha \iota ~ \varepsilon เ \sigma \alpha ү \omega ү \eta ́ ~ \mu \varepsilon \iota \omega \mu \varepsilon ́ v o u ~ \alpha \rho ı \theta \mu o u ́ ~ c o n t r o l ~ p o i n t s . ~ H ~ \pi \rho o \sigma \pi \alpha ́ \theta \varepsilon ı \alpha ~ \alpha u t n ́ ~}$
























 к $\Theta \theta \dot{\omega} \varsigma ~ \alpha u t \varepsilon ́ \varsigma ~ \pi \rho о \varepsilon ́ \rho \chi о v \tau \alpha ı ~ \alpha \pi o ́ ~ \pi о \lambda \lambda \alpha ́ ~ \sigma u v \varepsilon \chi o ́ \mu \varepsilon v \alpha ~(\sigma u v \eta ́ \theta \omega \varsigma) ~ \varepsilon \pi i \pi \varepsilon \delta \alpha ~ \pi u ́ к v \omega \sigma \eta \varsigma . ~ ' Е \pi \varepsilon ı \tau \alpha, ~$









 $\pi \cup к v o ́ t \varepsilon \rho \varepsilon \varsigma ~ \pi о u ~ \varepsilon ́ \chi o u v ~ \varepsilon ו \sigma \alpha \chi \theta \varepsilon i . ~ H ~ G i a n n e l l i ~ \pi \rho о т \varepsilon i ́ v \varepsilon ı ~ к \alpha ı ~ \tau \eta v ~ \alpha ф \alpha i \rho \varepsilon \sigma \eta ~ \tau \mu \eta \mu \alpha ́ \tau \omega v ~$


 $\mu \eta \delta \varepsilon v<\kappa \circ$ úৎ ópou̧, $\mu \varepsilon \iota \omega \mu \varepsilon ́ v o$ bandwidth, $\alpha \lambda \lambda \alpha \dot{\alpha}$ каı к $\alpha \lambda u ́ t \varepsilon \rho o$ conditioning number. O D. Shillinger $\mu \varepsilon$ тๆv $\sigma \varepsilon \iota \rho \alpha ́ ~ \tau o u ~ \sigma u v \delta \cup \alpha ́ \zeta o v \tau \alpha \varsigma ~ \tau ı \varsigma ~ \delta u ́ o ~ \pi \rho о \eta ү о u ́ \mu \varepsilon v \varepsilon \varsigma ~ \sigma \tau \rho \alpha т \eta ү \iota \kappa \varepsilon ́ \varsigma ~ \varepsilon \pi \iota \chi \varepsilon เ \rho \varepsilon i ́ ~ v \alpha ~$





 $\varepsilon \pi \alpha v \alpha \lambda \alpha \mu \beta \alpha ́ v \varepsilon \tau \alpha \iota ~ \varepsilon \xi ~ \alpha \rho \chi n ́ \varsigma$. Гı $\alpha$ аutóv $\alpha к \rho ı \beta \omega ́ \varsigma ~ t o v ~ \lambda o ́ p o ~ о ~ W u ~ к \alpha ı ~ o l ~ \sigma u v \varepsilon \rho \gamma \alpha ́ t \varepsilon \varsigma ~ t o u, ~$

 то тро́то оь $\beta \alpha \theta \mu$ оí $\varepsilon \lambda \varepsilon \cup \theta \varepsilon \rho i \alpha \varsigma ~ \pi о и ~ \varepsilon ́ \chi o u v ~ \alpha \pi о \delta \varepsilon к т o ́ ~ \sigma ф \alpha ́ \lambda \mu \alpha ~ \varepsilon \pi i \lambda u o ́ v t \alpha ı ~ \mu o ́ v o ~ \mu i \alpha ~ ф о \rho \alpha ́ ~$



 $\sigma \omega \sigma \tau \eta \dot{n} \alpha \lambda \lambda \eta \lambda o u x i \alpha \delta \varepsilon$ ．








 દ〔દ́入ı乡ŋ．










 uпоסıaipeon¢ (subdivision property).

$$
N_{i, \mathrm{p}}^{\ell}=\sum_{k=0}^{p+1} S_{i, k}^{p} N_{2 i+k, p}^{\ell+1}(\xi)
$$

о́тои

$$
S_{i, k}^{p}=\frac{1}{2^{p}}\left(\frac{p+1}{k}\right)=\frac{1}{2^{p}} \frac{(\mathrm{p}+1)!}{(\mathrm{p}+1-k)!\mathrm{k}!}
$$





 ß $\rho$ Өoúv ol $\theta \varepsilon ́ \sigma \varepsilon ı \varsigma ~ t \omega v ~ v \varepsilon ́ \omega v ~ c o n t r o l ~ p o i n t s ~ \omega ́ \sigma \tau \varepsilon ~ \eta ~ ү \varepsilon \omega \mu \varepsilon \tau \rho i ́ \alpha ~ v \alpha ~ \pi \alpha \rho \alpha \mu \varepsilon i ́ v \varepsilon ı ~ \eta ~ i ́ \delta ı \alpha . ~$ Алобદıкvи́ยtаı ótı:

$$
\left\{u^{l+1}\right\}=[S] \cdot\left\{u^{l}\right\}
$$







 $\sigma \phi \alpha ́ \lambda \mu \alpha т о \varsigma ~ \beta \alpha \sigma \iota \sigma \mu \varepsilon ́ v \eta ~ \sigma \tau ı \varsigma ~ к \lambda i \sigma \varepsilon ı \varsigma ~ t o u ~ \pi \varepsilon \delta i o u ~ \tau \omega v ~ \mu \varepsilon \tau \alpha т о \pi i \sigma \varepsilon \omega v ~ \sigma \varepsilon ~ к \alpha ́ \theta \varepsilon ~ \sigma \tau о х \chi \varepsilon i o . ~ H ~$


$$
\varepsilon_{e}=\frac{1}{V_{e}}\left(\int_{\Omega_{e}}|\nabla u|^{2} d \Omega_{e}\right)^{1 / 2}
$$



$$
\varepsilon_{e}=\frac{1}{\operatorname{det}[J] t d \xi d \eta}\left(\iint\{d\}^{T}\left[B_{2}\right]^{T}\left[\bar{J}^{-1}\right]^{T}\left[\bar{J}^{-1}\right]\left[B_{2}\right]\{d\} \operatorname{det}[J] d \xi d \eta\right)^{1 / 2}
$$

о́лои

$$
\left[\bar{J}^{-1}\right]=\frac{1}{\operatorname{det}[J]}\left[\begin{array}{cccc}
J_{22} & -J_{12} & 0 & 0 \\
-J_{21} & J_{11} & 0 & 0 \\
0 & 0 & J_{22} & -J_{12} \\
0 & 0 & -J_{21} & J_{11}
\end{array}\right]
$$

$K \alpha ı$ одок $\lambda \eta \rho \omega ́ v \varepsilon \tau \alpha \iota \alpha \rho 1 \theta \mu \eta \tau \iota \kappa \alpha ́ \omega \varsigma$

$$
\varepsilon_{\mathrm{e}}=\frac{1}{\operatorname{det}[\mathrm{~J}] \operatorname{td} \xi \mathrm{d} \eta} \sum_{\mathrm{i}=1}^{\mathrm{GP} \xi} \sum_{\mathrm{j}=1}^{\mathrm{GP} \eta}\{\mathrm{~d}\}^{\mathrm{T}}\left[\mathrm{~B}_{2}\right]^{\mathrm{T}}\left[\overline{\mathbf{J}}^{-1}\right]^{\mathrm{T}}\left[\overline{\mathbf{J}}^{-1}\right]\left[\mathrm{B}_{2}\right]\{\mathrm{d}\} \operatorname{det}[\mathrm{J}] \mathrm{w}_{\mathrm{i}}^{\mathrm{GP} \xi} \cdot \mathrm{w}_{\mathrm{j}}^{\mathrm{GP} \mathrm{\eta}}
$$




$$
\varepsilon_{e}>C \sum_{1}^{n_{e}} \varepsilon_{e}
$$
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## 1. INTRODUCTION

### 1.1 Finite Element Method

### 1.1.1 Basic Idea

The basic idea behind the Finite Element Method is to solve a complex problem of partial differential equations by converting it into a system of simplified algebraic equations. In order to accomplish that, FEA computes the solution in discrete and finite points (nodes) defined over the examined structure. Now, the field of displacements can be approximately calculated for any internal point of the structure. It is straightforward that due to the classical equation of elasticity, strains and stresses can be calculated as well. FEA is able to provide with reliable results, even though it is an approximate and numerical method, a feature that made it very attractive over the past decades for solving engineering problems such as heat transfer, static or dynamic analysis of structures, solid-fluid interaction, wave propagation and even fluid dynamics.

FEA approximates the solution with piecewise polynomial functions, called shape functions $N$, which calculate the displacement value $\{U\}$ at any internal point ( $x, y, z$ ) of the element by interpolation of the nodal displacements $\{d\}$, where $n e$ is the number of the discretized finite elements over the structure.

$$
\begin{equation*}
\left.\{\underset{(3 \times 1)}{\{\mathrm{U}}(\mathrm{X}, \mathrm{Y}, \mathrm{Z})\}=\underset{\left(3 \times 3 \mathrm{n}_{\mathrm{c}}\right)}{\mathrm{N}(\mathrm{X}, \mathrm{Y}, \mathrm{Z})}\right] \cdot \underset{\left(3 \mathrm{n}_{\mathrm{c}} \times 1\right)}{\{\mathrm{d}\}} \tag{1.1}
\end{equation*}
$$

It is easy to notice that as the number of elements increases, such are the degrees of freedom and the accuracy of the approximate solution. Along with the aforementioned aspects element number increase leads to significant computing cost. It is easily comprehended that computing cost is not crucial for simple problems with a few degrees of freedom but for complex and large scale problems.

The problem is directly downsized from infinite unknowns to a finite number of degrees of freedom. The next step is to define stress and strain matrices and their interconnection. In the case of linear elastic problems these interconnections are defined by Hooke's constitutive law.

$$
\begin{gather*}
\underset{(6 x 1)}{\{\sigma\}}=\left[\begin{array}{llllll}
\sigma_{X} & \sigma_{Y} & \sigma_{Z} & \sigma_{X Y} & \sigma_{Y Z} & \sigma_{Z X}
\end{array}\right]^{T} \text { (3D case) }  \tag{1.2}\\
\begin{array}{c}
\{\varepsilon\} \\
(6 x 1)
\end{array}=\left[\begin{array}{llllll}
\varepsilon_{X} & \varepsilon_{Y} & \varepsilon_{Z} & \gamma_{X Y} & \gamma_{Y Z} & \gamma_{Z X}
\end{array}\right]^{T} \text { (3D case) }  \tag{1.3}\\
\left\{\begin{array}{c}
\{\sigma\} \\
(6 x 1) \\
=[E]
\end{array} \underset{(6 x 6)}{[E\}} \cdot\{\varepsilon\}\right. \tag{1.4}
\end{gather*}
$$

Deformation matrix [B] evaluates strains from nodal displacements in any material point of the model with coordinates $(x, y, z)$.

$$
\begin{align*}
& \left.\left.\underset{\left(6 x 3 n_{e}\right)}{B(x, y, z)}\right]=\underset{(6 x 9)}{B\left(B_{1}(x, y, z)\right.}\right] \cdot\left[\underset{\left(9 \times 3 n_{e}\right)}{B_{2}(x, y, z)}\right]  \tag{1.5}\\
& \{\underset{(6 x 1)}{\varepsilon(x, y, z)}\}=\underset{\left(6 \times 3 n_{e}\right)}{[B(x, y, z)]} \cdot \underset{\left(3 n_{e} x 1\right)}{\{D\}} \tag{1.6}
\end{align*}
$$

where $n_{e}$ is the number of nodes per element.

The local stiffness matrix [k] of each model's element is given by the following integral.

$$
\begin{equation*}
\left.\underset{\left(3 n_{e} \times 3 n_{e}\right)}{[k]}=\int_{V}\left[\underset{\left(3 n_{e} \times 6\right)}{ } B(x, y, z)\right]^{T} \cdot \underset{(6 x 6)}{[E]} \cdot \underset{\left(6 \times 3 n_{e}\right)}{E} B(x, y, z)\right] d V \tag{1.7}
\end{equation*}
$$

Distributed loads can be transformed into equivalent nodal loads, according to the next equation.

$$
\begin{equation*}
\left.\underset{\left(3 n_{e} x 1\right)}{\{r\}}=\int_{V}\left[N \underset{\left(3 n_{e} 3\right)}{x, y, z)}\right]^{T} \cdot\{f \underset{(3 x 1)}{(x, y, z)})\right\} d V \tag{1.8}
\end{equation*}
$$

The local stiffness matrix [ k ] of each element is added to the total stiffness matrix [K] of the structure. The displacement vector is calculated with Gauss elimination by the system:

$$
\begin{equation*}
\left.\left.\underset{(3 n x 1)}{\{ } R\}_{(3 n \times 3 n)}^{[ } K\right] \cdot \underset{(3 n x 1)}{ } D\right\} \tag{1.9}
\end{equation*}
$$

where n is the model's total node number.
We observe that shape functions [ N ] and deformation matrix [ B ] depend on the Cartesian coordinates ( $x, y, z$ ). This leads to iteration problems when complex geometries (e.g. circles or conic sections in general) are involved. The solution, which contributed to the further generalization of FEM, along with a more efficient iteration algorithm, is isoparametric elements. The basic idea is the existence of a parent element in the parameter space, which can be modeled as a regular shape (e.g. a cube, square or an equilateral triangle). Each element in the physical space (the "real" modeling space) can be described using a linear combination of the parent element's shape functions. Hence, geometry can be approximated by the same functions used for the solution field. This explains the name "isoparametric".

### 1.1.2 Method Development

A variety of complex problems were until recently considered unsolved considering the large computational effort needed. This fact made their analysis practically impossible. The first application of finite element method was the triangulation of airplane wings, in order to determine how they are overworked by wind forces. It was the requirement of numerous hand calculations that made the process inapplicable. The progress of computer technology and computational methods (computational mechanics \& geometry) enabled the evolution and programming of finite element method to tackle these obstacles by solving complicated problems in much less time and with far less human effort.

FEA is nowadays so widely spread and accepted by the scientific community for the following reasons. Firstly FEA can be used in problems that require numerical approximation, as analytical solution is not attainable. In addition, the enforcement of complex geometries, physical loads and material properties to the simulated model is possible, without arising any significant difficulties. It also enables the connection of complex composite materials, while it can be easily refined and altered to approach the accuracy requirements of each problem. Finally, the introduction of dynamic analysis and non-linear material and geometry behavior enables the approximation of real materials and their actual behavior in numerous cases of physical problems.

The need to apply this innovative technique in industrial scale encouraged the development of finite element software. These programs needed to adopt a double nature by supporting both design and analysis process, which is a very difficult task. The combination of graphical representation and numerical analysis with finite elements would simplify engineering tasks, as it would focus only on the essential aspects of each problem, neglecting the need of complex calculations.

Nowadays, commercial software partially incorporates both graphic design and finite element analysis. State of the art programs are now able to solve a wide range of problems from soil mechanics and structural analysis to thermodynamics and solid fluid interaction, covering practically most problems an engineer can encounter. The additional combination of non-linear behavior and dynamic analysis transforms FEA programs into the proper tool for every engineer to face sufficiently even the most demanding and cost intensive problems.

Nowadays the method of finite elements is not only used by engineers. All scientific fields have become acquainted to this method as it became a very handful tool. For instance, doctors with aid of engineers analyze blood flow in vessels to determine weak points of the walls and diagnose and prevent heart diseases (thoracic and abdominal aortic aneurysm). At the same time, all mechanical tools and substitutes used in surgeries to replace human parts could be designed via FEA. In general, FEA tends to be the widest utilized tool for all fields of science.

### 1.1.3 Drawbacks

Even though the evolution of finite element method has been rapid since its birth, main drawbacks have not been overcome yet. For example, exact geometrical representation of the model is almost impossible. Even isoparametric elements can only produce a more precise but still approximate mesh of the geometry. The most challenging tasks, that engineers face today, often require exact geometrical representation in order to achieve the desired accuracy. Except from mesh generation of CAD design, the initial geometry plays no role in the analysis. This seems to be wrong, as the accurate geometry is replaced with an approximate one. As expected, it produces a vast number of issues. The inevitable geometrical approximation means there will be convergence errors by definition, regardless of the solution methods and the available computational power. This affects the efficiency of the solution.

In case a better approximation is required, refinement algorithms will return to the initial geometry and produce a new and more precise one from the beginning. The new, fine mesh cannot be directly produced from the previous. This means that procedures already completed have to be repeated in order to create the new mesh. Precious analysis time is required and the geometrical differences between the coarse and fine mesh make it difficult to compare the result. It is obvious that a new approach is needed that will integrate CAD programs and FEA software. Unfortunately, computational geometry and numerical analysis have been developed in different eras. Computer aided design has evolved greatly since its birth. On the other hand, finite element design geometries are unable to follow the rapid CAD evolution. These problems were always present throughout the history of FEM. Complicated geometries used in mechanics led to the development of algorithms and computational methods to minimize this effect. The problem is that the definition of finite elements does not facilitate the progress towards the full cooperation of design and analysis.

The solution to the drawback of geometric approach mentioned above is to embrace the development of Isogeometric Analysis (IGA) using NURBS, T-Splines and subdivision surfaces, taking advantage of the method's main idea, which suggests that any shaped geometry remains intact and the analysis is performed on the exact geometric model. Shape functions that are used in isogeometric analysis are in fact those used for design. This breakthrough of IGA allows the analysis of structures with complex geometry, without making approximations. In addition, a designer is able to draft any object using less control points (equivalent to the nodes of FEA). When the object is about to undergo analysis, the engineer can effortless obtain the suitable mesh. Even when refinement procedure is needed, the engineer does not have to go back to the initial geometry. Refinement is performed always directly on the imported geometry, following the rules of design. Consequently, geometry does not change, leading to important time economy by procedures that will not be performed again.

### 1.2 Computer Aided Design

### 1.2.1 Historical Overview

Computer Aided Design (CAD) emerged in the 1950s from the automotive, shipyard and aircraft industries. In those times, designers were able to produce accurate drafts by hand, but when ship cross sections had to be drafted in real-life size, pencils could not help anymore and things became a bit more complex. The main problem was the definition of a real-size curve, which smoothly interpolated several predetermined points in order to create the shell of the ship. This task was usually carried out in the loft of a building, due to the large amount of space needed. The loftsman, as he was called, used easy-to-bend pieces of steel or wood, called splines, in order to interpolate the points. In order to maintain the spline's shape, he usually put weights on them on certain points.

The development of NURBS arose from the need to effectively represent freeform surfaces. Two engineers in France stood at the forefront of this approach, Pierre Bezier from Renault and Paul de Casteljau from Citroen. Bezier's work was the first to reach publication, and soon after the CAD industry started using and enhancing Bezier curves. However, certain disadvantages of Bezier curves led to the search for more convenient forms of representation. Researchers finally introduced B-Splines, which were similar to Bezier curves, meaning that the curve was defined by a set of points, called the "control points", but their number was independent of the polynomial order of the curve. B-Splines were a generalization of Bezier curves, but they were also more convenient to edit. Changing a point didn't influence the whole curve, but only part of it.

| DATE | SUBJECT | AUTHOR |
| :---: | :---: | :---: |
| 1912 | Bernstein Polynomials | Bernstein |
| 1946 | Schoenberg coins the name 'SPLine" | Schoenberg |
| 1956 | Subdivision seminal ideas | Rham |
| 1959 | De Casteljau Algorithm | De Casteljau |
| $1966-1972$ | Bezier curves and surfaces | Bezier-Faget |
| $1971-1972$ | Cox-de Boor recursion | Cox-de Boor |
| 1972 | B-SPLines | Riesenfeld |
| 1974 | Subdivision seminal ideas | Chaikin |
| 1975 | NURBS | Versprille |
| 1978 | Subdivision Surfaces | Catmull-Clark and Doo-Sabin |
| 1989 | Oslo knot insertion algorithm | Oslo |
| 1987 | Loop subdivision | Loop |
| $1987-1989$ | Polar forms, blossoms | Ramshaw |
| $1996-$ present | Triangular and tetrahedral B-SPLines | Lai-Schumaker |
| 1997 | SPLine finite elements | Sabin |
| 2003 | T-SPLines | Sederberg |
| 2008 | Replace trimmed NURBS surface with | Sederberg et al. |
|  |  |  |

Figure 1.1.
History of CAD technologies.
(Iakovos Antonios 2015)

Another problem is that even B-Splines cannot produce an exact representation of conic sections. This is where NURBS came along. Ken Versprille was the first to work with NURBS on his dissertation in 1975. Later, when he acquired a top position in Computervision, the company began to support NURBS. Boeing, in its ambitious project to create a single curve representation that included Bezier curves and conic sections, became the first to industrialize NURBS. After that, NURBS began to spread across the CAD industry. They possessed a lot of interesting attributes. The parameterization of the whole curve was downsized to a few control points coordinates, allowing numerically stable mathematical procedures and easy modification. Cartoon characters, videogame graphics, ships, cars, airplanes were designed using NUBRS. This led to major investments from research and industrial faculties. Graphic designers became accustomed to them and students were taught about the theory and implementation of NURBS in real-life problems. This cycle's milestones presented in Fig. $\mathbf{1 . 1}$ led to the increasing popularity of Non-Uniform Rational BSplines in the CAD industry.

Today, even though many other forms of more suitable representations exist, such as TSplines, Polycube Splines and Subdivision surfaces, NURBS still hold a large share of the market. Many platforms exist for NURBS and designers still find it easier to use them. Many handful tools have been developed over the years for them (knot insertion, order elevation, curve fitting, patching). This makes them more attractive and easy-to-use than newer techniques with less industry experience behind them.


Figure 1.2.
Representing an arbitrary geometry with: (a) Subdivision Surfaces, (b) Smooth Subdivision Surfaces, (c) NURBS surfaces

### 1.3 ISOGEOMETRIC ANALYSIS

### 1.3.1 Introduction

Considering the aforementioned drawbacks of the classical finite element method researchers worldwide have been trying to overcome them. Their aim was to eliminate the geometry error that every analysis inherited due to the different mesh of design and analysis.

It was clear that integration between the two technologies CAD and CAE was necessary, in order to achieve better numerical results as well as to save valuable computational time in terms of CPU-time and generation of an analysis suitable mesh. Such were the reasons that led Professor Hughes and his colleagues to introduce Isogeometric Analysis (IGA) back in 2003 and make a breakthrough in computational mechanics.

At the same time, Isogeometric Analysis was the first successful systematically proposed method so far, suitable for implementation and programming. IGA has been since then a great topic for academic research for many engineers around the world as it shown enormous potential for engineering application that could someday overthrow FEA as the leading technology in engineering software.

The main idea was to use the same exact mesh that emerged from the design process in CAD software into the analysis. It is clear that this concept would eliminate completely the time needed for assembling the approximate finite element mesh.

The time for assembling the analysis mesh is approximately $70 \%$ of the total analysis time in modern applications of FEA in complicated structures. It was the need for reduced computational time that initially motivated the isogeometric analysis concept in order to merge geometry design and mesh generation. In FEA software, practically around $80 \%$ of the overall analysis time is consumed in efforts to acquire a satisfactory approximate mesh, which has to be quite close to the accurate mesh of the geometry and suitable for analysis purposes.

### 1.3.2 Basic Idea

The basic idea behind Isogeometric Analysis was to merge the Computer Aided Design with the Computer Aided Engineering technology. In order to achieve this goal, the same mesh for design and analysis was needed. Hughes et al used the shape functions of the design process directly into the analysis.
While CAD community uses NURBS, T-Splines and subdivision surfaces, the CAE community generally uses Lagrange polynomials to approximate the geometry. FEA's approximate mesh necessitates a re-parameterization of the CAD geometry, which makes labor cost quite intensive and introduces automatically geometrical error. In 2003, the research on isogeometric analysis started to focus on the question if finite element analysis could be done with Non-Uniform Rational B-Splines (NURBS), the most widely used computational geometry tool in commercial CAD programs.

Recent research on isogeometric analysis uses Non-Uniform Rational B-Splines (NURBS) as shape functions, because they are extremely popular in engineering design systems. It has been shown that NURBS-based finite elements are very well suited for computational analysis, leading to more accurate results in comparison with standard finite elements based on Lagrange polynomials.

NURBS were until lately the main shape functions used in isogeometric analysis. In 2008, TSplines were introduced as a worthy "opponent" that holds all the benefits of NURBS and at the same time permits local refinement. Water tightness, less control points, more design capabilities, but also sophisticated nature and complex implementation are its main features.


Figure 1.3.
Isogeometric Analysis is the powerful generalization of Finite Element Analysis. (a)Finite Element Analysis. (b) Isogeometric Analysis. (lakovos Antonios 2015)

### 1.3.3 Index, Parameter and Physical Space

Generally, finite element problems are not being handled in their physical form. In most occasions, the exact solution of a natural problem is neither possible nor necessary. The actual objective is to find an accurate solution that satisfies a selected convergence criterion. That means that FEA practitioners have developed methods to ease the numerical approach of each problem, by converting their true geometry into an analysis and implementation suitable one. The ultimate challenge for an engineer is to balance between accuracy and time. Design and analysis of extraordinary geometries is a powerful asset for modern engineers, who are capable of facing surprisingly more complicated problems. The assumption of new spaces that would extend beyond the physical dimensions of the problem became necessary. Accurate geometrical representations of the natural model are designed in the familiar Cartesian system, called Physical space. Additionally, it is very helpful to envision a complex structure in an imaginary, basic space, where all geometries can be represented as lines, rectangles and cuboids. This is Parameter space. This approach is far from new; it is already known from the isoparametric concept in finite element methods. The parameter space utilized in isogeometric analysis, however, holds some major differences. Furthermore, isogeometric analysis also introduces the Index space. This additional space plays an important role for some kinds of Splines, but it is only auxiliary for NURBS.


Figure 1.4.
The different mappings and spaces of Isogeometric Analysis.
(Hughes et al 2007)

### 1.3.3.1 Physical Space

Physical space is the already known Cartesian space, where the real model is represented. Simple orthogonal shapes from parameter space are transformed into complex entities in the physical space. Physical coordinates of the control points play a major role in the aforementioned mapping, but an equally drastic role is set upon basis functions. In fact, for a given set of control points, only a single set of basis functions can lead to the same geometry. We will examine this thoroughly later. Control points can often be seen outside the model in physical space in contrast to FEM's nodes which always belong to the mesh as depicted in Fig. 1.3. It is one of the reasons NURBS and Spline entities in general can accurately represent multiple types of geometries and the understanding of this peculiarity is one of the many challenges of isogeometric analysis.


Figure 1.5.
(a) B-Spline curve, (b) NURBS curve, (c) B-Spline surface, (d) NURBS surface (e) B-Spline solid, (f) NURBS solid

### 1.3.3.2 Parameter Space

Parameter space is a representation of the model with respect to knots. Spline entities are always represented as orthogonal shapes in parameter space. Only lines, rectangles and cuboids exist here. In order to transform those simple patterns to virtually unlimited, complex geometries, the application of a mapping from parameter to physical space is required. Hence, parameter space is a primitive, abstract representation of physical space. The mapping between parameter space and physical space is achieved through the Jacobian matrix and its inverse. This is something widely utilized in FEM as well.

(a)



Figure 1.6.
Parameter space in 1D, 2D and 3D applications respectively.

The illustration of basis functions in the parameter space allows for a better understanding of concepts such as support, control point coordinates and the role of knots in basis function creation. In parameter space we usually also plot the basis and shape functions as in this space it is easy to see their support and observe their properties with clarity. Each knot marks the beginning and the end of a basis function domain. By "domain" we mean the area in which the basis function is non-zero, as all basis functions are defined throughout the parameter space, but are non-zero only in specific knot spans. Basis functions sharing the same domain are overlapping in parameter space and controlling a common part of the entity in the physical space.

### 1.3.3.3 Index Space

Index space is a representation of the model with respect to knot values. It is a line in 1D, containing the corresponding knot values in equally spaced positions. This space focuses upon the sequence of knot values rather than their actual numerical content.

Index space describes the contribution of each knot value to the creation of a certain B-Spline basis function. This helps identify the level of interconnection between basis functions and the knot value support of each function.

Control points are also evaluated in the index space. In fact, control points are defined as the center of the support of knot value spans.


Figure 1.7.
Index space in 1D, 2D and 3D applications respectively.
Expansion to 2D or 3D leads to the creation of rectangles or cuboids respectively. Due to tensor product properties, everything mentioned about 1D extends and applies to both 2D and 3D. Thus, index space provides information that can contribute to the comprehension of a complex representation.

Index space is a line in 1D, a rectangle in 2D and a cuboid in 3D as it is shown in Fig. 1.7.

## 2. B-SpLINES AND NURBS

### 2.1 B-Spline Basis Functions

Given a sequence of non-decreasing numbers, $\equiv=\left\{\begin{array}{llll}\xi_{1} & \xi_{2} & . . . & \xi_{n+p} \\ \xi_{n+p+1}\end{array}\right\}$, we can evaluate the B-Spline basis functions at $\xi \in\left[\xi_{1}, \xi_{n+p+1}\right]$ using the Cox-de Boor recursive formula (2.3):

First, for degree $\mathrm{p}=0$ (piecewise constant, box B-Spline)

$$
\mathrm{N}_{\mathrm{i}, 0}(\xi)= \begin{cases}1, & \text { if } \xi_{\mathrm{i}} \leq \xi<\xi_{\mathrm{i}+1}  \tag{2.1}\\ 0, & \text { otherwise }\end{cases}
$$

The piecewise constant does not include the right edge $\xi_{i+1}$ in order to ensure partition of unity, as the next basis function begins at that edge. The last function, however, includes both left and right edge, in order to be defined for the whole knot span.

$$
\mathrm{N}_{\mathrm{n}+\mathrm{p}, 0}(\xi)= \begin{cases}1, & \text { if } \xi_{\mathrm{n}+\mathrm{p}} \leq \xi \leq \xi_{\mathrm{n}+\mathrm{p}+1}  \tag{2.2}\\ 0, & \text { otherwise }\end{cases}
$$

Afterwards, for degree $\mathrm{p}=1,2, \ldots$ ( with the assumption of $\frac{0}{0} \doteq 0$ ):

$$
\begin{equation*}
N_{i, p}(\xi)=\frac{\xi-\xi_{i}}{\xi_{i+p}-\xi_{i}} \cdot N_{i, p-1}(\xi)+\frac{\xi_{i+p+1}-\xi}{\xi_{i+p+1}-\xi_{i+1}} \cdot \mathrm{~N}_{\mathrm{i}+1, \mathrm{p}-1}(\xi) \tag{2.3}
\end{equation*}
$$


(a)

(b)

(c)

Figure 2.1.
Representation of $B$-Splines of degree (a) $p=0$, (b) $p=1$ and (c) $p=2$
(Iakovos Antonios 2015).

### 2.2 Knot Value Vector

Knots define the boundaries of the model's basis functions. They represent "switches" which turn "on" or "off" a certain piece of a B-Spline basis function. In order to acquire the knots and the basis functions, a knot vector must be defined.

A knot vector $\equiv$ is usually defined in bibliography as a set of $\xi_{i}$ coordinates, with:

$$
\xi_{i} \leq \xi_{i+1}
$$

It can contain the same number multiple times and generates the basis in a unique way.
In order to improve efficiency and communication between the readers of this thesis, we define as

- "Knot value vector": the whole set of non-decreasing coordinates ("knot values").
- "Knot vector": the set of unique coordinates ("knots").

For example, a knot value vector could be
$\{011112233\}$
where $0,1,1,1,2,2,3,3$ are the separate knot values.

The corresponding knot vector is:
where $0,1,2,3$ are the separate knots.
Let $p$ be the polynomial degree of the basis function. If the first and the last knots are repeated $\mathrm{p}+1$ times, the knot value vector is considered "open", because it has $\mathrm{C}^{-1}$ continuity on the edges, creating an open curve that is interpolatory at these points. If knot values are equally spaced, the knot value vector is considered "uniform". In CAD community, non-uniform, open knot value vectors are widely used. An example of a uniform knot value vector with polynomial degree $p=2$ is:

$$
\left\{\begin{array}{lllllllllll}
0 & 0 & 0 & 0.5 & 1 & 1.5 & 2 & 2.5 & 3 & 3 & 3
\end{array}\right\}
$$

A knot value vector may contain integers or decimals. In fact, the actual numerical content of knot values is of no importance. What matters is the relative distance between them. This means a knot value vector can be multiplied by any number, or have a number added to every knot value and the resulting basis would still be the same.

### 2.3 Control Points Coefficients

Control points exist in all three spaces. Their parametric coordinates are defined as the center of the support in the index space. Recall that for the $i^{\text {th }}$ basis function of order $p$ the support is $\left[\xi_{i}, \xi_{i+p+1}\right]$. The support contains p+1 knot value spans, therefore p+2 knot values (including the right boundary value $\xi_{i+p+1}$ ). For even degrees, the center of the support in the index space lies between two sequential knot values, $i+p / 2$ and $i+p / 2+1$. As a result, the coordinate of the control point is defined as the average of these knot values:

$$
\begin{equation*}
\xi_{\mathrm{CP}}=0.5 \cdot\left(\xi_{\mathrm{i}+\frac{\mathrm{p}}{2}}+\xi_{\mathrm{i}+\frac{\mathrm{p}}{2}+1}\right) \tag{2.4}
\end{equation*}
$$

which means that a control point of even degree can either be on a knot, or in the middle of a knot span.

For odd degrees, the center of the support is the knot value $i+(p+1) / 2$. Therefore, for odd degrees, control points are always coincident with knots.

### 2.4 B-Spline Full Tensor Product property

B-Spline basis functions are of full-tensor product nature. Consequently, it is easy to combine B-Splines across different directions, in order to evaluate a multi-directional $B$-Spline shape function.

2D B-Spline shape functions can be evaluated as tensor product of basis functions $\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi)$ and $\mathrm{M}_{\mathrm{j}, \mathrm{q}}(\eta)$ :

$$
\begin{equation*}
\mathrm{R}_{\mathrm{i}, \mathrm{j}}^{\mathrm{p}, \mathrm{q}}(\xi, \eta)=\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi) \cdot \mathrm{M}_{\mathrm{j}, \mathrm{q}}(\eta) \tag{2.5}
\end{equation*}
$$

3D B-Spline shape functions are a tensor product of basis functions on three directions, $\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi), \mathrm{M}_{\mathrm{j}, \mathrm{q}}(\eta)$ and $\mathrm{L}_{\mathrm{k}, \mathrm{r}}(\zeta)$ :

$$
\begin{equation*}
\mathrm{R}_{\mathrm{i}, \mathrm{j}, \mathrm{k}}^{\mathrm{p,q} \mathrm{r}}(\xi, \eta, \zeta)=\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi) \cdot \mathrm{M}_{\mathrm{j}, \mathrm{q}}(\eta) \cdot \mathrm{L}_{\mathrm{k}, \mathrm{r}}(\zeta) \tag{2.6}
\end{equation*}
$$

It is easily proved that all properties of B-Spline basis functions in one direction are inherited by the multi-directional shape functions. As a result, comprehension of univariate B-Spline basis function properties and techniques is very important for understanding multivariate complex geometries.

### 2.5 B-Spline Basis Function Properties

B-Spline basis functions possess the following important properties:

- Local support:

$$
\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi)=0 \forall \xi \notin\left[\xi_{\mathrm{i}}, \xi_{\mathrm{i}+\mathrm{p}+1}\right)
$$

- In any given knot span, at most p+1 functions of order p are non-zero.
- Non-negativity:

$$
\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi) \geq 0 \quad \forall \xi, \mathrm{i}, \mathrm{p}
$$

- Partition of unity:

$$
\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi)=1 \forall \xi, \mathrm{p}
$$

- $\mathrm{C}^{\mathrm{p}-\mathrm{m}}$ Continuity across knots with m multiplicity.
- $\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi)$ has exactly one maximum value, except for $\mathrm{p}=0$.
- A non-periodic knot value vector that produces $n$ functions of order $p$ has $n+p+1$ knot values.
- Every B-Spline basis function shares support with $2 p$ B-Splines.


### 2.5.1 Local support

Local support means that basis functions are non-zero only in certain knot spans in parameter space. This can be expressed by

$$
\begin{equation*}
\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi)=0, \forall \xi \notin\left[\xi_{\mathrm{i}}, \xi_{\mathrm{i}+\mathrm{p}+1}\right) \tag{2.7}
\end{equation*}
$$

Local support is a result of the recursive character of B-Splines. For the creation of a BSpline function of degree $p$, two consecutive B-Spline functions of order p-1 are used. For the creation of those consecutive basis functions, three consecutive functions of order p-2 are needed. Inductively, p+1 consecutive box basis functions are required.

Each box function has a support of one knot value span. As a result, the support of the final basis function is defined by the union of the supports of the box functions, hence $p+1$ consecutive knot value spans.

In Fig. 2.2, the recursive character of B-Splines is presented. Linear functions are combined for the evaluation of quadratic $(p=2)$ basis functions. Bear in mind that some linear and box functions are zero across the entire domain, but still contribute to the evaluation of the next-order B-Splines.


Figure 2.2.
Basis function generation (Cox-de Boor recursive formula).


Figure 2.3.
B-Splines of degree 0, 1, 2 from bottom to top respectively (lakovos Antonios 2015)

For example, $\mathrm{N}_{4,2}(\xi)$ in Fig. 2.3 is created from $\mathrm{N}_{4,1}(\xi)$ and $\mathrm{N}_{5,1}(\xi)$. They, in turn, are evaluated from $\mathrm{N}_{4,0}(\xi), \mathrm{N}_{5,0}(\xi)$ and $\mathrm{N}_{6,0}(\xi)$ respectively. The corresponding box functions are non-zero in the knot spans $[1,2),[2,3)$ and $[2,3),[3,4)$, thus creating the support $[1,4)$ of $\mathrm{N}_{4,2}(\xi)$.

In a similar fashion, a support can be defined with respect to knot values contributing to the creation of a B-Spline basis function. These are the $p+2$ knot values that are contained in the knot value span support of the function. Both knot value span support and knot value support are necessary for the understanding of isogeometric methods.

 1D Shape Function $\mathrm{N}_{5,4}(\xi)$
(Iakovos Antonios 2015)

In Fig. 2.4, the degree is $p=4$, so each basis function has a support of $p+1=4+1=5$ knot value spans. The selected function $N_{5,4}(\xi)$, drawn in red, is non-zero only in the knot value spans $[0,1),[1,2),[2,3),[3,4)$ and $[4,5)$. The $p+2=6$ knot values that define this function are $\{0,1,2,3,4,5\}$. There are no trivial spans in this B-Spline function, so it is considered a fully developed basis function.

B-Spline tensor product properties enable the immediate expansion of 1D properties to 2D and 3D B-Spline shape functions.

### 2.5.2 In any given knot span $\left[\xi_{i}, \xi_{i+1}\right)$ at most ( $\mathrm{p}+1$ ) of the functions $\mathrm{N}_{\mathrm{i}, \mathrm{p}}$ are nonzero

A box function that is non-zero in one knot span contributes to the evaluation of two consecutive B-Spline basis functions of order $p=1$. These two functions lead to the creation of three consecutive basis functions of order $\mathrm{p}=2$. Inductively, a box function contributes to the creation of $p+1 B$-Spline basis functions of order $p$.

It applies from Cox-de Boor recursive formula that only one box function is non-zero across a selected knot span. As a result, only the corresponding p+1 B-Spline basis functions of order $p$ can be non-zero in that specific knot span.

Therefore, at a non-trivial knot value span $\left[\xi_{i}, \xi_{i+1}\right)$ only the basis functions $\mathrm{N}_{\mathrm{i}-\mathrm{p}, \mathrm{p}}(\xi), \mathrm{N}_{\mathrm{i}-\mathrm{p}+1, \mathrm{p}}(\xi), \ldots, \mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi)$ are non-zero. This is used efficiently in stiffness matrix formulation, in order to reduce computational cost.

In Fig. 2.5, two separate knot spans are examined.
For every knot span $\mathrm{p}+1=3$ basis functions are non-zero.
For the first knot span, $[0,1)=\left[\xi_{3}, \xi_{4}\right)$ basis functions $\mathrm{N}_{1, \mathrm{p}}(\xi), \mathrm{N}_{2, \mathrm{p}}(\xi), \mathrm{N}_{3, \mathrm{p}}(\xi)$ are non-zero.

For the second knot span, $[4,5)=\left[\xi_{7}, \xi_{8}\right)$ basis functions $\mathrm{N}_{5, \mathrm{p}}(\xi), \mathrm{N}_{6, \mathrm{p}}(\xi), \mathrm{N}_{7, \mathrm{p}}(\xi)$ are nonzero.

As a result, in 2D, at a given knot rectangle only the tensor products of the respective nonzero basis functions are non-zero, namely $(p+1)(q+1)$ shape functions.

Inductively, in 3D, at a given knot cuboid the tensor products of the corresponding non-zero basis functions create $(p+1)(q+1)(r+1)$ non-zero shape functions.


Figure 2.5.
$B$-Spline basis functions for knot value vector $\bar{E}=\left\{\begin{array}{lllllllllll}0 & 0 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 7\end{array}\right]$. Basis functions that are non-zero in knot span $[0,1$ ) are drawn in red. Basis functions that are non-zero in knotspan $[4,5)$ are drawn in green. (lakovos Antonios and Karras Dimitrios 2015)


Figure 2.6.
Contribution of one box function to non-zero higher-order B-Spline basis functions across knot span $[1,2)$ (lakovos Antonios and Karras Dimitrios, 2015).

### 2.5.3 Non-negativity

It has been established that:

$$
\begin{equation*}
\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi) \geq 0 \quad \forall \xi, \mathrm{i}, \mathrm{p} \tag{2.8}
\end{equation*}
$$

This is proven by induction on $p$. It is clearly true for $p=0$ and we assume it is true for $p-1$.
By definition
$N_{i, p}(\xi)=\frac{\xi-\xi_{i}}{\xi_{i+p}-\xi_{i}} N_{i, p-1}(\xi)+\frac{\xi_{i+p+1}-\xi}{\xi_{i+p+1}-\xi_{i+1}} N_{i+1, p-1}(\xi)$.

By the property of local support, either $\xi \notin\left[\xi_{i}, \xi_{i+p}\right)$ and $\mathrm{N}_{\mathrm{i}, \mathrm{p-1}}(\xi)=0$ or $\xi \in\left[\xi_{\mathrm{i}}, \xi_{\mathrm{i}+\mathrm{p}}\right)$ in which case $\xi-\xi_{i} \geq 0$ and with the assumption made that $N_{i, p-1}(\xi) \geq 0$, the first term $\frac{\xi-\xi_{\mathrm{i}}}{\xi_{\mathrm{i}+\mathrm{p}}-\xi_{\mathrm{i}}} \mathrm{N}_{\mathrm{i}, \mathrm{p}-1}(\xi) \geq 0$. The same is true for the second term, $\frac{\xi_{\mathrm{i}+\mathrm{p}+1}-\xi}{\xi_{\mathrm{i}+\mathrm{p}+1}-\xi_{\mathrm{i}+1}} \mathrm{~N}_{\mathrm{i}+1, \mathrm{p}-1}(\xi) \geq 0$. Thus $N_{i, p}(\xi) \geq 0$ and is valid for any $i, p, \xi$.


Figure 2.7.
B-Spline basis functions for knot value vector $\bar{E}=\left\{\begin{array}{llllllllllllllll}0 & 0 & 0 & 0 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 9 & 9\end{array}\right\}$
(Iakovos Antonios 2015)
The degree in Fig. 2.7 is $p=2$. As we see in the picture above, all the basis functions are positive for every $\xi_{i}$. This property is very important for isogeometric analysis and it does not apply in the classical shape functions of finite element analysis. Naturally, it is easier for the human mind to work with only positive values, so this attribute simplifies and encourages the understanding of B-Splines. Non-negativity applies for 2D and 3D shape functions as well.

### 2.5.4 Partition of unity

Partition of unity is expressed by

$$
\begin{equation*}
\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi)=1, \forall \xi, \mathrm{p} \tag{2.9}
\end{equation*}
$$


(a)

(b)

Figure 2.8.
Partition of unity in B-Spline basis for: (a) Open vector basis, (b) Non-open vector basis

Partition of unity is essential in any set of basis functions in any finite element scheme. The reason is simple. In isogeometric analysis as in the general case of finite elements, the displacement at a point $C(\xi, \eta, \zeta)=\{x, y, z\}$ in the solid model, will be approximated by $\sum N_{i, p}(\xi) u_{i}$ where $u_{i}$ are the displacements on the nodes or in the case of isogeometric analysis the displacements on the control points. If $\mathbf{u}_{\mathbf{i}}=\overline{\mathbf{u}}$ for all the control points, we have rigid body displacements (property affine invariance of B-Spline curves) and if those in conjunction with the laws of the phenomenon we study cause no strain, it is clear that

$$
\overline{\mathrm{u}} \sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi)=\text { constant } .
$$

In our case of isoparametric elements, where the same functions are used to describe geometry, it would be necessary that all points are translated by $\bar{u}$, thus

$$
\overline{\mathrm{u}} \sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi)=\overline{\mathrm{u}} \Rightarrow \sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi)=1
$$

Proof. We will prove it in an arbitrary knot span.
$\forall \xi \in\left[\xi_{\mathrm{i}}, \xi_{\mathrm{i}+1}\right)$,

$$
\begin{align*}
& \sum_{\mathrm{j}=1}^{\mathrm{n}} \mathrm{~N}_{\mathrm{j}, \mathrm{p}}(\xi)=\sum_{\mathrm{j}=\mathrm{i}-\mathrm{p}}^{\mathrm{i}} \mathrm{~N}_{\mathrm{j}, \mathrm{p}}(\xi)=\sum_{\mathrm{j}=\mathrm{i}-\mathrm{p}}^{\mathrm{i}}\left(\frac{\xi-\xi_{\mathrm{j}}}{\xi_{\mathrm{j}+\mathrm{p}}-\xi_{\mathrm{j}}} \mathrm{~N}_{\mathrm{j}, \mathrm{p}-1}(\xi)+\frac{\xi_{\mathrm{j}+\mathrm{p}+1}-\xi}{\xi_{\mathrm{j}+\mathrm{p}+1}-\xi_{\mathrm{j}+1}} \mathrm{~N}_{\mathrm{j}+1, \mathrm{p}-1}(\xi)\right)  \tag{2.10}\\
& =\sum_{\mathrm{j}=\mathrm{i}-\mathrm{p}}^{\mathrm{i}} \frac{\xi-\xi_{\mathrm{j}}}{\xi_{\mathrm{j}+\mathrm{p}}-\xi_{\mathrm{j}}} \mathrm{~N}_{\mathrm{j}, \mathrm{p}-1}(\xi)+\sum_{\mathrm{j}=\mathrm{i}-\mathrm{p}}^{\mathrm{i}} \frac{\xi_{\mathrm{j}+\mathrm{p}+1}-\xi}{\xi_{\mathrm{j}+\mathrm{p}+1}-\xi_{\mathrm{j}+1}} \mathrm{~N}_{\mathrm{j}+1, \mathrm{p}-1}(\xi)
\end{align*}
$$

Changing variable in the second sum from (i-p) to (i-p+1) and considering that


$$
\begin{equation*}
\sum_{j=1}^{\mathrm{n}} \mathrm{~N}_{\mathrm{j}, \mathrm{p}}(\xi)=\sum_{\mathrm{j}=\mathrm{i}-\mathrm{p}+1}^{\mathrm{i}}\left(\frac{\xi_{-1} \xi_{\mathrm{j}}}{\xi_{\mathrm{j}+\mathrm{p}}-\xi_{\mathrm{j}}}+\frac{\xi_{\mathrm{j}+\mathrm{p}}-\xi}{\xi_{\mathrm{j}+\mathrm{p}}-\xi_{\mathrm{j}}}\right) \mathrm{N}_{\mathrm{j}, \mathrm{p}-1}(\xi)=\sum_{\mathrm{j}=\mathrm{i}-\mathrm{p}+1}^{\mathrm{i}} \mathrm{~N}_{\mathrm{j}, \mathrm{p}-1}(\xi) \tag{2.11}
\end{equation*}
$$

Applying the same procedure recursively:

$$
\begin{equation*}
\sum_{j=1}^{\mathrm{n}} \mathrm{~N}_{\mathrm{j}, \mathrm{p}}(\xi)=\sum_{\mathrm{j}=\mathrm{i}-\mathrm{p}+1}^{\mathrm{i}} \mathrm{~N}_{\mathrm{j}, \mathrm{p}-1}(\xi)=\sum_{\mathrm{j}=\mathrm{i}-\mathrm{p}+2}^{\mathrm{i}} \mathrm{~N}_{\mathrm{j}, \mathrm{p}-2}(\xi)=\ldots=\sum_{\mathrm{j}=\mathrm{i}}^{\mathrm{i}} \mathrm{~N}_{\mathrm{j}, 0}(\xi)=1 \tag{2.12}
\end{equation*}
$$

Partition of unity applies for multi-dimensional shape functions as well.

In 2D, partition of unity is expressed as

$$
\begin{equation*}
\sum_{i=1}^{\mathrm{n}} \sum_{\mathrm{j}=1}^{\mathrm{m}} \mathrm{R}_{\mathrm{i}, \mathrm{j}}^{\mathrm{p}, \mathrm{q}}=\sum_{\mathrm{i}=1}^{\mathrm{n}} \sum_{\mathrm{j}=1}^{\mathrm{m}} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi) \cdot \mathrm{M}_{\mathrm{j}, \mathrm{q}}(\eta)=1 \tag{2.13}
\end{equation*}
$$

which is a result of tensor product nature:

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{j=1}^{m} R_{i, j}^{p, q}=\sum_{i=1}^{n} \sum_{j=1}^{m} \mathbf{N}_{i, p}(\xi) \cdot \mathbf{M}_{j, q}(\eta)=\left(\sum_{i=1}^{n} N_{i, p}(\xi)\right) \cdot\left(\sum_{j=1}^{m} \mathbf{M}_{j, q}(\eta)\right)=1 \tag{2.14}
\end{equation*}
$$

In full analogy, 3D shape functions also possess partition of unity:

$$
\begin{equation*}
\sum_{\mathrm{i}=1}^{\mathrm{n}} \sum_{\mathrm{j}=1}^{\mathrm{m}} \sum_{\mathrm{k}=1}^{1} \mathrm{R}_{\mathrm{i}, \mathrm{j}, \mathrm{k}}^{\mathrm{p}, \mathrm{r}}=\sum_{\mathrm{i}=1}^{\mathrm{n}} \sum_{\mathrm{j}=1}^{\mathrm{m}} \sum_{\mathrm{k}=1}^{1} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi) \cdot \mathbf{M}_{\mathrm{j}, \mathrm{q}}(\eta) \cdot \mathrm{L}_{\mathrm{k}, \mathrm{r}}(\zeta)=1 \tag{2.15}
\end{equation*}
$$

Partition of unity is also a property of great importance for the shape functions that are used in finite element analysis.


Figure 2.9.
B-Spline basis functions for knot value vector $\equiv=\left\{\begin{array}{lllllllllllll}0 & 0 & 0 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 7 & 7\end{array}\right\}$. Sum of $B$-Spline function value at every $\xi$. Partition of unity.
(Iakovos Antonios 2015)
The degree for the B-Spline basis functions in Figure 2.9 is $p=3$. The green horizontal line represents the sum of $B$-Spline values at the corresponding $\xi$, which, of course, is equal to 1 for every $\xi$.

For example, B-Spline values have been evaluated for $\xi=4.81$, with the following results for the four non-zero basis functions:

$$
\begin{aligned}
& \mathrm{N}_{5,3}(4.81)=0.0011 \\
& \mathrm{~N}_{6,3}(4.81)=0.2763 \\
& \mathrm{~N}_{7,3}(4.81)=0.6340 \\
& \mathrm{~N}_{8,3}(4.81)=0.0886
\end{aligned}
$$

The above yields

$$
\sum_{\mathrm{i}=1}^{10} \mathrm{~N}_{\mathrm{i}, 3}(4.81)=1
$$

as expected.

### 2.5.5 $\mathrm{C}^{\mathrm{p}-\mathrm{m}}$ Continuity

At a knot with multiplicity $\mathrm{m}, \mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi)$ produces $\mathrm{p}-\mathrm{m}$ continuous derivatives or, in other words, it has $\mathrm{C}^{p-m}$ continuity. Continuity less than $\mathrm{C}^{0}$ is not acceptable for internal knots, which means they can be repeated up to $p$ times. Bear in mind that as continuity decreases, $B$-Spline basis functions tend to be more "steep".

The polynomial order in Fig. $\mathbf{2 . 1 0}$ is $p=3$. Continuity for a basis function is affected only by the corresponding knot values. Knot $\xi=4$ has multiplicity $\mathrm{m}=3$ with respect to the knot vector. Its multiplicity with respect to the basis functions depends on each function's knot value support.


Figure 2.10.
B-Spline Basis functions for knot value vector
$\Xi=\left\{\begin{array}{llllllllllllllllll}0 & 0 & 0 & 0 & 1 & 2 & 3 & 4 & 4 & 4 & 5 & 6 & 7 & 8 & 8 & 8 & 8\end{array}\right\}$
$N_{4,3}(\xi)$, the red fully developed basis function has a knot value support of $\{0,1,2,3,4\}$. The knot $\xi=4$ has multiplicity $m=1$ with respect to the basis function $N_{4,3}(\xi)$,so this function is $\mathrm{C}^{\mathrm{p}-\mathrm{m}}=\mathrm{C}^{3-1}=\mathrm{C}^{2}$ continuous in the entire domain.

The magenta basis function, $N_{5,3}(\xi)$ has a knot value support of $\{1,2,3,4,4\}$. The knot in question has multiplicity $m=2$ with respect to the basis function, which makes $N_{5,3}(\xi)$ $C^{p-m}=C^{3-2}=C^{1}$ continuous across $\xi=4$.

Knot value support for $N_{6,3}(\xi)$ and $N_{7,3}(\xi)$ which are depicted with cyan is $\{2,3,4,4,4\}$ and $\{3,4,4,4,5\}$ respectively. The multiplicity of the knot is $\mathrm{m}=3$ for both basis functions. Therefore, these functions have $\quad C^{p-m}=C^{3-3}=C^{0}$ continuity across $\xi=4$.

Observe that when a B-Spline basis function $\mathrm{N}_{\mathrm{j}, \mathrm{p}}(\xi)$ has a knot $\xi_{\mathrm{m}}$ with multiplicity p in the center of the knot value support, it applies that $\mathrm{N}_{\mathrm{j}, \mathrm{p}}\left(\xi_{\mathrm{m}}\right)=1$.

In 2D and 3D cases, continuity per direction is obtained straight from the continuity of the corresponding one-directional B-Spline basis functions.

Observe that all functions of reduced continuity tend to be more "steep". This happens because they contain multiple knot values of the same knot, and therefore develop across
trivial spans. This "steepness" is the first indication that a basis function has reduced continuity.

Moreover, internal $\mathrm{C}^{0}$ continuity produced exactly the same B-Spline basis functions as $\mathrm{C}^{-1}$ continuity on the edge of the knot vector. This means that at every knot with multiplicity $m=p$, only one function remains non-zero. Due to partition of unity, that function's value at that knot is equal to 1 .

In multi-dimensional functions, $\mathrm{C}^{0}$ continuity across a knot requires the basis functions per all directions to be $\mathrm{C}^{0}$ continuous at that point. In this case, the value of the multidimensional shape function across this knot is equal to 1 .

### 2.5.6 Linear Independence

Given a finite number of distinct vectors $\left\{\begin{array}{llll}u_{1} & u_{2} & \ldots & u_{n}\end{array}\right\}$ and scalars $\left\{a_{1} a_{2} \ldots a_{n}\right\}$, the subset $S$ of a vector space $V$ is called linearly independent if the equation $a_{1} u_{1}+a_{2} u_{2}+\ldots+a_{n} u_{n}=0$ leads to the unique solution $a_{1}=a_{2}=\ldots=a_{n}=0$. Thus the subset is linearly independent if a linear combination of the vectors is the zero vector, only for $a_{1}=a_{2}=\ldots=a_{n}=0$. The linear independence in isogeometric analysis applies for the basis functions $\quad\left\{\mathrm{N}_{1, p}(\xi) \mathrm{N}_{2, \mathrm{p}}(\xi) . .\right.$. $\mathrm{N}_{\mathrm{n}, \mathrm{p}}(\xi)$ \}. The equation

$$
\begin{equation*}
\mathbf{a}_{1} \cdot \mathbf{N}_{1, \mathrm{p}}(\xi)+\mathrm{a}_{2} \cdot \mathbf{N}_{2, \mathrm{p}}(\xi)+\ldots+\mathrm{a}_{\mathrm{n}} \cdot \mathbf{N}_{\mathrm{n}, \mathrm{p}}(\xi)=0 \tag{2.16}
\end{equation*}
$$

leads to $a_{1} u_{1}+a_{2} u_{2}+\ldots+a_{n} u_{n}=0$. We can reach the conclusion that no $B$-Spline basis function can be expressed as a linear combination of the other B-Spline basis functions.

These linearly independent vectors form a basis for the vector space V . Some interesting attributes of such vectors include:

- The basis of the vector space V can be formed by different sets of linearly independent vectors. Any set can be used, provided that the vectors are linearly independent and all the properties above apply for every vector. Thus, in isogeometric analysis, we can choose different sets of B-Spline basis functions in order to represent the vector space.
- The number of vectors of any basis chosen is equal to the dimension of V , often represented as $\operatorname{dim}(\mathrm{V})$. In isogeometric analysis $\operatorname{dim}(\mathrm{V})$ is equal to the number of control points and, consequently, the number of basis functions used.
- Let there be a mass of vectors $\left\{u_{1} u_{2} \ldots u_{n}\right\}$ which form the basis of a vector space with $\operatorname{dim}(V)$ and the numbers $\left\{a_{1} \quad a_{2} \quad \ldots \quad a_{n}\right\}$, called the coordinates of ${ }_{u}$. In isogeometric analysis, the basis of the vector space is the set of B-Spline basis functions $\left\{\mathrm{N}_{1, \mathrm{p}}(\xi) \quad \mathrm{N}_{2, \mathrm{p}}(\xi) . . . \mathrm{N}_{\mathrm{n}, \mathrm{p}}(\xi)\right\}$ and the numbers are the coordinates $\left\{\mathrm{X}_{1}\right.$ $\left.X_{2} X_{3}\right\}$ of the control points of the curve. A random vector $u$ of the vector space $V$ can be represented by the equation:

$$
\begin{equation*}
\mathrm{u}=\mathrm{a}_{1} \mathrm{u}_{1}+\mathrm{a}_{2} \mathrm{u}_{2}+\ldots+\mathrm{a}_{\mathrm{n}} \mathrm{u}_{\mathrm{n}} \tag{2.17}
\end{equation*}
$$

which in isogeometric analysis applies as

$$
\begin{equation*}
C(\xi)=X_{1} \cdot N_{1, p}(\xi)+X_{2} \cdot N_{2, p}(\xi)+\ldots+X_{n} \cdot N_{n, p}(\xi) \tag{2.18}
\end{equation*}
$$

Any vector in $V$ can be described as a linear combination of the basis. The numbers $\left\{\mathrm{a}_{1}\right.$ $\left.a_{2} \quad \ldots a_{n}\right\}$ are the coordinates of $u$ and they are unique for this specific $u$ and this specific basis.

Vector space $V$ in $\mathbb{R}$ is a mass of vectors with the properties below:

1. Commutativity of addition:

$$
\begin{equation*}
\mathrm{u}+\mathrm{v}=\mathrm{v}+\mathrm{u}, \forall \mathrm{u}, \mathrm{v} \in \mathrm{~V} \tag{2.19}
\end{equation*}
$$

In isogeometric analysis this property applies as

$$
\begin{equation*}
\mathrm{C}_{1}(\xi)+\mathrm{C}_{2}(\xi)=\mathrm{C}_{2}(\xi)+\mathrm{C}_{1}(\xi) \tag{2.20}
\end{equation*}
$$

2. Associativity of addition:

$$
\begin{equation*}
\mathrm{u}+(\mathrm{v}+\mathrm{w})=(\mathrm{u}+\mathrm{v})+\mathrm{w}, \forall \mathrm{u}, \mathrm{v}, \mathrm{w} \in \mathrm{~V} \tag{2.21}
\end{equation*}
$$

Respectively in isogeometric analysis,

$$
\begin{equation*}
\mathrm{C}_{1}(\xi)+\left(\mathrm{C}_{2}(\xi)+\mathrm{C}_{3}(\xi)\right)=\left(\mathrm{C}_{1}(\xi)+\mathrm{C}_{2}(\xi)\right)+\mathrm{C}_{3}(\xi) \tag{2.22}
\end{equation*}
$$

3. Identity element of addition: There is an element $0 \in \mathrm{~V}$, the zero vector, so that

$$
\mathrm{u}+0=\mathrm{u}, \forall \mathbf{u} \in \mathrm{~V}
$$

In isogeometric analysis the equation applies as

$$
\begin{equation*}
\mathrm{C}(\xi)+0=\mathrm{C}(\xi) \tag{2.23}
\end{equation*}
$$

4. Inverse elements of addition: There is an element $-\mathrm{u} \in \mathrm{V}$ such that

$$
\mathrm{u}+(-\mathrm{u})=0, \forall \mathbf{u} \in \mathrm{~V}
$$

The ${ }_{-\mathrm{u}}$ is called the additive inverse of ${ }_{\mathrm{u}}$. The equivalent in isogeometric analysis is

$$
\begin{equation*}
\mathrm{C}(\xi)+(-\mathrm{C}(\xi))=0 \tag{2.24}
\end{equation*}
$$

5. Identity element of scalar multiplication: For the real number 1 , it applies:

$$
1 \cdot \mathrm{u}=\mathrm{u}, \forall \mathrm{u} \in \mathrm{~V}
$$

Respectively, in isogeometric analysis

$$
\begin{equation*}
1 \cdot \mathrm{C}(\xi)=\mathrm{C}(\xi) \tag{2.25}
\end{equation*}
$$

6. Distributivity of scalar multiplication with respect to vector addition: $\forall \mathrm{a} \in \mathbb{R}$ and $\forall \mathrm{u}, \mathrm{v} \in \mathrm{V}$ applies the relation

$$
\begin{equation*}
\mathrm{a} \cdot(\mathrm{u}+\mathrm{v})=\mathrm{a} \cdot \mathrm{u}+\mathrm{a} \cdot \mathrm{v} \tag{2.26}
\end{equation*}
$$

In isogeometric analysis this equation applies as

$$
\begin{equation*}
\mathrm{a} \cdot\left(\mathrm{C}_{1}(\xi)+\mathrm{C}_{2}(\xi)\right)=\mathrm{a} \cdot \mathrm{C}_{1}(\xi)+\mathrm{a} \cdot \mathrm{C}_{2}(\xi) \tag{2.27}
\end{equation*}
$$

7. Distributivity of scalar multiplication with respect to field addition: $\forall \mathrm{a}, \mathrm{b} \in \mathbb{R}$ and $\forall \mathbf{u} \in \mathrm{V}$ applies the relation

$$
\begin{equation*}
(\mathrm{a}+\mathrm{b}) \cdot \mathrm{u}=\mathrm{a} \cdot \mathrm{u}+\mathrm{b} \cdot \mathrm{u} \tag{2.28}
\end{equation*}
$$

which is implemented in isogeometric analysis as

$$
\begin{equation*}
(a+b) \cdot C(\xi)=a \cdot C(\xi)+b \cdot C(\xi) \tag{2.29}
\end{equation*}
$$

8. Compatibility of scalar multiplication with field multiplication: $\forall \mathrm{a}, \mathrm{b} \in \mathbb{R}$ and $\forall \mathrm{u} \in \mathrm{V}$ applies the equation

$$
\begin{equation*}
\mathrm{a} \cdot(\mathrm{~b} \cdot \mathrm{u})=(\mathrm{a} \cdot \mathrm{~b}) \cdot \mathrm{u} \tag{2.30}
\end{equation*}
$$

Its equivalent in isogeometric analysis is

$$
\begin{equation*}
\mathrm{a} \cdot(\mathrm{~b} \cdot \mathrm{C}(\xi))=(\mathrm{a} \cdot \mathrm{~b}) \cdot \mathrm{C}(\xi) \tag{2.31}
\end{equation*}
$$

B-Spline basis functions are indeed the basis for a vector space with $\operatorname{dim}(V)$, where $n$ is the number of control points. Control points are the coordinates that transform the basis functions at any point in the given physical space. Conclusively,

$$
\left\{\begin{array}{llll}
\mathrm{N}_{1, \mathrm{p}} & (\xi) & \mathrm{N}_{2, \mathrm{p}}(\xi) & \ldots \tag{2.32}
\end{array} \mathrm{N}_{\mathrm{n}, \mathrm{p}}(\xi)\right\}
$$

is the basis of the vector space, while

$$
\left\{\begin{array}{lllll}
\mathrm{X}_{1} & \mathrm{X}_{2} & \ldots . & \mathrm{X}_{\mathrm{n}} \tag{2.33}
\end{array}\right\}
$$

are the coordinates for a vector $\mathbf{C}(\xi)$. The familiar linear combination applies:

$$
\begin{equation*}
C(\xi)=X_{1} \cdot N_{1, p}(\xi)+X_{2} \cdot N_{2, p}(\xi)+\ldots+X_{n} \cdot N_{n, p}(\xi) \tag{2.34}
\end{equation*}
$$

Due to linear independence and vector space properties, it is understood that for a specific set of basis functions, only one set of control points can yield the appropriate geometry. If one wants to change the basis functions, the control points have to be shifted accordingly.

### 2.6 B-Spline Basis Function Derivatives

Basis function derivatives are widely used in isogeometric analysis. Deformation and stiffness matrices are built upon the derivatives of shape functions. As a result, the distribution of stresses and strains across the model is based on those derivatives. The derivatives of B-Splines, as obtained from the recursive formula, are represented as a linear combination of previous polynomial order basis functions:

$$
\begin{equation*}
\frac{d}{d \xi} N_{i, p}(\xi)=\frac{p}{\xi_{i+p}-\xi_{i}} \cdot N_{i, p-1}(\xi)-\frac{p}{\xi_{i+p+1}-\xi_{i+1}} \cdot N_{i+1, p-1}(\xi) \tag{2.35}
\end{equation*}
$$

This leads to a generalized equation for the $\mathrm{k}^{\text {th }}$ derivative:

$$
\begin{gather*}
\frac{d^{k}}{d \xi^{k}} N_{i, p}(\xi)=\frac{p!}{(p-k)!} \cdot \sum_{j=0}^{k} a_{k, j} \cdot N_{i+j, p-k}(\xi)  \tag{2.36}\\
a_{0,0}=1  \tag{2.37}\\
a_{k, 0}=\frac{a_{k-1,0}}{\xi_{i+p-k+1}-\xi_{i}}  \tag{2.38}\\
a_{k, j}=\frac{a_{k-1, j}-a_{k-1, j-1}}{\xi_{i+p+j-k+1}-\xi_{i+j}}, \quad j=1, \ldots, k-1  \tag{2.39}\\
a_{k, k}=\frac{-a_{k-1, k-1}}{\xi_{i+p+1}-\xi_{i+k}} \tag{2.40}
\end{gather*}
$$

The partial derivatives of two-directional B-Spline shape functions can be easily obtained by application of the quotient rule:

$$
\begin{equation*}
\frac{\partial}{\partial \xi} R_{i, j}^{\mathrm{p}, \mathrm{q}}(\xi, \eta)=\left(\frac{\mathrm{d}}{\mathrm{~d} \xi} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi)\right) \cdot \mathrm{M}_{\mathrm{j}, \mathrm{q}}(\eta) \tag{2.41}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial}{\partial \eta} R_{i, j}^{\mathrm{p}, \mathrm{q}}(\xi, \eta)=\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi) \cdot\left(\frac{\mathrm{d}}{\mathrm{~d} \eta} \mathrm{M}_{\mathrm{i}, \mathrm{q}}(\eta)\right) \tag{2.42}
\end{equation*}
$$

3D Shape function derivatives per direction can be obtained in the same manner

$$
\begin{align*}
& \frac{\partial}{\partial \xi} R_{i, j, k}^{p, q, r}(\xi, \eta, \zeta)=\left(\frac{d}{d \xi} N_{i, p}(\xi)\right) \cdot M_{j, q}(\eta) \cdot L_{k, r}(\zeta)  \tag{2.43}\\
& \frac{\partial}{\partial \eta} R_{i, j, \mathrm{k}}^{\mathrm{p}, \mathrm{q}, \mathrm{r}}  \tag{2.44}\\
& (\xi, \eta, \zeta)=N_{\mathrm{i}, \mathrm{p}}(\xi) \cdot\left(\frac{\mathrm{d}}{\mathrm{~d} \eta} M_{\mathrm{j}, \mathrm{q}}(\eta)\right) \cdot \mathrm{L}_{\mathrm{k}, \mathrm{r}}(\zeta)  \tag{2.45}\\
& \frac{\partial}{\partial \zeta} \mathrm{R}_{\mathrm{i}, \mathrm{j}, \mathrm{k}}^{\mathrm{p}, \mathrm{r}}(\xi, \eta, \zeta)=\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi) \cdot \mathrm{M}_{\mathrm{j}, \mathrm{q}}(\eta) \cdot\left(\frac{\mathrm{d}}{\mathrm{~d} \zeta} \mathrm{~L}_{\mathrm{k}, \mathrm{r}}(\zeta)\right)
\end{align*}
$$

### 2.7 B-Spline Geometries

B-Spline geometries can be curves, surfaces or solids and are created with the combination of B-Spline shape functions and their corresponding control points.

### 2.7.1 B-Spline Curve.

A $p^{\text {th }}$ degree curve is defined by
where the $\left\{P_{i}\right\}$ are the control points' Cartesian coordinates of the curve and $\left\{\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi)\right\}$ the $\mathrm{p}^{\text {th }}$ degree $B$-Spline basis functions defined on the non-periodic open knot value vector $\quad \equiv=\left\{\xi_{1}\right.$, $\left.\xi_{2}, \ldots, \xi_{n+p}, \xi_{n+p+1}\right\}$.

### 2.7.2 B-Spline Surface.

A B-Spline surface is obtained by taking a bidirectional net of control points, two knot vectors $\equiv$ and $H$ with the respective polynomial degrees $p, q$ and the products of the univariate $B$-Spline functions:

$$
\begin{equation*}
\left.(\mathrm{x}, \mathrm{y}, \mathrm{z})=\mathrm{S}(\xi, \eta)=\sum_{\mathrm{i}=1}^{\mathrm{n}} \sum_{\mathrm{j}=1}^{\mathrm{m}} \mathrm{R}_{\mathrm{i}, \mathrm{j}}^{\mathrm{p}, \mathrm{q}}(\xi, \eta) \underset{\substack{(1 \times 3)}}{\left\{\mathrm{P}_{\mathrm{i}, \mathrm{j}, \mathrm{k}}\right\}}\right\}=\sum_{\mathrm{i}=1}^{\mathrm{n}} \sum_{\mathrm{j}=1}^{\mathrm{m}} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi) \mathrm{N}_{\mathrm{j}, \mathrm{q}}(\eta) \underset{\underset{(\mathrm{i}, \mathrm{i} \times 3)}{ }\}}{\left\{\mathrm{P}_{1}\right\}} \tag{2.47}
\end{equation*}
$$

### 2.7.3 B-Spline Solid.

In the same fashion, a B-Spline volume is obtained by taking a three directional net of control points, three knot vectors $\equiv, H, Z$ with the respective polynomial degrees $p, q, r$ and the products of the univariate B-Spline functions:

$$
\begin{equation*}
(\mathrm{x}, \mathrm{y}, \mathrm{z})=\mathrm{V}(\xi, \eta, \zeta)=\sum_{\mathrm{i}=1}^{\mathrm{n}} \sum_{\mathrm{j}=1}^{\mathrm{m}} \sum_{\mathrm{k}=1}^{1} \mathrm{R}_{\mathrm{i}, \mathrm{j}, \mathrm{k}}^{\mathrm{p}, \mathrm{r}}(\xi, \eta, \zeta)\left\{\underset{\substack{\text { i, }(1 \times 3) \\\left(\mathrm{P}_{\mathrm{k}}\right)}}{ }\right\}=\sum_{\mathrm{i}=1}^{\mathrm{n}} \sum_{\mathrm{j}=1}^{\mathrm{m}} \sum_{\mathrm{k}=1}^{1} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi) \mathrm{N}_{\mathrm{j}, \mathrm{q}}(\eta) \mathrm{N}_{\mathrm{k}, \mathrm{r}}(\xi) \underset{\substack{(1 \times 3)}}{\left\{\mathrm{P}_{\mathrm{i}, \mathrm{k}, \mathrm{k}}\right\}} \tag{2.48}
\end{equation*}
$$

### 2.8 POINT INVERSION

Note that the inverse procedure, finding the parametric coordinates $\xi, \eta, \zeta$ of a point ( $x, y, z$ ) in physical space, is more difficult and may require an iterative procedure.

### 2.9 B-Spline Curve Properties

B-Spline curve entities have the following properties, as obtained from Piegl, Tiller:

- B-Spline curves are a generalization of Bezier curves.
- $C(\xi)$ is a piecewise polynomial curve.
- Each basis function corresponds to a certain control point.
- The first and last control point, as well as internal control points corresponding to $\mathrm{C}^{0}$ continuous basis functions, are interpolatory to the curve.
- B-Spline curves possess strong convex hull property.
- Moving a control point $X_{i}$ only changes part of the curve.
- The control polygon represents a piecewise linear approximation to the curve.
- It is possible to use multiple control points with the same coordinates.
- Any transformation applied to the curve can be applied directly at the control points. This property is known as "affine invariance" or "affine covariance".
- In every knot span, at most p+1 control points contribute to the definition of the curve, corresponding to the $p+1$ non-zero basis functions.
- Since $C(\xi)$ is a linear combination of $N_{i, p}(\xi)$, curve continuity and differentiability are obtained straight from the basis functions.
- No line has more intersections with the curve, than with the control polygon.


### 2.9.1 Generalization of Bezier curves

B-Spline curves are a generalization of Bezier curves. Given an open knot vector and $n=p+1$ control points, a Bezier curve is produced. Bezier curves were utilized in CAD methods before B-Splines. Fig. $\mathbf{2 . 1 1}$ presents a Bezier curve with $p=3$, an open knot value vector $\left\{\begin{array}{llllllll}0 & 0 & 0 & 0 & 1 & 1 & 1 & 1\end{array}\right\}$ and $n=p+1=4$ control points. Bezier curves are $B$-Spline curves defined in only one knot span. As a result, every basis function is non-zero across the entire parameter space and control points affect the shape of the entire curve. Bezier surfaces are a special case of one-rectangle B-Spline surfaces and Bezier solids a special case of one-cuboid BSpline solids as well.


Figure 2.11.
Bezier curve in (a) physical space and (b) basis functions in parameter space. Knot value vector: $\equiv=\left\{\begin{array}{llll}0 & 0 & 0 & 0\end{array}\right.$ 011111 \}
(lakovos Antonios 2015)

### 2.9.2 $\mathrm{C}(\xi)$ is a piecewise polynomial curve

We can see that through the definition of the curve,

$$
\begin{equation*}
\left.\left.(\mathrm{x}, \mathrm{y}, \mathrm{z})=\mathrm{C}(\xi)=\left\{\underset{(\mathrm{i}, \mathrm{p})}{\left\{\mathrm{N}_{\mathrm{in}}(\xi)\right.}\right\}^{\mathrm{T}} \underset{(\mathrm{nx} \times 3)}{\left\{\mathrm{P}_{\mathrm{i}}\right.}\right\}=\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi) \underset{(1 \times 3)}{\left\{\mathrm{P}_{\mathrm{i}}\right\}}\right\}, \quad \xi_{1} \leq \xi \leq \xi_{\mathrm{n}+\mathrm{p}+1} \tag{2.49}
\end{equation*}
$$

We know that the B-Spline basis functions $\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi)$ are piecewise polynomials which multiplied by coefficients $\left\{\mathrm{P}_{\mathrm{i}}\right\}$ and then summed, also result in a piecewise polynomial of $\xi$, the curve $C(\xi)$. Of course the tensor product surfaces and solids from combining B-Spline basis functions along different directions $\xi, \eta, \zeta$ are also piecewise polynomials in respect to those directions. In general they are piecewise polynomials of $\xi, \eta$ and $\zeta$.


Figure 2.12.
Piecewise polynomials that form a B-Spline basis function. Knots represent the boundaries of the pieces.

### 2.10 Control Point - Basis Function Correspondence

Each basis function corresponds to a certain control point. There are n basis functions and n control points in a B-Spline curve.


Figure 2.13.
(a) Physical Space and (b) basis functions with the corresponding control points.
(Iakovos Antonios 2015)

In Fig. 2.13, control points are represented both in parameter and physical space. Each point controls a specific basis function. This property also applies for multiple directions. Every control point of the surface or the solid is tensor product of a control point in directions $\xi, \eta$ and $\zeta$. By extension, the corresponding B-Spline is tensor product of the basis functions. In the most general case, there are ( $\mathrm{n} \times \mathrm{m} \times \mathrm{I}$ ) control points and basis functions.

### 2.10.1 Interpolation to the Curve

The endpoint interpolation property states that the first and last control point of the curve lay upon the curve, on its first and last point. We will support this argument and also augment it with the statement that for every knot of $\mathrm{C}^{0}$ continuity internal to the knot vector a control point also lies upon the curve.

At points of $\mathrm{C}^{0}$ continuity internally to the knot vector and $\mathrm{C}^{-1}$ continuity at the edges of the knot vector the shape functions are all zero except one that is 1 .

$$
\begin{equation*}
\mathrm{C}(\xi)=\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi) \underset{(1 \times 3)}{\left\{\mathrm{P}_{\mathrm{i}}\right\}} \tag{2.50}
\end{equation*}
$$



Figure 2.14.
Control point interpolation.(a)B-Spline curve and (b) the reciprocal basis functions
In Fig. 2.14, the first and the last control point, which have $\mathrm{C}^{-1}$ continuity, are interpolatory to the curve. This can be explained with the help of the equation of the curve:

$$
\mathrm{C}(\xi)=\sum_{\mathrm{i}=1}^{\mathrm{n}}\left\{\mathrm{~N}_{\mathrm{i}, 2}(\xi) \cdot \mathrm{X}_{\mathrm{i}}\right\}
$$

For $\xi=0$, it applies that:

$$
\mathrm{C}(0)=\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{~N}_{\mathrm{i}, 2}(0) \cdot \mathrm{X}_{\mathrm{i}}
$$

where,

$$
\begin{gathered}
\mathrm{N}_{1,2}(0)=1 \\
\mathrm{~N}_{\mathrm{i}, 2}(0)=0, \mathrm{i}=2, \ldots, 6
\end{gathered}
$$

so,

$$
\mathrm{C}(0)=\mathrm{N}_{1,2}(0) \cdot \mathrm{X}_{1}=\mathrm{X}_{1}
$$

And for $\xi=3$ :

$$
\begin{gathered}
\mathrm{C}(3)=\sum_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{~N}_{\mathrm{i}, 2}(3) \cdot \mathrm{X}_{\mathrm{i}} \\
\mathrm{~N}_{6,2}(3)=1 \\
\mathrm{~N}_{\mathrm{i}, 2}(3)=0, \mathrm{i}=1, \ldots, 5
\end{gathered}
$$

so,

$$
\mathrm{C}(3)=\mathrm{N}_{6,2}(3) \cdot \mathrm{X}_{6}=\mathrm{X}_{6}
$$

Likewise, the internal control point, with $\mathrm{C}^{0}$ continuity across $\xi=2$ is interpolatory to the curve because:

$$
\mathrm{C}(2)=\sum_{\mathrm{i}=1}^{\mathrm{n}}\left\{\mathrm{~N}_{\mathrm{i}, 2}(2) \cdot \mathrm{X}_{\mathrm{i}}\right\}
$$

$\mathbf{N}_{4,2}(2)=1$, as this is the only non-zero basis function across $\xi=2$

$$
\mathrm{N}_{\mathrm{i}, 2}(2)=0, \mathrm{i} \neq 4
$$

so,

$$
\mathrm{C}(2)=\mathrm{N}_{4,2}(2) \cdot \mathrm{X}_{4}=\mathrm{X}_{4}
$$

Observe that both the form of the curve and the form of the basis functions indicate that this geometry could be represented by two different sets of knot vectors and control points,
with absolutely no deflections from the current representation. This will be examined thoroughly later.

Interpolation also applies for surfaces and solids, when appropriately reduced continuity is used for all directions at a knot. $\mathrm{C}^{-1}$ continuity is required for external knots and $\mathrm{C}^{0}$ for internal.

In Fig. 2.15, $N_{5,2}(\xi)$ at axis $\xi$ and $\mathrm{M}_{6,2}(\eta)$ at axis $\eta$ have $C^{0}$ Continuity. Therefore the control point corresponding to ${ }_{R_{5,6}^{2,2}(\xi, \eta)}$ is interpolatory to the surface. The external control points with $\mathrm{C}^{-1}$ continuity at both directions are also interpolatory to the surface.


Figure 2.15.
(a) B-Spline surface and (b) Basis functions axis $\xi$, (c) Basis functions in axis $\eta$. (Iakovos Antonios 2015)

In Fig. 2.16 $\mathrm{N}_{4,2}(\xi)$ at parametric axis $\xi$ and $\mathrm{M}_{4,2}(\eta)$ at parametric axis $\eta$ have $\mathrm{C}^{0}$ continuity, thus control points corresponding to the shape functions $\mathrm{R}_{4,4,1}^{2,2,1}(\xi, \eta, \zeta)$ and
$\mathrm{R}_{4,4,2}^{2,2,1}(\xi, \eta, \zeta)$, are interpolatory to the solid. As we can see, the external control points are also interpolatory to the solid, because continuity is reduced to $\mathbf{C}^{-1}$.


Figure 2.16.
(a) Solid in the physical space with (b) basis functions axis $\xi$, (c) basis functions axis $\eta$, (d) basis functions axis $\zeta$. (Iakovos Antonios 2015)

### 2.10.2 B-Spline convex hull property

The strong convex hull property states that the curve is contained in the convex hull of its control polygon and more specifically that:

If $\xi \in\left[\xi_{\mathrm{i}}, \xi_{\mathrm{i}+1}\right)$ with $\mathrm{p} \leq \mathrm{i}<\mathrm{n}$, so that $\xi$ is not in the starting and ending $(\mathrm{p}+1)$ trivial knot spans, then $\mathrm{C}(\xi)$ is in the convex hull of the control points $\mathrm{P}_{\mathrm{i}-\mathrm{p}}, \mathrm{P}_{\mathrm{i}}$.

The strong convex hull property follows from the properties of non-negativity, partition of unity and local support of the B-Spline Basis functions.

In Figure 2.17 we demonstrate the strong convex hull property at each knot span and over the whole curve.


Figure 2.17.
Demonstration of the strong convex hull property in B-Spline curves. Knot Value Vector $\equiv=\{000123444\}$ (lakovos Antonios 2015)

### 2.10.3 Control Point Local support

Moving a control point $X_{i}$ only changes part of the curve, more specifically the part corresponding to the $\left[\xi_{i}, \xi_{i+p+1}\right)$ knot value spans. This is a result of the local support of the corresponding B -Spline function.

Changing the $i^{\text {th }}$ control point's Cartesian coordinate doesn't matter outside the interval $\left[\xi_{i}, \xi_{i+p+1}\right)$ as only there the corresponding B-Spline $N_{i, p}(\xi) \neq 0$. Thus outside $\left[\xi_{i}, \xi_{i+p+1}\right)$ the contribution $\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi)\left\{\mathrm{P}_{\mathrm{i}}\right\}$ to the curve is zero whether we change the coordinate or not. So indeed, moving a control point $P_{i}$ changes only a part of the curve, the mapping of the interval $\left[\xi_{i}, \xi_{i+p+1}\right)$ to the physical space.


Figure 2.18.
The control point local support in (a) physical and (b) parameter space.Moving a control point affects only part of the curve.
(lakovos Antonios 2015)
Every control point is associated with a basis function. Support of the control point is defined by the support of the corresponding basis function. Therefore, control points affect only part of the curve. In Fig. 2.18, a curve with $p=2$ and knot value vector $\left\{\begin{array}{lllllllll}0 & 0 & 0 & 1 & 2 & 3 & 4 & 4 & 4\end{array}\right\}$, is presented. The control point for $\mathrm{i}=3$ is moved and this affects partially the entity.

In this example, $N_{3,2}(\xi)$ spans from $\xi=0$ to $\xi=3$. The knots act as boundaries of the support. For $\xi=3, N_{3,2}(\xi)$ is switched "off" and $N_{6,2}(\xi)$ is switched "on".

The $3^{\text {rd }} \mathrm{B}$-Spline and the corresponding $3^{\text {rd }}$ control point have support the interval $[0,3)$ and that is the interval in the physical space that is influenced by the change of the control point's Cartesian coordinate. We notice that in the interval $[3,4)$, out of the control points' support the curve remains intact.

Local support of control points is also expanded by tensor product properties. The local support of a multi-directional control point is the tensor product of the respective supports.


Figure 2.19.
Local support of 2D control point.Surface (a) in physical and (b) in parameter space. (lakovos Antonios 2015)

Fig. 2.19 represents the local support in the parametric axis $\xi, \eta$ of $N_{4,2}(\xi)$ and $M_{3,2}(\eta)$ BSpline curves respectively. In parametric axis $\xi$ the local support expands throughout the axis, whereas in parametric axis $\eta$ the basis function is switched "on" at the second knot span. The tensor product of the respective supports for $\xi, \eta$ is represented in cyan. It spans across $4 \times 3=12$ knot rectangles in total.

The same properties apply for B-Spline solids as well.


Figure 2.20.
Local support of a 3D control point.Solid (a) in physical and (b) in parameter space.
(lakovos Antonios 2015)

Fig. $\mathbf{2 . 2 0}$ presents the local support of $N_{3,2}(\xi), M_{4,2}(\eta)$ and $L_{1,1}(\zeta)$. In parametric axes $\xi, \zeta$, the local support expands at all knot spans, whereas in the parametric axis $\eta$ the local support spans between knots 1 and 4. The local support is displayed in cyan and it does not reach all the knot spans in parametric axis $\eta$. A total of $3 \times 3 \times 1=9$ knot cuboids represent the support of the control point.

### 2.10.4 Control Polygon Approximation

The control polygon represents a piecewise linear approximation to the curve. Due to convex hull properties, refinement by knot insertion or order elevation brings the control polygon closer to the curve.


Figure 2.21
Control polygon approximation through refinement.
(lakovos Antonios 2015)
In Fig. 2.21 a curve of degree $\mathrm{p}=3$ is designed. The control polygon already represents a linear approximation to the curve. When consecutive h - or p - refinements are applied, the control polygon is brought even closer to the curve. Refined control polygons provide a general idea of the form of the curve. This property also applies for multiple directions.


Figure 2.22.
Control Net approximation through Surface h-Refinement.
(Iakovos Antonios 2015)
For example, in Fig. 2.22, the refinement iterations made, brought the control net closer to the surface.

### 2.11 Non-Uniform Rational B-Splines

### 2.11.1 Introduction

Non-uniform rational B-Spline (NURBS) is a mathematical model commonly used in computer graphics for generating and representing curves and surfaces. It offers great flexibility and precision for handling both analytic (surfaces defined by common mathematical formulae) and modeled shapes. NURBS are commonly used in computeraided design (CAD), manufacturing (CAM), and engineering (CAE) and are part of numerous industry standards, such as IGES, STEP, ACIS, and PHIGS. NURBS tools are also found in various 3D modeling and animation software packages.

They can be handled efficiently by computer software and yet allow easy human interaction. NURBS surfaces are functions of two parameters, mapping a surface in threedimensional space. The shape of the surface is determined by control points. NURBS surfaces can represent in compact form, simple geometrical shapes. T-splines and subdivision surfaces are more suitable for complex organic shapes ,as they reduce the number of control points twofold in comparison with the NURBS surfaces.

In general, editing NURBS curves and surfaces is highly intuitive and predictable. Control points are always either connected directly to the curve/surface, or act as if they were connected by a rubber band. Depending on the type of user interface, editing can be realized via an element's control points, which are most obvious and common for Bézier curves, or via higher level tools such as spline modeling or hierarchical editing.


Figure 2.23.
Illustration of random NURBS surface along with its control polygon. Control points are depicted as small spheres

### 2.11.2 Basic Properties and advantages

A NURBS curve is defined by its order, a set of weighted control points and a knot vector. NURBS curves and surfaces are generalizations of both B-Splines and Bézier curves and surfaces. The primary difference is the weighting of control points, which makes NURBS curves rational (non-rational B-splines are a special case of rational B-Splines). By using a two-dimensional grid of control points, NURBS surfaces, planar patches and sections of spheres can be created. These are parametrized with two variables (typically called $s$ and $t$ or $u$ and $v$ ). This can be extended to arbitrary dimensions to create NURBS mapping $R^{n} \rightarrow R^{n}$.

NURBS have numerous advantages in computational graphics and design that can be exploited in isogeometric analysis:

- They are invariant under affine transformations: operations like rotations and translations can be applied to NURBS curves and surfaces by applying them to their control points.
- They offer one common mathematical form for both standard analytical shapes (e.g., conics) and free-form shapes.
- They provide the flexibility to design a large variety of shapes.
- They reduce the memory consumption when storing shapes (compared to simpler methods).
- They can be evaluated reasonably quickly by numerically stable and accurate algorithms.


### 2.11.3 Concept

The projective $B$-Spline curve $\mathrm{C}^{\mathrm{w}}(\xi)$ is created from the projective 3 D control points $X^{\mathrm{w}}=\left\{\mathrm{X}^{\mathrm{w}} \mathrm{Y}^{\mathrm{w}} Z^{\mathrm{w}}\right\}$.

Projection of the curve and control points on the plane $z=1$ produces the NURBS curve $C(\xi)$ and the 2D control points:

$$
X=\{X Y\}
$$

where,

$$
\left\{\begin{array}{ll}
X_{i} & Y_{i}
\end{array}\right\}=\left\{\begin{array}{ll}
\frac{X_{i}^{w}}{Z_{i}^{w}} & \frac{Y_{i}^{w}}{Z_{i}^{w}}
\end{array}\right\}
$$

The weights of the NURBS curve are defined as:

$$
w=\left\{Z^{w}\right\}
$$

In generalization, $n$-dimensional rational B-Splines are projections of ( $n+1$ ) dimensional non-rational B-Splines.

### 2.11.4 NURBS Shape Functions

In order to evaluate NURBS shape functions, the weighting function is defined:

$$
\mathrm{W}(\xi)=\sum_{\mathrm{i}=1}^{\mathrm{n}}\left\{\mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi) \cdot \mathrm{w}_{\mathrm{i}}\right\}
$$

In most engineering applications, weights have positive values. $W(\xi)$ is in fact the coordinate of the projective B-Spline curve. Projective transformation is applied by dividing the other two coordinates of the B-Spline curve with the Z-coordinate. NURBS shape functions are calculated from

$$
\mathrm{R}_{\mathrm{i}}^{\mathrm{p}}(\xi)=\frac{\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi) \cdot \mathrm{w}_{\mathrm{i}}}{\mathrm{~W}(\xi)}=\frac{\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi) \cdot \mathrm{w}_{\mathrm{i}}}{\sum_{\mathrm{i}^{\prime}=1}^{\mathrm{n}}\left\{\mathrm{~N}_{\mathrm{i}^{\prime}, \mathrm{p}}(\xi) \cdot \mathrm{w}_{\mathrm{i}^{\prime}}\right\}}
$$

$R_{i}^{p}(\xi)$ are piecewise rational functions. The expression "the order of NURBS" refers to the order of the projective B-Spline curve.

NURBS shape functions in multiple directions can be obtained as tensor products of onedirectional basis functions:

Shape functions for two directions:

$$
\begin{aligned}
& \mathrm{R}_{\mathrm{i}, \mathrm{j}}^{\mathrm{p}, \mathrm{q}}(\xi, \eta)=\frac{\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi) \cdot \mathrm{M}_{\mathrm{j}, \mathrm{q}}(\eta) \cdot \mathrm{w}_{\mathrm{ij}}}{\sum_{\mathrm{i}^{\prime}=1}^{\mathrm{n}} \sum_{j^{\prime}=1}^{\mathrm{m}}\left\{\mathrm{~N}_{\mathrm{i}^{\prime}, \mathrm{p}}(\xi) \cdot \mathrm{M}_{\mathrm{i}^{\prime}, \mathrm{q}}(\eta) \cdot \mathrm{w}_{\mathrm{i}^{\prime}{ }^{\prime}}\right\}} \\
& W(\xi, \eta)=\sum_{\mathrm{i}^{\prime}=1}^{n} \sum_{j^{\prime}=1}^{m}\left\{N_{\mathrm{i}^{\prime}, \mathrm{p}}(\xi) \cdot \mathrm{M}_{\mathrm{j}^{\prime}, \mathrm{q}}(\eta) \cdot \mathrm{w}_{\mathrm{i}^{\prime} j^{\prime}}\right\}
\end{aligned}
$$

Similarly, we expand the equations in order to obtain tensor product 3D shape functions:

$$
\mathrm{R}_{\mathrm{i}, \mathrm{j}, \mathrm{k}}^{\mathrm{p}, \mathrm{q}, \mathrm{r}}(\xi, \eta, \zeta)=\frac{\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi) \cdot \mathrm{M}_{\mathrm{j}, \mathrm{q}}(\eta) \cdot \mathrm{L}_{\mathrm{k}, \mathrm{r}}(\zeta) \cdot \mathrm{w}_{\mathrm{ijk}}}{\sum_{\mathrm{i}^{\prime}=1}^{\mathrm{n}} \sum_{\mathrm{j}^{\prime}=1}^{\mathrm{m}} \sum_{\mathrm{k}^{\prime}=1}^{1}\left\{\mathrm{~N}_{\mathrm{i}^{\prime}, \mathrm{p}}(\xi) \cdot \mathrm{M}_{\mathrm{j}^{\prime}, \mathrm{q}}(\eta) \cdot \mathrm{L}_{\mathrm{k}^{\prime}, \mathrm{r}}(\zeta) \cdot \mathrm{w}_{\mathrm{i}^{\prime} \mathrm{j}^{\prime} \mathrm{k}^{\prime}}\right\}}
$$

The weighting function is now defined as:

$$
\mathrm{W}(\xi, \eta, \zeta)=\sum_{\mathrm{i}^{\prime}=1}^{\mathrm{n}} \sum_{\mathrm{j}^{\prime}=1}^{\mathrm{m}} \sum_{\mathrm{k}^{\prime}=1}^{1}\left\{\mathrm{~N}_{\mathrm{i}^{\prime}, \mathrm{p}}(\xi) \cdot \mathrm{M}_{\mathrm{j}^{\prime}, \mathrm{q}}(\eta) \cdot \mathrm{L}_{\mathrm{k}^{\prime}, \mathrm{r}}(\zeta) \cdot \mathrm{W}_{\mathrm{i}^{\prime} \mathrm{j}^{\prime}}\right\}
$$

Observe that for $\mathrm{W}_{\mathrm{ijk}}=1, \forall \mathrm{i}, \mathrm{j}, \mathrm{k}$, it applies that NURBS shape functions downgrade to B Spline basis functions. Actually, NURBS entities are a generalization of B-Spline entities. All the B-Spline properties examined in this thesis apply for NURBS as well.

### 2.11.5 NURBS Shape Function Derivatives

Applying the quotient rule we get the expression for the derivatives of NURBS shape functions.

$$
\frac{d}{d \xi} R_{i}^{p}(\xi)=\frac{\left(\frac{d}{d \xi} N_{i, p}(\xi)\right) W(\xi)-N_{i, p}(\xi)\left(\frac{d}{d \xi} W(\xi)\right)}{(W(\xi))^{2}} w_{i}
$$

In the case of more than one parametric direction we get the partial derivatives in the same way.

For 2D shape functions:

$$
\begin{aligned}
& \frac{\partial}{\partial \xi} R_{i, j}^{p, q}(\xi, \eta)=\frac{\left(\frac{\partial}{\partial \xi} N_{i, p}(\xi)\right) W(\xi, \eta)-N_{i, p}(\xi)\left(\frac{\partial}{\partial \xi} W(\xi, \eta)\right)}{(W(\xi, \eta))^{2}} W_{i, j} M_{i, q}(\eta) \\
& \frac{\partial}{\partial \eta} R_{i, j}^{p, q}(\xi, \eta)=\frac{\left(\frac{\partial}{\partial \eta} M_{\mathrm{j}, \mathrm{q}}(\eta)\right) W(\xi, \eta)-M_{\mathrm{j}, \mathrm{q}}(\eta)\left(\frac{\partial}{\partial \eta} W(\xi, \eta)\right)}{(W(\xi, \eta))^{2}} W_{i, j} N_{i, p}(\xi)
\end{aligned}
$$

And for 3D shape functions

$$
\frac{\partial}{\partial \xi} R_{i, j, \mathrm{k}}^{\mathrm{p}, \mathrm{k}}(\xi, \eta, \zeta)=\frac{\left(\frac{\partial}{\partial \xi} \mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi)\right) \mathrm{W}(\xi, \eta, \zeta)-\mathrm{N}_{\mathrm{i}, \mathrm{p}}(\xi)\left(\frac{\partial}{\partial \xi} \mathrm{W}(\xi, \eta, \zeta)\right)}{(\mathrm{W}(\xi, \eta, \zeta))^{2}} \mathrm{w}_{\mathrm{i}, \mathrm{j}, \mathrm{k}} \mathrm{M}_{\mathrm{j}, \mathrm{q}}(\eta) \mathrm{L}_{\mathrm{k}, \mathrm{r}}(\zeta)
$$

$$
\begin{aligned}
& \frac{\partial}{\partial \eta} R_{i, j, k}^{\mathrm{p}, \mathrm{q}, \mathrm{r}}(\xi, \eta, \zeta)=\frac{\left(\frac{\partial}{\partial \eta} \mathrm{M}_{\mathrm{j}, \mathrm{q}}(\eta)\right) \mathrm{W}(\xi, \eta, \zeta)-\mathrm{M}_{\mathrm{j}, \mathrm{q}}(\eta)\left(\frac{\partial}{\partial \eta} \mathrm{W}(\xi, \eta, \zeta)\right)}{(\mathrm{W}(\xi, \eta, \zeta))^{2}} \mathrm{w}_{\mathrm{i}, \mathrm{j}, \mathrm{k}} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi) \mathrm{L}_{\mathrm{k}, \mathrm{r}}(\zeta) \\
& \frac{\partial}{\partial \zeta} \mathrm{R}_{\mathrm{i}, \mathrm{j}, \mathrm{k}}^{\mathrm{p}, \mathrm{r}}(\xi, \eta, \zeta)=\frac{\left(\frac{\partial}{\partial \zeta} \mathrm{L}_{\mathrm{k}, \mathrm{r}}(\zeta)\right) \mathrm{W}(\xi, \eta, \zeta)-\mathrm{L}_{\mathrm{k}, \mathrm{r}}(\zeta)\left(\frac{\partial}{\partial \zeta} \mathrm{W}(\xi, \eta, \zeta)\right)}{(\mathrm{W}(\xi, \eta, \zeta))^{2}} \mathrm{w}_{\mathrm{i}, \mathrm{j}, \mathrm{k}} \mathrm{~N}_{\mathrm{i}, \mathrm{p}}(\xi) \mathrm{M}_{\mathrm{j}, \mathrm{q}}(\eta)
\end{aligned}
$$

### 2.11.6 NURBS Entities

NURBS entities are created as a linear combination of NURBS shape functions, exactly the same way as B-Spline entities. The following is the equation for the creation of NURBS

### 2.11.6.1 Curves:

$$
C(\xi)=\sum_{i=1}^{n}\left\{R_{i}^{p}(\xi) \cdot X_{i}\right\}
$$

### 2.11.6.2 Surfaces:

$$
S(\xi, \eta)=\sum_{i=1}^{n} \sum_{j=1}^{m}\left\{R_{i, j}^{p, q}(\xi, \eta) \cdot X_{i, j}\right\}
$$

### 2.11.6.3 and Solids:

$$
\mathrm{S}(\xi, \eta, \zeta)=\sum_{\mathrm{i}=1}^{\mathrm{n}} \sum_{\mathrm{j}=1}^{\mathrm{m}} \sum_{\mathrm{k}=1}^{1}\left\{\mathrm{R}_{\mathrm{i}, \mathrm{j}, \mathrm{k}}^{\mathrm{p}, \mathrm{r}}(\xi, \eta, \zeta) \cdot \mathrm{X}_{\mathrm{i}, \mathrm{j}, \mathrm{k}}\right\}
$$



Figure 2.24.
NURBS Geometries. (a) Curve, (b) Surfac

## 3. STIFFNESS MATRIX

### 3.1 Preliminary Steps for Analysis

The main difference between isogeometric analysis and finite element analysis is the type of the shape functions used for the approximation of the solution field. The substitution of Lagrange polynomials with NURBS (widely utilized in the CAD community) leads to several new special characteristics.

### 3.1.1 Shape Functions

Finite element method shape functions are usually polynomials (e.g. Lagrange polynomials). However, they hold certain disadvantages. FEM shape functions are interpolatory at all nodes, internal and external, and have $\mathrm{C}^{-1}$ continuity at the edge. This results in the incompetence of FEM to define stresses and strains at any boundary of any element, leading in the introduction of other corrective methods such as extrapolation, in order to achieve that.

NURBS as shape functions hold an overlapping that is useful, as nearby elements are strongly connected, thus the simulation provides an improved approach to the natural problem. Continuous shape function derivatives lead to a continuous stress and strain field, minimizing the need for application of corrective methods.

### 3.1.2 Control Points

Classical FEM downsizes the natural problem of infinite unknowns to a finite number of unknowns, which are the degrees of freedom corresponding to the nodes. The position of the nodes depends on the element type. As a general rule, the nodes can be usually found in the corners and middle of the sides of the elements. They are part of the element and therefore part of the physical model. Displacements in other areas of the model can be approximated by a linear combination of displacements on the degrees of freedom. Distribution in the model is evaluated via the corresponding shape functions. In isoparametric elements, shape functions and their respective nodes are also used to approximate the geometry, thus enabling relatively complex shapes to be approximated with Lagrange polynomials.

In isogeometric analysis, NURBS are chosen as shape functions. The isoparametric concept is reversed, as geometrical mapping now defines the solution
approximation. The geometrical representation is achieved through a combination of control points and their corresponding shape functions. Degrees of freedom at the control points are now the unknowns.

### 3.1.3 Elements

Two ingredients of the isogeometric universe correspond to the essence of FEM "element". The isogeometric element could be either the patch or the knot span of the patch. In order to perform exact numerical integration, a certain number of Gauss points are chosen for the domain of every piece of the polynomial basis functions. The domain of this piece is the knot span, which resembles the finite element of FEM. This is the reason why in this thesis knot spans and not patches are considered isogeometric elements. In IGA, shape functions are not restricted to the interior of each element (knot span). Instead, they are non-zero across p+1 knot spans and overlap with more shape functions.

This overlapping results in a denser stiffness matrix than the classical finite element matrix even in the case of same number of dof. Apart from that, the fact that B-Spline functions are defined in the whole domain allows integration throughout the patch without building local element matrices separately. Of course, this would be time-consuming and it is not advised for advanced software technologies, but serves well for research purposes, where a flexible quadrature code is needed in order to test and discover new methods and ideas.

### 3.1.4 Gauss Points

### 3.1.1.1 Parametric Coordinates

As mentioned above, Gauss points are chosen for each knot span. Their coordinates are obtained on a reference element spanning $[-1,1]$ as the roots of the Legendre polynomial. The next step is to transform the coordinates and weights from the reference knot span $\xi^{\mathrm{R}}$ to the desired knot span $\left[\xi_{i}, \xi_{i+1}\right)$.

$$
\begin{gather*}
\xi=\frac{\left(\xi_{i+1}-\xi_{\mathrm{i}}\right) \cdot \xi^{\mathrm{R}}+\left(\xi_{\mathrm{i}+1}+\xi_{\mathrm{i}}\right)}{2}  \tag{3.1}\\
\mathrm{w}^{\mathrm{GP} \xi}=\frac{\left(\xi_{\mathrm{i}+1}-\xi_{\mathrm{i}}\right)}{2} \cdot \mathrm{w}_{\xi}^{\mathrm{R}} \tag{3.2}
\end{gather*}
$$

Full tensor product properties apply here as well, leading in similar equations for the other two parametric directions:

$$
\begin{gather*}
\eta=\frac{\left(\eta_{j+1}-\eta_{j}\right) \cdot \eta^{\mathrm{R}}+\left(\eta_{\mathrm{j}+1}+\eta_{\mathrm{j}}\right)}{2}  \tag{3.3}\\
\zeta=\frac{\left(\zeta_{\mathrm{k}+1}-\zeta_{\mathrm{k}}\right) \cdot \zeta^{\mathrm{R}}+\left(\zeta_{\mathrm{k}+1}+\zeta_{\mathrm{k}}\right)}{2}  \tag{3.4}\\
\mathrm{w}^{\mathrm{GP} \eta}=\frac{\left(\eta_{\mathrm{j}+1}-\eta_{\mathrm{j}}\right)}{2} \cdot \mathrm{w}_{\eta}^{\mathrm{R}}  \tag{3.5}\\
w^{\mathrm{GP} \zeta}=\frac{\left(\zeta_{\mathrm{k}+1}-\zeta_{\mathrm{k}}\right)}{2} \cdot \mathrm{w}_{\zeta}^{\mathrm{R}} \tag{3.6}
\end{gather*}
$$
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Figure 3.1. Gauss points
(a) on reference knot span and (b) transferred to parameter space.

### 3.1.1.2 Gauss Point Number

Gauss point coordinates and weights are evaluated for every patch. For the exact integration of a polynomial of degree $p,(p+1) / 2$ or $(p+2) / 2$ Gauss points are required per knot span for $p$ being odd or even respectively.

For 1D problems, the maximum degree of the deformation matrix is defined from the derivation of piecewise polynomial shape functions and is $\mathrm{p}-1$.

$$
[\mathrm{B}(\xi)]^{\mathrm{T}} \cdot[\mathrm{E}] \cdot[\mathrm{B}(\xi)]
$$

The aforementioned expression yields to the product of polynomials of maximum order $p-1$ resulting in a polynomial of maximum order ( $p-1)+(p-1=2 p-2$. Thus, the minimum number of Gauss points required per knot span for exact integration is:

$$
\begin{equation*}
\frac{(2 p-2)+2}{2}=p \tag{3.7}
\end{equation*}
$$

For 2D and 3D problems, the maximum order of the deformation matrix is determined by partial derivation of piecewise polynomial shape functions. Therefore the maximum degree is $p$ for derivation in the remaining directions.

The order of the product $[\mathrm{B}(\xi)]^{\mathrm{T}} \cdot[\mathrm{E}] \cdot[\mathrm{B}(\xi)]$ is $\mathrm{p}+\mathrm{p}=2 \mathrm{p}$. In order to achieve exact integration, the minimum number of Gauss points per knot span is:

$$
\begin{equation*}
\frac{2 p+2}{2}=p+1 \tag{3.8}
\end{equation*}
$$

Conclusively per knot span:

- For 1D problems, $\mathbf{p}$ Gauss points per knot span are required.
- For 2D and 3D problems, p+1 Gauss points per knot span are required.


### 3.1.5 Patches

As mentioned before, patches are used when a change in geometry type or material occurs. Patches can also be used in any case $\mathrm{C}^{-1}$ or $\mathrm{C}^{0}$ continuity is required. If separate knot vectors are used for every patch, stiffness matrices will be produced for every patch. The separate matrices are combined into one via connectivity arrays. If the connection is watertight, the procedure is the same as the one used in classical FEM to combine local element matrices to a single, global stiffness matrix.

### 3.1.6 Elasticity Matrix

Elasticity matrix types vary depending on the stress and strain field for each case. Data is obtained straight from classical FEM applications. Elasticity matrices for 1D elasticity, plane strain, plane stress and 3D elasticity are presented as follows, where $E$ is the Young's modulus and $v$ is the Poisson's ratio.

1D elasticity:

$$
\begin{equation*}
\underset{(1 \times 1)}{[\mathrm{E}]}=\mathrm{E} \tag{3.9}
\end{equation*}
$$

2D elasticity, plane stress:

$$
\underset{(3 \times 3)}{[\mathrm{E}]}=\frac{\mathrm{E}}{1-v^{2}} \cdot\left[\begin{array}{ccc}
1 & v & 0  \tag{3.10}\\
v & 1 & 0 \\
0 & 0 & \frac{1-v}{2}
\end{array}\right]
$$

2D elasticity, plane strain:

$$
\underset{(3 \times 3)}{[E]}=\frac{E}{(1-v) \cdot(1-2 v)} \cdot\left[\begin{array}{ccc}
1-v & v & 0  \tag{3.11}\\
v & 1-v & 0 \\
0 & 0 & \frac{1-2 v}{2}
\end{array}\right]
$$

3D elasticity:

$$
\underset{(6 \times 6)}{[E]}=\frac{\mathrm{E}}{(1-v) \cdot(1-2 v)} \cdot\left[\begin{array}{cccccc}
1-v & v & v & 0 & 0 & 0  \tag{3.12}\\
v & 1-v & v & 0 & 0 & 0 \\
v & v & 1-v & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1-2 v}{2} & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1-2 v}{2} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1-2 v}{2}
\end{array}\right]
$$

The corresponding stress and strain vectors are:

1D elasticity:

$$
\begin{align*}
& \{\sigma\}=\left\{\sigma_{\mathrm{x}}\right\}  \tag{3.13}\\
& \underset{(1 \times 1)}{\{(1 \times 1)}=\left\{\varepsilon_{\mathrm{x}}\right\}
\end{align*}
$$

2D elasticity, plane stress and plane strain:

$$
\begin{align*}
& \{\sigma\}=\left\{\begin{array}{c}
\sigma_{\mathrm{X}} \\
\left.\sigma_{\mathrm{Y}}\right\} \\
\tau_{\mathrm{XY}}
\end{array}\right\}  \tag{3.15}\\
& \left\{\begin{array}{c}
\{(3 \times 1)
\end{array}\right\}=\left\{\begin{array}{c}
\varepsilon_{\mathrm{X}} \\
\varepsilon_{\mathrm{Y}} \\
\gamma_{\mathrm{XY}}
\end{array}\right\} \tag{3.16}
\end{align*}
$$

3D elasticity:

$$
\left\{\underset{(6 \times 1)}{\{\sigma\}}=\left[\begin{array}{c}
\sigma_{\mathrm{X}}  \tag{3.17}\\
\sigma_{\mathrm{Y}} \\
\sigma_{\mathrm{Z}} \\
\sigma_{\mathrm{XY}} \\
\sigma_{\mathrm{YZ}} \\
\sigma_{\mathrm{ZX}}
\end{array}\right], \underset{(\mathrm{bx1})}{\{\varepsilon\}}=\left[\begin{array}{l}
\varepsilon_{\mathrm{X}} \\
\varepsilon_{\mathrm{Y}} \\
\varepsilon_{\mathrm{Z}} \\
\gamma_{\mathrm{XY}} \\
\gamma_{\mathrm{YZ}} \\
\gamma_{\mathrm{ZX}}
\end{array}\right]\right.
$$



Stress contour distribution. (a) $\sigma_{x x}$ for plane stress, (b) $\tau_{y z} 3 D$ elasticity

### 3.2 Stiffness Matrix Assembly.

### 3.2.1 General Procedure

The general process for the global stiffness matrix assembly, as obtained from finite element method, is shown in the following flow chart:


Figure 3.3.
Stiffness matrix assembly in finite element method.
There are three loops:

- Patch loop
- Element loop
- Gauss point loop

It is worth mentioning that the element loop in IGA can be avoided. In this case, the stiffness contribution of each control point pair is added directly to the stiffness
matrix of the patch. The reason for this is that parameter space is local to patch rather than elements.
Therefore, an engineer accustomed to the methods of isogeometric analysis knows that the element loop can be completely avoided, leading to the following flow chart:


Figure 3.4.
Stiffness matrix assembly in isogeometric analysis

### 3.2.1.1 Input Data

Information necessary for the whole process of analysis is given as input at this point. The information essential for the formulation of the stiffness matrix is divided into two categories:

- Structural analysis and material
- Computational geometry


### 3.3 Stiffness Matrix

### 3.3.1 Stiffness Matrix 1D

Let us consider a simple 1D application as an example. These applications are utilized only in truss systems with axial tension, but their significance is mostly academic. Simplifying the problem, without loss of generality, can lead to a better understanding of the principles involved. In our research career, we often address 1D analogies for the solution of complex problems and it has always been extremely helpful.

In such a case, there exists only axial deformation for each point of the truss. This deformation is $u(x)=u(C(\xi))=u(\xi)$. The respective strain matrix consists of one value:

$$
\begin{equation*}
\underset{(1 \times 1)}{\{\varepsilon\}}=\left[\varepsilon_{\mathrm{x}}\right]=\left[\frac{\partial \mathrm{u}}{\partial \mathrm{x}}\right] \tag{3.18}
\end{equation*}
$$

In order to calculate the derivative of $u$, we must first establish a transition from physical space to parameter space:

$$
\begin{gather*}
\frac{\partial \varphi}{\partial \mathrm{x}}=\frac{\partial \varphi}{\partial \xi} \frac{\partial \xi}{\partial \mathrm{x}}  \tag{3.19}\\
\frac{\partial \varphi}{\partial \xi}=\frac{\partial \varphi}{\partial \mathrm{x}} \frac{\partial \mathrm{x}}{\partial \xi}  \tag{3.20}\\
{\left[\frac{\partial \varphi}{\partial \xi}\right]=[\mathrm{J}] \cdot\left[\frac{\partial \varphi}{\partial \mathrm{x}}\right]} \tag{3.21}
\end{gather*}
$$

where [ J ] is the Jacobian matrix enabling transition from physical to parameter space and vice-versa. It can be evaluated with the help of basis functions $R_{i}(\xi)$ and the control points' Cartesian coordinates $X_{i}$ as shown:

$$
[\underset{(1 \times 1)}{\mathrm{J}(\xi)}]=\left[\begin{array}{llllll}
\mathrm{R}_{1, \xi}(\xi) & \mathrm{R}_{2,5}(\xi) & \ldots & \ldots & \ldots & \mathrm{R}_{\mathrm{n}, \xi}(\xi)
\end{array}\right] \cdot\left[\begin{array}{c}
\mathrm{X}_{1}  \tag{3.22}\\
\mathrm{X}_{2} \\
\cdot \\
\cdot \\
\cdot \\
\mathrm{X}_{\mathrm{n}}
\end{array}\right]
$$

where $\mathrm{R}_{\mathrm{i}, \xi}(\xi)=\frac{\partial}{\partial \xi} \mathrm{R}_{\mathrm{i}}(\xi)$.

In finite element analysis, the reverse transformation is utilized. This is why the inverse matrix $[\mathrm{J}]^{-1}$ is needed.

$$
\begin{equation*}
\underset{(1 \times 1)}{[\mathrm{J}]^{-1}}=\frac{1}{\underset{(\mathrm{I} \times 1)}{[\mathrm{J}]}} \tag{3.23}
\end{equation*}
$$

Special care has to be taken in order to correctly calculate the Jacobian matrix. The positive direction of the axes in parameter and physical space must coincide, or the determinant of the Jacobian will be negative and the matrix [J] irreversible. Numerical integration on points of singularity, such as two points on parameter space mapped into the same point on physical space, has to be avoided as well.

The next step is to calculate the matrices $\left[B_{1}\right]$ and $\left[B_{2}\right]$. The matrix $\left[B_{1}\right]$ transfers the strains of the element from parameter to physical space and the matrix $\left[B_{2}\right]$ transfers the nodal displacements of the elements to the strains at the parameter space. Therefore, the matrices $\left[B_{1}\right]$ and $\left[B_{2}\right]$ can be calculated from the equations below:

$$
\begin{align*}
& \underset{(1 \mathrm{x})}{\{\varepsilon\}}\}=\left[\frac{\partial \mathrm{u}}{\partial \mathrm{x}}\right]=[\mathrm{J}]^{-1} \cdot\left[\frac{\partial \mathrm{u}}{\partial \xi}\right]  \tag{3.24}\\
& \left.\underset{(1 \times 1)}{\mathrm{B}_{1}(\xi)}\right]=\left[\frac{1}{\mathrm{~J}_{11}}\right]  \tag{3.25}\\
& \left.\underset{(1 \times 1)}{\{\varepsilon\}}=\underset{(1 \times 1)}{\left[\mathrm{B}_{1}\right]}\right]\left\{\underset{(1 \times 1)}{\left\{\mathbf{u}_{\xi}\right\}}\right.  \tag{3.26}\\
& {\left[\frac{\partial u}{\partial \xi}\right]=\left[\begin{array}{lllllll}
R_{1, \xi}(\xi) & R_{2, \xi}(\xi) & \ldots & \ldots & \ldots & R_{n, \xi}(\xi)
\end{array}\right] \cdot\left[\begin{array}{c}
u_{1} \\
u_{2} \\
\cdot \\
\cdot \\
\cdot \\
u_{n}
\end{array}\right]}  \tag{3.27}\\
& \left.\underset{(1 \times n)}{\mathrm{B}_{2}(\xi)}\right]=\left[\begin{array}{llllll}
\mathrm{R}_{1, \xi}(\xi) & \mathrm{R}_{2, \xi}(\xi) & \ldots & \ldots & \ldots & \mathrm{R}_{\mathrm{n}, \xi}(\xi)
\end{array}\right]  \tag{3.28}\\
& \underset{(1 \times 1)}{\{\mathrm{u}}\}=\underset{(1 \times \mathrm{n})}{\left[\mathrm{B}_{2}\right]} \cdot \underset{(\mathrm{nx} \times 1)}{\{d} \tag{3.29}
\end{align*}
$$

After that, the Deformation matrix is evaluated.

Deformation matrix produces strain values anywhere in the model, by utilizing nodal displacements.

$$
\begin{equation*}
\underset{(1 \times 1)}{\{\varepsilon(\xi)}\}=\underset{(1 \times n)}{[\mathrm{B}(\xi)]}] \cdot \underset{(\mathrm{n} \times 1)}{\{\mathrm{d}\}} \tag{3.30}
\end{equation*}
$$

The stiffness matrix for the patch is evaluated as shown:

$$
\begin{equation*}
\left.\left.[\underset{(\mathrm{n} \times \mathrm{n})}{[\mathrm{K}]}]=\int_{\xi_{0}}^{\xi_{n+p+1}} \underset{(\mathrm{n} \times 1)}{\mathrm{B}(\xi)}\right]^{\mathrm{T}} \cdot \underset{(1 \times 1)}{[\mathrm{E}]} \cdot \underset{(1 \times n)}{\mathrm{B}(\xi)}\right] \cdot \mathrm{A} \cdot \operatorname{det}[\mathrm{~J}] \mathrm{d} \xi \tag{3.31}
\end{equation*}
$$

Direct integration is almost never applicable. Numerical integration is used instead, looping through all the Gauss points of a patch and their respective weights:

$$
\begin{equation*}
\left.\left.[\mathrm{K}]=\sum_{\mathrm{i}=1}^{\mathrm{GP} \xi}\left\{\underset{(\mathrm{n} \times \mathrm{n})}{\left[\mathrm{B}\left(\xi_{\mathrm{i}}\right)\right.}\right]^{\mathrm{T}} \cdot \underset{(1 \times 1)}{[\mathrm{E}]} \cdot \underset{(\mathrm{B} \times \mathrm{n})}{\mathrm{B}}\left(\xi_{\mathrm{i}}\right)\right] \cdot \mathrm{A} \cdot \operatorname{det}[\mathrm{~J}] \cdot \mathrm{w}_{\mathrm{i}}^{\mathrm{GP} \xi}\right\} \tag{3.32}
\end{equation*}
$$

where

- A : the area of the cross-section
- $\mathrm{GP}_{\xi}$ : the total number of Gauss points for the specific patch
- $\xi_{i}$ : the coordinates of the Gauss points
- $\mathrm{w}_{\mathrm{i}}{ }^{\mathrm{GP} \mathrm{\xi}}$ : the corresponding weights.


### 3.3.2 Stiffness Matrix 2D

2D elasticity problems have many applications in modern analysis. The logic is exactly the same as in 1D problems. The main difference is, obviously, the utilization of one more dimension. Parameter space is defined on $(\xi, \eta)$ and physical space on $(x, y)$. Displacements per $x, y$ at any point in the entire domain are defined as $u(x, y)=u(S(\xi, \eta))=u(\xi, \eta)$ and $v(x, y)=v(\xi, \eta)$ respectively.

The strain vector is defined as:

$$
\underset{(3 x 1)}{\{\varepsilon\}}\}=\left[\begin{array}{c}
\varepsilon_{\mathrm{x}}  \tag{3.33}\\
\varepsilon_{\mathrm{y}} \\
\gamma_{\mathrm{xy}}
\end{array}\right]=\left[\begin{array}{c}
\frac{\partial \mathrm{u}}{\partial \mathrm{x}} \\
\frac{\partial \mathrm{v}}{\partial \mathrm{y}} \\
\frac{\partial \mathrm{u}}{\partial \mathrm{y}}+\frac{\partial \mathrm{v}}{\partial \mathrm{x}}
\end{array}\right] \Rightarrow \underset{(3 \mathrm{x} 1)}{\{\varepsilon\}}=\left[\begin{array}{cc}
\frac{\partial}{\partial \mathrm{x}} & 0 \\
0 & \frac{\partial}{\partial \mathrm{y}} \\
\frac{\partial}{\partial \mathrm{y}} & \frac{\partial}{\partial \mathrm{x}}
\end{array}\right] \cdot\left[\begin{array}{l}
\mathrm{u} \\
\mathrm{v}
\end{array}\right]
$$

The transformation of a function $\phi$ between parameter and physical space yields:

$$
\begin{align*}
& \frac{\partial \varphi}{\partial x}=\frac{\partial \varphi}{\partial \xi} \frac{\partial \xi}{\partial x}+\frac{\partial \varphi}{\partial \eta} \frac{\partial \eta}{\partial x}  \tag{3.34}\\
& \frac{\partial \varphi}{\partial y}=\frac{\partial \varphi}{\partial \xi} \frac{\partial \xi}{\partial y}+\frac{\partial \varphi}{\partial \eta} \frac{\partial \eta}{\partial y}  \tag{3.35}\\
& \frac{\partial \varphi}{\partial \xi}=\frac{\partial \varphi}{\partial x} \frac{\partial x}{\partial \xi}+\frac{\partial \varphi}{\partial y} \frac{\partial y}{\partial \xi}  \tag{3.36}\\
& \frac{\partial \varphi}{\partial \eta}=\frac{\partial \varphi}{\partial x} \frac{\partial x}{\partial \eta}+\frac{\partial \varphi}{\partial y} \frac{\partial y}{\partial \eta} \tag{3.37}
\end{align*}
$$

Thus, the 2D Jacobian matrix can be defined as:

$$
\left[\begin{array}{l}
\frac{\partial \varphi}{\partial \xi}  \tag{3.38}\\
\frac{\partial \varphi}{\partial \eta}
\end{array}\right]=\left[\begin{array}{ll}
\frac{\partial x}{\partial \xi} & \frac{\partial y}{\partial \xi} \\
\frac{\partial x}{\partial \eta} & \frac{\partial y}{\partial \eta}
\end{array}\right] \cdot\left[\begin{array}{l}
\frac{\partial \varphi}{\partial x} \\
\frac{\partial \varphi}{\partial y}
\end{array}\right] \Rightarrow\left[\begin{array}{l}
\frac{\partial \varphi}{\partial \xi} \\
\frac{\partial \varphi}{\partial \eta}
\end{array}\right]=\left[\begin{array}{l}
{[\mathrm{J} \times 2)}
\end{array} \cdot\left[\begin{array}{l}
\frac{\partial \varphi}{\partial x} \\
\frac{\partial \varphi}{\partial y}
\end{array}\right]\right.
$$

and the inverse mapping:

$$
\left[\begin{array}{l}
\frac{\partial \varphi}{\partial x}  \tag{3.39}\\
\frac{\partial \varphi}{\partial y}
\end{array}\right]=\left[\begin{array}{l}
(2 \times 2)
\end{array}\right]^{-1} \cdot\left[\begin{array}{l}
\frac{\partial \varphi}{\partial \xi} \\
\frac{\partial \varphi}{\partial \eta}
\end{array}\right]
$$

The Jacobian matrix can be evaluated as shown:

$$
[J]=\left[\begin{array}{lllllll}
R_{1, \xi}(\xi, \eta) & R_{2, \xi}(\xi, \eta) & \ldots & \ldots & \ldots & R_{N, \xi}(\xi, \eta)  \tag{3.40}\\
R_{1, \eta}(\xi, \eta) & R_{2 . \eta}(\xi, \eta) & \ldots & \ldots & \ldots & R_{N, \eta}(\xi, \eta)
\end{array}\right] \cdot\left[\begin{array}{ccc}
X_{1} & Y_{1} \\
X_{2} & Y_{2} \\
\cdot & \cdot \\
\cdot & \cdot \\
\cdot & \cdot \\
X_{N} & Y_{N}
\end{array}\right]
$$

where $\mathrm{N}=\mathrm{nxm}$ is the total number of control points.

The inverse Jacobian matrix is used in stiffness matrix calculation:

$$
\left[\begin{array}{ll}
(2 \times 2)
\end{array}\right]^{-1}=\left[\begin{array}{ll}
\mathbf{J}_{11}^{*} & \mathbf{J}_{12}^{*}  \tag{3.41}\\
\mathbf{J}_{21}^{*} & \mathbf{J}_{22}^{*}
\end{array}\right]=\frac{1}{\operatorname{det}[\mathbf{J}]} \cdot\left[\begin{array}{cc}
\mathbf{J}_{22} & -\mathbf{J}_{12} \\
-\mathbf{J}_{21} & \mathbf{J}_{11}
\end{array}\right]
$$

The determinant of the Jacobian matrix is also required and is equal to:

$$
\begin{equation*}
\operatorname{det}[\mathrm{J}]=\mathrm{J}_{11} \cdot \mathrm{~J}_{22}-\mathrm{J}_{21} \cdot \mathrm{~J}_{12} \tag{3.42}
\end{equation*}
$$

In order to calculate the deformation matrix for 2D problems, $\left[B_{1}\right]$ and $\left[B_{2}\right]$ have to be evaluated as usual.

To obtain matrix $\left[\mathrm{B}_{1}\right]$ :

$$
\{\varepsilon\}(3 \times 1)=\left[\begin{array}{c}
\frac{\partial \mathrm{u}}{\partial \mathrm{x}}  \tag{3.43}\\
\frac{\partial \mathrm{v}}{\partial \mathrm{y}} \\
\frac{\partial \mathrm{u}}{\partial \mathrm{y}}+\frac{\partial \mathrm{v}}{\partial \mathrm{x}}
\end{array}\right]=\frac{1}{\operatorname{det}[\mathrm{~J}]} \cdot\left[\begin{array}{cccc}
\mathrm{J}_{22} & -\mathrm{J}_{12} & 0 & 0 \\
0 & 0 & -\mathrm{J}_{21} & \mathrm{~J}_{11} \\
-\mathrm{J}_{21} & \mathrm{~J}_{11} & \mathrm{~J}_{22} & -\mathrm{J}_{12}
\end{array}\right] \cdot\left[\begin{array}{c}
\frac{\partial \mathrm{u}}{\partial \xi} \\
\frac{\partial \mathrm{u}}{\partial \eta} \\
\frac{\partial \mathrm{v}}{\partial \xi} \\
\frac{\partial \mathrm{v}}{\partial \eta}
\end{array}\right]
$$

Hence,

$$
\left[\underset{(3 \times 4)}{\mathrm{B}_{1}(\xi, \eta)}\right]=\frac{1}{\operatorname{det}[\mathrm{~J}]} \cdot\left[\begin{array}{cccc}
\mathrm{J}_{22} & -\mathrm{J}_{12} & 0 & 0  \tag{3.44}\\
0 & 0 & -\mathrm{J}_{21} & \mathrm{~J}_{11} \\
-\mathrm{J}_{21} & \mathrm{~J}_{11} & \mathrm{~J}_{22} & -\mathbf{J}_{12}
\end{array}\right]
$$

To calculate matrix [ $\mathrm{B}_{2}$ ]:

$$
\left[\begin{array}{c}
\frac{\partial \mathrm{u}}{\partial \xi}  \tag{3.45}\\
\frac{\partial \mathrm{u}}{\partial \eta} \\
\frac{\partial \mathrm{v}}{\partial \xi} \\
\frac{\partial \mathrm{v}}{\partial \eta}
\end{array}\right]=\left[\begin{array}{ccccccccc}
\mathrm{R}_{1, \xi} & 0 & \mathrm{R}_{2, \xi} & 0 & \ldots & \ldots & \ldots & \mathrm{R}_{\mathrm{N}, \xi} & 0 \\
\mathrm{R}_{1, \eta} & 0 & \mathrm{R}_{2, \eta} & 0 & \ldots & \ldots & \ldots & \mathrm{R}_{\mathrm{N}, \eta} & 0 \\
0 & \mathrm{R}_{1, \xi} & 0 & \mathrm{R}_{2, \xi} & \ldots & \ldots & \ldots & 0 & \mathrm{R}_{\mathrm{N}, \xi} \\
0 & \mathrm{R}_{1, \eta} & 0 & \mathrm{R}_{2, \eta} & \ldots & \ldots & \ldots & 0 & \mathrm{R}_{\mathrm{N}, \eta}
\end{array}\right] \cdot\left[\begin{array}{c}
\mathrm{u}_{1} \\
\mathrm{v}_{1} \\
\mathrm{u}_{2} \\
\mathrm{v}_{2} \\
\cdot \\
\cdot \\
\cdot \\
\mathrm{u}_{\mathrm{N}} \\
\mathrm{v}_{\mathrm{N}}
\end{array}\right]
$$

Hence,

$$
\left.\underset{(4 \times 2 \mathrm{~N})}{\left[\mathrm{B}_{2}(\xi, \eta)\right.}\right]=\left[\begin{array}{ccccccccc}
\mathrm{R}_{1, \xi} & 0 & \mathrm{R}_{2, \xi} & 0 & \ldots & \ldots & \ldots & \mathrm{R}_{\mathrm{N}, \xi} & 0  \tag{3.46}\\
\mathrm{R}_{1, \eta} & 0 & \mathrm{R}_{2, \eta} & 0 & \ldots & \ldots & \ldots & \mathrm{R}_{\mathrm{N}, \eta} & 0 \\
0 & \mathrm{R}_{1, \xi} & 0 & \mathrm{R}_{2, \xi} & \ldots & \ldots & \ldots & 0 & \mathrm{R}_{\mathrm{N}, \xi} \\
0 & \mathrm{R}_{1, \eta} & 0 & \mathrm{R}_{2, \eta} & \ldots & \ldots & \ldots & 0 & \mathrm{R}_{\mathrm{N}, \eta}
\end{array}\right]
$$

Having determined $\left[B_{1}\right]$ and $\left[B_{2}\right]$, the deformation matrix is calculated as:

$$
\begin{equation*}
\underset{(3 \times 2 \mathrm{~N})}{\mathrm{B}(\xi, \eta)}]=\left[\underset{(3 \times 4)}{\mathrm{B}_{1}(\xi, \eta)}\right] \cdot\left[\underset{(4 \times 2 \mathrm{~N})}{\mathrm{B}_{2}(\xi, \eta)}\right] \tag{3.47}
\end{equation*}
$$

In order to evaluate the stiffness matrix, integration is required.

$$
\begin{equation*}
[\mathrm{K}]=\int_{(2 \mathrm{~N} \times 2 \mathrm{~N})}^{\xi_{\xi_{0}}} \int_{\eta_{0}}^{\xi_{\mathrm{n}+\mathrm{p}}}\left[\underset{(2 \mathrm{~N} \times 3)}{\eta_{\mathrm{m}+q+1}} \underset{(3, \eta)}{\mathrm{B}}\right]^{\mathrm{T}} \cdot \underset{(3 \times 3)}{[\mathrm{E}]} \cdot \underset{(3 \times 2 \mathrm{~N})}{\mathrm{B}(\xi, \eta)] \cdot \mathrm{t} \cdot \operatorname{det}[\mathrm{~J}] \mathrm{d} \eta \mathrm{~d} \xi} \tag{3.48}
\end{equation*}
$$

Numerical integration procedures for $\xi, \eta$ lead to integration of tensor product Gauss points.
where:

- $t$ : the thickness of the cross-section
- $\mathrm{GP}_{\xi}$ : the total number of Gauss points per $\xi$ for the specific patch
- $\mathrm{GP}_{\eta}$ : the total number of Gauss points per $\eta$ for the specific patch
- $\quad \xi_{\mathrm{i}}, \eta_{\mathrm{j}}$ : the coordinates of the tensor product Gauss point $\mathrm{i}, \mathrm{j}$
- $\mathrm{w}_{\mathrm{i}}^{\mathrm{GP} \xi}, \mathrm{w}_{\mathrm{j}}^{\mathrm{GP} \eta}$ : the corresponding weights

The only difference, at this point, between plane stress and plane strain is the elasticity matrix which is the result of the utilized constitutive law.

### 3.3.3 Stiffness Matrix 3D

3D elasticity is merely the extension of 2D elasticity in all directions, with a complete stress field. Every other problem can be created by downgrading 3D problems into 2D and 1D problems.

The displacement field for each point in physical space is now defined for $x, y, z$ by $u(x, y, z)=u(S(\xi, \eta, \zeta))=u(\xi, \eta, \zeta), v(\xi, \eta, \zeta), w(\xi, \eta, \zeta)$ respectively. The strain field can now be defined as:

$$
\left\{\begin{array}{l}
\{(6 x))  \tag{3.50}\\
\left(x_{1}\right) \\
\varepsilon_{y} \\
\varepsilon_{z} \\
\gamma_{x y} \\
\gamma_{y z} \\
\gamma_{z x}
\end{array}\right]=\left[\begin{array}{c}
\frac{\partial u}{\partial x} \\
\frac{\partial v}{\partial y} \\
\frac{\partial w}{\partial z} \\
\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x} \\
\frac{\partial v}{\partial z}+\frac{\partial w}{\partial y} \\
\frac{\partial w}{\partial x}+\frac{\partial u}{\partial z}
\end{array}\right]=\left[\begin{array}{ccc}
\frac{\partial}{\partial x} & 0 & 0 \\
0 & \frac{\partial}{\partial y} & 0 \\
0 & 0 & \frac{\partial}{\partial z} \\
\frac{\partial}{\partial y} & \frac{\partial}{\partial x} & 0 \\
0 & \frac{\partial}{\partial z} & \frac{\partial}{\partial y} \\
\frac{\partial}{\partial z} & 0 & \frac{\partial}{\partial x}
\end{array}\right] \cdot\left[\begin{array}{c}
u \\
v \\
w
\end{array}\right]
$$

, which leads to the definition of the Jacobian matrix for 3D:

$$
\left[\begin{array}{l}
\frac{\partial \varphi}{\partial \xi}  \tag{3.51}\\
\frac{\partial \varphi}{\partial \eta} \\
\frac{\partial \varphi}{\partial \zeta}
\end{array}\right]=\left[\begin{array}{lll}
\frac{\partial x}{\partial \xi} & \frac{\partial y}{\partial \xi} & \frac{\partial z}{\partial \xi} \\
\frac{\partial x}{\partial \eta} & \frac{\partial y}{\partial \eta} & \frac{\partial z}{\partial \eta} \\
\frac{\partial x}{\partial \zeta} & \frac{\partial y}{\partial \zeta} & \frac{\partial z}{\partial \zeta}
\end{array}\right] \cdot\left[\begin{array}{l}
\frac{\partial \varphi}{\partial x} \\
\frac{\partial \varphi}{\partial y} \\
\frac{\partial \varphi}{\partial z}
\end{array}\right] \Rightarrow\left[\begin{array}{c}
\frac{\partial \varphi}{\partial \xi} \\
\frac{\partial \varphi}{\partial \eta} \\
\frac{\partial \varphi}{\partial \zeta}
\end{array}\right]=[\mathrm{J}] \cdot\left[\begin{array}{c}
\frac{\partial \varphi}{\partial x} \\
\frac{\partial \varphi}{\partial y} \\
\frac{\partial \varphi}{\partial z}
\end{array}\right]
$$

and the inverse Jacobian matrix as well:

$$
\left[\begin{array}{l}
\frac{\partial \varphi}{\partial \mathrm{x}}  \tag{3.52}\\
\frac{\partial \varphi}{\partial \mathrm{y}} \\
\frac{\partial \varphi}{\partial \mathrm{z}}
\end{array}\right]=[\mathrm{J}]_{(3 \times 3)}^{-1} \cdot\left[\begin{array}{l}
\frac{\partial \varphi}{\partial \xi} \\
\frac{\partial \varphi}{\partial \eta} \\
\frac{\partial \varphi}{\partial \zeta}
\end{array}\right]
$$

Jacobian matrix can be calculated from the derivatives of the shape functions.

$$
\underset{(3 \times 3)}{[J]}=\left[\begin{array}{llllll}
\mathrm{R}_{1, \xi}(\xi, \eta, \zeta) & \mathrm{R}_{2, \xi}(\xi, \eta, \zeta) & \ldots & \ldots & \ldots & R_{N, \xi}(\xi, \eta, \zeta)  \tag{3.53}\\
\mathrm{R}_{1, \eta}(\xi, \eta, \zeta) & \mathrm{R}_{2, \eta}(\xi, \eta, \zeta) & \ldots & \ldots & \ldots & \mathrm{R}_{\mathrm{N}, \eta}(\xi, \eta, \zeta) \\
\mathrm{R}_{1, \zeta}(\xi, \eta, \zeta) & \mathrm{R}_{2, \zeta}(\xi, \eta, \zeta) & \ldots & \ldots & \ldots & R_{\mathrm{N}, \zeta}(\xi, \eta, \zeta)
\end{array}\right]\left[\begin{array}{cccc}
\mathrm{X}_{1} & \mathrm{Y}_{1} & Z_{1} \\
\mathrm{X}_{2} & Y_{2} & Z_{2} \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\mathrm{X}_{\mathrm{N}} & \mathrm{Y}_{\mathrm{N}} & Z_{\mathrm{N}}
\end{array}\right]
$$

The inverse of the Jacobian matrix is:

$$
[\mathrm{J}]_{(3 \times 3)}^{-1}=\left[\begin{array}{ccc}
\mathrm{J}_{11}^{*} & \mathrm{~J}_{12}^{*} & \mathrm{~J}_{13}^{*}  \tag{3.54}\\
\mathrm{~J}_{21}^{*} & \mathrm{~J}_{22}^{*} & \mathrm{~J}_{23}^{*} \\
\mathrm{~J}_{31}^{*} & \mathrm{~J}_{32}^{*} & \mathrm{~J}_{33}^{*}
\end{array}\right]
$$

$\left[B_{1}\right]$ is evaluated as:

$$
\left.\underset{(6 \times 9)}{\left[\mathrm{B}_{1}(\xi, \eta, \zeta)\right.}\right]=\left[\begin{array}{ccccccccc}
\mathrm{J}_{11}^{*} & \mathrm{~J}_{12}^{*} & \mathrm{~J}_{13}^{*} & 0 & 0 & 0 & 0 & 0 & 0  \tag{3.55}\\
0 & 0 & 0 & \mathrm{~J}_{21}^{*} & \mathrm{~J}_{22}^{*} & \mathrm{~J}_{23}^{*} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \mathrm{~J}_{31}^{*} & \mathrm{~J}_{32}^{*} & \mathrm{~J}_{33}^{*} \\
\mathrm{~J}_{21}^{*} & \mathrm{~J}_{22}^{*} & \mathrm{~J}_{23}^{*} & \mathrm{~J}_{11}^{*} & \mathrm{~J}_{12}^{*} & \mathrm{~J}_{13}^{*} & 0 & 0 & 0 \\
0 & 0 & 0 & \mathrm{~J}_{31}^{*} & \mathrm{~J}_{32}^{*} & \mathrm{~J}_{33}^{*} & \mathrm{~J}_{21}^{*} & \mathrm{~J}_{22}^{*} & \mathrm{~J}_{23}^{*} \\
\mathrm{~J}_{31}^{*} & \mathrm{~J}_{32}^{*} & \mathrm{~J}_{33}^{*} & 0 & 0 & 0 & \mathrm{~J}_{11}^{*} & \mathrm{~J}_{12}^{*} & \mathrm{~J}_{13}^{*}
\end{array}\right]
$$

As for $\left[B_{2}\right]$ :
$\left[\mathbf{B}_{2}(\xi, \eta, \zeta)\right]=\left[\begin{array}{cccccccccccc}\mathrm{R}_{1, \xi} & 0 & 0 & \mathrm{R}_{2, \zeta} & 0 & 0 & \ldots & \ldots & \ldots & \mathrm{R}_{\mathrm{N}, \zeta} & 0 & 0 \\ \mathrm{R}_{1, \eta} & 0 & 0 & \mathrm{R}_{2, \eta} & 0 & 0 & \ldots & \ldots & \ldots & \mathrm{R}_{\mathrm{N}, \eta} & 0 & 0 \\ \mathrm{R}_{1, \zeta} & 0 & 0 & \mathrm{R}_{2, \zeta} & 0 & 0 & \ldots & \ldots & \ldots & \mathrm{R}_{\mathrm{N}, \zeta} & 0 & 0 \\ 0 & \mathrm{R}_{1, \zeta} & 0 & 0 & \mathrm{R}_{2, \zeta} & 0 & \ldots & \ldots & \ldots & 0 & \mathrm{R}_{\mathrm{N}, \zeta} & 0 \\ 0 & \mathrm{R}_{1, \eta} & 0 & 0 & \mathrm{R}_{2, \eta} & 0 & \ldots & \ldots & \ldots & 0 & \mathrm{R}_{\mathrm{N}, \eta} & 0 \\ 0 & \mathrm{R}_{1, \zeta} & 0 & 0 & \mathrm{R}_{2, \zeta} & 0 & \ldots & \ldots & \ldots & 0 & \mathrm{R}_{\mathrm{N}, \zeta} & 0 \\ \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\ \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\ \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\ 0 & 0 & \mathrm{R}_{1, \zeta} & 0 & 0 & \mathrm{R}_{2, \zeta} & \ldots & \ldots & \ldots & 0 & 0 & \mathrm{R}_{\mathrm{N}, \zeta} \\ 0 & 0 & \mathrm{R}_{1, \eta} & 0 & 0 & \mathrm{R}_{2, \eta} & \ldots & \ldots & \ldots & 0 & 0 & \mathrm{R}_{\mathrm{N}, \eta} \\ 0 & 0 & \mathrm{R}_{1, \zeta} & 0 & 0 & \mathrm{R}_{2, \zeta} & \ldots & \ldots & \ldots & 0 & 0 & \mathrm{R}_{\mathrm{N}, \zeta}\end{array}\right]$

As a result, the deformation matrix for 3D elasticity is calculated as:

$$
\begin{equation*}
[\underset{(6 \times 3 \mathrm{~N})}{\mathrm{B}(\xi, \eta, \zeta)}]=\underset{(6 \times 9)}{\mathrm{B}} \underset{1}{(\xi, \eta, \zeta)}] \cdot\left[\mathrm{B}_{2} \underset{(9 \times 3 \mathrm{~N})}{(\xi, \eta, \zeta)}\right] \tag{3.57}
\end{equation*}
$$

The corresponding stiffness matrix is produced by integration

Numerical integration is used in 3D as well
where:

- $\mathrm{GP}_{\xi}$ : the total number of Gauss points per $\xi$ for the specific patch
- $\mathrm{GP}_{\eta}$ : the total number of Gauss points per $\eta$ for the specific patch
- $\mathrm{GP}_{\zeta}$ : the total number of Gauss points per $\zeta$ for the specific patch
- $\xi_{\mathrm{i}}, \eta_{\mathrm{j}}, \zeta_{\mathrm{k}}$ : the coordinates of the tensor product Gauss point
- $\mathrm{w}_{\mathrm{i}}^{\mathrm{GP} \xi}, \mathrm{w}_{\mathrm{j}}^{\mathrm{GP} \eta}, \mathrm{w}_{\mathrm{k}}^{\mathrm{GP} \zeta}$ : the corresponding weights of Gauss points


### 3.4 Solving Stiffness Matrix

### 3.4.1 The Cholesky Method

### 3.4.1.1 Classical Method

Cholesky method is a variation of the classical Gauss elimination method. This method is used in order to compute displacements for the external load vectors which are not known by the time of the initial solution. These cases are usually met in non-linear analysis and dynamic analysis of structures.

This technique, factorizes the stiffness matrix as following:

$$
\begin{equation*}
[K]=[L] \cdot[L]^{T} \tag{3.60}
\end{equation*}
$$

where [ $L$ ] is a lower triangular matrix. This method is applied to symmetrical and positive matrices.

### 3.4.1.2 Variation for non-symmetrical matrices

A variation of this method is used mostly to non-symmetrical matrices and has the form:

$$
\begin{equation*}
[K]=[L] \cdot[U] \tag{3.61}
\end{equation*}
$$

where $[L],[U]$ are one upper and one lower triangular matrix respectively.

### 3.4.1.3 Crout Variation

The Crout variation of the classical Cholesky method, is mainly used for non-linear analysis of structures. Although this method is slightly different from the classical one, it is generally more stable and dependent. Thus, it is used in a wide variety of problems by the computational mechanics society.

The stiffness matrix can be expressed now as:

$$
\begin{equation*}
[K]=[L] \cdot[Q][L]^{T} \tag{3.62}
\end{equation*}
$$

where [ $L$ ] is a lower triangular matrix with the value 1 over its diagonal and $[Q]$ is just a diagonal matrix.

After the factorization of the stiffness matrix, solving the matrix equations is expresses algebraically as:

$$
\begin{equation*}
[D]=[L]^{-T}[Q]^{-1}[L]^{-1}\{R\} \tag{3.63}
\end{equation*}
$$

and it is performed in two steps:

Step 1 Solution of the subproblem

$$
\begin{align*}
& {[L]\{x\}=\{R\} \Rightarrow} \\
& \{x\}=[L]^{-1}\{R\} \tag{3.64}
\end{align*}
$$

Step 2 Solution of the subproblem

$$
\begin{gather*}
{[Q][L]^{T}\{D\}=\{x\}}  \tag{3.65}\\
\{y\}=[Q]^{-1}\{x\}  \tag{3.66}\\
\{D\}=[L]^{-T}\{y\} \tag{3.67}
\end{gather*}
$$

The calculation of $[L]$ and $[Q]$ values is arising from the solution of equations presented in the relation (3.68)

$$
\begin{gather*}
{[K]=[L][Q][L]^{T} \Rightarrow} \\
{[K]=\left[\begin{array}{ccc}
I & 0 & 0 \\
L_{21} & I & 0 \\
L_{31} & L_{32} & I
\end{array}\right]\left[\begin{array}{ccc}
Q_{1} & 0 & 0 \\
0 & Q_{2} & 0 \\
0 & 0 & Q_{3}
\end{array}\right]\left[\begin{array}{ccc}
I & L_{21}^{T} & L_{31}^{T} \\
0 & I & L_{32}^{T} \\
0 & 0 & I
\end{array}\right]} \tag{3.6}
\end{gather*}
$$

## 4.EXTERNAL LOADS, BOUNDARY Conditions and Stress Field

### 4.1 ANALYSIS

### 4.1.1 External Load

After the stiffness matrix assembly, the external load vector has to be calculated. Concentrated loads can be assigned directly at the degrees of freedom. Distributed loads $f(\xi, \eta, \zeta)$ have to be transformed into equivalent concentrated loads by integration:

$$
\begin{equation*}
\{\mathrm{F}\}=\int_{(\mathrm{N} \times 1)}^{\xi_{\mathrm{n}+\mathrm{p}+1}} \int_{\eta_{0}}^{\eta_{\mathrm{m}+q+1}} \int_{\zeta_{0}}^{\zeta_{1+r+1}}\{\mathrm{R}(\underset{(\mathrm{~N} \times 1)}{(\xi, \eta, \zeta)})\} \cdot \mathrm{f}(\underset{(1 \times 1)}{(\xi, \eta, \zeta) \cdot \operatorname{det}[\mathrm{J}] \mathrm{d} \zeta \mathrm{~d} \eta \mathrm{~d} \xi} \tag{4.1}
\end{equation*}
$$

More specifically, for each case:

1D:

$$
\begin{equation*}
\{\mathrm{F}\}=\int_{\xi_{0}}^{\xi_{n+p+1}}\{\underset{(\mathrm{~N} \times 1)}{\mathrm{R}(\xi)\} \cdot \mathrm{f}} \underset{(\mathrm{l} \times 1)}{(\xi)} \cdot \operatorname{det}[\mathrm{J}] \mathrm{d} \xi \tag{4.2}
\end{equation*}
$$

2D:

$$
\begin{equation*}
\{\mathrm{F}\}=\int_{\xi_{0}}^{\xi_{n \times 1}+\underbrace{}_{\eta_{0}}} \int_{(\mathrm{N} \times 1)}^{\eta_{m+41}}\{\mathrm{R}(\xi, \eta)\} \cdot \mathrm{f}(\xi, \eta) \cdot \operatorname{det}[\mathrm{J}] \mathrm{d} \eta \mathrm{~d} \xi \tag{4.3}
\end{equation*}
$$

3D:

This way, the load vector $\{\mathrm{F}\}$ is assembled.

### 4.1.2 Refined Load

If a load vector has already been evaluated for a coarse mesh, there is no need to apply numerical integration for the new load vector of the fine mesh. New load values can be evaluated directly from the coarse mesh.

Let $\left\{L^{C}\right\},\left\{L^{F}\right\}$ be the load vectors, $\left\{N^{C}(\xi)\right\},\left\{N^{F}(\xi)\right\}$ the basis functions and $\left\{X^{C}\right\},\left\{X^{F}\right\}$ the control point Cartesian coordinates for the coarse and fine mesh respectively. Let $f(\xi)$ be the load distribution in the physical space. It applies that:

$$
\begin{equation*}
\left\{\underset{(\mathrm{nx} 1)}{\left\{\mathrm{L}^{\mathrm{C}}\right.}\right\}=\int_{\xi_{0}}^{\xi_{\max }}\left\{\mathrm{N}_{(\mathrm{n} \times 1)}^{\mathrm{C}}(\xi)\right\} \cdot \underset{(1 \times 1)}{(\xi)} \mathrm{d} \xi \tag{4.5}
\end{equation*}
$$

Both meshes provide the same geometrical representation, resulting in:

$$
\begin{align*}
& \mathrm{C}(\xi)=\left\{\underset{(1 \times \mathrm{n})}{\left(\mathrm{N}^{\mathrm{C}}(\xi)\right.}\right\}^{\mathrm{T}} \cdot \underset{(\mathrm{nx1})}{\left\{\mathrm{X}^{\mathrm{C}}\right\}}  \tag{4.6}\\
& \left.\left.\mathrm{C}(\xi)=\underset{(1 \times \mathrm{m})}{\left\{\mathrm{N}^{\mathrm{F}}(\xi)\right.}\right\}^{\mathrm{T}} \cdot \underset{(\mathrm{mxl})}{\left\{\mathrm{X}^{\mathrm{F}}\right.}\right\} \tag{4.7}
\end{align*}
$$

Thus,

$$
\begin{equation*}
\left\{\underset{(1 \times m)}{ }\left\{\mathrm{N}^{\mathrm{F}}(\xi)\right\}^{\mathrm{T}} \cdot \underset{(\mathrm{~m} \times 1)}{\left\{\mathrm{X}^{\mathrm{F}}\right\}}=\left\{\underset{(1 \times \mathrm{n})}{\left\{\mathrm{N}^{\mathrm{C}}(\xi)\right.}\right\}^{\mathrm{T}} \cdot \underset{(\mathrm{n} \times 1)}{\left\{\mathrm{X}^{\mathrm{C}}\right.}\right\} \tag{4.8}
\end{equation*}
$$

It has been established that:

$$
\begin{equation*}
\left.\underset{(\mathrm{n} \times 1)}{\left\{\mathrm{X}^{\mathrm{C}}\right\}}=\underset{(\mathrm{n} \times \mathrm{m})}{\left[\mathrm{T}^{\mathrm{CF}}\right]}\right] \cdot \underset{(\mathrm{m} \times 1)}{\left\{\mathrm{X}^{\mathrm{F}}\right\}} \tag{4.9}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
& \left.\left.\left.\left.\left\{\underset{(1 \times m)}{\left\{\mathrm{N}^{\mathrm{F}}(\xi)\right.}\right\}^{\mathrm{T}} \cdot \underset{(\mathrm{mx1)}}{\left\{\mathrm{X}^{\mathrm{F}}\right\}}=\underset{(1 \times \mathrm{n})}{\left\{\mathrm{N}^{\mathrm{C}}(\xi)\right.}\right\}^{\mathrm{T}} \cdot \underset{(\mathrm{n} \times 1)}{\left\{\mathrm{X}^{\mathrm{C}}\right\}}\right\}=\underset{(1 \times n)}{\left\{\mathrm{N}^{\mathrm{C}}(\xi)\right.}\right\}^{\mathrm{T}} \cdot \underset{(\mathrm{n} \times \mathrm{m})}{\left[\mathrm{T}^{\mathrm{CF}}\right]} \cdot \underset{(\mathrm{m} \times 1)}{\left\{\mathrm{X}^{\mathrm{F}}\right.}\right\} \Rightarrow  \tag{4.10}\\
& \left\{\underset{(1 \times m)}{\mathrm{N}^{\mathrm{F}}(\xi)}\right\}^{\mathrm{T}}=\left\{\underset{(1 \times n)}{\mathrm{N}^{\mathrm{C}}(\xi)}\right\}^{\mathrm{T}} \cdot \underset{(\mathrm{n} \times \mathrm{m})}{\left[\mathrm{T}^{\mathrm{CF}}\right]}
\end{align*}
$$

This leads to

$$
\begin{equation*}
\left\{\underset{\mathrm{m} \times 1}{ } \mathrm{~N}^{\mathrm{F}}(\xi)\right\}=\left[\underset{\mathrm{m} \times \mathrm{n}}{\mathrm{~T}} \mathrm{~T}^{\mathrm{CF}}\right]^{\mathrm{T}} \cdot\left\{\mathrm{~N}_{\mathrm{n} \times 1}^{\mathrm{C}}(\xi)\right\} \tag{4.11}
\end{equation*}
$$

The fine mesh load vector is evaluated by:

$$
\begin{align*}
& \underset{(\mathrm{m} \times 1)}{\left\{\mathrm{L}^{\mathrm{F}}\right\}}=\int_{\xi_{0}}^{\xi_{\max }}\left\{\underset{(\mathrm{m} \times 1)}{\left.\mathrm{N}^{\mathrm{F}}(\xi)\right\}} \cdot \underset{(1 \times 1)}{(\xi)} \mathrm{d} \xi \Rightarrow\right. \\
& \left\{\underset{(m \times 1)}{\left\{\mathrm{L}^{\mathrm{F}}\right.}\right\}=\int_{\xi_{0}}^{\xi_{\max }}\left[\mathrm{T}_{(\mathrm{m} \times \mathrm{n})}^{\mathrm{CF}}\right]^{\mathrm{T}} \cdot\left\{\underset{(\mathrm{n} \times 1)}{\mathrm{N}} \mathrm{~N}^{\mathrm{C}}(\xi)\right\} \cdot \underset{(\mathrm{lxl})}{(\xi)} \mathrm{d} \xi \Rightarrow  \tag{4.12}\\
& \left\{\underset{(m \times 1)}{\left\{\mathrm{L}^{\mathrm{F}}\right\}}=\underset{(\mathrm{m} \times \mathrm{n})}{\left[\mathrm{T}^{\mathrm{CF}}\right.}\right]^{\mathrm{T}} \int_{\xi_{0}}^{\xi_{\max }}\left\{\mathrm{N}_{(\mathrm{nxl})}^{\mathrm{C}}(\xi)\right\} \cdot \underset{(\times 1)}{(\xi)} \mathrm{f} \xi
\end{align*}
$$

In conclusion,

$$
\begin{equation*}
\underset{(\mathrm{m} \times 1)}{\left\{\mathrm{L}^{\mathrm{F}}\right\}}=\underset{(\mathrm{m} \times \mathrm{n})}{\left[\mathrm{T}^{\mathrm{CF}}\right]_{(\mathrm{n} \times 1)}^{\mathrm{T}}} \cdot \underset{\left(\mathrm{~L}^{\mathrm{C}}\right.}{\left\{\mathrm{L}^{\mathrm{C}}\right\}} \tag{4.13}
\end{equation*}
$$

In the same manner, equivalent loads for reverse-refinement can be defined as:

$$
\begin{equation*}
\left.\underset{(\mathrm{n} \times 1)}{\left\{\mathrm{L}^{\mathrm{C}}\right\}}=\underset{(\mathrm{n} \times \mathrm{m})}{\left[\mathrm{T}^{\mathrm{FC}}\right.}\right]_{(\mathrm{m} \times 1)}^{\mathrm{T}} \cdot \underset{\left(\mathrm{~T}^{\mathrm{F}}\right.}{\left\{\mathrm{L}^{\mathrm{F}}\right\}} \tag{4.14}
\end{equation*}
$$

An engineer must always bear in mind the restrictions set for reverse refinement. Both in geometrical representation and in equivalent load evaluation, this procedure only works under certain circumstances. More specifically, loads refined from a coarse mesh can be transformed back to that coarse mesh. On the other hand, loads created initially from a fine mesh will probably be transformed incorrectly to the coarse mesh.

### 4.1.3 Boundary Conditions

Certain degrees of freedom are fixed, in that their displacements are zero. These are called stationary and the corresponding rows and columns are deleted from the stiffness matrix and the load vector. This leaves a stiffness matrix and a load vector having only free degrees of freedom, $\left[\mathrm{K}_{\mathrm{ff}}\right]$ and $\left\{\mathrm{F}_{\mathrm{f}}\right\}$ respectively. The solution of the equation is the final step in analysis:

$$
\begin{equation*}
\left\{\mathrm{F}_{\mathrm{f}}\right\}=\left[\mathrm{K}_{\mathrm{ff}}\right] \cdot\left\{\mathrm{D}_{\mathrm{f}}\right\} \Rightarrow\left\{\mathrm{D}_{\mathrm{f}}\right\}=\left[\mathrm{K}_{\mathrm{ff}}\right]^{-1} \cdot\left\{\mathrm{~F}_{\mathrm{f}}\right\} \tag{4.15}
\end{equation*}
$$

The (zero) displacements for the stationary degrees of freedom are added back to the result, thus creating the displacement vector \{D\}.

### 4.2 Displacement, Strain and Stress Field

### 4.2.1 Displacement

After the solution of the equation, control point displacements are obtained. Unlike classical FEM, control points are usually placed outside the area of the model. In general, displacements of the model differ from the displacements of the corresponding control points. Conclusively, analysis results are considered "pseudodisplacements" and play an auxiliary role in calculating the physical model ones. As mentioned before, the distribution of the displacement field is achieved via shape functions:

1D:

$$
\begin{equation*}
d(\xi)=\sum_{i=1}^{N}\left\{N_{i}(\xi) \cdot D_{i}\right\}=\left\{\underset{(1 \times N)}{\left\{\mathrm{N}_{\mathrm{i}}(\xi)\right.}\right\}^{\mathrm{T}} \cdot \underset{(\mathrm{~N} \times 1)}{\{\mathrm{D}\}} \tag{4.16}
\end{equation*}
$$

2D:

$$
\begin{equation*}
\mathrm{d}(\xi, \eta)=\sum_{\mathrm{i}=1}^{\mathrm{N}}\left\{\mathrm{~N}_{\mathrm{i}}(\xi, \eta) \cdot \mathrm{D}_{\mathrm{i}}\right\}=\underset{(\mathrm{i} \times \mathrm{N})}{\left\{\mathrm{N}_{\mathrm{i}}(\xi, \eta)\right\}^{\mathrm{T}} \cdot\{\underset{(\mathrm{~N} \times 1)}{\{\mathrm{D}}\}} \tag{4.17}
\end{equation*}
$$

3D:

$$
\begin{equation*}
d(\xi, \eta, \zeta)=\sum_{i=1}^{N}\left\{N_{i}(\xi, \eta, \zeta) \cdot D_{i}\right\}=\left\{N_{i} \underset{(\xi \times N)}{(\xi, \eta, \zeta)}\right\}^{\mathrm{T}} \cdot \underset{(\mathrm{~N} \times 1)}{\{\mathrm{D}\}} \tag{4.18}
\end{equation*}
$$

where:

- $\mathrm{N}_{\mathrm{i}}$ is the shape function i
- $\mathrm{D}_{\mathrm{i}}$ is the displacement of the corresponding control point
- N is the total number of control points

If a control point c is interpolatory to the curve at $\left(\xi_{\mathrm{c}}, \eta_{\mathrm{c}}, \zeta_{\mathrm{c}}\right)$, it follows that:

$$
\begin{equation*}
\mathrm{d}\left(\xi_{\mathrm{c}}, \eta_{\mathrm{c}}, \zeta_{\mathrm{c}}\right)=\sum_{\mathrm{i}=1}^{\mathrm{N}}\left\{\mathrm{R}_{\mathrm{i}}\left(\xi_{\mathrm{c}}, \eta_{\mathrm{c}}, \zeta_{\mathrm{c}}\right) \cdot \mathrm{D}_{\mathrm{i}}\right\}=1 \cdot \mathrm{D}_{\mathrm{c}}=\mathrm{D}_{\mathrm{c}} \tag{4.19}
\end{equation*}
$$

Displacements of interpolatory control points are physical model's displacements as well.


Figure 4.1.
(a)Displacement solution is found on control points. (b),(c) Basis functions of axis $\xi$ and $\eta$ respectively.(d) Corresponding 2D shape functions derived from full tensor product of $\xi, \eta$ basis functions. .(e) Displacement field calculated combining nodal displacements and shape functions
(Iakovos Antonios 2015).

### 4.2.2 Stress and Strain

The strain vector can be evaluated at any point in the field with the help of control point displacements and the deformation matrix [ B ]:

1D

$$
\begin{equation*}
\underset{(1 \times 1)}{\{\varepsilon(\xi)}\}=[\underset{(1 \times N)}{\mathrm{B}(\xi)]}] \underset{(\mathrm{N} \times 1)}{\{\mathrm{D}\}} \tag{4.20}
\end{equation*}
$$

2D

$$
\begin{equation*}
\{\underset{(3 \times 1)}{\varepsilon(\xi, \eta)}\}=\underset{(3 \times 2 \mathrm{~N})}{\mathrm{B}(\xi, \eta)}] \cdot \underset{(2 \mathrm{~N} \times 1)}{\{\mathrm{D}}\} \tag{4.21}
\end{equation*}
$$

3D

$$
\begin{equation*}
\{\varepsilon(\underset{(6 \times 1)}{\xi, \eta, \zeta)}\}=[\mathrm{B}(\underset{(6 \times 3 \mathrm{~N})}{\xi, \eta, \zeta)}] \cdot \underset{(3 \mathrm{~N} \times 1)}{\{\mathrm{D}\}} \tag{4.22}
\end{equation*}
$$

Applying Hooke's constitutive law leads to:
1D

$$
\begin{equation*}
\{\underset{(1 \times 1)}{\sigma(\xi)}\}=\underset{(1 \times 1)}{[\mathrm{E}]} \cdot \underset{(1 \times 1)}{\{\varepsilon}(\xi)\} \underset{(1 \times 1)}{[\mathrm{E}]} \cdot \underset{(1 \times \mathrm{N})}{[\mathrm{B}(\xi)}] \cdot \underset{(\mathrm{N} \times 1)}{\{\mathrm{D}}\} \tag{4.23}
\end{equation*}
$$

2D

$$
\begin{equation*}
\{\underset{(3 \times 1)}{\{\sigma(\xi, \eta)}\}=\underset{(3 \times 3)}{[\mathrm{E}]} \cdot\{\underset{(3 \times 1)}{\varepsilon}(\xi, \eta)\}=\underset{(3 \times 3)}{[\mathrm{E}]} \cdot \underset{(3 \times 2 \mathrm{~N})}{[\mathrm{B}(\xi, \eta)]} \cdot \underset{(2 \mathrm{~N} \times 1)}{\{\mathrm{D}}\} \tag{4.24}
\end{equation*}
$$

3D

$$
\begin{equation*}
\{\sigma(\underset{(6 \times 1)}{\xi, \eta, \zeta)}\}=\underset{(6 \times 6)}{[\mathrm{E}]} \cdot\{\varepsilon \underset{(6 \times 1)}{(\xi, \eta, \zeta)}\}=\underset{(6 \times 6)}{[\mathrm{E}]} \cdot[\underset{(6 \times 3 \mathrm{~N})}{\mathrm{B}}(\xi, \eta, \zeta)] \cdot \underset{(3 \mathrm{~N} \times 1)}{\{\mathrm{D}}\} \tag{4.25}
\end{equation*}
$$

Note that stress and strain vectors are evaluated via the derivatives of the shape functions. This means that their distribution is going to be one order less than the displacement distribution. This is why stress and strain continuity cannot be achieved in FEM models, where shape functions are always $\mathrm{C}^{-1}$ continuous. This problem is solved when the derivatives of the shape functions are also continuous, which means using shape functions with $\mathrm{C}^{1}$ continuity or higher.

## 5.UNIFORM REFINEMENT

### 5.1 INTRODUCTION

NURBS geometries lie at the forefront of designing technology as they provide numerous possibilities for representation, while supplying a reliable basis which can be easily adjusted for the purpose of analysis. Thus, it is commonplace to use a more complex mesh to obtain better analysis results. The transition from a coarse mesh to a fine mesh preserves the geometrical features of the model, while providing the designer the ability to modify specific parts of the entity. In order to efficiently use refinement in analysis, the engineer has to understand the principles involved and the ways in which the basis is altered. Refinement is an automated but complicated process that requires minimal manual effort.

The combination of a limited number of control points with a small polynomial order is the optimum solution for a designer. This coarse mesh provides exact geometrical representation with reduced computational cost. It provides a certain level of understanding and control for the user, who can comprehend the simplified patterns of the basis and control net. The creation of stiffness matrix is also less time-consuming, due to the limited number of degrees of freedom and interconnections involved.

The coarse mesh, however, has flexibility issues. This means that each control point affects a rather large part of the model, so that small changes to control point variables reflect to significant changes in geometry. Moreover, basis function overlapping is reduced in coarse meshes. This makes a coarse mesh unsuitable for analysis. A feasible approach is the introduction of a coarse mesh for design, and afterwards refinement of this mesh for analysis purposes.

With the creation of a finer mesh, a detailed, flexible control net is introduced. Each control point affects a smaller portion of the model and the number of interconnections is usually increased. Mapping from parameter to physical space remains unchanged. This is very important in terms of analysis. Stiffness matrix calculation is more time-consuming, but accuracy per degree of freedom is also improved.

There are three ways in which a B-Spline basis can be enriched. A different knot value vector may be selected, the polynomial order may be increased or a combination of both may occur when the raise of the polynomial order is followed by the introduction of a richer knot vector. These techniques are referred to as h -, p and $k$ - refinement respectively.

### 5.2 Knot Value Insertion

Knot value insertion is the introduction of a finer mesh by enrichment of the existing knot value vector $\equiv$. A new knot value vector $\Xi^{*}$ is created, such that $\Xi \subset \Xi^{*}$. Only internal knot values can be added; the boundaries have to remain intact. A new set of B-Spline basis functions is created. The coarse mesh representation is evaluated, as usual, by:

$$
\begin{equation*}
\mathrm{C}(\xi)=\sum_{\mathrm{j}=1}^{\mathrm{n}}\left\{\mathrm{~N}_{\mathrm{j}, \mathrm{p}}(\xi) \cdot \mathrm{X}_{\mathrm{j}}\right\}=\left\{\underset{\mathrm{N}}{\mathrm{~N}(\xi)} \mathrm{E}^{\mathrm{T}}\right\}^{\mathrm{T}} \cdot\{\underset{\mathrm{n} \times 1}{\mathrm{X}}\} \tag{5.1}
\end{equation*}
$$

whereas the new representation

$$
\begin{equation*}
\mathrm{C}(\xi)=\sum_{\mathrm{i}=1}^{\mathrm{m}}\left\{\mathrm{~N}_{\mathrm{i}, \mathrm{p}}^{*}(\xi) \cdot \mathrm{X}_{\mathrm{i}}^{*}\right\}=\left\{\underset{(1 \times \mathrm{m})}{\left\{\mathrm{N}^{*}(\xi)\right.}\right\}^{\mathrm{T}} \cdot \underset{(\mathrm{~m} \times 1)}{\left\{\mathrm{X}^{*}\right\}} \tag{5.2}
\end{equation*}
$$

Therefore, the new set of control points $\{\bar{X}\}$ has to be defined. This can be achieved with the evaluation of a transformation matrix, so that:

$$
\begin{equation*}
\underset{(\mathrm{mx} 1)}{\left\{\mathrm{X}^{*}\right\}}=\underset{(\mathrm{m} \times \mathrm{n})}{\left[\mathrm{T}^{\mathrm{p}}\right]} \cdot \underset{(\mathrm{n} \times 1)}{\{\mathrm{X}\}} \tag{5.3}
\end{equation*}
$$

This matrix is formed recursively:

$$
\begin{gather*}
\mathrm{T}_{\mathrm{ij}}^{0}= \begin{cases}1, & \bar{\xi}_{\mathrm{i}} \in\left[\xi_{\mathrm{j}} \xi_{\mathrm{j}+1}\right) \\
0, & \text { otherwise }\end{cases}  \tag{5.4}\\
\mathrm{T}_{\mathrm{i}, \mathrm{j}}^{\mathrm{q}}=\frac{\xi_{i+q}^{*}-\xi_{\mathrm{j}}}{\xi_{j+\mathrm{q}}-\xi} \cdot \mathrm{T}_{\mathrm{i}, \mathrm{j}}^{q-1}+\frac{\xi_{j+q+1}-\xi_{i+q}^{*}}{\xi_{j+q+1}-\xi_{j+1}} \cdot \mathrm{~T}_{\mathrm{i}, \mathrm{j+1}}^{q-1}  \tag{5.5}\\
, \text { for } \mathrm{q}=1,2, \ldots, \mathrm{p}
\end{gather*}
$$

This technique is called h -refinement.

The B-Spline curve represented in Fig. 5.1.a is refined by knot value insertion in Fig. 5.1.b. Both geometry and parametric mapping remain intact. This can be confirmed by the fact that already existing knots have not been moved. For each new knot value, a basis function and a corresponding control point have been created. The support is still p+1 knot value spans, but their size has been reduced by the insertion of new knot values. Therefore, each control point now affects a much
smaller part of the curve. The limited area of effect for each control point leads to a more accurate approximation to the curve.

(a)


(b)

Figure 5.1.
h-refinement applied on a B-Spline curve.(a) Coarse Mesh. Knot Value Vector:

$$
\Xi=\left\{\begin{array}{lllllllllll}
0 & 0 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 6 & 6
\end{array}\right\}
$$

(b) Fine Mesh. Knot Value Vector: $\overline{\bar{\Xi}}=\left\{\begin{array}{lllllllllllllllll}0 & 0 & 0 & 0.5 & 1 & 1.5 & 2 & 2.5 & 3 & 3.5 & 4 & 4.5 & 5 & 5.5 & 6 & 6 & 6\end{array}\right\}$ (Iakovos Antonios 2015)


Figure 5.2.
Knot Insertion in multiple directions.(a) Coarse Mesh. Knot Value Vectors:

$$
\begin{aligned}
\Xi & =\left\{\begin{array}{lllllllll}
0 & 0 & 0 & 0 & 1 & 2 & 2 & 2 & 2
\end{array}\right\} \\
H & =\left\{\begin{array}{llllllll}
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1
\end{array}\right\}
\end{aligned}
$$

(b) Fine Mesh. Knot Value Vectors:

$$
\begin{aligned}
& \Xi=\left\{\begin{array}{llllllllllllllll}
0 & 0 & 0 & 0 & 0.25 & 0.5 & 0.5 & 0.75 & 1 & 1 & 1 & 1.5 & 2 & 2 & 2 & 2
\end{array}\right\} \\
& \mathrm{H}=\left\{\begin{array}{lllllll}
0 & 0 & 0 & 0 & 0.25 & 0.5 & 0.5 \\
0.5 & 0.75 & 1 & 1 & 1 & 1
\end{array}\right\} \\
& \\
&\text { (lakovos Antonios } 2015)
\end{aligned}
$$

Refinement is applicable in multi-directional problems as well. The surface in Fig. 5.2. is refined both per $\xi$ and $\eta$ axes. Fig. 5.2 represents basis functions before and after refinement.

Note that for every univariate (1D) control point per $\eta$, a whole set of control points per $\xi$ are defined. Each set is refined individually, as shown in Fig. 5.3.a and Fig. 5.3.b. After the insertion of new control points per $\xi$, the same process is followed for refinement per $\eta$. The order in which refinement is applied on the parametric axes is of no importance; due to tensor product properties.


Figure 5.3.
Basis and Shape Functions for Surface Coarse and Fine Mesh (a) Coarse Mesh. (b) Refinement per $\xi$ direction.(c) Refinement per $\eta$ direction. Fine mesh.

### 5.3 Degree Elevation

Instead of adding knot values to an existing knot value vector, the increment of the polynomial order can also enrich the basis. Apart from geometry, the mapping from parameter to physical space must also remain unchanged. This is achieved by keeping the same continuity per knot for both coarse and fine mesh.

In order to increase the degree of a B-Spline curve from p to $\mathrm{p}^{*}$, the new knot value vector has to be defined first. No new knots are added, but every existing knot's multiplicity is increased by $p^{*}-p$ times. The coarse mesh representation is defined as:

$$
\begin{equation*}
\mathrm{C}(\xi)=\sum_{\mathrm{j}=1}^{\mathrm{n}}\left\{\mathrm{~N}_{\mathrm{j}, \mathrm{p}}(\xi) \cdot \mathrm{X}_{\mathrm{j}}\right\}=\{\underset{(1 \times \mathrm{n})}{\mathrm{N}(\xi)}\}^{\mathrm{T}} \cdot \underset{(\mathrm{nx} \times 1)}{\{\mathrm{X}\}} \tag{5.6}
\end{equation*}
$$

whereas the fine mesh representation as:

$$
\begin{equation*}
\mathrm{C}(\xi)=\sum_{\mathrm{i}=1}^{\mathrm{m}}\left\{\mathrm{~N}_{\mathrm{i}, \mathrm{p}}^{*}(\xi) \cdot \mathrm{X}_{\mathrm{i}}^{*}\right\}=\left\{\underset{(1 \times \mathrm{m})}{\left\{\mathrm{N}^{*}(\xi)\right.}\right\}^{\mathrm{T}} \cdot \underset{(\mathrm{~m} \times 1)}{\left\{\mathrm{X}^{*}\right\}} \tag{5.7}
\end{equation*}
$$

This leads to:

$$
\begin{equation*}
\left.\left.\left\{\underset{(1 \times \mathrm{m})}{\left\{\mathrm{N}^{*}(\xi)\right.}\right\}^{\mathrm{T}} \cdot \underset{(\mathrm{~m} \times 1)}{\left\{\mathrm{X}^{*}\right\}}=\underset{(\mathrm{lxn})}{\{\mathrm{N}(\xi)}\right\}_{(\mathrm{T} \times 1)}^{\mathrm{T}} \cdot \underset{\mathrm{X} \times \mathrm{X}}{\{\mathrm{X}}\right\} \tag{5.8}
\end{equation*}
$$

The new set of control points $\left\{X^{*}\right\}$, necessary for the representation, will be defined through a transformation matrix for $p$-refinement. There are many efficient algorithms for degree elevation. The following is a quick, reliable approach that can be efficiently used.

At first, coarse mesh B-Spline basis functions are evaluated at $m$ points throughout the patch. Careful selection (such as no points of $\mathrm{C}^{0}$ continuity or other irregularities are involved) is preferred. This way, a B-Spline function matrix [ N ] is created which contains the values of the $n$ basis functions for the $m$ selected points.

The same points are used for the evaluation of new basis functions, with the refined degree and the new knot value vector. Thus, $\left[\mathrm{N}^{*}\right]$ is created. Since the same points are evaluated and the parametric mapping remains the same, it applies that:

$$
\begin{equation*}
\left.\left.\left.\left.\left.\left[\underset{(m \times m)}{\left[\mathrm{N}^{*}\right.}\right]^{\mathrm{T}} \cdot \underset{(\mathrm{n} \times 1)}{\left\{\mathrm{X}^{*}\right\}}\right\} \underset{(\mathrm{m} \times \mathrm{n})}{[\mathrm{N}}\right]^{\mathrm{T}} \cdot\{\mathrm{X}\} \underset{(\mathrm{n} 1)}{\{\mathrm{X}}\right\} \underset{(\mathrm{n} \times 1)}{\left\{\mathrm{X}^{*}\right.}\right\}=\left(\underset{(\mathrm{m} \times \mathrm{m})}{\left[\mathrm{N}^{*}\right.}\right]^{\mathrm{T}}\right)^{-1} \cdot \underset{(\mathrm{~m} \times \mathrm{n})}{[\mathrm{N}]^{\mathrm{T}}} \cdot \underset{(\mathrm{n} \times 1)}{\{\mathrm{X}\}} \tag{5.9}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\left[\underset{(\mathrm{m} \times \mathrm{n})}{[\mathrm{T}]}=\left(\underset{(\mathrm{m} \times \mathrm{m})}{[\overline{\mathrm{N}}]^{\mathrm{T}}}\right)^{-1} \cdot \underset{(\mathrm{~m} \times \mathrm{n})}{[\mathrm{N}]^{\mathrm{T}}}\right. \tag{5.10}
\end{equation*}
$$

If $\left[\mathrm{N}^{*}\right]^{\top}$ cannot be reversed, a different set of points have to be selected. This procedure can also be used for $h$-refinement applications.

The curve in Fig. 5.4 is subjected to p-refinement. Note that knot spans are unchanged. Geometry and mapping from parameter space remain intact in prefinement as well. Continuity remains $\mathrm{C}^{1}$ across every internal knot. Curve approximation by control points is also improved with p-refinement.

Tensor product properties prove that p -refinement can be utilized in multiple directions.


Figure 5.4.
p-refinement on a $B$-Spline curve, from $p=2$ to $p=4$.(a) Coarse mesh. knot value vector: $\Xi=\left\{\begin{array}{lllllllllll}0 & 0 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 6 & 6\end{array}\right\}$ (b) Fine mesh. knot value vector:

$$
\Xi=\left\{\begin{array}{lllllllllllllllll}
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 2 & 2 & 2 & \ldots & 6 & 6 & 6 & 6 & 6
\end{array}\right\}
$$

### 5.4 Degree Elevation and Knot Insertion

Increasing polynomial degree by p-refinement is an improvement to the basis, but continuity remains the same as in the coarse mesh. In order to improve this aspect, k-refinement was introduced by Hughes. The basic idea is that, after p-refinement, $h$-refinement can be applied in order to create basis functions of $\mathrm{C}^{\mathrm{p}-1}$ continuity. This is a powerful tool that can lead to greater convergence rates for our models.

In Fig. 5.5, p-refinement is performed first, so the order is elevated to $p^{*}=3$. The $C^{1}$ continuity that existed in the coarse mesh is maintained. Afterwards, h -refinement is applied, with the insertion of two extra knot values. Continuity across this knot values is $\mathrm{C}^{2}$, taking greater advantage of the new polynomial order. The combination of $p$-and $h$ - refinement brings their best features together. This is why k-refinement is considered so effective.

After p-refinement, internal knots still possess $C^{1}$ continuity. Note that only two basis functions are non-zero across every knot. After h-refinement, two new $C^{2}$ continuity knots are introduced. Three B-Spline basis functions are non-zero across these knots, $\xi=2.5$ and $\xi=3.5$. This way, greater levels of continuity for the new polynomial order are utilized.


Figure 5.5.
k-refinement on a B-Spline curve. (a) Coarse mesh. $\overline{=}=\{0001234566$ 6\}
(b) Fine mesh. Polynomial order $p=3$. Knot value vector $B$-Spline basis functions for the two stages of k-Refinement. p-refinement to $p=3$. Knot value vector: $\equiv=\left\{\begin{array}{lllllllllllll}0 & 0 & 0 & 1 & 2 & 3 & 3455666\}\end{array}\right.$


### 5.5 Refinement with NURBS

Everything mentioned about refinement is applicable to B-Spline entities. The question is what happens with NURBS. Different weight values and the complexity of NURBS shape functions prevent the refinement straight at the NURBS entity. However, every NURBS is created from the projection of a B-Spline; therefore, NURBS refinement can be achieved by refining the corresponding projective BSpline curve.

The first step is to evaluate the projective control points $\left\{B^{w}\right\}$, by multiplying every coordinate with the corresponding weight, as shown below:

$$
\left\{\begin{array}{lll}
\mathrm{X}_{\mathrm{i}}^{\mathrm{w}} & \mathrm{Y}_{\mathrm{i}}^{\mathrm{w}} & \mathrm{Z}_{\mathrm{i}}^{\mathrm{w}}
\end{array}\right\}=\left\{\begin{array}{lll}
\mathrm{X}_{\mathrm{i}} \cdot \mathrm{~W}_{\mathrm{i}} & \mathrm{Y}_{\mathrm{i}} \cdot \mathrm{~W}_{\mathrm{i}} & \mathrm{Z}_{\mathrm{i}} \cdot \mathrm{~W}_{\mathrm{i}} \tag{5.11}
\end{array}\right\}
$$

Weights are the fourth-coordinate of the projective curve.

Refinement is applied for each set of the four coordinates, $\left\{X^{w} Y^{w} Z^{w} W\right\}$. Afterwards, updated NURBS control point coordinates and weights are obtained by dividing the Cartesian coordinates with the weights:

$$
\left\{\begin{array}{lll}
\mathrm{X}_{\mathrm{i}} & \mathrm{Y}_{\mathrm{i}} & \mathrm{Z}_{\mathrm{i}}
\end{array}\right\}=\left\{\begin{array}{lll}
\frac{\mathrm{X}_{\mathrm{i}}^{\mathrm{w}}}{\mathrm{~W}_{\mathrm{i}}} & \frac{\mathrm{Y}_{\mathrm{i}}^{\mathrm{w}}}{\mathrm{~W}_{\mathrm{i}}} & \frac{\mathrm{Z}_{\mathrm{i}}^{\mathrm{w}}}{\mathrm{~W}_{\mathrm{i}}} \tag{5.12}
\end{array}\right\}
$$



Figure 5.6.
(a) Coarse mesh and (b) p-refinement as a part of k-refinement (c) k-refinement for a NURBS surface.

### 5.6 Drawbacks of Global Refinement

In contrast with classical FEA implementations, in isogeometric analysis with BSplines and NURBS the refinement procedure doesn't always lead to better and more accurate results. Especially in the h-refinement technique this phenomenon is of even greater importance. A serious matter occurs when the tensor product B-

Splines and their corresponding NURBS are refined. Depending on the geometry of each structure that is analyzed, refinement for each of the parameter space axes may cause serious analysis instability. Due to the full tensor product nature the produced elements and the corresponding shape functions may present an unsuitable dimension ratio that may be up to $1: 10$. As we know from the classical FEA and the isoparametric concept that is being also used in IGA, Jacobian matrix is unable to represent properly the geometry in the physical space when such elements and dimensions occur in parameter space.

Even if h-refinement which refers to knot insertion is not the case, p - and k refinement have also drawbacks. In most problems the error analysis will indicate small regions of high error that need to be recomputed and re-meshed. In large scale problems with thousands or millions degrees of freedom the classical refinement techniques will eventually lead in an enormous increase of the degrees of freedom. This increase is for most cases unefficient in terms of the estimated CPU time, as it introduces new sets of control points and knots in and out of the refined domain.

## 6. Hierarchical Refinement

### 6.1 InTRODUCTION

The fact that classical FEA implementations and by extension IGA are both numerical methods that provide approximate solutions leads always to solution errors. These errors may appear in different areas of the structure such as edges, interfaces, discontinuities, cracks and in regions of significantly altering geometry.

In order to estimate these errors, many error-estimation techniques have been proposed. These techniques are mainly based on energy theorems and norms to calculate the error of each element or even each basis function. Most of these error estimators are a-posteriori, which means that the error is calculated after one at least analysis iteration. Researchers worldwide are trying to propose a sufficient and stable error-estimator appropriate for IGA implementations. However, up to the day this thesis is being written, there is no clear answer which error-estimation technique is the most suitable for adaptive algorithms and hierarchical refinement implementations in general.

After estimating the errors and locating the areas they appear, there is need of some techniques to improve the solution. Three refinement techniques where explained in the previous chapter. In the lines following a brief review of these three methods is presented.

- h-refinement

This is the most common refinement type that refers to knot insertion in the basis of each axis in the parameter space. The major drawback of this technique is that due to the tensor-product nature of B-Splines, unsuitable analysis meshes with bad element dimensions ratio may occur in 2D or 3D problems.

## - p-refinement

It refers to degree elevation of the basis in order to increase the support and interaction of the basis functions and thus achieve better results. Overlapping and bandwidth of stiffness matrix are also increasing.

## - k-refinement

Last but not least follows the combination of the two previous methods, krefinement, which is a mechanism that exists only in isogeometric analysis. Krefinement tries to combine successfully $p$ and $h$ refinement in order to achieve faster and more precise results. Usually $p$-refinement is applied before $h$-refinement in implementations in order to achieve better results.

As it was already explained the main drawback of these techniques is their full tensor product nature. A more recent and interesting technique was the hierarchical refinement proposed by Vuong et al based on the Phd thesis of Kraft (1997). Kraft developed a methodology for computational geometry applications in order to achieve local refinement of geometry meshes. What was innovating about this method, was that refinement could be obtained locally, overcoming completely the obstacle of the tensor product nature. Local refinement in isogeometric analysis was until then a feature strictly connected to T-Splines. Briefly, the main idea of Vuong et al was to directly replace the coarse basis functions in the region of significant errors with a new set of finer basis-functions as Kraft introduced. This simple idea can be applied by respecting the restriction of a nested nature between the levels of refinement as Kraft first proposed.

The local nature of this kind of refinement as it is shown in Fig. 6.1 allows the reduction of errors by inserting fewer new degrees of freedom than those corresponding to the full tensor-product refinement. This fact suggests that CPU time can be preserved. But it is not as simple as it seems, as what really matters is the total number of degrees of freedom in relation to the precision achieved, a crucial parameter that needs to be examined thoroughly. Using this as the basis for further research, Giannelli, Schillinger, BornemannCirak, Wu-Huang-Liu-Zuan, Johannessen-Kvamsdal have all proposed their own variations and methodologies. In general, hierarchical refinement is currently a state of the art subject of research and much effort has been made by the engineering society in order to use it in more efficient and systematic ways.


Figure 6.1.
For a tensor product 2D space in (a), we are interested in refining the area highlighted in (b). In (c) it is obvious that we cannot directly refine this region, when applying tensor product $h$-refinement, as it refines regions that we don't want to and thus, creating elements with bad size ratio. In (d) the selected region is hierarchically locally refined and thus the mesh is denser for the region of interest. (Iakovos Antonios, 2015)

To explain and understand Vuong's proposed refinement technique the theoretical foundations of this particular method like the Kraft algorithm and the subdivision property need to be introduced. After pointing out the main features that need to be comprehended by the reader, other proposed methods of hierarchical refinement will be explained, constructed and evaluated by their advantages and disadvantages in the following chapter. In order to support the theoretical base of each technique some lemmas and proofs will be presented. Key properties of B-Splines turn out to be essential for the successful use of hierarchical refinement, such as locality, linear independence, partition of unity, nested spaces, representability of geometry and unified representation.

### 6.2 BASIC INGREDIENTS

### 6.2.1 Kraft Algorithm

### 6.2.1.1 Tensor Product B-Spline Spaces

Firstly, the properties and the definitions that accompany tensor-product B-Splines should be clarified. The properties of a bivariate tensor-product B-Spline will be presented in the following pages. These properties can of course be generalized for the 3D case.

A bivariate tensor-product B-Spline space $\boldsymbol{B}$ is defined by specifying the polynomial degree $(p, q)$ and the horizontal and vertical knots vectors:

$$
\begin{align*}
& \Xi=\left\{\xi_{0} \leq \xi_{1} \leq \ldots \leq \xi_{n+p+1}\right\}  \tag{6.1}\\
& H=\left\{\eta_{0} \leq \eta_{1} \leq \ldots \leq \eta_{m+q+1}\right\} \tag{6.2}
\end{align*}
$$

Which contain non-decreasing parametric real values so that,

$$
\begin{align*}
& 0 \leq \mu(\Xi, \xi) \leq p+1  \tag{6.3}\\
& 0 \leq \mu(\mathrm{H}, \eta) \leq q+1 \tag{6.4}
\end{align*}
$$

are the multiplicities of the parameter values in the knot vectors (the multiplicity $\mu(X, X)$ is zero if the given value x is not a knot in X ).

The space $\boldsymbol{B}$ is spanned by the tensor-product $B$-Splines.

$$
\begin{equation*}
N_{i, j}=N_{i, p, \Xi}(\xi) N_{\mathrm{j}, q, \mathrm{H}}(\eta) \tag{6.5}
\end{equation*}
$$

In order to represent basis functions in the parameter space we can consider different types of anchors like those presented in Fig. 6.2, namely:
I. naive anchors:

- if both degrees are even, each basis function is identified with the central elementary cell of its support,
- if both degrees are odd, each basis function is identified with the central point (intersection of knot lines) of its support;
- in case of mixed degrees (even/odd), each basis function is identified with the central edge of its support;
II. Greville abscissae: the ( $\xi, \eta$ ) coordinates associated to each basis function $N_{i, j}$ are defined as averages of subsequent knots.

$$
\begin{align*}
& u_{i}=\frac{1}{p} \sum_{k=1}^{p} \xi_{i+k}  \tag{6.6}\\
& \text { and }
\end{align*}
$$

$$
v_{j}=\frac{1}{q} \sum_{k=1}^{q} \eta_{j+k}
$$

Which they satisfy the following relations:

$$
\begin{align*}
& \xi=\sum_{i=0}^{n} u_{i} N_{i, p, \Xi}(\xi)  \tag{6.8}\\
& \quad \eta=\sum_{j=0}^{m} v_{j} N_{\mathrm{j}, \mathrm{q}, \mathrm{H}}(\eta) \tag{6.9}
\end{align*}
$$



Figure 6.2.
Greville abscissae for three cases. $p=q=2, p=2 q=3$ and $p=3 q=3$
(Iakovos Antonios and Karras Dimitrios, 2015)

### 6.2.1.2 The Kraft Algorithm Proposal

Kraft presents in his work "Adaptive and Linear Independent Multi-Level B-Splines" (1997) a new methodology for successfully handling multi-level local refinement of

B-Splines conserving at the same time the linear independency of their basis.

The basic new feature of this approach is a simple selection mechanism for B-Splines, which ensures their linear independence, while allowing complete local control of the refinement procedure. The use of B-Splines in the isogeometric approach leads to an explicit correlation between the mesh of B-Spline knots and the surface represented. Moreover, the multilevel B-Splines are similarly stable as normal tensor product B-Splines. The multilevel and hierarchical B-Spline basis is weakly stable. The resulting smooth Spline surface has the same approximation properties as discontinuous polynomial approximations. Furthermore, with an appropriate multilevel and hierarchical quasi-interpolant, we get the optimal local approximation order.

It can be shown that this multilevel B-Spline space is very well suited for scattered data approximation or interpolation. The number of degrees of freedom of the hierarchical B-Spline space can be locally increased where necessary to better approximate the given data as shown in Fig. 6.3.


Figure 6.3.
(a) Hierarchically refined mesh for $p=3$ and $p=2$ respectively (b) Breakdown of the functions that consist the hierarchical meshes in (a). The support cells for three refinement levels can be seen. As the cells tend to be smaller, the support is also decreasing.
(Iakovos Antonios 2015)

### 6.2.1.3 Nested Spaces

We consider a dyadic sequence of grids determined by the scaled lattices

$$
\left(\frac{k_{1}}{2^{\ell}}, \frac{k_{2}}{2^{\ell}}\right),
$$

where $\ell$ denotes a random level of the hierarchy. The $h_{x 1}(x)$ describes the grid-width in the direction $x_{i}$ at the point $\sigma=(\xi, \eta)$. To avoid unnecessary complications we set $h_{\xi}(\xi)=h_{\eta}(\eta)=1$. The extension of the results is straightforward. Kraft made this simplification in order to ease explanation of the algorithm. In this thesis, $h$ will be referred as knot span length of each axis, which can differ for the two or three parametric axes and can also take values different from one.

On the grid of the dyadic level $p$ we denote by:

$$
\begin{equation*}
N_{p}^{\ell}(\zeta)=N_{k_{1}, k_{2}}^{\ell}(\xi, \eta)=N_{\alpha}\left(2^{\ell} \xi-k_{1}\right) N_{\beta}\left(2^{\ell} \eta-k_{2}\right) \tag{6.10}
\end{equation*}
$$

the B-Splines with degree $(p, q)$ and open support:

$$
\begin{equation*}
\operatorname{supp} N_{K}^{\ell}=\left(\frac{k_{1}}{2^{\ell}}, \frac{k_{1}+p+1}{2^{\ell}}\right) \times\left(\frac{k_{2}}{2^{\ell}}, \frac{k_{2}+q+1}{2^{\ell}}\right) \tag{6.11}
\end{equation*}
$$



Figure 6.4.
Breakdown of a hierarchically refined mesh of totally 5 levels.
(Schillinger et al, 2012)

The recursive application of the refinement step combined with the non-intersection requirement leads to a sequence of nested refined domains as presented in the example of Fig. 6.4. Let $\Omega:=\Omega^{0} \supseteq \Omega^{1} \supseteq \ldots \supseteq \Omega^{n}$, where $n$ is the index of the finest level, be a nested sequence of domains with the following properties:

$$
\begin{gather*}
\Omega^{\ell+1}=\bigcup_{j \in J} \operatorname{supp} N_{j}^{\ell}: J \subseteq \mathbb{Z}^{2}  \tag{6.12}\\
\partial \Omega^{\ell} \cap \partial \Omega^{\ell+1}=0 \tag{6.13}
\end{gather*}
$$

This means that there is always one cell distance between the boundary of the coarse and fine grid

From the above properties follows that, for an appropriate set of $\mathrm{D}_{\ell}$

$$
\begin{equation*}
\Omega^{\ell}=\bigcup_{k \in D^{\ell}} \operatorname{supp} N_{k}^{\ell} \tag{6.14}
\end{equation*}
$$

From the B-Splines $N_{k}^{p}, \mathrm{k} \in \mathrm{D}^{\mathrm{p}}$ we select those with support not contained in $\mathrm{W}_{\mathrm{p}+1}$ as basisfunctions for the hierarchical B-Spline space. In other words, we define the hierarchical B-Spline set as follows:

$$
\begin{equation*}
I^{\ell}:=\left\{k \in \mathbb{Z}^{2} \mid \operatorname{supp} N_{K}^{\ell} \subseteq \Omega^{\ell}, \operatorname{supp} N_{k}^{\ell} \nsubseteq \Omega^{\ell+1}\right\} \tag{6.15}
\end{equation*}
$$

And the multilevel, hierarchical and linear B-Spline space $S_{\Omega}:=S_{\Omega}^{\mathrm{p}, \mathrm{q}}:=\operatorname{span}\left\{B_{K}^{\ell} \mid \mathrm{p} \geq 0, k \in I^{\ell}\right\}$ of the degree $(\mathrm{p}, \mathrm{q})$ as the linear span of the B-Splines $B_{K}^{\ell}$ with $\mathrm{p} \geq 0, k \in I^{\ell}$.

As is apparent from this definition, the B-Splines whose support lies in $\mathrm{W}_{p+1}$ are replaced by B -Splines $B_{K}^{P}$ on the finer grid and thus can also be represented in the space $S$. Moreover, a spline function in $S$ has the representation:

$$
\begin{gather*}
S: \mathbb{R}^{2} \rightarrow \mathbb{R} \\
x \rightarrow S(\mathrm{x})=\sum_{p>0} \sum_{k \in I^{p}} b_{k}^{\ell} N_{k}^{\ell}(\mathrm{x}), \text { with }: b_{k}^{\ell} \in \mathbb{R} \tag{6.16}
\end{gather*}
$$

In order to clarify the above definitions given by Kraft, examples will be presented and discussed. Initially, a bivariate parametric space $\mathrm{W}_{0}$ is considered with the following knot value vectors without multiplicities in their knots $\equiv=H=[0123456789$ ]. The functions have degree $p=q=2$ (quadratic $B$-Splines). From the tensor product property it occurs that each B-Spline has a support that consists of $(p+1)(q+1)=(p+1)^{2}$, for $p=q$ cells. For the given example the support consists of 9 cells of the parameter space mesh (grid). As it has been
mentioned before, to address efficiently the functions either naïve anchors or Greville abscissae will be used. In addition, different shapes and colors will be used in order to avoid confusion on the illustrative examples

Assuming $\mathrm{W}_{1}:=\left[\begin{array}{lll}2 & 3 & 4\end{array}\right] \times\left[\begin{array}{lll}3 & 4 & 5\end{array}\right]$ which is the support of the B-Spline $N_{2,3}^{0}$ (where the top index refers to the hierarchy level and the bottom index refers to the down and left knot of the support) at the level 0 . Because of (6.14), this is the smallest domain which we can use for $W_{1}$. To fulfill the condition (6.15) of the index set $I^{0}$, we have to remove the B-Spline and we have to insert 16 B-Splines at level 1. The support of the B-Spline $N_{2,4}^{0}$ for example, overlaps $\mathrm{W}_{1}$ but is not a subset of it. This means that $N_{2,4}^{0}$ is not fully contained in it and thus it cannot be removed completely. In isogeometric analysis implementations this property isn't necessary to be valid as it will be discussed later. The explained example is depicted in Fig. 6.5.


Figure 6.5.
(a) $W_{0}$ with parametric knot value vectors $\equiv=H=\left[\begin{array}{lllllllllll}0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9\end{array}\right]$ (b) $W_{1}[1,2,3,4] \times[2,3,4,5]$
(c) Basis function $N_{2,3}^{0}$ with support $\mathrm{W}_{1} \quad$ (d) Support of basis function $N_{2,4}^{0}$ part of $\mathrm{W}_{1}$
(e) Removal of basis function $N_{2,3}^{0}$ and introduction of 16 finer basis functions

### 6.2.1.4 Recursive Procedure

Due to the B-Spline representation, Spline approximation methods can be implemented almost as efficiently as non-smooth piecewise polynomial approximations. Optimal order of accuracy can already be obtained by computing the B-Spline coefficients as a weighted average of a small number of function values. We have constructed a hierarchical quasi interpolant which fulfills the optimal local approximation order and is based on the quasi interpolation of tensor product B-Splines.

In the next step the algorithm tests for each B-Spline in the middle area of its support if the maximum error between the given data and the spline surface is exceeding the tolerance. If so, the index of this and only this B-Spline will be removed from the hierarchical B-Spline set $I_{p}$ and the indices of the B-Splines at the level $p+1$ which are generated by subdividing are inserted into the hierarchical B-Spline set $I_{p+1}$. In this way the full amount of degrees of freedom of the level $p+1$ in this area is exactly reached. So the resulting surface after the next approximation step will be exactly the same in this area as if we used a tensor-product B-Spline approximation all over $\mathrm{W}_{0}$ with a full grid of this level. If biquadratic B-Splines are used, this local area will be the rectangle between the two grid-lines in $u$ and $v$ direction which lies in the support of the B-Spline. To fulfill the conditions (6.12), (6.13) and (6.15) on the domain $\mathrm{W}_{p}$ and on the index-set $I_{p}$, it must be tested, if the neighbors of these B -Splines also have to be removed. This is a local operation and therefore it is not very cost-intensive. This very important step will be later utilized in isogeometric implementations.

### 6.2.1.5 Conclusions

Kraft has developed a multilevel and hierarchical B-Spline space as a generalization of the normal tensor-product B-Spline space. The space consists of linearly independent B-Splines, which are defined on different grid levels and can be derived through subdivision of higher $B$-Splines. With this hierarchical B-Spline space, we have complete local control of the refinement of the spline space. In areas where the indices of all overlapping B-Splines of level $p$ are members of the hierarchical B-Spline set, we have the same properties, as if we use only B-Splines of this level.

The use of B-Splines in this approach leads to an explicit correlation between the mesh of
 B-Spline coefficients and the spline surface, the evaluation of the B-Spline surface can be done fast and it is not cost-intensive.

The visualisation of the surface can also be done in a fast way. These properties imply a good perfomance for scattered data interpolation or approximation. Kraft has developed an iterative approximation algorithm with which we can adapt the hierarchical B-Spline space to the given data.

### 6.3 SUbdivision Property of B-Splines and NURBS

### 6.3.1 Uniform Basis

Now that the idea of the hierarchical basis is expressed, in a compact and solid way, it is necessary to introduce and present another basic ingredient of the local hierarchical refinement in isogeometric analysis, the subdivision property. Subdivision property is a unique feature of B-Splines and their generalization NURBS, which allows a random BSpline of a certain level to be expressed as a linear combination of finer basis functions of more than one level. This procedure is recursively used in computational graphics in order to represent finer geometries with more details. Of course the right coefficients must be used in order to achieve the linear multi-level expression. For that purpose, two-scale relation (6.17) has been introduced by the researchers of computer graphics and geometry. For the following units we will consider the one-dimensional problem for B-Splines, but as it will be shown next, the generalization of the procedure is quite straightforward for the two or three dimensional cases.

$$
\begin{equation*}
N_{i, \mathrm{p}}^{\ell}=\sum_{k=0}^{p+1} S_{i, k}^{p} N_{2 i+k, p}^{\ell+1}(\xi) \tag{6.17}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{i, k}^{p}=\frac{1}{2^{p}}\left(\frac{p+1}{k}\right)=\frac{1}{2^{p}} \frac{(\mathrm{p}+1)!}{(\mathrm{p}+1-k)!\mathrm{k}!} \tag{6.18}
\end{equation*}
$$

$$
\mathrm{k}=0,1,2 \ldots \mathrm{p}+1
$$

Where $p$ is the polynomial degree of basis functions and $k$ is the necessary number of finer level basis functions that are needed to represent the coarse B-Spline. $S_{i, k}^{p}$ is called subdivision (or coefficient) matrix and it is a banded sparse non-square matrix. Its components are independent of the knot index $i$ and the level. More specifically subdivision matrix has the following properties:

- It is a non-square matrix, where its rows correspond to the basis functions before refinement (maternal) while its columns to the refined basis functions (children). Their number is different. So it is a matrix with i rows and j columns.
- It is sparse. Each basis function at the coarser level has relations with at most p+2 children bases at the finer level.
- The elements in each column constitute a partition of unity. For $\forall j$ there is $\sum_{i=1}^{m} S_{i j}=1$
- Each coefficient is non-negative and less or equal to 1.

We consider the above relation valid for a level $\ell$ function of a uniform knot vector, where knots are inserted in the region of the support of the selected B-Splines. Halving the corresponding knot spans, thus the number 2 is included in the relation. Furthermore, a generalization of the relation can occur for other equal subdivisions of the support such as three, four or five. However, splitting the existing knot spans into two smaller seems better for implementation in the computing of our algorithm, especially in higher dimension applications such as 2D and 3D, where the data must be handled efficiently. It is clear that other subdivision schemes would make the implementation more complicated, despite the fact that they would lead theoretically to an analysis suitable mesh.

Thus, the following relation occurs for the knot span length of the following levels. It is straightforward that through the different lengths all over the hierarchy of the basis, one can calculate the support of each basis function effortlessly.

$$
\begin{equation*}
h_{k}=2^{-k} \cdot h, 1 \leq k \leq K \tag{6.19}
\end{equation*}
$$

From the above relation, one can get also the relation between the supports of two or more consecutive levels.

$$
\begin{equation*}
\operatorname{supp}(\ell+\mathrm{m})=\frac{1}{2^{m}} \operatorname{supp}(\ell) \tag{6.20}
\end{equation*}
$$

Where $m$ is the number of the examined refinement level, $h$ is the initial length of the uniform case of knot vector and $h_{k}$ is the length of the knot span for a random level $k$ of the hierarchy. This way, the length can be calculated quickly.

For example:

- for $\mathrm{k}=0 \quad h_{k}=h$
- for $\mathrm{k}=1 \quad h_{k}=0.5 \cdot h$
- for $\mathrm{k}=2 \quad h_{k}=0.25 \cdot h$
where $h$ can be directly derived from a knot vector $\left\{\xi_{1}, \xi_{2}, \ldots, \xi_{i}, \ldots, \xi_{n-1}, \xi_{n}\right\}$ such as,

$$
\begin{equation*}
h=\xi_{i+1}-\xi_{i}, i=1,2, \ldots, n-1 \tag{6.21}
\end{equation*}
$$

This relation refers to a uniform knot value vector and subsequently to a uniform basis. The generalization of the two-scale relation for a non-uniform basis which takes into account the different knot span lengths as well as the reduced continuity or the knot multiplicity in certain knots will be presented later on.

An example will be now illustrated in Fig. 6.6 in order to fully understand the nature of this relation and the result that can occur by using it.

Assuming we have a fully deployed B-Spline basis function that can be derived from the Cox-de Boor relation. The basis function has a knot vector of $[0,1,2,3]$ and degree $p=2$. No other functions are considered for this example, as our aim is to understand the mechanism behind the previous introduced relations.

In order to address and handle properly the multi-level relations, some terminology is required. Thus, we will from now consider two categories of basis functions for addressing the functions of two consecutive levels. First we will refer to the coarse basis functions that are selected to be refined and belong to level $\ell$ as maternal B-Spline functions, in the sense that they are the ones that can generate the finer level functions. Moreover the finer level $\ell+1$ functions will be referred as subsidiary (children) B-Spline functions.

Now that the multi-level relations can be properly handled without being confused, we will use the algebraic equations.


The example's maternal function is shown with black color. The children with coefficients 0.25 and 0.75 are depicted with cyan and blue respectively
(Iakovos Antonios and Karras Dimitrios , 2015)
In Fig. 6.6 we can see how the maternal function can be represented from $p+2$ finer level functions. In addition the new knot vector is [ $0,0.5,1,1.5,2,2.5,3]$. If we try to input the new knot vector to the Cox-de Boor relation 4 quadratic subsidiaries will emerge with the following length of support

$$
\begin{equation*}
\text { supp }=(\mathrm{p}+1) \cdot \mathrm{h}_{k}=(p+1) \cdot 0.5 \cdot h \tag{6.22}
\end{equation*}
$$

Where for $\mathrm{p}=2$ and $\mathrm{h}=1$ we get that every one of the subsidiary functions will have length of support equal to 1.5 , which is the half of the maternal basis function.

However, the Cox-de Boor relation gives us the new subsidiary functions, but not their coefficients. In order to represent the maternal basis function by the set of subsidiaries we will use the subdivision property two-scale relation.

So from implementing the relation for $\mathrm{p}=2$ and $\mathrm{k}=0$, the following $\mathrm{p}+2$ coefficients occur, $0.25,0.75,0.75,0.25$ respectively for the four subsidiaries starting from left to right. As one can easily notice, the sum of the subsidiaries at every $\xi$ that belongs in $[0,3]$ equals to the value of the maternal function.

The subdivision property is valid and thus can be applied for more than one level of refinement, by just following the hierarchy of the levels as well as input the correct parameters to the aforementioned relations.

Of course, the above theories apply for every polynomial degree p as displayed in Fig. 6.7.


Figure 6.7.
B-Splines subdivision for (a) $p=1$, (b) $p=2$, (c) $p=3$, (d) $p=4$, (e) $p=5$ is illustrated. The number of children for each case is equal to ( $p+2$ )
(Iakovos Antonios and Karras Dimitrios , 2015)

In Fig. 6.8.a, the coefficients for two consecutive levels are depicted. More specifically these coefficients connect the finer functions of level 2, of contracted support with the coarse maternal B-Splines. By summarizing all the values of each column, multiplied by the coefficients of the previous level the coefficients of the univariate case for refinement level 2 can be derived.

In Fig. 6.8.b, the coefficients of a bivariate B-Spline of polynomial degree $p=2$ can be seen. More specifically these coefficients can be derived by applying the subdivision relation to each of the parametric local knot values and multiplying them in a full tensor way. So, the key factor in calculating coefficients in multivariate cases, is to derive the coefficients of each parametric axis independently. However this must not be confused with a global tensor product multiplication, as in h-refinement.

|  | $\mathrm{N}^{3}{ }_{1}$ | $\mathrm{~N}^{3}{ }_{2}$ | $\mathrm{~N}_{3}{ }_{3}$ | $\mathrm{~N}^{3}{ }_{4}$ | $\mathrm{~N}^{3}{ }_{5}$ | $\mathrm{~N}^{3}{ }_{6}$ | $\mathrm{~N}^{3}{ }_{7}$ | $\mathrm{~N}^{3}{ }_{8}$ | $\mathrm{~N}^{3}{ }_{9}$ | $\mathrm{~N}^{3}{ }_{10}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.25 | 0.25 | 0.75 | 0.75 | 0.25 |  |  |  |  |  |  |
| 0.75 |  |  | 0.25 | 0.75 | 0.75 | 0.25 |  |  |  |  |
| 0.75 |  |  |  |  | 0.25 | 0.75 | 0.75 | 0.25 |  |  |
| 0.25 |  |  |  |  |  |  | 0.25 | 0.75 | 0.75 | 0.25 |
| Final <br> Weights | 0.0625 | 0.1875 | 0.375 | 0.625 | 0.75 | 0.75 | 0.625 | 0.375 | 0.1875 | 0.0625 |

(a)

|  | $\mathbf{0 . 0 6 2 5}$ | $\mathbf{0 . 1 8 7 5}$ | $\mathbf{0 . 3 7 5}$ | $\mathbf{0 . 6 2 5}$ | $\mathbf{0 . 7 5}$ | 0.75 | 0.625 | $\mathbf{0 . 3 7 5}$ | $\mathbf{0 . 1 8 7 5}$ | 0.0625 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{0 . 0 6 2 5}$ | 0.004 | 0.012 | 0.023 | 0.039 | 0.047 | 0.047 | 0.039 | 0.023 | 0.012 | 0.004 |
| $\mathbf{0 . 1 8 7 5}$ | 0.012 | 0.035 | 0.070 | 0.117 | 0.141 | 0.141 | 0.117 | 0.070 | 0.035 | 0.012 |
| $\mathbf{0 . 3 7 5}$ | 0.023 | 0.070 | 0.141 | 0.234 | 0.281 | 0.281 | 0.234 | 0.141 | 0.070 | 0.023 |
| $\mathbf{0 . 6 2 5}$ | 0.039 | 0.117 | 0.234 | 0.391 | 0.469 | 0.469 | 0.391 | 0.234 | 0.117 | 0.039 |
| $\mathbf{0 . 7 5}$ | 0.047 | 0.141 | 0.281 | 0.469 | 0.563 | 0.563 | 0.469 | 0.281 | 0.141 | 0.047 |
| $\mathbf{0 . 7 5}$ | 0.047 | 0.141 | 0.281 | 0.469 | 0.563 | 0.563 | 0.469 | 0.281 | 0.141 | 0.047 |
| $\mathbf{0 . 6 2 5}$ | 0.039 | 0.117 | 0.234 | 0.391 | 0.469 | 0.469 | 0.391 | 0.234 | 0.117 | 0.039 |
| $\mathbf{0 . 3 7 5}$ | 0.023 | 0.070 | 0.141 | 0.234 | 0.281 | 0.281 | 0.234 | 0.141 | 0.070 | 0.023 |
| $\mathbf{0 . 1 8 7 5}$ | 0.012 | 0.035 | 0.070 | 0.117 | 0.141 | 0.141 | 0.117 | 0.070 | 0.035 | 0.012 |
| $\mathbf{0 . 0 6 2 5}$ | 0.004 | 0.012 | 0.023 | 0.039 | 0.047 | 0.047 | 0.039 | 0.023 | 0.012 | 0.004 |

(b)

Figure 6.8.
In this figure an easy calculation of the second consecutive level, subdivision coefficients is depicted. In (a) the recursive computation for 2 level of refinement is shown for the univariate case. In (b) the coefficients for a bivariate B-Spline of polynomial degree 2 is shown. The coefficients are produced by a tensor product
multiplication of each of the parametric axes (Iakovos Antonios and Karras Dimitrios , 2015)

### 6.3.2 Non-Uniform Basis

Now that we have investigated the uniform basis case, it is time to generalize the theory presented in the non-uniform case. The non-uniform case is not only characterized by different knot-span lengths, but also by cases of reduced continuity along the basis. This way a full set of necessary tools will be presented in order to handle properly every basis one may encounter

As the final goal is always programming, the presented knowledge may become easier interpreted by readers with the illustrative and analytical examples presented in the following pages. As we mentioned in the previous chapters, a basis might have scattered
knots or knot multiplicities. These cases are obtained through the CAD representation and most of the times are not up to the user to decide, unless he chooses to use multiple patches to handle complicated geometries.

In any case, as the patch interconnection is still a subject of study in NURBS and B-Splines (lack of watertight connections), in contrary with T-Splines, handling discontinuities or arbitrary bases is crucial. As presented before, a fully developed maternal basis can be described by exactly p+2 finer basis functions, by adjusting the right corresponding factors.

The same rules apply on the non-uniform cases for all the fully developed basis functions. A difference is spotted in the boundaries of a patch, where B-Splines are not fully developed and hence although they may be of degree $p$, they are described not by $p+2$ functions, but by only 2 in general. Of course in a theoretical approach, the subdivision property is valid, but for the non-uniform case much more effort is needed in order to acquire the right coefficients for every spline.

The multiplicity at the two end knots of an open knot vector is always p+1 and their related basis functions are discontinuous. These boundary basis functions have only two children basis functions and their coefficients are 1 and 0.5 respectively whatever their degrees are.

In contrast, the internal basis functions are associated with more children bases at the lower level. Their combinatorial coefficients not only depend on degree $p$ but also the values of individual knots for non-uniform knot vectors. In detail, the refinement of basis functions with non-uniform knot vectors can be represented by the following formula.

$$
\begin{equation*}
N_{i, \mathrm{p}}^{\ell}(\xi)=[a][N]=\sum_{k=0}^{p+1} \alpha_{j} N_{i+k+p}^{\ell+1}(\xi) \tag{6.23}
\end{equation*}
$$

For the quadratic basis function that is defined by a span $\left[\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}\right]$, the coefficients can be calculated using its local knot values:

$$
\begin{align*}
& \alpha_{1}=\frac{\xi_{2}-\xi_{1}}{2\left(\xi_{3}-\xi_{1}\right)}  \tag{6.24}\\
& \alpha_{2}=1-\frac{\xi_{3}-\xi_{2}}{2\left(\xi_{3}-\xi_{1}\right)}  \tag{6.25}\\
& \alpha_{3}=1-\frac{\xi_{3}-\xi_{2}}{2\left(\xi_{4}-\xi_{2}\right)}  \tag{6.26}\\
& \alpha_{4}=1-\frac{\xi_{4}-\xi_{3}}{2\left(\xi_{4}-\xi_{2}\right)} \tag{6.27}
\end{align*}
$$

- As for the cubic basis function with a local knot vector $\left[\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}, \xi_{5}\right]$ the coefficients can be identified in the similar way:

$$
\begin{align*}
& \alpha_{1}=\frac{\xi_{2}-\xi_{1}}{2\left(\xi_{3}-\xi_{1}\right)} \frac{\xi_{3}+\xi_{2}-2 \xi_{1}}{2\left(\xi_{4}-\xi_{1}\right)}  \tag{6.28}\\
& \alpha_{2}=\frac{\xi_{3}+\xi_{2}-2 \xi_{1}}{2\left(\xi_{4}-\xi_{1}\right)}  \tag{6.29}\\
& \alpha_{3}=\frac{\xi_{4}-\xi_{3}}{2\left(\xi_{4}-\xi_{2}\right)} \frac{-\xi_{1}+\xi_{2}+\xi_{3}-\xi_{4}}{2\left(\xi_{4}-\xi_{1}\right)}+\frac{\xi_{3}-\xi_{2}}{2\left(\xi_{4}-\xi_{2}\right)} \frac{\xi_{2}-\xi_{3}-\xi_{4}+\xi_{5}}{2\left(\xi_{5}-\xi_{2}\right)}+\frac{3}{4}  \tag{6.30}\\
& \alpha_{4}=\frac{-\xi_{4}-\xi_{3}+2 \xi_{5}}{2\left(\xi_{5}-\xi_{2}\right)}  \tag{6.31}\\
& \alpha_{5}=\frac{+\xi_{4}+\xi_{3}-2 \xi_{5}}{2\left(\xi_{5}-\xi_{2}\right)} \frac{\xi_{5}-\xi_{4}}{2\left(\xi_{5}-\xi_{3}\right)} \tag{6.32}
\end{align*}
$$



Figure 6.9.
Subdivision property in for a non-uniform B-Spline of polynomial degree $p=3$. (a) Maternal basis function. Course local knot vector [1 2.53 .754 .75 5.25] (a) Subsidiary basis functions. Refined bisected local knot vector [11.75 $2.53 .1253 .754 .254 .75 \quad 5 \quad 5.25]$ (c)Scaled subsidiary basis functions (d) Subdivision property representation
(Iakovos Antonios and Karras Dimitrios , 2015)

### 6.3.3 Subdivision of N -Variate B-Spline Shape Functions

After introducing and explaining in depth the subdivision property of B-Spline curves for the one dimensional case, we can proceed forward by generalizing the theory for the $n$ variate case of tensor product B-Splines.

### 6.3.3.1 2D Case

For the sake of simplicity and to ease notation and examples a bivariate B-Spline of degree $p=2$ is considered for both of the parameter axes $\xi$ and $\eta$.

Let B be a tensor product B -Spline that is constructed by two random full developed one dimensional $B$-Splines of degree $p=2$ on $\xi$ and $\eta$ axes respectively. Each one dimensional basis function has a local knot vector and thus a support, as the following.

$$
\begin{aligned}
& {\left[\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}\right] \text {, from which the } N_{i, 2}^{\ell}(\xi) \text { is derived and }} \\
& {\left[\eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}\right] \text {, from which } N_{j, 2}^{\ell}(\eta) \text { is derived as well }}
\end{aligned}
$$

The corresponding tensor product B-Spline will be:

$$
\begin{equation*}
N_{i, \mathrm{j}, 2}^{\ell}(\xi, \eta)=N_{i, 2}^{\ell}(\xi) N_{\mathrm{j}, 2}^{\ell}(\eta) \tag{6.33}
\end{equation*}
$$

with support

$$
\begin{equation*}
\operatorname{supp}\left(\mathrm{N}_{i, j, 2}^{\ell}\right)=\left[\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}\right] x\left[\eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}\right] \tag{6.34}
\end{equation*}
$$

From the above equations it is easy to understand that for degree $p=q=2$ for both axes, the tensor product bivariate basis function is comprised of $(p+1)^{n=2}$ cells, which consist its support.

As it was mentioned in the introduction chapter, hierarchical refinement is the technique of enriching the approximation space locally by replacing a coarse grid along with its correspondent basis functions, with finer ones. In this sense, knot insertion is performed in the local knot vectors in each axis $\xi, \eta, \zeta$ for each basis function separately.

By recalling the previous knowledge on local refinement that was presented, we know that for the one dimensional problem each maternal basis function has p+2 children (subsidiaries).

For the n-dimensional, here 2-dimensional problem, the number of children of the tensor product B-SPLine basis functions equals to

$$
\begin{equation*}
(p+2)(q+2) \text { or }(p+2)^{2} \tag{6.35}
\end{equation*}
$$

for $p=q$, where p and q are the degree of $\xi$ and $\eta$ axes respectively.


Figure 6.10.
(a) Graphical representation of a bivariate B-Spline's children (b) Cut along $\eta$ axis

It is now time to find the coefficients for the tensor product children of the maternal basis function. By applying the previous subdivision relation for each of the axes separately and then combine them in a tensor product sense, the final coefficients can be derived. Consequently, due to their tensor product structure, the generalization of subdivision to multivariate B-Splines is a straightforward extension of the subdivision property relation and can be written as:

$$
\begin{equation*}
B^{p}(\zeta)=\sum_{j}\left(\prod_{\ell=1}^{d} 2^{-p \ell}\left(\frac{p_{\ell}+1}{j_{\ell}}\right) N^{p \ell}\left(2 \xi^{\ell}-j_{\ell}\right)\right) \tag{6.36}
\end{equation*}
$$

where multi-indices,

- $j=\left\{i_{1}, \ldots, i_{d_{p}}\right\}$
- $p=\left\{p_{1}, \ldots, \mathrm{p}_{d_{p}}\right\}$
- $\zeta=\left\{\zeta^{1}, \ldots, \zeta^{d_{p}}\right\}$
denote the position in the tensor product structure, the polynomial degree and the independent variables in each direction $\ell$ of the $n$-dimensional parameter space. The use of subdivision property for the bivariate case is depicted in Fig. 6.10. Continuing, illustrated examples will be represented in order to completely understand the procedure of subdivision. The most widely known application of the aforementioned relations is the development of highly efficient subdivision algorithms for the fast and accurate approximation of smooth surfaces by control meshes in computer graphics.


### 6.3.3.2 Example for the coefficients of the 2D case B-SPLines

So in order to simplify the explanation, we will present an example to demonstrate how the subdivision coefficients are generated in the bivariate case for degree $p=2$ for both the parameter axes. We assume having a tensor product bivariate B-Spline with $(p+1)^{2}$ cells that consist its support in the 2D parameter space. When this particular spline is selected for refinement, the local knot vectors for both axes will change by dividing their corresponding knot spans in to half and along with them new smaller cells will be generated. By the knot insertion new children will be introduced with half maternal support.

In Fig. 6.11, the bivariate B-Spline is depicted, along with its random local knot vector on both parameter axes. After the knot insertion the initial local knot vectors,

$$
\begin{gathered}
\bar{\Xi}=\left[\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}\right] \\
\mathrm{H}=\left[\eta_{1}, \eta_{2}, \eta_{3}, \eta_{4}\right] \\
\text { have become: }
\end{gathered}
$$

$$
\begin{aligned}
& \Xi^{\prime}=\left[\xi_{1}, \xi_{5}^{\prime}, \xi_{2}, \xi_{6}^{\prime}, \xi_{3}, \xi_{7}^{\prime}, \xi_{4}\right] \\
& \mathrm{H}^{\prime}=\left[\eta_{1}, \eta_{5}^{\prime}, \eta_{2}, \eta_{6}^{\prime}, \eta_{3}, \eta_{7}^{\prime}, \eta_{4}\right]
\end{aligned}
$$

where the knot values that are marked refer to the newly introduced knots on both axes.


Figure 6.11.
Bivariate basis function.
(lakovos Antonios 2015)
Now by applying the relation for the $n$-variate case of tensor product B-Spline curves for $\mathrm{n}=2$, we can calculate the coefficients for the children that have been created during the subdivision of the maternal functions. Because of the tensor product nature of the maternal functions, the number of the children can be derived from equation (6.35).

In our case for $\mathrm{p}=\mathrm{q}=2$ the number of children equals to $(2+2)^{2}=16$ and its coefficients, in order to describe the maternal function, are as depicted in Fig. 6.12.a. Note that the outer rows and columns follow the same pattern. In addition to that, the center functions have
the highest coefficients, which is logical and it directly depends on the relation between the degrees of the two parameter axes.

For simplicity reasons, although the maternal function has been presented in the parameter space, the children along with their coefficients will be represented in index space, due to the fact that B-Splines intersect and interact with $p+1$ other functions. This fact would lead to a confusing illustration of the parameter space.

In Fig. 6.12.b the case of cubic B-Splines is depicted. The number of children in this case is $(3+2)^{2}=25$. The scale factors pattern is similar to the one examined for the quadratic BSplines.


|  | 0.25 | 0.75 | 0.75 | 0.25 |
| :---: | :---: | :---: | :---: | :---: |
| 0.25 | 0.0625 | 0.1875 | 0.1875 | 0.0625 |
| 0.75 | 0.1875 | 0.5625 | 0.5625 | 0.1875 |
| 0.75 | 0.1875 | 0.5625 | 0.5625 | 0.1875 |
|  | 0.25 | 0.0625 | 0.1875 | 0.1875 |

(a)


|  | 0.125 | 0.5 | 0.75 | 0.5 | 0.125 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.125 | 0.016 | 0.063 | 0.094 | 0.063 | 0.016 |
| 0.5 | 0.063 | 0.250 | 0.375 | 0.250 | 0.063 |
| 0.75 | 0.094 | 0.375 | 0.563 | 0.375 | 0.094 |
| 0.5 | 0.063 | 0.250 | 0.375 | 0.250 | 0.063 |
| 0.125 | 0.016 | 0.063 | 0.094 | 0.063 | 0.016 |

(b)

Figure 6.12.
Scaled subsidiary shape functions. Scale factors have been produced from the subdivision property relation. (a) Quadratic B-Splines, (b) Cubic B-Splines.
(Iakovos Antonios 2015)


Figure 6.13.
Number of functions derived from 2D subdivision rule for one maternal shape function in relation to polynomial degree.

### 6.4 SUbdivision Property in NURBS

As we already know, CAD programs do not use B-Splines in their algorithms. Instead they are using NURBS and thus the previous relations and proofs must be modified properly in order to be used in NURBS implementations.

It will be shown that, the generalization of the relations is easy and quite straightforward. In this case the study of B-Splines in the parameter and index space seems sufficient in order to achieve the desired results. However the modification of the related weights of each NURBS curve will be also presented for the sake of completeness. After proper handling of the relations for the one dimensional NURBS, the generalization for higher degrees will follow.

Subdivision rules for univariate NURBS derive by inserting the two-scale relation of the classical subdivision relation into the construction rule for NURBS basis functions, which eventually yields

$$
\begin{equation*}
R_{i, p}(\xi)=\frac{w_{i} \sum_{j=0}^{p+1}\left(\frac{p+1}{j}\right) N_{i, p}(2 \xi-j)}{2^{p} \sum_{j=1}^{n} w_{j} N_{j, p}(\xi)} \tag{6.37}
\end{equation*}
$$

According to the isogeometric framework, the geometry is described exactly by the original unrefined NURBS basis, so that geometry refinement in the same framework of isogeometric analysis is not required. Therefore, we keep the weight $w_{i}$ and the corresponding control points $P_{j}$ unchanged and always take the sum of the original B-Splines $\mathrm{N}_{\mathrm{j}, \mathrm{p}}$ in the denominator of the above equation. Nonetheless, using the refined NURBS basis for enhancing the geometry representation would be of course possible.

A multivariate subdivision rule for NURBS can be derived analogously by substituting the classical rule for multi variable NURBS to the classical subdivision relation, which will give us the following expression

$$
\begin{equation*}
R_{i, p}^{h}(\zeta)=\frac{w_{i} \sum_{j=0}^{p+1} \prod_{\ell=1}^{d} 2^{-p_{\ell}}\left(\frac{p+1}{j_{\ell}}\right) N_{p_{\ell}}\left(2 \xi^{\ell}-j_{\ell}\right)}{\sum_{j=1}^{n} w_{j} N_{j, p}(\zeta)} \tag{6.38}
\end{equation*}
$$

Where the multi-index notation exactly follows the one introduced before for the multivariate B -Splines that were introduced in the previous chapters. Since the geometry is not refined the B -Splines $\mathrm{N}_{\mathrm{j}, \mathrm{p}}$ and corresponding weights in the denominator of the above equation refer again to the original $B$-Spline patch.

### 6.5 Hierarchical Refinement for NURBS

On the basis of the previous subchapter, we introduce some modifications to the hierarchical refinement scheme for B-Splines to adapt the case of NURBS. First, the previous introduced relations are separated for the univariate and the bivariate case in two parts, a B-Spline part (numerator) and a rational part (denominator), which are treated separately. The numerator carries out hierarchical refinement on the B-Spline level, so that we can make full use of the concepts and the algorithms that will be later on introduced. Thus, the resulting refined NURBS basis is also constructed from a nested sequence of bisected knot span elements, over which multiple hierarchical overlay levels of repeatedly contracted BSplines are defined.

As shown in the previous subchapter, the denominator is always computed with the original B-Spline basis $N_{j, p}^{0}(\sigma)$

$$
\begin{equation*}
\operatorname{sum}(\xi)=\sum_{j} w_{j} N_{j, p}^{0}(\xi) \tag{6.39}
\end{equation*}
$$

Where the multi-index $j$ includes all B-Splines with support at the parameter space location $\zeta$. The basis functions $R_{i}$ of the hierarchical NURBS basis and its derivatives follow as

$$
\begin{gather*}
R_{i, p}(\xi)=\frac{N_{i, p}(\xi)}{\operatorname{sum}(\xi)}  \tag{6.40}\\
\frac{\partial R_{i, p}(\xi)}{\partial \xi^{\ell}}=\frac{\frac{\partial N_{i, p}(\xi)}{\partial \xi^{\ell} \operatorname{sum}(\xi)}-N_{i, p}(\xi) \frac{\partial \operatorname{sum}(\xi)}{\partial \xi^{\ell}}}{\operatorname{sum}(\xi)^{2}} \tag{6.41}
\end{gather*}
$$

Where we additionally drop the weights $w_{i}$ in the numerator of the first equation for further simplification. Standard rules for generating higher order derivatives can be adapted in the same way, for use in colocation for instance. The geometry mapping by way of the Jacobian matrix and determinant are computed throughout the hierarchical refinement procedure form the unrefined NURBS basis

$$
\begin{equation*}
\chi(\xi)=\sum_{j} w_{j} \frac{N_{j, p}^{0}(\xi)}{\operatorname{sum}(\xi)} P_{j} \tag{6.42}
\end{equation*}
$$

with the initial set of weights $w_{j}$ and control points $P_{j}$.

# 7. Hierarchical Refinement Strategies 

### 7.1 INTRODUCTION

The basic ingredients and tools needed in order to successively apply local hierarchical refinement in B-Splines and NURBS were presented in chapter 6. Basic terms such as the Kraft algorithm, nested domains, the subdivision property relation and extensive illustrated examples have been explained in order to comprehend in depth the rigorous mechanisms and equations used in the case of local refinement.

In the current chapter it is time to introduce, explain and eventually evaluate some method variations of hierarchical adaptive refinement introduced during the last few years. It has to been mentioned that the idea of adaptive refinement in isogeometric analysis is a relatively recent research topic. The first research ideas on hierarchical refinement have been publicated by Vuong et al in 2010. In their work they tried to implement R. Kraft's theory, presented in his PhD back in 1997, in the frame of isogeometric analysis. The idea emerged from the need for strictly local refinement in B-Splines and NURBS implementations in IGA, since the full tensor product nature seemed to be a major drawback for analysis purposes. An alternative approach to reach a successful and easy implementation of Vuong's theory was introduced by Bornemann et al. Later on, Giannelli came up with the truncated B-Spline concept, a method introducing new tools to optimize what was already proposed by Vuong. Another addition has been made by D. Schillinger by modifying existing methods in order to restrict refinement's area and strengthen its local nature. His proposals where reflected on the sparseness of stiffness and mass matrices. Just recently, a new kind of B-Splines, named LR B-Splines, has been introduced by Johannessen and Kvasmdal in order to achieve analysis suitable meshes and numerical results in local multi-level hierarchical refinement. It has to be clarified that all the aforementioned refinement strategies focus on the formation of hierarchical B-Spline and NURBS basis functions and as a result stiffness matrices.

All the aforementioned authors have set a very strong theoretical background for scientific society and they are still continuing on issuing papers which try to overcome the difficulties derived from hierarchical adaptive refinement. In this sense, research on local refinement in isogeometric analysis is still an ongoing issue. Many more ideas and proposals are made by various researchers in order to improve the existing theories and ease the implementation effort. In this thesis an algorithmic approach based on the previous knowledge will be
presented. The aim of this approach is to ease the procedures of the previous theories in IGA applications.

In the current chapter an extensive presentation will be made, so the reader will understand in depth the different refinement strategies and their advantages or disadvantages.

### 7.2 Hierarchical Refinement proposed by Vuong et al.

Refinement in general and adaptive local refinement in particular is one of the key issues in isogeometric analysis. Vuong et al. present an adaptive local refinement technique for IGA based on extensions of hierarchical B-Splines. The theoretical properties of the spline space are investigated, in order to ensure fundamental properties like linear independence and partition of unity. Furthermore, well established concepts from classical FEA are used to fully integrate hierarchical spline spaces into the isogeometric setting. Mesh refinement based on a-posteriori error estimators is a key ingredient for developing an effective isogeometric adaptive solver, as it will be described in more detail in the next unit. This is the main motivation for investigating possible extensions of tensor product splines, which provide an adaptive local control of the refinement, together with their suitable application into the analysis phase. Starting with an initial mesh grid, the error estimator iteratively identifies areas of the mesh, which require local refinement.

In addition to the aforementioned properties, some other definitions will be given. Having explained nested spaces extensively, it is time to move forward in introducing the method's fundamental theoretical principles.

Consider a finite sequence of N bivariate B-Spline spaces $\left(N^{\ell}\right)_{\ell=0 . . L-1}$ which are assumed to be nested and $L$ is the number of hierarchical levels.

$$
\begin{equation*}
N^{0} \subset N^{1} \subset \ldots \subset N^{L-1} \tag{7.1}
\end{equation*}
$$

Together with a finite sequence of N bounded open sets $\left(\Omega^{\ell}\right)_{\ell=0 . \ldots L-1}$ with

$$
\begin{equation*}
\Omega^{L-1} \subseteq \Omega^{L-2} \subseteq \ldots \subseteq \Omega^{0} \text { and } \Omega^{L}=0 \tag{7.2}
\end{equation*}
$$

which define the nested domain for the spline hierarchy.
In order to obtain nested spaces, it is necessary to assume that

$$
\begin{align*}
& \mu\left(\Xi^{\ell+1}, \xi\right)-\mu\left(\Xi^{\ell}, \xi\right) \geq p^{\ell+1}-p^{\ell}  \tag{7.3}\\
& \mu\left(H^{\ell+1}, \eta\right)-\mu\left(\mathrm{H}^{\ell}, \eta\right) \geq q^{\ell+1}-q^{\ell}  \tag{7.4}\\
& \forall \xi, \eta \text { with } \ell=0, \ldots, \mathrm{~L}-2 .
\end{align*}
$$

These conditions are necessary and sufficient. It is usually considered that the polynomial degree remains constant for all levels of hierarchical refinement, an assumption also adopted by this thesis.

At each level, the boundary $\partial \Omega^{\ell}, \ell=0, \ldots, \mathrm{~L}-1$, may be aligned with the knot lines of $N^{\ell-1}$ which will be referred as strong condition or $B^{\ell}$ which will be referred as weak condition.


Figure 7.1.
(a) Strong boundary conditions between the subdomains. (b) Weak boundary conditions between the subdomains.
(Vuong et al, 2011)
Fig. 7.1 depicts the strong and weak boundary conditions between the nested subdomains. The initial domain $\Omega^{0}$ is an arbitrary 2D parameter space. The refined domain $\Omega^{1}$ is produced when the first refinement is conducted, while its parametric cells have the half side dimension in comparison with the initial domain $\Omega^{0}$. Similarly, the refined domain $\Omega^{2}$ is produced when the second refinement is conducted, while its parametric cells have the half side size in comparison with the domain $\Omega^{1}$, as the subdivision number is chosen to be equal to 2 .

It is worth mentioning that for the strong boundary conditions between the subdomains the boundary $\partial \Omega^{1}$ is aligned with the already existed knot lines of the initial domain $\Omega^{0}$. On the other hand, this is not valid for the case of weak boundary conditions. The same pattern is noticed for the next refinement level. For the algorithmic point of view, the strong condition is considered better and more robust than the weak one. The case encountered in this thesis is strictly the one of strong boundary conditions between subdomains.

In hierarchical refinement, although the linear independence is always secured, partition of unity may be not satisfied directly along the basis. For this reason, we borrow the terminology used in T-Spline implementations, in order to classify the different hierarchical bases by the following definition.

B-Spline basis function $\left\{N_{i}\right\}$ will be referred as:

- Standard if $\sum N_{i}=1$
- Semi-Standard if there exists a choice of weights $\mathrm{s}_{\mathrm{i}}>0$, such that $\sum s_{i} N_{i}=1$ (7.6)
- Non-Standard $\nexists$ no choice of $\mathrm{S}_{\mathrm{i}}>0$ to ensure in any way the partition of unity (7.7)

In the general case of hierarchical B-Spline basis, the existence of all aforementioned definitions is allowed. A tensor product mesh will yield a standard basis, as we already know, but an arbitrary mesh will not have the same behavior. The ultimate goal is to always define an admissible mesh for analysis, which will at least be a semi-standard one.

Examples of standard and semi-standard bases are depicted in Fig. 7.2.


Figure 7.2.
(a) Standard basis. (b) Semi-Standard basis.
(Iakovos Antonios, 2015)

### 7.1.1 Constructing the hierarchical basis in a multi-level case

Now a generic algorithmic relation will be presented, that can be applied recursively between two consecutive levels of the hierarchy in order to obtain the hierarchical basis and inherit its desired properties.

The hierarchical spline space is recursively constructed as described below:
I. Initialization:

$$
\begin{equation*}
H^{0}=\left\{N_{i} \in \mathbf{N}^{0}: \operatorname{supp} N_{i} \neq 0\right\} \tag{7.7}
\end{equation*}
$$

II. Recursive Case:

$$
\begin{equation*}
H^{\ell+1}=H_{A}^{\ell+1} \cup H_{B}^{\ell+1}, \text { for } \ell=0, \ldots, \mathrm{~L}-1 \tag{7.8}
\end{equation*}
$$

Where

$$
\begin{align*}
& H_{A}^{\ell+1}=\left\{N_{i} \in N \in H^{\ell}, \operatorname{supp} N_{i} \varsubsetneqq \Omega^{\ell+1}\right\}  \tag{7.9}\\
& H_{B}^{\ell+1}=\left\{N_{i}: N_{i} \in \mathrm{~N}^{\ell+1}, \operatorname{supp} N \subseteq \Omega^{\ell+1}\right\} \tag{7.10}
\end{align*}
$$

Where $M$ is the number of the total levels.

## III. Final step

$$
\begin{equation*}
H \equiv H^{L} \tag{7.11}
\end{equation*}
$$

In step (I), the hierarchical basis is initialized, by adding all the functions of the coarse domain. This happens always for normal parameter spaces, but may differ for arbitrary ones. The area or areas of interest are selected by estimating their corresponding error. The
union of these areas forms the domain refinement will take place. The refined domains will become smaller and smaller, as the number of iterations increases due to the nested function domain property.
Now that the first domain $\Omega^{\ell}$ is constructed, the algorithm proceeds to step (II). In this step, the algorithm identifies which functions have the necessary properties in order to be included to the hierarchical basis. Two distinct groups of basis functions are constructed. Group (A) includes the functions whose support is not fully contained in the next level's finer domain $\Omega^{l+1}$ and thus will remain intact. Group (B) consists only by functions of the finer level. From those functions only the ones with a support belonging completely to the next levels domain $\Omega^{l+1}$ are kept.

Note that functions contained in group (B) and are consequently included in the hierarchical basis of level $\ell$, may be discarded in the next iteration step if their full support is part of the refined domain $\Omega^{1+2}$.

To summarize, the recursive definition ensures that the algorithm always selects to include in the hierarchical basis the appropriate functions. The first step initializes the hierarchical basis with all the relevant functions of the underlying tensor product basis $N^{0}$. The recursive procedure then updates the basis by removing the coarse functions contained inside the refined region and including finer ones by substituting them.

As a result of the aforementioned definitions and the recursive algorithm, the hierarchical B-Spline basis and all the associated spaces have the following important properties, which will be proved later on.

- The functions of the hierarchical basis are linearly independent.
- The spaces spanned by the basis are nested, in a sense that $H^{\ell} \subseteq \operatorname{spanH}^{\ell+1}$


### 7.1.2 Proof of linear independence

We just have to prove that $\sum_{N_{i} \in H} \alpha_{i} N_{i}=0 \Rightarrow \alpha_{i}=0$. This sum can be re-arranged as:

$$
\begin{equation*}
\sum_{N_{i} \in H \cap \mathrm{~N}^{0}} a_{i} N_{i}+\sum_{N_{i} \in H \cap \mathrm{~N}^{1}} a_{i} N_{i}+\ldots+\sum_{N_{i} \in H \cap \mathrm{~N}^{L-1}} a_{i} N_{i}=0 \tag{7.12}
\end{equation*}
$$

Since the functions in $H \cap \mathrm{~N}^{0}$ are a subset of $\mathrm{N}^{0}$, they are linearly independent as we have proved in the previous chapters. Only these functions are non-zero on $\Omega^{0} \backslash \Omega^{1}$, hence in view of their local linear independence, we conclude that $a_{i}=0$ for $\tau \in H \cap \mathrm{~N}^{0}$.

Analogously when we consider all next sums in the sequence, we may observe that for each $\ell=1,2, \ldots, \mathrm{~L}-1$ the functions in $H \cap \mathrm{~N}^{\ell}$ are linearly independent. Except for functions already considered in the previous sums, namely in $H \cap \mathrm{~N}^{0} \ldots H \cap \mathrm{~N}^{\ell-1}$, only the functions in $H \cap \mathrm{~N}$ are non-zero on $\Omega^{\ell} \backslash \Omega^{\ell+1}$. This implies that $a_{i}=0$ for $\tau \in H \cap \mathrm{~N}^{\ell}$ with $\ell=1,2, \ldots, \mathrm{~L}-1$.

### 7.1.3 Proof of nested spaces

Lemma: Let $H^{0}, H^{1}, \ldots, H^{L-1}$ be the spline bases considered from the iterative procedure. Then the following is valid:

$$
\operatorname{spanH}^{\ell} \subseteq \operatorname{span}^{\ell-1} \text { For } \ell=0,1, \ldots, L-2
$$

It will be proved that every function $C(\xi) \in \operatorname{spanH}^{\ell}$ with $\ell=0,1, \ldots, L-2$ can be written as:

$$
\begin{equation*}
C(\xi)=\sum_{N_{i} \in H^{\ell}} a_{i} N_{i}=\sum_{N_{i} \in H^{\ell}, \text { supp }_{i} \notin \Omega^{\ell+1}} a_{i} N_{i}+\sum_{N_{i} \in H^{\ell}, \text { suppN }_{i} \subseteq \Omega^{\ell+1}} a_{i} N_{i} \tag{7.13}
\end{equation*}
$$

where the first sum in the right-hand side of (7.14) collects all basis functions in $H^{\ell+1}$ (7.10). In view of the nested nature of the underlying spaces $B^{0}, \ldots, B^{L-1}$, each function $N_{i} \in N^{\ell}$ can be expressed as linear combination of basis functions which belong to $N^{\ell+1}$, such that:

$$
\begin{equation*}
N_{i}^{\ell}=\sum_{N_{j}^{\ell+1} \in N^{\ell+1}, \text { supp } N_{j}^{\ell+1} \subseteq \operatorname{supp} N_{i}^{\ell}} a_{i,\left(N_{i}^{\ell}\right)}^{\ell+1} \cdot N_{j}^{\ell+1} \tag{7.14}
\end{equation*}
$$

where we denote by $a_{i,\left(N_{i}^{\ell}\right)}^{\ell+1}$ the coefficient of $N_{j}^{\ell+1}$ in this expansion of $N_{i}^{\ell}$. By substituting the above relation for $N_{i}^{\ell}$ into the second sum in (7.14), the following is derived:

$$
\begin{equation*}
C(\xi)=\sum_{N_{i} \in H_{A}^{\ell+1}} a_{i} N_{i}+\sum_{N_{i} \in H^{\ell}, \operatorname{supp} N_{i} \subseteq \Omega^{\ell+1}} a_{i}\left(\sum_{N_{j}^{\ell+1} \in N^{\ell+1}, \text { supp } N_{j}^{\ell+1} \subseteq \operatorname{supp} N_{i}} a_{i,\left(N_{i}^{\ell}\right)}^{\ell+1} N_{j}^{\ell+1}\right) \tag{7.15}
\end{equation*}
$$

Since $\operatorname{supp} N_{j}^{\ell+1} \subseteq \operatorname{suppN}_{i}^{\ell} \subseteq \Omega^{\ell+1}$ and observing that additional coefficients of basis functions $N_{j}^{\ell+1}$, whose support is not contained in the support of the function $\mathrm{N}_{i}^{\ell}$ considered in (7.15) are zero, it can be considered $\operatorname{supp} N_{j}^{\ell+1} \subseteq \Omega^{\ell+1}$ and swapping the order of the two rightmost sums on the above equations leads to:

$$
\begin{equation*}
C(\xi)=\sum_{N_{i} \in H_{A}^{\ell+1}} a_{i} N_{i}+\sum_{N_{j}^{\ell+1} \in N^{\ell+1}, \operatorname{supp} N_{j}^{\ell+1} \subseteq \operatorname{supp} N_{i}}\left(\sum_{N_{i} \in H^{\ell}, \text { supp } N_{i} \subseteq \Omega^{\ell+1}} a_{i} \cdot a_{i,\left(N_{i}^{\ell}\right)}^{\ell+1}\right) N_{j}^{\ell+1}( \tag{7.16}
\end{equation*}
$$

which can be written more simply as:

$$
\begin{equation*}
\sum_{N_{i} \in H_{A}^{\ell+1}} a_{i} N_{i}+\sum b_{j} N_{j}^{\ell+1} \text { where } \quad b_{j}=\sum_{N_{i} \in H^{\ell}, \operatorname{suppN}_{i} \subseteq \Omega^{\ell+1}} a_{i} \cdot a_{i,\left(N_{i}^{\ell}\right)}^{\ell+1} \tag{7.17}
\end{equation*}
$$

The first sum of (7.18) refers to $H_{A}^{\ell+1}$ and the second to $H_{B}^{\ell+1}$. So, $C(\xi) \in \operatorname{span} H^{\ell+1}$.

### 7.1.4 A weighted hierarchical basis

The key property of B-Spline representations is that the related curve or surface is a convex combination of the underlying control points. In order to achieve this, within the framework of the hierarchical approach, hierarchical basis H may be modified to obtain the same properties with basis $\mathrm{H}_{\mathrm{M}}$. One such property is partition of unity. Moreover, since B-Spline functions are non-negative, by defining hierarchical spline basis functions the curve/ surface/ solid will be a convex combination of its control points, implying the convex hull property.

If the constant function belongs to the span of $H^{0}$, we can always represent it by the hierarchical basis $H$ as:

$$
\begin{equation*}
\sum_{N_{i} \in H} s_{N_{i}} N_{i}=1 \tag{7.18}
\end{equation*}
$$

Hence, if for each basis function $N_{i}$ that belongs to $H$, we define a related weighted basis function $\Psi_{i}=s_{N_{i}} N_{i}$, assuming that $s_{N_{i}} \neq 0$, we obtain the normalized hierarchical basis.

$$
\begin{equation*}
\mathrm{H}_{\mathrm{M}}=\left\{\Psi_{i}=s_{N_{i}} N_{i}: N_{i} \in H \wedge 1=\sum_{N_{i} \in H} s_{N_{i}} N_{i}\right\} \tag{7.19}
\end{equation*}
$$

which will ultimately form a partition of unity, as follows

$$
\begin{equation*}
\sum_{\Psi_{i} \in \mathrm{H}_{\mathrm{M}}} \Psi_{i}=1 \tag{7.20}
\end{equation*}
$$

Since $\mathrm{N}_{i}^{0} \in$ spanH $^{0}$ it can be written as:

$$
\begin{equation*}
\sum_{N_{i} \in N^{0}} s_{N_{i}} N_{i}=1 \tag{7.21}
\end{equation*}
$$

with each $s_{N_{i}} \geq 0$ and then

$$
\begin{equation*}
\sum_{N_{i} \in N^{0}, \text { supp } N_{i} \notin \Omega^{1}} s_{N_{i}} N_{i}+\sum_{N_{i} \in N^{0}, \text { supp } N_{i} \in \Omega^{1}} s_{N_{i}} N_{i}=1 \tag{7.22}
\end{equation*}
$$

The first sum in the right-hand side of the above relation collects all basis functions in $H_{A}^{1}$. Also, each basis function $N_{i} \in \mathrm{~N}^{0}$ can be expressed as a linear combination of finer level basis functions, which belong to $\mathrm{N}^{1}$ as it has already been proven, so:

$$
N_{i}^{\ell}=\sum_{N_{j}^{\ell+1} \in N^{\ell+1}, \operatorname{supp} N_{j}^{\ell+1} \subseteq \operatorname{supp} N_{i}^{\ell}} a_{i,\left(N_{i}^{\ell}\right)}^{\ell+1} \cdot N_{j}^{\ell+1} \text {, with } a_{i,\left(N_{i}^{\ell}\right)}^{\ell+1} \geq 0 .
$$

By substituting (7.19) to (7.18), the following relation is derived as:

$$
\begin{equation*}
\sum_{N_{i}^{\ell} \in \mathrm{H}_{\mathrm{A}}^{1}} a_{N_{i}^{\ell}} N_{i}^{\ell}+\sum_{N_{i}^{\ell} \in N^{0}, \operatorname{supp} N_{i}^{\ell} \subset \Omega^{1}} a_{N_{i}^{\ell}}\left(\sum_{N_{j}^{\ell+1} \in \mathbb{N}^{1}, \operatorname{supp} N_{j}^{\ell+1} \subseteq \Omega^{1}} a_{i,\left(N_{i}^{\ell}\right)}^{\ell+1} N_{j}^{\ell+1}\right)=1 \tag{7.23}
\end{equation*}
$$

Swapping the order of the two rightmost sums leads to the following:

$$
\begin{gather*}
\sum_{N_{i}^{\ell} \in \mathrm{H}_{\mathrm{A}}^{1}} a_{N_{i}^{\ell}} N_{i}^{\ell}+\sum_{N_{j}^{\ell+1} \in \mathrm{~N}^{1}, \text { supp } N_{j}^{\ell+1} \subseteq \Omega^{1}}\left(\sum_{N_{i}^{\ell} \in N^{0}, \text { supp } N_{i}^{\ell} \in \Omega^{1}} a_{N_{i}^{l}} e_{i,\left(N_{i}^{\ell}\right)}^{\ell+1}\right) N_{j}^{\ell+1}=1  \tag{7.24}\\
\sum_{N_{i}^{\ell} \in \mathrm{H}_{\mathrm{A}}^{1}} a_{N_{i}^{\ell}} N_{i}^{\ell}+\sum_{N_{j}^{\ell+1} \in \mathrm{H}_{\mathrm{B}}^{1}} b_{j} N_{j}^{\ell+1} \\
\text { where } b_{j}=\sum_{N_{i}^{\ell} \in N^{0}, \text { supp } \gamma \subset \Omega^{1}} a_{N_{i}^{\ell}} \cdot a_{i,\left(N_{i}^{\ell}\right)}^{\ell+1} \geq 0
\end{gather*}
$$

### 7.1.5 Active B-Spline basis functions

The set of active basis functions $H$ is defined as follows:
A function $N_{i} \in N^{\ell}$ of level $\ell$ is an element of $H$ if

$$
\begin{align*}
& \operatorname{supp} N_{i} \subset \bar{\Omega}^{\ell}  \tag{7.25}\\
& \quad \text { and } \\
& \operatorname{supp} N_{i} \not \subset \bar{\Omega}^{\ell+1} \tag{7.26}
\end{align*}
$$

This means, that a function is active on a level $\ell$, when its support belongs completely to the level domain, without intersecting with coarser domains. The active functions coincide with the definition of the hierarchical basis and thus the use of the same identifier procedure as in H is justified. In addition, the properties proved earlier in this chapter hold as well: the active basis functions are linearly independent and the original space is a subset of the refined space defined by the active basis functions.

$$
\begin{equation*}
\mathrm{H}^{0} \subseteq \operatorname{span} H \tag{7.27}
\end{equation*}
$$

This implies that it is still possible to represent the exact geometry in the refined space. Partition of unity can be also preserved with use of scale factors as proved before. Summarizing, all the essential properties needed for using the basis functions in isogeometric analysis are ensured by construction.

An example of active basis functions on three consecutive levels is shown in Fig. $\mathbf{7 . 3}$ below.


Figure 7.3.
Three consecutive hierarchical refinement levels. Active basis functions on each level are depicted with red color. (Iakovos Antonios and Dimitrios Karras, 2015)

### 7.2 The Bornemann-Cirak Implementation Proposal

### 7.2.1 Brief Overview

In 2012, Bornemann and Cirak published their work on classical hierarchical refinement. The two researchers have continued the work of Vuong et al. They introduced a fast and accurate method in order to calculate the necessary coefficients Vuong proposed to overcome the possible lack of partition of unity property.

They tried to introduce a strategy in an algorithmic sense easy to compute and even easier to handle through the different levels of the hierarchy. Their implementations focus more on B-Spline applications. However, it is clearly mentioned that the generalization and therefore the extension of their proposal to NURBS cases might be possible.

Their proposal based on Vuong's theoretical heritage is enriched with subdivision property of B-Splines in order to acquire coefficients that are in good agreement between hierarchical levels. In this unit it will be considered that Vuong's proposal is valid with all its proofs and lemmas.

### 7.2.2 Coefficients handling

As we already know the $s_{i}$ factors are referring to the hierarchical basis and more specifically to the B-Splines where the evaluation takes place. Instead of applying those corrective scale factors to basis functions it is possible to define control point coefficients by applying them directly to the control points. Of course all the calculations are executed by considering the data and characteristics of the basis.

In this sense, a spline on level $\ell$ is defined as the product of the basis function of this level $N_{i}^{\ell}$ with the coefficients (control points):

$$
\begin{equation*}
u(\xi)=\sum N_{i}^{\ell}(\xi) \mathrm{u}_{i}^{\ell}=N^{\ell} u^{\ell} \tag{7.28}
\end{equation*}
$$

And the same spline can be represented in the next finer level $\ell+1$ :

$$
\begin{equation*}
u(\xi)=\left(S \cdot N^{\ell+1}\right) \cdot u^{\ell}=N^{\ell+1} \cdot\left(S^{T} u^{\ell}\right) \tag{7.29}
\end{equation*}
$$

From (7.30) follows that the coefficients of the refined level are given with the subdivision relation:

$$
\begin{equation*}
u^{\ell+1}=S^{T} \cdot u^{\ell} \tag{7.30}
\end{equation*}
$$

The same relations are valid for the $n$-variate cases and the generalization is actually quite simple. In this case, the subdivision matrix $S$ and its coefficients are constructed as the tensor product of univariate subdivision weights. So, 3D subdivision matrix is given by the following expression:

$$
\begin{equation*}
S^{p}=S_{i}^{p}=S_{i, \xi}^{p} \cdot S_{i, \eta}^{p} \cdot S_{i, \zeta}^{p} \tag{7.31}
\end{equation*}
$$

The important fact about these relations and expressions is that they manage to represent exactly the same geometry as the coarse mesh allowing to retrieve more precise analysis results.

### 7.2.3 Identifying B-Splines

In order to perform hierarchical refinement it is very important to manipulate the data connecting different hierarchical levels. Such data is the identity of functions, their interactions and the grid cells these functions "intersect" with. The task becomes even more difficult by introducing finer functions and removing courser ones. It is easy to comprehend that as the dimensions of the examined problem are increasing, the complexity increases exponentially.

For the success of the identification process, proper indices must be determined. These indices must have a unique one way relation with the corresponding functions of the mesh. Two ways to address them are considered possible. The first way suggests that each function will be accompanied by its parametric coordinates. This means that one index is needed for the 1D case and two or three indices for the 2D and 3D cases respectively. The second way is based on the idea of addressing a single parametric global number to each function, a parametric function ID.


Figure 7.4.
Identification of the B-Splines with non-zero support over a 2D element (integration cell) as proposed by Bornemann. 2D B-Spline functions are identified by their lower left knot. The red dots are reference points of B-Spline functions that have non-zero values over the highlighted element. The colored area represents their total support
(Antonios lakovos, 2015)

In order tackle this issue, Bornemann et al introduced the set $\mathfrak{J}_{j}^{\ell}$, which collects the B-Splines that belong to a certain level $\ell$, whose supports have non-empty intersection with a particular integration (grid) cell and thus are non-zero in this cell such that:

$$
\begin{equation*}
\mathfrak{J}_{j}^{\ell}=\left\{i \in \mathbb{Z}^{d} \mid \square_{j}^{\ell} \subset \operatorname{suppN}_{i, p}^{\ell}\right\}=\{j-p, \ldots, \mathrm{j}\} \tag{7.32}
\end{equation*}
$$

The identification of 2D basis functions as proposed by Bornemann is depicted Fig. 7.4.

### 7.2.4 Refinement procedure

Now that necessary terms and mechanisms have been introduced the next step is to proceed with the explanation of the refinement procedure. In general, this proposal consists of three basic steps referred as:

- Refinement, which introduces new finer B-Splines in each level.
- Compilation, which assures the linear independence, by removing the redundant basis functions.
- Shrinkage, which discards B-Splines at the boundaries, of the area of interest, with a support not intersecting with the effective domain.

Assume that some shape functions are chosen to be refined by replacing them with finer functions. In the area of their support a denser grid is produced as a result of their refinement. It is known that the union of supports of the finer functions constitutes a domain nested in the coarser one. The 2D case of this procedure is shown in Fig. 7.5.

However, the newly introduced finer functions are not linearly independent in general. So, the aim of compilation step is to assemble a linearly independent basis by systematically discarding redundant B-Splines. A key issue for the optimal handling of the functions is to start from the maternal level and proceed by respecting the sequence of hierarchical levels in order to simplify the procedure by using relations connecting two consecutive levels. A coarse B-Spline has to be discarded if it can be represented as linear combination of existing finer functions. Compilation procedure stops at level L-1.

To summarize B-Splines of level $\ell, B_{i}^{\ell}$ have to be discarded when:

$$
\begin{equation*}
\operatorname{supp} B_{i}^{\ell} \subset \Omega^{\ell+1} \tag{7.33}
\end{equation*}
$$

After discarding the non-needed functions of each level, we can recall the step (II) of Vuong's recursive algorithm in order to construct our hierarchical basis as shown in Figure 7.3.


Figure 7.5.
Let assume we chose to refine the orange colored 2D element in the top left corner. This is a 2D tensor product space of polynomial degree $p=2$. Thus, for every coarse element 9 functions have non-zero support. Consequently, the intersecting functions must be refined. This leads to a refined area larger than the wanted one. Unfortunately this is a feature characterizing most of the proposed refinement strategies.
(Antonios lakovos, 2015)
Handling efficiently the boundaries between the levels of the hierarchy seems to be a key issue in order to have an analysis suitable mesh. As it was previously mentioned, the H -basis is incomplete in grid cells close to the domain boundary of the previous level. Its polynomial reproduction properties are compromised, because some functions are missing in certain boundary cells (from the compilation step). It is straightforward that only the cells, that are p (polynomial degree) cells away from the boundary of the domain, have the full set of nonzero B-Splines.

For this purpose, Bornemann et al have introduced a new domain entity, named effective domain $\Omega$. This domain is comprised of cells, which have the complete set of non-zero BSplines. According to the authors, the cells between the effective and initial domains may be regarded as ghost cells. An example of this effective domain is presented in Fig. 7.6.

The effective domain can be determined, by counting the intersecting B-Splines of the cells on the initial (previous in general) level. If the number of B-Splines in:

$$
\begin{equation*}
P_{i}^{0}=\left\{i \in A_{c}^{0} \mid \Omega_{i}^{0} \subset \operatorname{suppN}_{i}^{0}\right\} \tag{7.34}
\end{equation*}
$$

on level 0 is equal to $(p+1)^{d}$, where $d$ is the number of dimensions, then a complete basis is available on the particular cell. The union of all cells with complete basis forms the effective domain such that:

$$
\begin{equation*}
\Omega=\bigcup_{i \in \mathrm{O}^{0}} \Omega_{i}^{0} \text { where } \mathrm{O}^{0}=\left\{i \in \mathbb{Z}^{d}| | P_{i}^{0} \mid=(p+1)^{d}\right\} \tag{7.35}
\end{equation*}
$$



Figure 7.6.
Initial and effective domain in case of quadratic B-Splines ( $p=2$ ). The effective domain is the union of the shaded cells (Antonios lakovos, 2015)

By taking into account all the previous notations and terms, we can express the definition for active B-Splines. So, the index set $A_{c}^{\ell}$ for the active B-Splines on a level $\ell$ occurs from the following three conditions in each domain:

$$
\begin{gather*}
A_{c}^{\ell}=\mathrm{i} \in \mathbb{Z}^{d} \mid \\
\left\{\left(\operatorname{supp} N_{i}^{\ell} \cap \Omega\right) \subseteq \Omega^{\ell}\right\} \tag{7.36}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\{\left(\operatorname{supp} N_{i}^{\ell} \cap \Omega\right) \not \subset \Omega^{\ell+1}\right\} \tag{7.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\{\left(\operatorname{supp} N_{i}^{\ell} \cap \Omega\right) \neq \varnothing\right\} \tag{7.38}
\end{equation*}
$$

..The three conditions in the index set $A_{c}^{\ell}$ reflect the procedures of compilation, refinement and shrinkage. These conditions are complemented with the property of nested subdomains. The hierarchical tensor product B-Splines on the effective domain form the space:

$$
\begin{equation*}
H_{(\Omega)}:=\operatorname{span}\left\{N_{i}^{\ell} \mid 0 \leq \ell \leq \ell_{\max }\right\} \text { where } i \in A_{c}^{\ell} \tag{7.39}
\end{equation*}
$$

### 7.2.5 Subdivision Property of HB-Splines

By recursively applying the procedures applied for levels 0 and 1, the generalization can be easily obtained for any two levels $\ell$ and $\ell+1$. To do this, a formal procedure is needed, in order to inherit the properties of subdivision property.

So, a random Spline $C(\xi)$ on level 0 can be described as:

$$
\begin{equation*}
C(\xi)=\sum_{i \in N^{0}} N_{i}^{0}(\xi) \cdot u_{i}^{0}=N^{0}(\xi) \cdot u^{0} \tag{7.40}
\end{equation*}
$$

The random Spline can be interpolated with hierarchical B-Splines from the space $H_{(\Omega)}$ :

$$
\begin{equation*}
C(\xi)=\sum_{\ell} \sum_{i \in A_{c}^{\ell}} N_{i, p}^{\ell}(\xi) \cdot u_{i}^{\ell}=\sum_{\ell} N_{H}^{\ell}(\xi) \cdot \mathrm{u}_{H}^{\ell} \tag{7.41}
\end{equation*}
$$

where the vectors $N_{H}^{\ell}$ and $\mathrm{u}_{H}^{\ell}$ contain the active B-Splines and their coefficients on level $\ell$ respectively. Equations (7.41), (7.42) represent the same spline, only when coefficients $\mathbf{u}_{H}^{\ell}$ are determined with a refinement relation. More specifically, these coefficients are computed by recalling the classical subdivision property relation. This relation is selectively applied to the coefficients of inactive (redundant) B-Splines. So, (7.41) can be rewritten as:

$$
\begin{equation*}
C(\xi)=\mathrm{N}_{H}^{0}(\xi) \cdot \mathrm{u}_{H}^{0}+\sum_{i \in A_{c}^{0}} N_{i}^{0}(\xi) \cdot u_{i}^{0} \tag{7.42}
\end{equation*}
$$

With the second term, containing the inactive B-Splines on level 0 . The coefficients of the inactive B-Splines are transferred to the B-Splines on level 1 using the subdivision relation. For example:

$$
\begin{equation*}
u_{j}^{1}=\sum_{i \in A_{c}^{0}}\left\{S_{i j-2 i}^{p} \cdot u_{i}^{0}\right\} \tag{7.43}
\end{equation*}
$$

The coefficients $u_{j}^{1}$ comprise the coefficients of inactive and active HB-Splines on level 1. After extracting the coefficients $\mathrm{u}_{H}^{1}$ of the active B-Splines $N_{H}^{1}$ on level $1, \mathrm{C}(\xi)$ can be rewritten as:

$$
\begin{equation*}
C(\xi)=N_{H}^{0}(\xi) \cdot \mathrm{u}_{H}^{0}+N_{H}^{1}(\xi) \cdot \mathrm{u}_{H}^{1}+\sum_{i \in A_{c}^{1}} N_{i}^{1}(\xi) \cdot u_{i}^{1} \tag{7.44}
\end{equation*}
$$

The last term now holds the inactive B-Splines on level 1, which are next to be replaced (removed) with HB-Splines on higher refinement levels. The corresponding coefficients can be recursively determined with the classic subdivision relation. This recursive subdivision procedure is repeated until all coefficients are determined.

### 7.2.6 Subdivision Projection

### 7.2.6.1 Main Idea

In finite elements that are constructed through hierarchical refinement, the interpolation within some integration cells, may depend on B-Splines defined across multiple levels. In addition, the number of degrees of freedom per element (intergration cell) is not constant. This occurs specifically on the boundaries, between two consecutive domains of the hierarchy.

In this sense, Bornemann et al have proposed a methodology, in order to efficiently evaluate the element matrices and vectors, by using a constant number of B-Splines in each cell. This number depends on the finest level functions that exist in the area of interest. So, it is possible that regions with different finer level functions will be encountered.

The matrices and vectors are subsequently projected to the correct levels, by using the subdivision relation along with its corresponding weights. Bornemann et al refer to this operation, as subdivision projection.

### 7.2.6.2 Definition of Integration Cells

Before presenting the algorithmic approach, it is necessary to specify accurately how the finest level of functions will be determined. For this purpose, a scalar variable is defined, which will be called level width. To construct this variable, the whole mesh must be scanned, in order to specify the finest level function that has non-zero support over an integration cell. In this sense, level width will be determined as:

$$
\begin{equation*}
\Lambda(\xi)=\max _{\ell}\left\{\ell \geq 0 \mid \xi \in \operatorname{supp} N_{i}^{\ell}, i \in A_{c}^{\ell}\right\} \tag{7.45}
\end{equation*}
$$

In other words, $\Lambda(\xi)$ is equal to the local maximum of $B$-Splines refinement level $\ell$, present at the random coordinate $\xi$. Moreover, $\wedge(\xi)$ is a piecewise constant scalar function, due to the nested nature of the subdomains.

Now that $\Lambda$ has been defined, the integration cells can be also expressed in a more compact and solid way. Thus, integration cells are defined as the union of cells which are on the same level $\wedge$. A formal identification is:

$$
\begin{equation*}
I C^{\ell}=\left\{i \in \mathbb{Z}^{d} \mid \Omega_{i}^{\ell} \subset \Omega, \text { and }: \Lambda\left(\Omega_{i}^{\ell}\right)=\ell\right\} \tag{7.46}
\end{equation*}
$$

### 7.2.6.3 Algorithmic Approach

As discussed so far, a B-Spline can be expressed as a linear combination of finer functions through the subdivision relation. From the previous chapter, we also know that by applying several refinement levels, a coarse B-Spline can be expressed by functions of any finer level. Bornemann et al used this observation in order to express all non-zero B-Splines within an integration cell by using functions from one single level, which happens to be the $\wedge$ level. As a result, during numerical integration, all element integrals will depend on a fixed number of functions. The subdivision projection weights are subsequently used to map the fixed size element vectors and matrices into the hierarchic approximation space.

So, a formal presentation of the subdivision projection technique is needed, along with the elaboration on the efficient computation of the subdivision projection vectors, which will be extensively described next. Once again, the non-zero functions of the hierarchical basis over an integration cell can be expressed as a linear combination of same level B-Splines $N^{\Lambda}$.

$$
\begin{equation*}
N_{i}^{\ell}=N^{\Lambda} s_{i}^{\ell, \Lambda} \tag{7.47}
\end{equation*}
$$

where $s_{i}^{\ell, \Lambda}$ is the subdivision vector, associated with the specific function as aforementioned. Also, note that always $\ell \leq \Lambda$ must be valid, in order for the subdivision vectors to be well defined. A computationally convenient approach to determine the projection vector is the subdivision refinement relation. To this end, consider the interpolation of a spline with $N_{i}^{\ell} \in N_{H}$ and the finer B-Splines of the finest level $\Lambda, N_{i}^{\Lambda}$. So:

$$
\begin{equation*}
C(\xi)=\sum_{i} N_{i}^{\ell}(\xi) \cdot u_{i}^{\ell}=\sum_{j} N_{j}^{\Lambda} \cdot u_{j}^{\Lambda}=N^{\Lambda} \cdot u^{\Lambda} \tag{7.48}
\end{equation*}
$$

and restricted to the spline segment over the cell $\square_{k}^{\Lambda}$, only the B-Splines that are non-zero on the cell are needed:

$$
\begin{equation*}
u_{\square_{k}^{\Lambda}}=\sum_{j \in \mathfrak{I}_{k}^{\Lambda}} \mathrm{N}_{j}^{\Lambda}(\xi) \cdot \mathbf{u}_{j}^{\Lambda}=N^{\Lambda} u^{\Lambda} \tag{7.49}
\end{equation*}
$$

The coefficients of the finer level $\wedge$ are a linear combination of the coefficients of the coarser level $\ell$. When the difference between the levels $\ell$ and $\Lambda$ is one, the subdivision projection vector $s_{i}^{\ell, \Lambda}$ is a row of the previously introduced subdivision matrix. However, when the difference between $\ell$ and $\Lambda$ is more than one, $s_{i}^{\ell, \Lambda}$ represents the result of several steps.

In order to calculate $s_{i}^{\ell, \Lambda}$, the value 1 is assigned to the control point i (and its corresponding function) at the "coarse" level $\ell$ and values 0 to all the other same level
control points, which interact with the one that is under evaluation. After one or more levels of refinement, the coefficients $s_{i}^{\ell, \Lambda}$ can be collected from the locally refined mesh.

### 7.2.7 Example

Consider an initial coarse knot value vector [0001234567891011121212] and polynomial degree $p=2$ as shown in Fig. 7.7. In reality, refined cells (knot spans) are identified by an error-estimator along with their corresponding $p+1$ intersected basis functions. In this case the refined basis functions are chosen carefully to better understand the proposed refinement algorithm. The chosen coarse basis functions are three. Two that interact together $\left(N^{1}{ }_{4}, N^{1}{ }_{6}\right)$ and one that lies in a distance where it is not affected by the refinement of the previous two $\left(N^{1}{ }_{10}\right)$. Each basis function's support knot span is subdivided in two by knot insertion. So, the hierarchical knot value vector after one refinement step will be
$\left[\begin{array}{llllllllllllllllllll}0 & 0 & 0 & 1 & 1.5 & 2 & 2.5 & 3 & 3.5 & 4 & 4 & 5 & 5.5 & 6 & 7.5 & 8 & 8 & 9 & 9.5 & 10 \\ 11 & 12 & 12 & 12\end{array}\right]$
and the knot vector of level 2 after the necessary knot insertion will be later shown:


Figure 7.7.
Basis functions with knot value vector $\left[\begin{array}{lllllllllllllll}0 & 0 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 \\ 12 & 12\end{array}\right]$ The red basis functions $N^{1}, N^{1}{ }_{6}, N^{1}{ }_{10}$ will be refined.
(Iakovos Antonios and Karras Dimitrios , 2015)

Every basis function of degree $p$ has ( $p+2$ ) children whose total support coincides with the maternal function's support. When the refined basis functions are close enough it is possible to share common children basis functions. That is the case of the two first chosen basis functions which will offer the opportunity to present the way of handling such cases. In some other cases some of the refined basis functions' children are able to represent coarse ones as linear combination. The corresponding course basis functions are then redundant and have to be removed to meet the property of linear independence of basis functions. It is obvious that meeting the linear independence property has its cost, which is no other than the disturbance of local nature feature of hierarchical adaptive refinement. When refinement is spread more interactions and degrees of freedom have to be taken into consideration leading to more cost intensive analysis.

The chosen basis functions that will be refined are $N_{4}^{1}, N_{6}^{1}$ and $N_{10}^{1}$ that belong to the coarsest level 1 and are depicted with red color in Fig. 7.7. Basis functions will be identified by their parametric ID.


Figure 7.8.
(a), (b) Illustrate the children of $N_{4}^{1}$ and $N_{6}^{1}$ (c) The union of the children (d) the underlying children

$$
\left[N_{7}^{2}, N_{8}^{2}, N_{9}^{2}, N_{10}^{2}\right] \text { of } N_{5}^{1}
$$

(Iakovos Antonios and Karras Dimitrios , 2015)
The next basis function to be refined will be chosen from level 2 . These basis functions will be replaced by a set of finer ones belonging in level 3 . The procedure applied will be the used between levels 1 and 2 .

Now it is time to present the active B-Splines indices through the three level. For level 1 (maternal), the active B-Splines are all the existing B-Splines except the ones that have been chosen to be refined. So the active indices are

$$
A_{c}^{1}=\left\{\mathrm{N}_{1}^{1}, \mathrm{~N}_{2}^{1}, \mathrm{~N}_{3}^{1}, \mathrm{~N}_{5}^{1}, \mathrm{~N}_{7}^{1}, \mathrm{~N}_{8}^{1}, \mathrm{~N}_{9}^{1}, \mathrm{~N}_{11}^{1}, \mathrm{~N}_{12}^{1}, \mathrm{~N}_{13}^{1}, \mathrm{~N}_{14}^{1}\right\} .
$$

The active indices may alter during compilation step.

The parametric ID of the children is determined as $2 i-(p+1), 2 i-p, \ldots, 2 i$, where i is the parametric ID of their maternal function. Thus, in the current example these indices will be, $\{5,6,7,8\}$ for $N_{4}^{1},\{9,10,11,12\}$ for $N_{6}^{1}$ and $\{17,18,19,20\}$ for $N_{10}^{1}$. These indices can be easily distinguished by simply accompany them by their level number. In this case the children sets are the following:

$$
\begin{aligned}
& N_{4}^{1} \text { children: }\left[N_{5}^{2}, N_{6}^{2}, N_{7}^{2}, N_{8}^{2}\right] \\
& N_{6}^{1} \text { children: }\left[N_{9}^{2}, N_{10}^{2}, N_{11}^{2}, N_{12}^{2}\right] \\
& N_{10}^{1} \text { children: }\left[N_{17}^{2}, N_{18}^{2}, N_{19}^{2}, N_{20}^{2}\right]
\end{aligned}
$$

Proceeding now to the compilation step, the coarse functions that can be expressed by a linear combination of finer level 2 functions have to be identified and consequently removed. Fig. 7.8 shows that the union of children of $N_{4}^{1}$ and $N_{6}^{1}$ contains the children of $N_{5}^{1}$ function. As it can be easily noticed the union is:

$$
\begin{equation*}
\bigcup \text { children }\left(N_{4}^{1}, N_{6}^{1}\right)=\left\{N_{5}^{2}, N_{6}^{2}, N_{7}^{2}, N_{8}^{2}, N_{9}^{2}, N_{10}^{2}, N_{11}^{2}, N_{12}^{2}\right\} \tag{7.51}
\end{equation*}
$$

where $\left[N_{7}^{2}, N_{8}^{2}, N_{9}^{2}, N_{10}^{2}\right]$ are the children of $N_{5}^{1}$.
As a result $N_{5}^{1}$ is redundant and thus will be completely removed. After the removal, the updated active B-Splines matrix will be:

$$
\begin{equation*}
A_{c}^{1}=\left\{\mathrm{N}_{1}^{1}, \mathrm{~N}_{2}^{1}, \mathrm{~N}_{3}^{1}, \mathrm{~N}_{7}^{1}, \mathrm{~N}_{8}^{1}, \mathrm{~N}_{9}^{1}, \mathrm{~N}_{11}^{1}, \mathrm{~N}_{12}^{1}, \mathrm{~N}_{13}^{1}, \mathrm{~N}_{14}^{1}\right\} \tag{7.52}
\end{equation*}
$$

Moving forward to the next level of the hierarchy, the active B-Spline indices are:

$$
\begin{equation*}
A_{c}^{2}=\left\{N_{5}^{2}, N_{6}^{2}, N_{7}^{2}, N_{8}^{2}, N_{9}^{2}, N_{10}^{2}, N_{11}^{2}, N_{12}^{2}, N_{17}^{2}, N_{18}^{2}, N_{19}^{2}, N_{20}^{2}\right\} \tag{7.53}
\end{equation*}
$$

We choose to refine $N_{6}^{2}$ and $N_{9}^{2}$ for the next level as shown in Fig. 7.9.a. Similar as before, these two functions are being removed immediately from the active functions group. Additionally, $(p+2)$ children are introduced in level 3 for each of the two functions.

The active indices for level 2 so far are:
$A_{c}^{2}=\left\{N_{5}^{2}, N_{10}^{2}, N_{11}^{2}, N_{12}^{2}, N_{17}^{2}, N_{18}^{2}, N_{19}^{2}, N_{20}^{2}\right\}$


Figure 7.9.
(a) In refinement step $2 N_{6}^{2}$ and $N_{9}^{2}$ are chosen to be refined (b) In compilation step $2 N_{7}^{2}$ and $N_{8}^{2}$ are also removed as redundant (c)The children of level 3created by the subdivision of the selected basis functions of level 2
(b) (Iakovos Antonios and Karras Dimitrios , 2015)

The introduced children of the two refined functions are the following:

$$
\begin{aligned}
& N_{6}^{2}=\left\{N_{9}^{3}, N_{10}^{3}, N_{11}^{3}, N_{12}^{3}\right\} \\
& N_{9}^{2}=\left\{N_{16}^{3}, N_{17}^{3}, N_{18}^{3}, N_{19}^{3}\right\}
\end{aligned}
$$

As can be seen in Fig. 7.9.b, the union of the support of the children in level 3 spans across an area. As pointed by Bornemann et al, in this case, when a function of the previous level has its support covered entirely by functions of the next finer level, this function is considered redundant and must be removed. In this example, along with $N_{6}^{2}$ and $N_{9}^{2}, N_{7}^{2}$ and $N_{8}^{2}$ will also be removed. Thus, the active B-Spline set for level 2 will finally be:

$$
A_{c}^{2}=\left\{N_{5}^{2}, N_{10}^{2}, N_{11}^{2}, N_{12}^{2}, N_{17}^{2}, N_{18}^{2}, N_{19}^{2}, N_{20}^{2}\right\}
$$

A key issue of the removal of the redundant B-Splines, that were not initially chosen to be refined, is that after their removal, the complete set of their children must be introduced. So, for the removed functions of level 2 , the corresponding children will be:

$$
\begin{aligned}
& N_{7}^{2} \text { children : }\left\{N_{11}^{3}, N_{12}^{3}, N_{13}^{3}, N_{14}^{3}\right\} \\
& \text { and } \\
& N_{8}^{2} \text { children : }\left\{N_{13}^{3}, N_{14}^{3}, N_{15}^{3}, N_{16}^{3}\right\}
\end{aligned}
$$

their union will form the active B-Spline set for level 3 shown in Fig. 7.9.c, which will be the last one. From the above indices, it can be notice that the new introduced children are $N_{13}^{3}$ and $N_{14}^{3}$, which are necessary in order to completely remove the redundant coarse functions. So, the last set of active B-Splines for level 3 will be:

$$
A_{c}^{3}=\left\{N_{9}^{3}, N_{10}^{3}, N_{11}^{3}, N_{12}^{3}, N_{13}^{3}, N_{14}^{3}, N_{15}^{3}, N_{16}^{3}, N_{17}^{3}, N_{18}^{3}\right\}
$$

Due to the nested nature of hierarchical refinement it is not important to deal with relations between level 1 and 3 .

All the above procedures end up in forming the final hierarchical basis. Hierarchical basis is a set of overlaying bases and thus, it is proper to be represented as one. So all the levels will be projected on the same graph in Fig. 7.10


Figure 7.10.
The final hierarchical basis can be seen. In the bottom of the figure the level width $\Lambda$ is depicted for each integration cell. The number indicate the finest available set of functions in each integration cell. (Iakovos Antonios and Karras Dimitrios , 2015)

With the hierarchical basis in hand, it is quite easy to notice that the partition of unity is not satisfied along the basis. This phenomenon is usually observed at the boundaries between coarser and finer levels. To tackle this problem of hierarchical bases, scale factors or coefficients have to be introduced to satisfy partition of unity in each integration cell. This can be done by applying the subdivision projection Bornemann proposed.

Each and every one integration cell has to be scanned to find its level width $\Lambda\left(\square_{k}^{\ell}\right)$, which is equal to the highest level of basis function that intersects the cell. Thus, we can evaluate properly all HB-Splines by expressing the coarse B-Splines of level $\ell<\Lambda$, as linear combination of the finest available set of functions.

In this example, coefficients will be evaluated at the point $\xi=2.15$. This point belongs to the following knot spans in the three levels of the hierarchy:

- For level 1 in knot span [2,3] where $\mathrm{N}_{3}^{1}$ has non-zero value.
- For level 2 in knot span [2,2.5] where $N_{5}^{2}$ has non-zero value.
- In level 3 in knot span [2,2.25] where $N_{9}^{3}, N_{10}^{3}$ and $N_{11}^{3}$ have non-zero values.

It is obvious that the coarse functions of levels 1 and 2 should be expressed by a linear combination of the finest available function set, which happens to be $N_{9}^{3}, N_{10}^{3}$ and $N_{11}^{3}$. However, as the finest functions have not been introduced by coarse functions that are currently active there is need to find a way to relate them properly. By doing so, it is easier to evaluate the coefficients needed for each function.

Any basis function can be written as a linear combination of its children. The children of the basis (for uniform basis) have a certain start and end knot. Thus, by identifying one of those two entities, it is easy to relate the functions of the finest level with the children of the coarse functions. The evaluation will be made in the finest cell that $\xi=2.15$ belongs to, which is $\square^{3}=[2,2.25)$.

So, the functions are now able to be represented in the specific integration cell as a combination of $\left[N_{9}^{3}, N_{10}^{3}, N_{11}^{3}\right]$.

Function $N_{5}^{2}$ can be represented as:

$$
N_{5}^{2}=\overbrace{\left[\frac{3}{4}, \frac{1}{4}, 0\right]}^{s_{8}^{2,3}} \cdot\left[N_{9}^{3}, N_{10}^{3}, N_{11}^{3}\right]
$$

Also, by applying the subdivision property relation recursively, we can get the coefficients for $N_{3}^{1}$, which are:

$$
\mathrm{N}_{3}^{1}=\underbrace{\left[\frac{5}{8}, \frac{3}{8}, \frac{3}{16}\right]}_{s_{3}^{1,3}}\left[N_{9}^{3}, N_{10}^{3}, N_{11}^{3}\right]
$$

The above relation will be explained in a more detailed way, as the recursive procedure may not be as obvious as it seems.


Figure 7.11.
(a) The maternal B-Spline is shown.(b) The children for one level of refinement along with their weights.
(c) The children for two level refinement but with unknown weights.
(Iakovos Antonios and Karras Dimitrios , 2015)


Figure 7.12.
Children of B-Splines in level 3.
The same children may have different weights for different maternal basis functions.
(Iakovos Antonios and Karras Dimitrios , 2015)
As it can be seen from the following table in Fig. 7.13, each function is affected by p maternal of the previous level and their corresponding coefficients have to be added. In Fig. 7.12 are presented the children of level 2 basis functions. It is important to remember that level 2 basis functions are already multiplied with their scale factors. In fact these scale factors multiply the control point coefficients. So it is important to multiply scale factors of level 3 with their corresponding maternal scale factors (level 2) before adding them. The coefficients that accompany the $1^{\text {st }}$ column refer to the relation between level $1-2$ (Fig.
7.11). The weights that are scattered in the table are referring to the relation between level 2-3 and finally, the coefficients that are written in the last row express the relation of level 3 children with the maternal function $\mathrm{N}_{3}^{1}$ in level 1 .

|  | $\mathrm{N}_{1}{ }_{1}$ | $\mathrm{~N}^{3}{ }_{2}$ | $\mathrm{~N}_{3}{ }_{3}$ | $\mathrm{~N}_{4}^{3}$ | $\mathrm{~N}_{5}^{3}$ | $\mathrm{~N}_{6}{ }_{6}$ | $\mathrm{~N}^{3}{ }_{7}$ | $\mathrm{~N}^{3}{ }_{8}$ | $\mathrm{~N}^{3}{ }_{9}$ | $\mathrm{~N}^{3}{ }_{10}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.25 | 0.25 | 0.75 | 0.75 | 0.25 |  |  |  |  |  |  |
| 0.75 |  |  | 0.25 | 0.75 | 0.75 | 0.25 |  |  |  |  |
| 0.75 |  |  |  |  | 0.25 | 0.75 | 0.75 | 0.25 |  |  |
| 0.25 |  |  |  |  |  |  | 0.25 | 0.75 | 0.75 | 0.25 |
| Final <br> Weights | 0.0625 | 0.1875 | 0.375 | 0.625 | 0.75 | 0.75 | 0.625 | 0.375 | 0.1875 | 0.0625 |

Figure 7.13.
The scaled children of $\mathrm{N}_{3}^{1}$ after two consecutive refinements.
(Iakovos Antonios, 2015.)
The final weights shown in the previous table have been applied in Fig. 7.14, producing the children of B-Spline $\mathrm{N}_{3}^{1}$ in level 3 .
$\mathrm{N}_{3}^{1}=\left[\frac{1}{16}, \frac{3}{16}, \frac{3}{8}, \frac{5}{8}, \frac{3}{4}, \frac{3}{4}, \frac{5}{8}, \frac{3}{8}, \frac{3}{16}, \frac{1}{16}\right] \cdot\left[\mathrm{N}_{12}^{3}, \mathrm{~N}_{13}^{3}, \mathrm{~N}_{14}^{3}, \mathrm{~N}_{15}^{3}, \mathrm{~N}_{16}^{3}, \mathrm{~N}_{17}^{3}, \mathrm{~N}_{18}^{3}, \mathrm{~N}_{19}^{3}, \mathrm{~N}_{20}^{3}, \mathrm{~N}_{21}^{3}\right]^{T}$


Figure 7.14.
The scaled children of $\mathrm{N}_{3}^{1}$ after two consecutive refinements. (Iakovos Antonios and Karras Dimitrios , 2015)

Finally, the more obvious evaluations, which refer to $N_{9}^{3}, N_{10}^{3}, N_{11}^{3}$, is done as follows:

$$
\begin{aligned}
& N_{18}^{3}=\underbrace{[1,0,0]}_{s_{18}^{3,3}}\left[N_{9}^{3}, N_{10}^{3}, N_{11}^{3}\right] \\
& N_{10}^{3}=\underbrace{[0,1,0]}_{s_{19}^{3,3}}\left[N_{9}^{3}, N_{10}^{3}, N_{11}^{3}\right] \\
& N_{11}^{3}=\underbrace{[0,0,1]}_{s_{20}^{3,3}}\left[N_{9}^{3}, N_{10}^{3}, N_{11}^{3}\right]
\end{aligned}
$$

The evaluation in each cell is different for each coarse function. Thus, the same procedure must be done several times for the B-Splines of the coarser levels $\ell<\Lambda\left(\square_{k}\right)$. In addition to that, the existing children in each level have different weights for each coarse function. This does not allow us to keep the same weights for more than one function and consequently the evaluations cannot be skipped in any way.

Having evaluated the coefficients for cell[2,2.25], the weights can be addressed e weights to the control points and form the stiffness matrix. So, in terms of interpolation of a spline curve $C(\xi)$, the subdivision projection has the following consequences. The spline segment over the integration cell $\square=[2,2.25)$ uses the following coefficients:

$$
C(\xi)_{\square=[2,2.25)}=N_{3}^{1} \cdot u_{3}^{1}+N_{5}^{2} \cdot u_{5}^{2}+N_{9}^{3} \cdot u_{9}^{3}+N_{10}^{3} \cdot u_{10}^{3}+N_{11}^{3} \cdot u_{11}^{3}
$$

(7.50) can be equally written as following by using the subdivision projection vectors found previously:

$$
\begin{equation*}
C(\xi)_{\square=[2,2.25)}=\left[N_{9}^{3}, N_{10}^{3}, N_{11}^{3}\right]\left[s_{3}^{1,3} u_{3}^{1}+s_{5}^{2,3} u_{5}^{2}+s_{9}^{3,3} u_{9}^{3}+s_{10}^{3,3} u_{10}^{3}+s_{11}^{3,3} u_{11}^{3}\right] \tag{7.54}
\end{equation*}
$$

The element matrices and vectors are multiplied with subdivision weights during the assembly stage of the global matrices and vectors. As a result, subdivision projection allows the reuse of conventional finite element implementations by only using B-Splines at a fixed level as basis functions.

### 7.2.8 Conclusions

In conclusion, HB-Spline refinement proceeds by successfully replacing selected functions, with finer B-Splines that ensure geometry remains the same by following the explained three step procedure. HB-Spline ensure another very important property which is the linear independence of basis functions and consequently degrees of freedom. Linear independence is a key aspect of analysis. The easy implementation of HB -Splines is derived from the use of subdivision property which connects basis functions from different hierarchical levels. All the above features of HB-Splines result in sufficient and accurate solutions with significantly less degrees of freedom than uniform refinement. An also attractive property of HB -Splines is the lossless transfer of field variables during the incremental/ iterative solution procedure for non-linear problems.

### 7.3 TRUNCATED B-SPLINES AS PROPOSED BY GIANNELLI

### 7.3.1 Introduction

The technique of hierarchical truncated B-Splines (THB-Splines) has been proposed by Giannelli in 2012. The aim was to suitably modify the classical hierarchical B-Splines basis to define basis functions with reduced local support that satisfy partition of unity property. Truncation decreases the overlapping of basis function's supports which arise from the enrichment of the basis with the introduction of finer basis functions. In order to completely understand the proposed technique, proofs and examples will be given, as well as some numerical results.

### 7.3.2 Truncation Technique

Giannelli et al, have based their proposal in the existing knowledge presented by Vuong. The construction of hierarchical B-Splines can be modified by suitably truncating basis functions according to finer levels in the hierarchy. It is known that classical hierarchical refinement schemes have some negative features. One of them is the formation and solution of linear systems associated to the discrete variational problem, as a result of the extended overlapping nature of basis functions. Higher number of overlaps suggests denser system matrices which lead to the increase of needed computational cost.

What really differs truncated hierarchical B-Splines from the classic hierarchical procedures is that after representing each coarse basis function as linear combination of finer ones follows the elimination from this representation of the contribution corresponding to the subset of finer basis functions that are effectively included in the hierarchical basis. All these lead to the truncation mechanism preserving all the good properties of hierarchical BSplines, such as linear independence and non-negativity. In addition, THB-Splines:

- Have smaller support
- Form a partition of unity by their construction, so no weights are needed to maintain it.

In addition to the aforementioned characteristics, another direct result of the truncated B-Splines is the reduced sparseness in stiffness and mass matrices due to the decrease of basis functions' overlapping. In Giannelli's proposal some of Kraft's restrictions are skipped. An example of this fact is that in truncation, refinement is allowed close to the subdomain boundaries.
The truncation mechanism works as following:
Let $N_{i}^{\ell} \in N^{\ell}$ a function defined at level $\ell$ and also let:

$$
\begin{equation*}
N_{i}^{\ell}=\sum_{j: N_{j}^{\ell+1} \in N^{\ell+1}} a_{j} \cdot N_{j}^{\ell+1} \tag{7.55}
\end{equation*}
$$

be its representation respect to the fine scale basis associated to level $\ell+1$. The truncation of $N_{i}^{\ell}$ with respect to $N^{\ell+1}$ is defined as:

$$
\begin{equation*}
\operatorname{trunc}^{\ell+1}\left(N_{i}^{\ell}\right)=\sum_{\substack{j: N_{j}^{\ell+1} \in N^{\ell+1} \\ \operatorname{suppN} N_{j} \not \Omega^{\ell+1}}} a_{j} \cdot N_{j}^{\ell+1} \ell \tag{7.56}
\end{equation*}
$$

From the above relations is clear that the coefficients $a_{j}$ depend not only on the component $N_{j}^{\ell+1}$ they refer to, but also on the function $N_{i}^{\ell}$. The truncation as given in (7.56) is called additive representation. It is also possible to use a subtractive representation, expressing the truncation as:

$$
\begin{equation*}
\operatorname{trunc}^{\ell+1}\left(N_{i}^{\ell}\right)=N_{i}^{\ell}-\sum_{\substack{j: N_{j}^{\ell+1} \in N^{\ell+1} \\ \operatorname{supp} N_{j} \subseteq \Omega^{\ell+1}}} a_{j} \cdot N_{j}^{\ell+1} \tag{7.57}
\end{equation*}
$$

Both representations lead to the exact same hierarchical truncated basis, but they also have different advantages and disadvantages, which refer to the procedures of identification and evaluation. One important observation is that for the 2D or 3D case, the truncation mechanism may lead to non-rectangular support. The behavior of this property is a subject still under investigation.

(a)


Figure 7.15.
(a) Chosen basis function for refinement.(b) Classical hierarchical basis construction (c) Truncated Hierarchical Basis Construction
(Iakovos Antonios 2015)
So by utilizing the above mechanisms, the truncated hierarchical basis can be recursively constructed by the following three basic steps.

## I. Initialization:

$$
T^{0}=H^{0} \text {, where } H \text { refers to the classical hierarchical basis }
$$

II. Recursive Case:
$T^{\ell+1}=T_{A}^{\ell+1} \cup T_{B}^{\ell+1}$ for $\ell=1, \ldots, L-1$ where :

- $T_{A}^{\ell+1}=\left\{\operatorname{trunc}^{\ell+1}\left(T_{i}^{\ell}\right): T_{i}^{\ell} \in T^{\ell} \wedge \operatorname{supp}\left(T_{i}^{\ell}\right) \not \subset \Omega^{\ell+1}\right\}$
- $T_{B}^{\ell+1}=H_{B}^{\ell+1}$
III. $T=H^{L}$

In step (I), we copy the hierarchical basis of level 0 (maternal) to the truncated hierarchical basis.

In the recursive case, coarse basis functions, whose support has a non-empty overlap with $\Omega^{l+1}$, are truncated. Actually, truncation mechanism is activated usually for those functions, which lie on the boundaries between two subdomains. Another case, where truncation may be activated, is when random finer B-Splines are introduced, which cannot describe completely a coarse B-Spline and thus remove it. The other half of this step is the same as in the classical hierarchical refinement algorithm. The anchors for the classical and truncated hierarchical basis functions will coincide.

Now that the basic algorithmic procedure has been presented, some extra comments about the use of either truncation mechanisms will be made. It has been noticed that programming the two methods yields important differences and consequences.

In a typical finite element code, one has to deal with two important aspects:

- determining which basis functions are active over a given element (cell)
- evaluating such functions at the boundaries between two subdomains.

To address the former aspects, it is essential to find a convenient way to retrieve or store the support of the functions. In general, the data organizing in hierarchical refinement seems to be as important as the chosen implementation methodology. In the case of BSplines, this is generally easy since the support is identified by the local knot vectors. When the B-Spline is a standard tensor product and the support is therefore rectangular, this becomes even easier, since one only needs to check the starting and ending knots of the local knot vectors, as we aforementioned. However, THB-Splines do not always have rectangular support making the data organizing more complex than usual.

The subtractive representation (7.57) is unfortunately not very helpful in this sense. This happens because when a given component is subtracted, it is not automatically guaranteed that the function itself is vanished in that area.

Given an element $\square_{k}^{\ell} \in \operatorname{supp}\left(N_{i}^{\ell}\right)$, we should check if all possible components on that element are removed in order to know if $\operatorname{trunc}\left(N_{i}^{\ell}\right)$ has support on $\square_{k}^{\ell}$ or not. So, the subtractive representation does not allow easy identification of the function's support.

On the other hand it seems it is more efficient in the evaluation of basis functions. Evaluating basis functions in an efficient and fast way seems to be a very important issue in the isogeometric setting. Since Cox-de-Boor algorithm is a typical bottleneck of the code, we would generally like to perform as few function evaluations as possible.

In this case, subtractive representation is not efficient. In a biquadratic case, a representation in terms of next-level basis functions comprises $(2+2)^{2}=16$ children. This number obviously increases along with the increase of the polynomial degree: 25 for bicubic functions, 36 for biquartic and so on. Moreover, an additive representation may acquire to store the function in terms of the finest available scale, which would increase the amount of needed components.


(c)

(d)

(e)

Figure 7.16.
(a) Maternal basis function (b) Corresponding subsidiary fine basis functions (c) Coarse basis function. Part of its support is common with the support of the introduced subsidiaries (d) Common subsidiaries that have to be subtracted from the upper right basis function (e) Truncated basis functions after the subtraction of four basis functions presented in (d)

To give an example, let us recall a biquadratic function. For each of the truncated hierarchical basis functions only 4 components are removed as in Fig. 7.16.

This consequently means that in an additive representation 21 fine-scale functions had to be evaluated in order to compute the value of the chosen B-Spline. In contrast, in a subtractive representation only five functions would have been evaluated: The original tensor product B-Spline along with the four children that would be subtracted. To summarize it is obvious that the additive representation is useful, when determining the support but inefficient in the function evaluation process.

From the above recursive algorithm derive the following properties:

- The cardinality of the basis is the same for the classical hierarchical and the truncated basis.
- The spanned spaces are the same.
- The basis functions remain non-negative.
- For each truncated basis function $T_{i}^{\ell}$ introduced at level $\ell$, there exists one B-Spline $N_{j}^{\ell} \in N^{\ell}$ which satisfies:

$$
\begin{equation*}
\operatorname{Tr}_{i}^{\ell}=\operatorname{trunc}^{L-1}\left(\operatorname{trunc}^{L-2} \ldots\left(\operatorname{trunc}^{\ell+1}\left(N_{j}^{\ell}\right)\right) \ldots\right) \tag{7.58}
\end{equation*}
$$

- The truncated basis functions are linearly independent and form a partition of unity.

Proof: The functions of the truncated basis are linearly independent.
It has to be proven that:

$$
\sum_{T_{r}^{\ell} \in T^{\ell}} a_{j} T r_{j}^{\ell}=0 \Rightarrow a_{j}=0
$$

The sum on the left can be decomposed, according to the maternal B-Splines introduced at a certain level $\ell$ :

$$
\begin{equation*}
\sum_{T r_{j}^{\ell} \in T^{\ell}, \text { mother }\left(T r_{j}^{\ell}\right) \in N^{0}} a_{j} T r_{j}^{\ell}+\sum_{T r_{j}^{\ell} \in T^{\ell}, \text { mother }\left(T r_{j}^{\ell}\right) \in N^{1}} a_{j} T r_{j}^{\ell}+\ldots+\sum_{T r_{j}^{\ell} \in T^{\ell}, \text { mother }\left(T r_{j}^{\ell}\right) \in N^{l-1}} a_{j} T r_{j}^{\ell}=0 \tag{7.59}
\end{equation*}
$$

The basis functions collected by the first sum are the only non-zero functions acting on the region given by $\Omega^{0} / \Omega^{1}$. In virtue of the previous properties and of the local linear independence of the B-Spline basis, these functions are locally linearly independent on $\Omega^{0} / \Omega^{1}$ and thus the corresponding coefficients must be zero.

Excluding the functions already considered in this first sum, the basis functions collected by the second sum are the only non-zero functions which act on $\Omega^{1} / \Omega^{2}$. As before, the corresponding coefficients must be also zero. We can repeat the same argument of sums related to the basis functions whose maternal B-Splines belong to $N^{\ell}, \ell=2, \ldots, L-2$.
On the other hand, the basis functions $\operatorname{Tr}_{i}^{\ell} \in T \cup \mathrm{~N}^{L-1}$ represent just the subset of B Splines in $N^{L-1}$, whose support is completely contained in $\Omega^{L-1}$. Hence, they are locally linearly independent on this last subdomain and the coefficients in the last sum must be also zero.

Proof: The truncated hierarchical B-Spline basis T forms partition of unity.
It has to be proven that:

$$
\sum_{T_{i}^{\ell} \in T} T_{i}^{\ell}=1 \text { on } \Omega^{0} \Rightarrow \sum_{T_{r_{i}}^{\ell+1} \in T} T r_{i}^{\ell+1}=1 \text { on } \Omega^{0}
$$

It is known that:

$$
\sum_{N_{i}^{\ell} \in N^{\ell}} N_{i}^{\ell}=1 \text { on } \Omega^{0} \text { with } \ell=0,1, \ldots, L-1
$$

The partition of unity can be shown by induction on the hierarchical level $\ell$. The base case simply follows form the above relation with $\ell=0$.

The inductive step:

$$
\begin{equation*}
\sum_{T_{i}^{\ell} \in T} T r_{i}^{\ell}=1 \text { on } \Omega^{0} \Rightarrow \sum_{T_{i}^{\ell+1} \in T} T r_{i}^{\ell+1}=1 \text { on } \Omega^{0} \tag{7.60}
\end{equation*}
$$

can be proved by re-arranging the sums as follows:

$$
\begin{equation*}
\sum_{T_{r_{i}^{l}}^{\ell} \in T^{\ell}} \operatorname{Tr}_{i}^{\ell}=1=\sum_{{T r_{i}^{\ell} \in T^{\ell}} \sum_{N_{j}^{\ell+1} \in N^{\ell+1}} a_{N_{j}^{\ell+1}}^{\ell+1}\left(T r_{i}^{\ell}\right) \cdot N_{j}^{\ell+1}, ~(1)} \tag{7.61}
\end{equation*}
$$

(7.63) can be further expanded as:

$$
\begin{aligned}
& \sum_{T_{i}^{\ell} \in T_{\ell}}{T r_{i}^{\ell}=} \\
& =\sum_{T r_{i}^{\ell} \in T^{\ell}}\left(\sum_{N_{j}^{\ell+1} \in N^{\ell+1}, \operatorname{supp} N_{j}^{\ell+1} \not \subset \Omega^{\ell+1}} a_{N_{j}^{\ell+1}}^{\ell+1} \cdot\left(T r_{i}^{\ell}\right) \cdot N_{j}^{\ell+1}+\sum_{N_{j}^{\ell+1} \in N^{\ell+1}, \text { supp } N_{j}^{\ell+1} \subseteq \Omega^{\ell+1}} a_{N_{j}^{\ell+1}}^{\ell+1} \cdot\left(T r_{i}^{\ell}\right) \cdot N_{j}^{\ell+1}\right) \\
& =\sum_{T r_{i}^{\ell} \in T}\left(\sum_{N_{j}^{\ell+1} \in N^{\ell+1}, \operatorname{supp} N_{j}^{\ell+1} \not \subset \Omega^{\ell+1}} a_{N_{j}^{\ell+1}}^{\ell+1} \cdot\left(T r_{i}^{\ell}\right) \cdot N_{j}^{\ell+1}\right)+ \\
& +\sum_{N_{j}^{\ell+1} \in N^{\ell+1},{ }_{, \operatorname{supp}} N_{j}^{\ell+1} \subseteq \Omega^{\ell+1}}\left(\sum_{T r i l_{\ell}^{\ell} \in T} a_{N_{j}^{\ell+1}}^{\ell+1} \cdot\left(T r_{i}^{\ell}\right)\right) \cdot N_{j}^{\ell+1}
\end{aligned}
$$

In the first sum of the last equation, the term in brackets is just $\operatorname{trunc}{ }^{\ell+1}\left(T r_{i}^{\ell}\right)$. Moreover by swapping the order of sums in the first line of the above relation:

$$
\sum_{N_{j}^{\ell+1} \in N^{\ell+1}} N_{j}^{\ell+1}=1
$$

$$
\begin{equation*}
\sum_{N_{j}^{\ell+1} \in N^{\ell+1}}\left(\sum_{T r_{i}^{\ell} \in T} a_{N_{j}^{\ell+1}}^{\ell+1} \cdot\left(T_{i}^{\ell}\right)\right) \cdot N_{j}^{\ell+1}=1 \tag{7.62}
\end{equation*}
$$

So, by comparing the coefficients and by the linear independence of the B-Splines:

$$
\begin{equation*}
\sum_{{T r_{i}^{\ell} \in T}_{\ell}^{\ell}} a_{N_{j}^{\ell+1}}^{\ell+1} \cdot\left(T r_{i}^{\ell}\right)=1 \tag{7.63}
\end{equation*}
$$

for all $N_{j}^{\ell+1} \in N^{\ell+1}$ and in particular for each $N_{j}^{\ell+1}$ such that $\operatorname{supp} N_{j}^{\ell+1} \subseteq \Omega^{\ell+1}$. Finally we obtain:

$$
\begin{align*}
& 1=\sum_{T_{r}^{\ell} \in T} \operatorname{trunc}^{\ell+1}\left(T r_{i}^{\ell}\right)+\sum_{N_{j}^{\ell+1} \in N^{\ell+1}, \operatorname{supp} N_{j}^{\ell+1} \subseteq \Omega^{\ell+1}} N_{j}^{\ell+1}=  \tag{7.64}\\
& =\sum_{T r_{i}^{\ell+1} \in T_{A}} T_{r}^{\ell+1} r_{i+1}^{\ell+1}+\sum_{T r_{i}^{\ell+1} \in T_{B}} T r_{i}^{\ell+1}=\sum_{T_{i}^{\ell+1} \in T} T r_{i}^{\ell+1} \tag{7.65}
\end{align*}
$$

In view of the non-negativity of truncated basis functions and of the previous theorem, the functions in $T$ form a convex partition of unity.

### 7.3.3 Evaluating Truncation Weights

Yet again, Giannelli's proposal considers some weights used in both additive and subtractive representation of the truncation mechanism. As Vuong proposed, these coefficients are not determined by some mechanism. One idea for evaluating these coefficients is to adopt the subdivision property relation along with the subdivision projection technique. When this task has been performed, active finer B-Splines can be subtracted from the coarse ones in order to create the THB-Splines of each level.

In this sense:

- Classical hierarchical refinement is performed initially The entire procedure remains the same until the evaluation step.
- After that, the weights found by the evaluation are used in order to multiply and then subtract the existing active B-Splines of the finest available level, from the coarser active functions.
- Having secured that the redundant B-Splines are completely removed from each level in order to secure linear independence, the subtraction will take place for most of the cases in the boundaries between $\Omega^{\ell}$ and $\Omega^{\ell+1}$ with $\ell<\Lambda$.


Figure 7.17.
(a) Illustration of a complete truncated hierarchical basis, for two consecutive levels of refinement.
(b) Corresponding element mesh. Finer level elements are depicted with darker shade.
(Giannelli et al, 2014)

### 7.3.4 Brief Comparison with HB-Splines

In this section, numerical results that have been occurred from the implementation of truncated hierarchical basis are gathered and compared. In general, these results concern the behavior of stiffness and mass matrices. For example, their condition number, their sparsity or even their Cholesky factorizations are some features to compare. Quality of produced meshes along with their hierarchical basis functions can be also examined.

### 7.3.4.1 Basis functions

For the 1D case, truncation seems to be an ideal technique in order to overcome the drawbacks of classical hierarchical refinement. More specifically, no weights are needed anymore in order for the basis to form partition of unity in each knot span or generally in each integration cell. However, from what the plotting shows, THB-Splines are non-uniform in general as they span across knot spans of various lengths. The knot spans depending on their length belong to different levels of the hierarchy and consequently to different nested domains. This may cause some issues in saving and handling the THB-Splines as their start and end knots will not be known before the truncation.


Figure 7.18.
The pointed THB-Spline of degree $p=2$ has the non-uniform support $[2,3,3.5,4]$ and it forms a partition of unity with the all its overlapping functions.
(Iakovos Antonios. 2015)
In 2D and 3D cases, as it is already known, tensor product B-Splines and HB-Splines have rectangular projections of their support in the planes created by two of the parametric axes.

However, in truncation, this is not the case as THB-Splines belong to more than one subdomain and tend to lose their rectangular support due to their truncation.

### 7.3.4.2 Stiffness matrix

In classical hierarchical refinement every control point can be replaced with $(p+2)^{d}$ finer control points, where $p$ is the polynomial degree and $d$ the number of problem's dimension. It is straightforward that, as polynomial degree and number of dimensions increase, the removal of one control point equals with the introduction of an increasing number of new control points. New relations between the coarse and fine control points must be taken into consideration in the formulation of global stiffness matrix.

As it was aforementioned in this chapter, truncation enables functions to reduce their support as well as to adapt their values in order to satisfy partition of unity across the basis. The first feature seems to be critical for the comparison between the classical hierarchical and truncated stiffness matrices. Due to their reduced support, the overlapping between truncated and finer functions is smaller. As a result stiffness non-zero values are less. Sparsity and matrix bandwidth are also reduced as shown in Fig. 7.19. All the aforementioned aspects can lead to reduction of the needed computational cost for the solution of problems' equations.


Figure 7.19.
(a) 1D stiffness matrices for classical hierarchical and truncated hierarchical refinement.
(b) 2D stiffness matrices for classical hierarchical and truncated hierarchical refinement.
(K.A. Johannessen et al. 2015)

### 7.4 Local Hierarchical refinement proposed by Schiluinger ET AL

### 7.4.1 Introduction

In continuation to the methods described previously, Schillinger et al proposed an alternative local refinement technique which is based on the concepts of HB-Splines, subdivision property and classical FEA knowledge and aims to offer a new straightforward algorithmic approach for adaptive refinement in isogeometric analysis.

The new aspect Schillinger introduced, is the overlaying of finer basis functions with a systematic way that does not always lead to the removal of coarser ones. In his proposal subdivision property is used to connect different hierarchical level basis functions. As it will be later discussed, a more local refinement can be achieved in comparison to classical hierarchical or truncated hierarchical methods. Schillinger also suggests that the refinement should be made to the entity of an element and not of a B-Spline function as in previous methodologies.

### 7.4.2 Local refinement methodology

### 7.4.2.1 1D finer functions patch overlay

The refinement algorithms explained until now, were based on the following assumption. The error estimator points out the elements (knot span, area, volume) with high error, via norms or energy theorems. As soon as these elements are identified, the B-Spline functions, with non-zero values over these cells, are chosen for refinement. These functions are completely removed from the coarse basis and their children are introduced to the next finer levels to satisfy the linear independence of basis functions. The only parameter that remains to be addressed is partition of unity. This procedure was named by D. Schillinger subdivision refinement, as it utilizes completely the subdivision property of B-Splines in order to easily satisfy linear independence.


Figure 7.20.
Subdivision refinement. In (a) the corresponding refined B-Splines for the selected element (shaded area) are depicted with dashed lines. In (b) the introduced children from the subdivision relation are illustrated with red (Iakovos Antonios and Karras Dimitrios , 2015)

Of course, the easy handling of the basis with subdivision refinement comes along with a cost. More specifically, by refining all the overlapping functions of an element the desired local nature is diminished as shown in Fig. 7.20. This happens, because a function in IGA overlaps $(p+1)^{d}$ elements. As the polynomial degree of functions and dimensions of the problem increase, the area that is collaterally refined increases along with them. Consequently, more B-Spline evaluations must be made for both classical and truncated hierarchical refinement in this sense. As it will be presented, Schillinger proposed an efficient way in order to deal with this side effect of the common refinement algorithms.

The author defines a nucleus operation, from which the development starts the refinement of one knot span element. As it is known so far, when refining a function, B-Spline children with contracted support cover the whole support of the refined coarse function. The children are being superposed by adding their scale factors from subdivision property. This leads to the complete hierarchical basis in the center of the refinement region, while at the boundaries the scale factors are used in order to satisfy partition of unity. However, the direct subdivision refinement strategy results in large spread of the refinement beyond the bounds of the knot span element that was initially chosen for refinement. This side-effect obstructs with the local nature we want to achieve.

For this reason, D. Schillinger et al instead of introducing finer children that would emerge from subdivision property, they added an overlay of a fixed number of $p^{d} B$-Splines as shown in Fig. 7.21. These finer B-Splines would have reduced knot span width and thus support in comparison with the functions of the coarse level (the relations for the knot spans can be found in the previous chapter). Up to this point, no changes to the coarse basis functions are needed, since we know that for a function to be removed ( $p+2)^{\text {d }}$ children must exist in order to describe it completely. The hierarchical basis is constructed from the full set of children and all of the coarse functions. The amplitude of the contracted B-Splines does not need to change, thus the presence of scaling factors is ignored.


Figure 7.21.
(a) The selected element is shown in grey, but without refining any coarse level B-Spline.(b) The overlaying patch is illustrated, along with the p contracted B -Splines (Iakovos Antonios and Karras Dimitrios , 2015)

Let's now assume that two consecutive knot span elements are going to be refined. Recalling the previous paragraph, one patch of finer contracted B-Splines is introduced for each knot span respectively. As one can easily notice, some of the functions of the two set of B-Splines may be exact the same. This obviously means that for the specific level, there is no need to add the same contracted B-Spline for a second time. Having done this, now the finer functions that have been introduced are ( $p+2$ ). Consequently, we have just created a full set of contracted B-Splines, which are able to represent at least one coarse function. Thus, the coarse function is redundant and has to be removed in order to restore the linear independence of the hierarchical basis as shown in Fig. 7.22.

In particular, this procedure does not affect the higher-order continuity of the refined basis, since the first $\mathrm{p}-1$ derivatives of the hierarchical B -Spline basis functions are zero at their support boundaries. The locality of this method can be accomplished by $p$ children for each element for each overlay patch. More children would spread the refinement like the subdivision refinement. Less children would not be able to remove any coarse function.


Figure 7.22.
(a) The two refined elements are repsresented by the shaded area. The coarse level B-Spline which will be removed as redundant when the overlaying patch is introduced is depicted with red color. (b) the overlaying patch for the first level of refinement
(Iakovos Antonios and Karras Dimitrios , 2015)

### 7.4.2.2 Removing Multiplicities

As in classical hierarchical refinement, an operation is necessary in order to restore partition of unity at the boundaries between the two overlaying patches. In the aforementioned refinement proposals this could be achieved with corresponding weights for each subsidiary B-Spline basis function. Schillinger uses a mechanism similar to truncation.

To do this, one must just remove the multiplicities over one element. Starting from $\ell=1$ (maternal level), it's easy to proceed with the following algorithmic procedure. More specifically, this can be achieved by:

- Checking each hierarchical B-Spline of the next level $\ell+1$ to determine if it has a common support with a B-Spline of the current level $\ell$.
- If it does, it should be checked whether the function of $\ell+1$ is part of linear combination of subdivision B-Splines that result from the classical subdivision property relation. It is possible that even though one function may have an overlap with a coarse function, it may not be a child that is derived from the subdivision property relation.
- If this happens to be also true and the contracted function under examination can be obtained by the subdivision algorithm, the finer function is multiplied by its scaling factor (subdivision weight) from the B-Spline of the coarser level and subtracted from the coarse one.


Figure 7.23.
Stiffness matrices for classical hierarchical refinement over the diagonal of a regular parametric space.
(a) Stiffness matrix before the subtraction process. (b) Stiffness matrix after the subtraction.
(Schillinger et al, 2012)
The subtraction procedure of removing the multiplicities has a beneficial effect on the bandwidth, sparsity and the condition number of the stiffness matrix. This is generally happening because by subtracting certain parts from the coarser levels, the overlaps between B-Splines are reduced. Consequently the interactions between control points are also reduced. The non-zero entries are decreasing as well. A representative example of stiffness matrices is depicted in Fig. 7.23.

Finally, to exclude any effect from weak boundary conditions, uniform boundary basis functions are replaced by interpolatory basis functions created from open knot vectors, so that Dirichlet constraints can be strongly satisfied.

Multi-level hierarchical refinement can be also achieved by recursively applying the previous procedure. More specifically, in each refinement step, the nucleus operation is applied to elements of the currently finest level $\ell$, in order to produce a new overlay patch
in level $\ell+1$. The resulting grid consists of a nested sequence of bisected knot span elements and multiple hierarchical overlay levels of repeatedly contracted uniform BSplines. As aforementioned, the selection of elements is the result of an error-estimator.

### 7.4.2.3 1D Case Example

In this unit, an extensive 1D example based on Schillinger's methodology will be presented. In contrast to all previous methods Schillinger identifies elements and not basis functions to be refined. As aforementioned, the subdivision property is not fully used to create a next level overlay patch of finer $p+2$ (the least) contracted functions. More specifically, a patch with $p+2$ necessary functions is created only when a set of neighbor refined elements is chosen to maintain the local nature of hierarchical refinement.

For this example consider a basis with functions of polynomial degree=3 obeying to the following knot value vector:

$$
\Xi=\left\{\begin{array}{llllllllllllllllll}
0 & 0 & 0 & 0 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 11 & 11 & 11
\end{array}\right\}
$$

Coarse basis and to be refined knot spans (shaded areas)
. (Iakovos Antonios and Karras Dimitrios , 2015)
Two consecutive knot spans, $[5,6]$ and $[6,7]$, were chosen to be refined. For each of the refined knot spans, a set of three contracted support B-SPLines is introduced. As it can be seen in Fig. 7.25 from the two sets introduced, one B-SPLine is common and should be taken into account just once as shown in Fig. 7.25.c .


Figure 7.25 .
Corresponding contracted children are depicted of the basis depicted in the previous figure.
(Iakovos Antonios and Karras Dimitrios , 2015)

By overlaying the union of the contracted children, in the coarse basis, it is possible to find which coarse functions are being affected by the introduction of the finer set. Fine B-Splines have to be subtracted from the coarse ones when they share the same support as shown in Fig. 7.26.


Figure 7.26.
(a) Overlaying of finer functions of level I-1 is being made.(b) Affected coarse B-Splines are being identified, as they interact with finer ones. (c)The result of subtraction of the finer B-Splines from the affected coarse ones (Iakovos Antonios and Karras Dimitrios , 2015)

Next, we chose to refine knot span $(5.5,6)$ of level 2 . Once again, we must introduce a set of finer B-Splines of contracted support in comparison to those of level 2. Thus, we introduce three new B-Splines that correspond to the depicted with gray knot span to be refined.


Figure 7.27.
Second level element to be refined
(Iakovos Antonios and Karras Dimitrios , 2015)


Figure7.28.
Identifying and subtraction procedure, between the second and third levels of the hierarchy. (Iakovos Antonios and Karras Dimitrios , 2015)

Thus the final hierarchical basis for the refinement we applied will be as follows.


Figure 7.29.
Final hierarchical basis
(Iakovos Antonios and Karras Dimitrios , 2015)

### 7.4.3 Local Refinement in Multiple Dimensions

Assume there is a d-dimensional B-Spline parameter space (patch), which is generated by d univariate knot value vectors, one for each parametric direction by using the classical tensor product relation. An adaptive multi-level basis can be generated by successfully applying the 1D procedures analogously, since the tensor product structure allows for a decoupling of refinement operations in each parametric direction and subsequent d-dimensional assembly by multiplication. This is why it is very important to use local knot vectors for each multivariate B-Spline, as they will help the total implementation effort by producing easily the local knot vectors of the introduced children.

Now it is time to present the procedure for hierarchical local refinement in multiple dimension cases. The main idea remains the same, however adjustments are necessary in order to generalize accurately the 1D case.

- Initially, the adjusted nucleus operation referring to the refinement of one ddimensional element of the mesh has to be introduced. Depending on the polynomial degree of each parametric direction (in this thesis it is considered the same for both axes), a suitable number of contracted B-Splines is chosen for each direction.
- The local increase of refinement follows the same concept as described previously, where the repetition of the nucleus operation in each overlay level $\ell$ and the repetition of hierarchical refinement with successively contracted $B$-Splines for the generation of the next overlay level $\ell+1$ leads to a multi-level B-Spline basis, which naturally accommodates adaptivity in all dimensions.
- Next step is the recovering linear independence. A linear combination of multivariate hierarchical B-Splines of the next level $\ell+1$ can represent B-Splines of the current level $\ell$, in the sense of the multivariate two-scale subdivision relation. These linear dependencies need to be identified through the multi-level hierarchy and eliminated by a removal of the corresponding course level B-Splines. In analogy with the 1D case, this can be achieved by determining in each parametric direction, if the required $\mathrm{p}+2$ contracted B -Splines of level $\ell+1$ exist in the hierarchical structure.
- Dirichlet boundary conditions can be incorporated weakly by variational methods, or strongly by a least squares fit of boundary basis functions. Homogeneous boundary conditions can be imposed strongly by removing all basis functions with support at the Dirichlet boundary.


## 8. Local Solution Method

### 8.1 INTRODUCTION

All the methodologies presented so far, had a common feature despite the mechanism used each time. They all calculated the global stiffness matrix for the final hierarchical basis repeating the solution of the whole problem for each refinement iteration. However, in classical FEA that is not always efficient, as calculating from scratch all the relations that connect the degrees of freedom for large scale problems is cost intensive.

It is clear that refining state variables and fast solving the equations that govern the examined problem, are two key issues in isogeometric analysis and more specifically in adaptive hierarchical refinement.

In computational mechanics, the time for solving a physical problem is consumed mostly at:

- Discretizing the definition domain.
- Formulating the stiffness matrix and then reverse it.
- Solving the system of the algebraic equations, which represent the PDE'S of the problem

For complex and large scale problems that contain millions of degrees of freedom, the size of the stiffness matrix is enormous and thus the equations need millions of iterations to be solved. So, the solving process may turn out to be a time-consuming step. For this reason, a more flexible approach for the solution of hierarchical refinement in isogeometric analysis was needed. In this direction Huazhong University of Science and Technology and the research team of Wu, Huang, Liu, Zuo proposed a new technique that demands special attention. It is a promising method of solving and not assembling the stiffness matrix in order to reduce the needed CPU time. Inspired by the hierarchical structure of the subdivided B-Splines and the decoupled idea from classical FEA, their proposal tries to separately construct and solve the equations of the individual hierarchical levels, instead of solving the global stiffness matrix.
The core idea of the proposed method is to divide the global stiffness matrix into several blocks according to the hierarchical refinement levels and to enforce boundary conditions in each level independently. These boundary conditions can be derived from the solution of the coarser level, in which the next finer level lies nested. This can happen, by utilizing the
coefficient matrices in order to describe the relations between the basis functions of different levels of the hierarchy. Finally the solution of the overall global problem is composed of the solutions for the individual levels.

### 8.2 COARSE, REFINED \& BOUNDARY DOMAINS

In order to proceed to the local solution methodology Wu et al have discretized the parametric domain for one level of refinement in two smaller domains. These domains are two entities with different properties. Each of the subdomains consists of even smaller domains. More specifically, the whole parametric domain (patch) consists of the coarse domain and the refined domain. As the names give up, the first domain refers to the elements that have maintained their original size and the refined domain refers to the elements that have been contracted. Of course, the union of the two domains composes the complete mesh of level $\ell$.

Coarse domain consists of the union of all elements of the initial-coarse domain of level $\ell$, subtracting the union of all refined elements of the next level $\ell+1$, which is the refined subdomain. The remaining lines/ areas/ volumes are the coarse domain. In general, coarse domain does not always refer to the coarsest domain of the mesh, but it refers to the coarser element set between two levels of refinement and analogously this applies also for the refined domain. Thus, by recursively applying hierarchical refinement we can conclude that, we will always get a set of one coarse and one refined domain for two consecutive levels $\ell$ and $\ell+1$ of the hierarchy.

So, formally the coarse domain would be:

$$
\begin{equation*}
D_{c}^{\ell}=\bigcup_{i \in A_{c}^{\ell}} \operatorname{suppN}_{i}^{\ell}-\left\{\bigcup_{j \in A_{c}^{\ell}} \operatorname{suppN}_{j}^{\ell+1} \cap \bigcup_{i \in A_{c}^{\ell}} \operatorname{suppN}_{i}^{\ell}\right\} \tag{8.1}
\end{equation*}
$$

Additionally, refined domain can be further analyzed in two even smaller subdomains. For the previous discretization, the criterion was the distribution of the different size elements. Here, the discretization has as a criterion the intersections of the finer level $\ell+1 \mathrm{~B}$-Splines with the coarser ones, as well as the union of their supports. More specifically, the refined domain is consisted of:

The coupled domain, which is defined as the support intersection of the basis functions that remain after removing the redundant ones between the two consecutive levels of the hierarchy. Coupled domain can be expressed as:

$$
\begin{equation*}
D_{\cap}^{\ell}=\bigcup_{i \in A_{c}^{\ell}} \operatorname{suppN}_{i}^{\ell} \cap \bigcup_{j \in A_{c}^{\ell+1}} \operatorname{suppN}_{j}^{\ell+1} \tag{8.2}
\end{equation*}
$$

The interior domain, which is covered only by the supports of the refined basis functions of level $\ell+1$, but not by those of the previous level $\ell$. So, the interior domain can be derived from:

$$
\begin{equation*}
D_{\mathrm{int}}^{\ell}=\bigcup_{i \in A_{c}^{\ell+1}} \operatorname{supp} N_{i}^{\ell+1}-D_{\cap}^{\ell} \tag{8.3}
\end{equation*}
$$



Figure 8.1.
Coarse, Coupled and Interior domains for (a) 1D and (b) 2D case respectively.
(Iakovos Antonios 2015)
In this sense, the traditional hierarchical refinement method is called global solution method, as the main goal is formulating and solving the stiffness matrix. The proposed method is respectively called local solution method.

The last but not least domain entity is the boundary domain. Actually, this domain is also defined by the intersection relations between the coarse and fine B-Splines of the mesh. Additionally, boundary domain is nested inside the coarse domain and in this sense it is a subdomain of the coarse domain. More specifically, boundary domain is defined by the HB-Splines of the hierarchical basis, which overlap over two levels. The support of them, which does not share support with the functions of the finer level, is the boundary domain.

Formally, boundary domain can be derived as:

$$
\begin{equation*}
D_{B}^{\ell}=\bigcup_{i \in A_{c}^{\ell}: \operatorname{suppN}_{i}^{\ell} \in D_{\cap}^{\ell} \text { and } \operatorname{supp} N_{i}^{\ell} \in D_{c}^{\ell}} \operatorname{suppN}_{i}^{\ell}-D_{\cap}^{\ell} \tag{8.4}
\end{equation*}
$$

where the functions used are the active B-Splines of level $\ell$ have non-zero values over the coupled and the coarse domain simultaneously. Another expression for the boundary domain will be later discussed, as additional knowledge is needed in order to comprehend it in depth.


Figure 8.2
Hierarchy of the B-Splines in index space for a two level refinement.
(Karaiskos Giorgos, 2015)

### 8.3 Decoupling the Stiffness Matrix

In this section, the formulation, re-order and decoupling of the global stiffness matrix will be presented. More specifically, the local solution method will be explained step by step, in order to accelerate the solution of the algebraic system of equations.

Generally, the linear algebraic equations generated in IGA for a linear PDE with Galerkin method have the following classic form, no matter whether a uniform or hierarchical refinement is applied:

$$
\begin{equation*}
\{R\}_{1 x N}=\left[K_{\text {global }}\right]_{N x N} \cdot\{u\}_{1 x N} \tag{8.5}
\end{equation*}
$$

where [ $K_{\text {global }}$ ] is the global sparse stiffness matrix and $\{R\}$ is the vector related to boundary conditions and external loads.

In traditional hierarchical refinement, due to the nesting relations between the domains at different levels (8.9) can be decomposed into the block form for the case of one refinement level:

$$
\left[\begin{array}{ccc}
{\left[K_{11}^{1}\right]} & {\left[K_{12}^{1}\right]} & {[0]}  \tag{8.6}\\
{\left[K_{21}^{1}\right]} & {\left[K_{22}^{1}\right]} & {\left[K_{23}^{1}\right]} \\
{[0]} & {\left[K_{32}^{1}\right]} & {\left[K_{33}^{1}\right]}
\end{array}\right] \cdot\left[\begin{array}{l}
\left\{u_{1}^{1}\right\} \\
\left\{u_{1}^{2}\right\} \\
\left\{u_{2}^{2}\right\}
\end{array}\right]=\left[\begin{array}{l}
\left\{R_{1}^{1}\right\} \\
\left\{R_{1}^{2}\right\} \\
\left\{R_{2}^{2}\right\}
\end{array}\right]
$$

In (8.6):

- $\left\{u_{1}^{1}\right\}$ are the unknown displacements for the coarse domain $D_{C}^{1}$
- $\left\{u_{1}^{2}\right\}$ are the variables corresponding to coupled $D_{\cap}^{1}$ and
- $\left\{u_{2}^{2}\right\}$ the variables corresponding to interior $D_{\text {int }}^{1}$ domain.

Remember that the union of $D_{\cap}^{1}$ and $D_{\text {int }}^{1}$ domains composes the refined domain.

Moreover, the external load vectors $R_{1}^{1}, R_{1}^{2}$ and $R_{2}^{2}$ at the right hand side of (8.10) correspond to the aforementioned domains respectively.

Stiffness matrix for one refinement step in the coarse level 1 can be written as follows:

$$
\left[\begin{array}{ll}
{\left[K_{11}^{1}\right]} & {\left[K_{12}^{1}\right]}  \tag{8.7}\\
{\left[K_{21}^{1}\right]} & {\left[K_{22}^{1}\right]}
\end{array}\right] \cdot\left[\begin{array}{l}
\left\{u_{1}^{1}\right\} \\
\left\{u_{2}^{1}\right\}
\end{array}\right]=\left[\begin{array}{l}
\left\{R_{1}^{1}\right\} \\
\left\{R_{2}^{1}\right\}
\end{array}\right]
$$

- [ $K_{11}^{1}$ ] refers to the coarse domain degrees of freedom
- [ $K_{22}^{2}$ ] refers to the refined domain degrees of freedom.
- $\left[K_{12}^{1}\right.$ ] and [ $\left.K_{21}^{1}\right]$ refer to the coupled domain degrees of freedom.


Figure 8.3.
The sub-matrices of the global stiffness matrix for one step of refinement are connected using the corresponding colors to the areas of degrees of freedom they represent.
(lakovos Antonios 2015)
By using equation (8.7), we obtain initially results for the coarse level. In order to proceed further, the following assumption is necessary:

- If the numerical result errors are within the limits set beforehand, the corresponding sub-domain does not need to be recomputed.

If the resulting errors are exceeding the set boundary value, a global refinement may be needed firstly. This means that our original mesh is too coarse to implement the local solution method. However, in these cases, a parametric investigation may be needed in order to evaluate if it is worth to apply local refinement instead of a full tensor product h refinement. This is of course a subject for further investigation.

So, after the refinement step, by ignoring the coarse domain results $\left\{u_{1}^{1}\right\}$, the fundamental equation (8.6) can be represented as:

$$
\left[\begin{array}{ccc}
{[0]} & {[0]} & {[0]}  \tag{8.8}\\
{\left[K_{21}^{1}\right]} & {\left[K_{22}^{2}\right]} & {\left[K_{23}^{2}\right]} \\
{[0]} & {\left[K_{32}^{2}\right]} & {\left[K_{33}^{2}\right]}
\end{array}\right] \cdot\left[\begin{array}{l}
\left\{u_{1}^{1}\right\} \\
\left\{u_{1}^{2}\right\} \\
\left\{u_{2}^{2}\right\}
\end{array}\right]=\left[\begin{array}{l}
\left\{R_{1}^{1}\right\} \\
\left\{\begin{array}{l}
2 \\
\left.R_{1}^{2}\right\} \\
\left\{R_{2}^{2}\right\}
\end{array}\right] \Rightarrow
\end{array}\right.
$$

where the variables of the first row which correspond to the coarse domain are ignored. The equation (8.8) can be further reordered in order to achieve decoupling by writing the equation for the second row such as:

$$
\begin{align*}
& {\left[K_{21}^{1}\right] \cdot\left\{u_{1}^{1}\right\}+\left[K_{22}^{2}\right] \cdot\left\{u_{1}^{2}\right\}+\left[K_{23}^{2}\right] \cdot\left\{u_{2}^{2}\right\}=\left\{R_{1}^{2}\right\} \Rightarrow} \\
& {\left[K_{22}^{2}\right] \cdot\left\{u_{1}^{2}\right\}+\left[K_{23}^{2}\right] \cdot\left\{u_{2}^{2}\right\}=\left\{R_{1}^{2}\right\}-\left[K_{21}^{1}\right] \cdot\left\{u_{1}^{1}\right\}} \tag{8.9}
\end{align*}
$$

thus, by replacing (8.9) in (8.8) the decoupled matrix is derived as:

$$
\left[\begin{array}{ccc}
{[0]} & {[0]} & {[0]}  \tag{8.10}\\
{[0]} & {\left[K_{22}^{2}\right]} & {\left[K_{23}^{2}\right]} \\
{[0]} & {\left[K_{32}^{2}\right]} & {\left[K_{33}^{2}\right]}
\end{array}\right] \cdot\left[\begin{array}{l}
\left\{u_{1}^{1}\right\} \\
\left\{u_{1}^{2}\right\} \\
\left\{u_{2}^{2}\right\}
\end{array}\right]=\left[\begin{array}{c}
\{0\} \\
\left\{R_{1}^{2}\right\}-\left[K_{21}^{1}\right] \cdot\left\{u_{1}^{1}\right\} \\
\left\{R_{2}^{2}\right\}
\end{array}\right]
$$

where the blue matrices refer to the refined domain, and the red ones to the ignored coarse ones.

Now, by expanding the matrices of (8.7) in a $2 \times 2$ system form

$$
\begin{align*}
& {\left[K_{11}^{1}\right] \cdot\left\{u_{1}^{1}\right\}+\left[K_{12}^{1}\right] \cdot\left\{u_{2}^{1}\right\}=\left\{R_{1}^{1}\right\} \quad(\mathrm{A}}  \tag{A}\\
& {\left[K_{21}^{1}\right] \cdot\left\{u_{1}^{1}\right\}+\left[K_{22}^{1}\right] \cdot\left\{u_{2}^{1}\right\}=\left\{R_{2}^{1}\right\} \quad(\mathrm{B}} \tag{B}
\end{align*}
$$

By solving (A) for $u_{2}^{1}$ :

$$
\begin{align*}
& {\left[K_{11}^{1}\right] \cdot\left\{u_{1}^{1}\right\}-\left\{R_{1}^{1}\right\}=-\left[K_{12}^{1}\right] \cdot\left\{u_{2}^{1}\right\} \Rightarrow} \\
& -\left[K_{12}^{1}\right]^{-1}\left(\left[K_{11}^{1}\right] \cdot\left\{u_{1}^{1}\right\}-\left\{R_{1}^{1}\right\}\right)=\left\{u_{2}^{1}\right\} \tag{8.12}
\end{align*}
$$

and then by substituting (8.12) in (B):

$$
\begin{align*}
& {\left[K_{21}^{1}\right] \cdot\left\{u_{1}^{1}\right\}+\left[K_{22}^{1}\right] \cdot\left[-\left[K_{12}^{1}\right]^{-1}\left(\left[K_{11}^{1}\right] \cdot\left\{u_{1}^{1}\right\}-\left\{R_{1}^{1}\right\}\right)\right]=\left\{R_{2}^{1}\right\} \Rightarrow} \\
& {\left[K_{21}^{1}\right] \cdot\left\{u_{1}^{1}\right\}-\left[K_{22}^{1}\right]\left[K_{12}^{1}\right]^{-1}\left[K_{11}^{1}\right] \cdot\left\{u_{1}^{1}\right\}+\left[K_{22}^{1}\right]\left[K_{12}^{1}\right]^{-1}\left\{R_{1}^{1}\right\}=\left\{R_{2}^{1}\right\} \Rightarrow} \\
& \left(\left[K_{21}^{1}\right]-\left[K_{22}^{1}\right]\left[K_{12}^{1}\right]^{-1}\left[K_{11}^{1}\right]\right) \cdot\left\{u_{1}^{1}\right\}=\left\{R_{2}^{1}\right\}-\left[K_{22}^{1}\right]\left[K_{12}^{1}\right]^{-1}\left\{R_{1}^{1}\right\} \Rightarrow \\
& \left(\left[K_{22}^{1}\right]^{-1}\left[K_{21}^{1}\right]-\left[K_{12}^{1}\right]^{-1}\left[K_{11}^{1}\right]\right) \cdot\left\{u_{1}^{1}\right\}=\left[K_{22}^{1}\right]^{-1}\left\{R_{2}^{1}\right\}-\left[K_{22}^{1}\right]^{-1}\left[K_{22}^{1}\right]\left[K_{12}^{1}\right]^{-1}\left\{R_{1}^{1}\right\} \Rightarrow \\
& \left(\left[K_{12}^{1}\right]\left[K_{22}^{1}\right]^{-1}\left[K_{21}^{1}\right]-\left[K_{11}^{1}\right]\right) \cdot\left\{u_{1}^{1}\right\}=\left[K_{12}^{1}\right]\left[K_{22}^{1}\right]^{-1}\left\{R_{2}^{1}\right\}-\left[K_{12}^{1}\right]\left[K_{12}^{1}\right]^{-1}\left\{R_{1}^{1}\right\} \Rightarrow \\
& \left(\left[K_{11}^{1}\right]-\left[K_{12}^{1}\right]\left[K_{22}^{1}\right]^{-1}\left[K_{21}^{1}\right]\right)\left\{u_{1}^{1}\right\}=\left\{R_{1}^{1}\right\}-\left[K_{12}^{1}\right]\left[K_{22}^{1}\right]^{-1}\left\{R_{2}^{1}\right\} \tag{8.13}
\end{align*}
$$

So, finally by substituting (8.13) in the first row of (8.10), the global stiffness matrix can be expressed in its decoupled form as follows:

$$
\left[\begin{array}{ccc}
{\left[K_{11}^{1}\right]-\left[K_{12}^{1}\right]\left[K_{22}^{1}\right]^{-1}\left[K_{21}^{1}\right]} & {[0]} & {[0]} \\
{[0]} & {\left[K_{22}^{2}\right]} & \left.\left[K_{23}^{2}\right]\right] \\
{[0]} & {\left[K_{32}^{2}\right]} & {\left[K_{33}^{2}\right]}
\end{array}\right] \cdot\left\{\begin{array}{l}
\left\{u_{1}^{1}\right\} \\
\left\{u_{1}^{2}\right\} \\
\left\{u_{2}^{2}\right\}
\end{array}\right]=\left[\begin{array}{c}
\left\{R_{1}^{1}\right\}-\left[K_{12}^{1}\right]\left[K_{22}^{1}\right]^{-1}\left\{R_{2}^{1}\right\} \\
\left\{R_{1}^{2}\right\}-\left[K_{21}^{1}\right] \cdot\left\{u_{1}^{1}\right\} \\
\left\{R_{2}^{2}\right\}
\end{array}\right]
$$

It is obvious that each level can be now solved independently. The procedure explained is called by Wu et al local solution method.

Equation (8.14) can be represented in a more simple form:

$$
\left[\begin{array}{cc}
{\left[K^{1}\right]} &  \tag{8.15}\\
& {\left[K^{2}\right]}
\end{array}\right] \cdot\left[\begin{array}{l}
\left\{u^{1}\right\} \\
\left\{u^{2}\right\}
\end{array}\right]=\left[\begin{array}{l}
\left\{R^{1}\right\} \\
\left\{R^{2}\right\}
\end{array}\right]
$$

where:

- $\left[K^{1}\right]=\left[K_{11}^{1}\right]-\left[K_{12}^{1}\right]\left[K_{22}^{1}\right]^{-1}\left[K_{21}^{1}\right]$
- $\left\{u^{1}\right\}=\left\{u_{1}^{1}\right\}$
- $\left\{R^{1}\right\}=\left\{R_{1}^{1}\right\}-\left[K_{12}^{1}\right]\left[K_{22}^{1}\right]^{-1}\left\{R_{2}^{1}\right\}$
- $\left[K^{2}\right]=\left[\begin{array}{ll}{\left[K_{22}^{1}\right]} & {\left[K_{23}^{1}\right]} \\ {\left[K_{32}^{1}\right]} & {\left[K_{33}^{1}\right]}\end{array}\right]$
- $\left\{u^{2}\right\}=\left[\begin{array}{l}\left\{u_{1}^{2}\right\} \\ \left\{u_{2}^{2}\right\}\end{array}\right]$
- $\left\{R^{2}\right\}=\left[\begin{array}{c}\left\{R_{1}^{2}\right\}-\left[K_{21}^{1}\right] \cdot\left\{u_{1}^{1}\right\} \\ \left\{R_{2}^{2}\right\}\end{array}\right]$

The (8.15) expression is valid for any two consecutive levels of refinement. For each level, the coarse and refined domains are changing constantly, as they represent entities of different levels in each iteration step.

Some very important features are being introduced by using the local solution method. This method does not provide an actual global stiffness matrix, but a number of smaller submatrices. The number of these submatrices, equals the number of hierarchical levels. The relations between stiffness matrices of consecutive levels need to be effectively handled. More specifically, index sorting of the basis functions from different levels and the generation of their coupling elements are necessary for the assembly of stiffness matrix.

### 8.4 Adjusting the Boundary Conditions

The decoupling of equations for two consecutive levels of refinement has been theoretically approached. However, in order to achieve a practical implementation of the theory, it is necessary to introduce a procedure of properly imposing the boundary conditions to the nested spaces, with respect to the previous coarse domain. The subdivision property relation seems to be ideal for this purpose. The proposal of Bornemann et al in evaluating the two-scale coefficients seems to be legit for implementation.

In the local solution method, an intermediate Dirichlet boundary condition is introduced on the side of the refined domain to decouple the two hierarchical level equations. According to (8.14) and (8.15), the equation:

$$
\{R\}_{1 x N}^{\ell}=\left[K_{\text {level }}\right]_{N x N}^{\ell} \cdot\{u\}_{1 x N}^{\ell}
$$

of level $\ell$ can be derived directly by using $\left\{u_{1}^{\ell-1}\right\},\left\{R_{1}^{\ell}\right\}$ and $\left\{R_{2}^{\ell}\right\}$.
$\left\{u_{1}^{\ell-1}\right\}$ is already known from the solution of the previous level described in the following relation:

$$
\begin{equation*}
\{R\}^{\ell-1}{ }_{1 x N}=\left[K_{\text {level }}\right]^{\ell-1}{ }_{N x N} \cdot\{u\}_{1 x N}^{\ell-1} \tag{8.16}
\end{equation*}
$$

$\left\{R_{1}^{\ell}\right\}$ and $\left\{R_{2}^{\ell}\right\}$, which are the external loads and boundary conditions from equation (8.6) for the coupled and interior domains are still unknown and have somehow to be found

It is chosen to obtain $\left\{R^{\ell}\right\}$ by imposing Dirichlet boundary conditions on the outer side of the coupled domain. This way leads boundary state variables of current level and results of the previous level to have the exact same values.


Figure 8.4.
Boundary domain for (a) 1D and (b) 2D case respectively.
(lakovos Antonios 2015)

For convenience of computation, just as in Bornemann et al algorithm, the boundary condition values are expressed with the bases at the lower level, because they originally have a coarser basis expression and the domain covered by these lower bases outside the refined domain is called boundary domain and is presented in Fig. 8.4.

Supposing a Spline $C(\xi)$ in the boundary domain, it can be written as the combination of coarse and fine basis functions, such as:

$$
\begin{equation*}
C(\xi)=\left(u_{1}^{\ell-1}\right)^{T} N^{\ell-1}(\xi)+\left(u_{1}^{\ell}\right)^{T} N^{\ell}(\xi) \tag{8.17}
\end{equation*}
$$

where $N^{\ell-1}$ and $N^{\ell}$ are the basis functions, which correspond to the coarse and the refined of level $\ell-1$ and $\ell$ respectively.

From the definition of the boundary domain, we know that:

$$
N^{\ell}(\xi)=0, \text { on the outer side of } D_{B}
$$

and thus, Dirichlet boundary conditions have the following values by using the subdivision matrix and the values that have been derived from the evaluation process of the hierarchy:

$$
\begin{equation*}
C(\xi)=\left(u_{1}^{\ell-1}\right)^{T} \cdot N^{\ell-1}(\xi)=\left(u_{1}^{\ell-1}\right)^{T} \cdot T^{\ell} \cdot N^{\ell}(\xi)=\left(u_{b}^{\ell}\right)^{T} \cdot N^{\ell}(\xi) \tag{8.18}
\end{equation*}
$$

$u_{b}^{\ell}$ are the control points obtained by transforming $u_{1}^{\ell-1}$ onto level $\ell$. Generating the stiffness equation (8.6) for the refined domain exclusively, using the basis functions at level $\ell$, leads to the following form:

$$
\begin{align*}
& {\left[\begin{array}{ccc}
[\not]] & {[\varnothing]} & {[\varnothing]} \\
{\left[K_{21}^{\ell}\right]} & {\left[K_{22}^{\ell}\right]} & {\left[K_{23}^{\ell}\right]} \\
{[\varnothing]} & {\left[K_{32}^{\ell}\right]} & {\left[K_{33}^{\ell}\right]}
\end{array}\right]\left[\begin{array}{l}
\left\{u_{b}^{\ell}\right\} \\
\left\{u_{1}^{\ell}\right\} \\
\left\{u_{2}^{\ell}\right\}
\end{array}\right]=\left[\begin{array}{l}
\left\{u_{b}^{\ell}\right\} \\
\left\{R_{1}^{\ell}\right\} \\
\left\{R_{2}^{\ell}\right\}
\end{array}\right] \Rightarrow} \\
& {\left[\begin{array}{ccc}
{[I]} & {[0]} & {[0]} \\
{\left[K_{21}^{\ell}\right]} & {\left[K_{22}^{\ell}\right]} & {\left[K_{23}^{\ell}\right]} \\
{[0]} & {\left[K_{32}^{\ell}\right]\left[\begin{array}{c}
K_{33}^{\ell}
\end{array}\right]}
\end{array}\right]\left[\begin{array}{l}
\left\{u_{b}^{\ell}\right\} \\
\left\{u_{1}^{\ell}\right\} \\
\left\{u_{2}^{\ell}\right\}
\end{array}\right]=\left[\begin{array}{l}
\left\{u_{b}^{\ell}\right\} \\
\left\{R_{1}^{\ell}\right\} \\
\left\{R_{2}^{\ell}\right\}
\end{array}\right]} \tag{8.19}
\end{align*}
$$

$$
\left[\begin{array}{cc}
{\left[K_{22}^{\ell}\right]} & {\left[K_{23}^{\ell}\right]}  \tag{8.20}\\
{\left[K_{32}^{\ell}\right]} & {\left[K_{33}^{\ell}\right]}
\end{array}\right]\left[\begin{array}{l}
\left\{u_{1}^{\ell}\right\} \\
\left\{u_{2}^{\ell}\right\}
\end{array}\right]=\left[\begin{array}{c}
\left\{R_{1}^{\ell}\right\}-\left[K_{21}^{\ell}\right]\left\{u_{b}^{\ell}\right\} \\
\left\{R_{2}^{\ell}\right\}
\end{array}\right]
$$

Actually, vector $\left\{u_{b}^{\ell}\right\}$ represents the boundary value on the inner side of the boundary domain with a set of control points:

$$
\begin{equation*}
\left\{u_{b}^{\ell}\right\}=\left[u_{b, 1}^{\ell}, u_{b, 2}^{\ell}, \ldots, u_{b, \mathrm{~m}}^{\ell}\right]^{T} \tag{8.21}
\end{equation*}
$$

which do not belong to the control points $\left\{u_{1}^{\ell}\right\}$ of the coupled domain, but can be derived from $\left\{u_{1}^{\ell-1}\right\}$ (control points of the coarse domain) as:

$$
\begin{equation*}
\left\{u_{b, i}^{\ell}\right\}=a_{i} \cdot u_{b, i}^{\ell-1}+\left(1-a_{i}\right) \cdot u_{b, i}^{\ell-1} \tag{8.22}
\end{equation*}
$$

where:

$$
\begin{equation*}
\left\{u_{1}^{\ell-1}\right\}=\left[u_{b, 1}^{\ell-1}, u_{b, 2}^{\ell-1}, \ldots, u_{b, \mathrm{~m}}^{\ell-1}\right]^{T} \tag{8.23}
\end{equation*}
$$

are the control points of the upper (coarser) level that express the solution values on the boundary. Moreover $a_{i}$ are the coefficients from the classical knot insertion in NURBS, which give the Cartesian coordinates for the newly introduced finer functions. This way we can find the finer control point coordinates, in order to use them to decouple the equations.

Since $\left\{u_{b}^{\ell}\right\}$ are used to define the intermediate Dirichlet boundary condition, the boundary domain can be written as:

$$
\begin{equation*}
D_{B}=\bigcup_{i} \operatorname{supp}\left(N_{b, i}^{\ell}\right)-D_{\cap} \tag{8.24}
\end{equation*}
$$

where $N_{b, i}^{\ell}$ are the basis functions associated to the set of control points $\left\{u_{b}^{\ell}\right\}$.
Due to the characteristic of non-interpolation basis functions $N_{b, i}^{\ell}$ are not arranged in a sequence like the way in the traditional FEA implementations. The width $W_{B}$ of the boundary domain is equal to $p$. Thus:

$$
\begin{equation*}
\operatorname{Width}\left(B_{D}\right)=W_{B}=p \tag{8.25}
\end{equation*}
$$

Practically this means that boundary domain will always cover $p$ elements around the perimeter of the refined domain. In other words, W is the number of the control points along the normal direction of the boundary.

When two or more discrete areas are being refined, it is obvious that the same number of boundary domains is created. However, the boundary domains may be related in three ways: disjoined, adjacent and overlapped as shown in Fig. 8.5.

- For the disjoined domains, each refined domain has its own independent boundary domain and thus has a separate equation that can be created and solved independently.
- For the adjacent and overlapped boundary domains with their width W not greater than $p$, the refined domains have a part of common boundary and thus only one equation.

(a)

(b)

(c)

Figure 8.5.
(a) Disjointed boundary domains, (b) Adjacent boundary domains, (c) Overlapped boundary domains. (Iakovos Antonios 2015)

### 8.5 CONCLUSIONS

To summarize, the Wu et al proposal utilized the hierarchical refinement procedure based on the concept of B-Splines along with the subdivision property in order to provide a local solution nature for each level. In order to do that, they used the transformation matrix S between the basis functions of the refined and its previous level. Additionally, the local solution method was proposed by exploiting the characteristic of hierarchical refinement structure and applied an error indicator to achieve the adaptive nature, which seems to be crucial. The refinement for non-uniform representation turns out to be very flexible, because it is suitable for parameter domains refined with arbitrary node intervals and node multiplicity.
The local solution method appears to be applicable to hierarchical refinement in IGA. It has almost the same accuracy as the traditional global solution method, while it bears less computational cost for the same degrees of freedom

## 9. Adaptive Refinement Algorithm

### 9.1 INTRODUCTION

The adopted by this thesis theoretical and algorithmic approach for adaptive hierarchical refinement in isogeometric analysis will be presented in the present chapter. The theoretical aspects described in previous chapters were mainly focused on the 1D case. It was chosen to describe and explain different adaptive refinement methods in the frame of one-dimensional problems, as the generalization to multiple dimensions is quite straightforward. In this chapter elements of the aforementioned hierarchical refinement methods will be combined to introduce a simple approach for dealing with 2D problems.

It is worth to mention that all the proposed methods lead to hierarchical bases that share the same properties. Two of them are for example linear independence and partition of unity. Another important aspect is their form. All the produced bases can be divided in characteristic areas such as the ones defined in the local solution method. This means that they can be easily combined to solve the final problem. Optimizing the hierarchical basis creation and combining it with the local solution method could just be a possible combination. This combination could be examined for its overall efficiency in solving problems using the adaptive hierarchical refinement method.

But before proceeding to a combination, such as the one presented previously, it is of crucial importance to investigate the parametric comparison between classical hierarchical refinement and uniform refinement. In this sense some 2D examples will be analyzed with the two main refinement methods (adaptive hierarchical and uniform refinement) so as to compare their efficiency, opening the way for new research topics concerning the specific refinement approach.

### 9.2 Thesis' approach to hierarchical refinement

### 9.2.1 General procedure

As it is already said, an algorithm of adaptive hierarchical refinement will be presented in this thesis. This algorithm refers to solution of 2D problems. But it can be easily used for
one-dimensional and three-dimensional problems respectively. The basic procedure still remains the same.

The first step is to solve the problem using its initial parametrization. The initial solution is now used as the input to the iterative procedure of adaptive hierarchical refinement. Each iteration can be characterized by three main procedures.

The first one is the validation of the existing solution and the identification of areas in need of refinement. This procedure is in fact the most important of all, as it is always the key aspect in an adaptive algorithm. To validate solution's efficiency and to identify regions with higher error, an efficient and easy to handle error estimator is needed.

The second procedure can be named basis formulation. In this part the hierarchical basis is constructed. It will be explained thoroughly in the following units how this can be achieved. In few words in this step the approximation space is enriched in respect to certain properties (linear independence, partition of unity) with finer shape functions, in order to increase solution's precision. The result of the hierarchical basis construction is the formulation of the corresponding stiffness matrix.

The third important procedure of the iteration step is the solution of the enriched problem. The precision of the results is the one that defines if another iteration is needed in case the desired convergence is not achieved.

The general procedure is graphically presented in the following figure.


Figure 9.1.
Flow chart of adaptive hierarchical refinement algorithm.
(Iakovos Antonios 2015)

### 9.2.2 Selected entities for refinement

To begin with, it is well known that classical FEM adopts an element viewpoint for all its procedures and that refinement consists of the geometric division of elements. Things are not as straightforward as in FEM when it is about isogeometric analysis, as the definition of elements actually refers to knot spans. Every element of isogeometric analysis shares shape functions with its neighbor elements. So it is crucial to decide where refinement should be applied. Refinement could be applied directly to shape functions or indirectly to them by locating elements that need refinement. In the second case candidate shape functions for refinement are those that interact with the chosen elements. It is obvious that this way leads to loss of the desired local nature of hierarchical refinement.

In order to define the entities that need to be refined there has to be a way to evaluate their corresponding error. For this reason an efficient and easy to handle error estimator is necessary. Error estimators in isogeometric analysis are still a topic of research. Error can be evaluated on the viewpoint of elements or on the viewpoint of shape functions. The entity where the error is estimated is the one that determines the way refinement is applied. It is obvious that error estimator has a key role in adaptive refinement as it is an indicator for the iterative refinement procedure. In this thesis the kind of the used error estimator is the one that refers to element entities. The chosen error estimator will be thoroughly presented in one of the following units.

So the entities chosen for refinement are elements. It is now important to decide which shape functions to refine. For the algorithm used in this thesis if an element is marked for refinement all shape functions that interact with this element are refined. The explained shape function selection is presented in Fig. 9.2. The drawback of this selection is that if all interacting shape functions are chosen, the refinement area is far from being characterized local. Due to the overlapping of shape functions in isogeometric refinement is spread to elements that are not marked by the error indicator increasing the number of degrees of freedom. Fortunately there are some ways to receive results of the desired accuracy by introducing fewer degrees of freedom, as it will be shown clearly in the applications presented in the next pages.


Figure 9.2.
Example of basis function selection for refinement. The marked knot span for refinement is [2,3). All the basis functions that intersect with this knot span are to be replaced by finer basis functions. It is obvious that these basis functions are very spread, not satisfying the desired local nature.
(Iakovos Antonios 2015)

### 9.2.3 Hierarchical level connection relations

Following the first step of refinement, which is the selection of the shape functions that have to be refined, it is time to explain how the basis is enriched with finer basis functions. For the formation of enriched hierarchical bases, subdivision property is used. Each marked shape function is replaced with its $(p+2)^{d}$ children shape functions that can represent it as linear combination. In order to satisfy this last condition which is an extension of partition of unity, each subsidiary shape function is accompanied by a scale factor derived from the subdivision rule for uniform basis functions and by the use of some other coefficients for non-uniform cases. The second type of coefficients was also presented in Chapter 6. To remind them there exist relations for polynomial degree $p=2$ and polynomial degree $p=3$ as presented below.

Coefficients for quadratic basis function defined by a span $\left[\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}\right]$ :

$$
\alpha_{1}=\frac{\xi_{2}-\xi_{1}}{2\left(\xi_{3}-\xi_{1}\right)} \quad \alpha_{2}=1-\frac{\xi_{3}-\xi_{2}}{2\left(\xi_{3}-\xi_{1}\right)} \quad \alpha_{3}=1-\frac{\xi_{3}-\xi_{2}}{2\left(\xi_{4}-\xi_{2}\right)} \quad \alpha_{4}=1-\frac{\xi_{4}-\xi_{3}}{2\left(\xi_{4}-\xi_{2}\right)}
$$

As for the cubic basis function with a local knot vector $\left[\xi_{1}, \xi_{2}, \xi_{3}, \xi_{4}, \xi_{5}\right]$ the coefficients can be identified in the similar way:

$$
\begin{aligned}
& \alpha_{1}=\frac{\xi_{2}-\xi_{1}}{2\left(\xi_{3}-\xi_{1}\right)} \frac{\xi_{3}+\xi_{2}-2 \xi_{1}}{2\left(\xi_{4}-\xi_{1}\right)} \\
& \alpha_{3}=\frac{\xi_{4}-\xi_{3}}{2\left(\xi_{4}-\xi_{2}\right)} \frac{-\xi_{1}+\xi_{2}+\xi_{3}-\xi_{4}}{2\left(\xi_{4}-\xi_{1}\right)}+\frac{\xi_{3}+\xi_{2}-2 \xi_{1}}{2\left(\xi_{4}-\xi_{1}\right)} \\
& 2\left(\xi_{4}-\xi_{2}\right) \\
& \alpha_{4}=\frac{\xi_{2}-\xi_{3}-\xi_{4}+\xi_{5}}{2\left(\xi_{5}-\xi_{2}\right)}+\frac{3}{4} \\
& 2\left(\xi_{5}-\xi_{2}\right)
\end{aligned} \alpha_{5}=\frac{+\xi_{4}+\xi_{3}-2 \xi_{5}}{2\left(\xi_{5}-\xi_{2}\right)} \frac{\xi_{5}-\xi_{4}}{2\left(\xi_{5}-\xi_{3}\right)} .
$$

Note that for uniform local knot value vectors the above relations yield the same scale factors as the ones derived from the subdivision property. If for example the support of a quadratic basis function is [0, 1, 2, 3] the corresponding relations give $\alpha_{1}=0.25, \alpha_{2}=0.75$, $\alpha_{3}=0.75, \alpha_{4}=0.25$ which coincide with subdivision scale factors.

So the refinement of basis functions can be described by the following equation.

$$
\begin{equation*}
N_{i, p}^{k}(\xi)=[\alpha][N]=\sum_{j=0}^{p+1} a_{j} N_{m, p}^{k+1}(\xi) \tag{9.1}
\end{equation*}
$$

The knot values used in this thesis are open knot value vectors. Thus the multiplicity at the two end knot points is $p+1$ and the related basis functions are discontinuous. These
boundary basis functions have only two children and their coefficients are 1 and 0.5 respectively whatever their degree is. Their transformational expression can be written as follows:

$$
\begin{align*}
& N_{1}(\xi)=\left[\begin{array}{ll}
N_{1}^{k+1}(\xi) & N_{2}^{k+1}(\xi)
\end{array}\right] \cdot \varphi \\
& N_{n}(\xi)=\left[\begin{array}{ll}
N_{m}^{k+1}(\xi) & N_{m-1}^{k+1}(\xi)
\end{array}\right] \cdot \varphi \tag{9.2}
\end{align*}
$$

where $\phi=[1,0.5]^{\top}$ and $m$ is the index of the basis function at the right side.
Having already introduced the needed scale factors, it is very important to relate maternal and subsidiary shape function IDs. In this way subsidiaries of a consecutive finer level can be found. To simplify this connection it is vital to introduce relations for one-dimensional problems and then expand them to n -dimensional problems. It is known from the subdivision rule that every function can be described as linear combination of $p+2$ subsidiary shape functions. The purpose is to define the global ID of children shape functions when the global ID of the maternal shape function is known. Every shape function can be written as $N_{i}^{l}$ where i is its global ID and / is its corresponding level. Every shape function of level / with ID i has $\mathrm{p}+2$ children of level $l+1$ with IDs $\mathrm{i}_{s}=\left[2 \mathrm{i}_{\mathrm{m}}-(\mathrm{p}+1), 2 \mathrm{i}-\mathrm{p}, \ldots ., 2 \mathrm{i}\right]$, where $\mathrm{i}_{s}$ are the children's IDs and $i_{m}$ is the ID of the maternal basis function.


Figure 9.3.
Maternal basis function and its corresponding finer level children ID relations. (lakovos Antonios 2015)

The proposed ID relation can be validated by applying it on the example presented in Fig. 9.3. The polynomial degree of the basis functions is $p=2$, thus the number of children corresponding to $N_{5}^{0}$ are $\mathrm{p}+2=4$. Using the proposed relation children's IDs are

$$
[2 \cdot 5-(2+1), \quad 2 \cdot 5-2, \quad 2 \cdot 5-1, \quad 2 \cdot 5]=
$$

$[7, ~ 8, ~ 9, ~ 10] ~$

So the corresponding children to maternal basis function $N_{5}^{0}$ are [ $\left.\begin{array}{llll}N_{7}^{1} & N_{8}^{1} & N_{9}^{1} & N_{10}^{1}\end{array}\right]$ as shown in Fig. 9.3.b.

Using the above relations it is possible that some children ID's can be non-positive or greater than the total number of fine basis functions. This problem can be observed for the first and last $p$ basis functions respectively. In this case the unacceptable values are discarded along with their corresponding scale factors that always are equal to zero according to their calculation relations.

This procedure can be extended in n-dimensional cases by defining the parametric IDs of shape functions. From the parametric IDs of maternal shape functions derive the parametric IDs of subsidiary shape functions and consequently their global ID


Figure 9.4.
Maternal basis function and its corresponding finer level children ID relations. (lakovos Antonios 2015)

In Fig. 9.4.a shape function $N_{13}^{0}$ is chosen for refinement. Its parametric IDs are (3,3). Applying the relations for each parametric axis the parametric IDs of subsidiary basis functions can be derived. Their parametric IDs are $[3,4,5,6]$ for both $\xi$ and $\eta$ axis. Combining the responding parametric IDs the subsidiary local IDs can be derived.The subsidiary functions corresponding to $N_{13}^{0}$ are :
$\left[\begin{array}{llllllllllllllll}N_{19}^{1} & N_{20}^{1} & N_{21}^{1} & N_{22}^{1} & N_{27}^{1} & N_{28}^{1} & N_{29}^{1} & N_{30}^{1} & N_{35}^{1} & N_{36}^{1} & N_{37}^{1} & N_{38}^{1} & N_{43}^{1} & N_{44}^{1} & N_{45}^{1} & N_{46}^{1}\end{array}\right]$ and are depicted in Fig. 9.4.b with red color.

The relations between two consecutive levels are now well defined, so all the subsidiary shape functions can be easily identified. Maternal shape functions are then replaced by them. In this part of the procedure it is time to check if linear independence is satisfied. In case any shape function in level I can be fully described as linear combination of the introduced finer shape functions of level $l+1$, it has to be marked as redundant and totally removed from the hierarchical basis. This can be checked by comparing their element supports.

### 9.2.4 Evaluation of hierarchical control point coefficients

One key aspect in isogeometric analysis is that even when meshes are refined geometry always remains the same. Evaluation of control point coefficients is applied taking into account this restriction. The control point positions have to be updated and placed in such positions, so that their resulting geometry is identical to the initial one.

Geometry on level / is represented by the following equation

$$
\begin{equation*}
u^{l}(\xi, \eta, \zeta)=\left[N^{l}(\xi, \eta, \zeta)\right]^{T} \cdot\left\{u^{l}\right\} \tag{9.3}
\end{equation*}
$$

Respectively in level / +1

$$
\begin{equation*}
u^{l+1}(\xi, \eta, \zeta)=\left[N^{l+1}(\xi, \eta, \zeta)\right]^{T} \cdot\left\{u^{l+1}\right\} \tag{9.4}
\end{equation*}
$$

To satisfy the restriction of the same geometry before and after refinement

$$
\begin{gather*}
u^{l}(\xi, \eta, \zeta)=u^{l+1}(\xi, \eta, \zeta) \Leftrightarrow \\
{\left[N^{l}(\xi, \eta, \zeta)\right]^{T} \cdot\left\{u^{l}\right\}} \tag{9.5}
\end{gather*}=\left[N^{l+1}(\xi, \eta, \zeta)\right]^{T} \cdot\left\{u^{l+1}\right\}, ~ \$
$$

Matrix $[S]$ is now introduced. $S$ is a matrix with $n_{s}$ rows and $n_{m}$ columns, where $n_{s}$ is the number of subsidiaries and $n_{m}$ is the number of maternal shape functions. It has been proven that:

$$
\begin{align*}
& {\left[N^{k}(\xi, \eta, \zeta)\right]=[S]^{T}\left[N^{k+1}(\xi, \eta, \zeta)\right] \Rightarrow} \\
& {\left[N^{k}(\xi, \eta, \zeta)\right]^{T}=\left[N^{k+1}(\xi, \eta, \zeta)\right]^{T}[S]} \tag{9.6}
\end{align*}
$$

By substituting $\left[\mathrm{N}^{\mathrm{k}}\right]^{\top}$ in the previous equation

$$
\begin{align*}
{\left[N^{l+1}(\xi, \eta, \zeta)\right]^{T} \cdot\left\{u^{l+1}\right\} } & =\left[N^{l+1}(\xi, \eta, \zeta)\right]^{T}[S] \cdot\left\{u^{l}\right\} \Rightarrow  \tag{9.7}\\
\left\{u^{l+1}\right\} & =[S] \cdot\left\{u^{l}\right\}
\end{align*}
$$

In the simplest case that a one-dimensional maternal basis function is replaced by its p+2 children, transformation matrix [S] is actualy a vector with $p+2$ rows.

$$
[S]=\left\{\begin{array}{llll}
S_{1} & S_{2} & \cdots & S_{p+2} \tag{9.8}
\end{array}\right\}^{T}
$$

In this case control point coefficients are actually calculated as the maternal control point coefficient multiplied by the corresponding scale factors that derived from the subdivision property.

Another possibility is that a subsidiary is child of more than one maternal basis functions. Then its control point coefficients can be calculated by summing up the weighted maternal control point coefficients, where subdivision scale factors are again used as corresponding weights. Such an example is depicted in the transformation matrix [S] of Fig. 9.5. $N_{5}^{2}$ for example is a common child of $N_{3}^{1}$ and $N_{4}^{1}$. Its coefficients are the sum of the $N_{3}^{1}$ corresponding coefficients multiplied with 0.75 and the $N_{4}^{1}$ coefficients multiplied with 0.25 .

|  | $\mathrm{N}_{1}^{1}$ | $\mathrm{N}^{1}$ | $\mathrm{N}_{3}^{1}$ | $\mathrm{N}_{4}^{1}$ | $\mathrm{N}_{5}^{1}$ | $\mathrm{N}^{1}{ }_{6}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{N}_{1}^{1}$ | 1 | 0 | 0 | 0 | 0 | 0 |
| $\mathrm{N}^{1}{ }^{1}$ | 0 | 1 | 0 | 0 | 0 | 0 |
| $\mathrm{N}_{3}$ | 0 | 0 | 0.25 | 0 | 0 | 0 |
| $\mathrm{N}_{4}$ | 0 | 0 | 0.75 | 0 | 0 | 0 |
| $\mathrm{N}_{5}$ | 0 | 0 | 0.75 | 0.25 | 0 | 0 |
| $\mathrm{N}_{6}$ | 0 | 0 | 0.25 | 0.75 | 0 | 0 |
| $\mathrm{N}_{7}$ | 0 | 0 | 0 | 0.75 | 0 | 0 |
| $\mathrm{N}_{8}^{2}$ | 0 | 0 | 0 | 0.25 | 0 | 0 |
| $\mathrm{N}_{5}^{1}$ | 0 | 0 | 0 | 0 | 1 | 0 |
| $\mathrm{N}_{6}^{1}$ | 0 | 0 | 0 | 0 | 0 | 1 |

Figure 9.5.
Typical transformation matrix [S] for quadratic one-dimensional basis functions.
(lakovos Antonios 2015)

### 9.2.5 Stiffness matrix formulation

The formulation of stiffness matrix follows the procedure explained in Chapter 3

Just to remind 2D stiffness matrix is calculated by the following equation

$$
\begin{equation*}
\left.\left.[\mathrm{K}]=\int_{(2 \mathrm{~N} \times 2 \mathrm{~N})}^{\xi_{\xi_{0}}} \int_{\eta_{0}}^{[\mathrm{n+p+1}} \underset{(2 \mathrm{~N} \times 3)}{\eta_{m+q+1}(\xi, \eta)}\right]^{\mathrm{T}} \cdot \underset{(3 \times 3)}{[\mathrm{E}]} \cdot \underset{(3 \times 2 \mathrm{~N})}{[\mathrm{B}(\xi, \eta)}\right] \cdot \mathrm{t} \cdot \operatorname{det}[\mathrm{~J}] \operatorname{d\eta d} \xi \tag{9.10}
\end{equation*}
$$

Numerical integration procedures for $\xi, \eta$ lead to integration of tensor product Gauss points can be applied as follows:.

$$
\begin{equation*}
\left.\left.\left.\underset{(2 \mathrm{~N} \times 2 \mathrm{~N})}{[\mathrm{K}]_{\mathrm{i}=1}^{\mathrm{GP} \xi}}=\sum_{\mathrm{j}=1}^{\mathrm{GP} \eta} \sum_{(2 \mathrm{~N} \times 3)}^{\mathrm{B}} \underset{\mathrm{i}}{\left.\xi_{i}, \eta_{j}\right)}\right]^{\mathrm{T}} \cdot \underset{(3 \times 3)}{[\mathrm{E}]} \cdot \underset{(3 \times 2 \mathrm{~N})}{[\mathrm{B}} \underset{\mathrm{i}}{\left(\xi_{\mathrm{i}}, \eta_{j}\right)}\right)\right] \cdot \mathrm{t} \cdot \operatorname{det}[\mathrm{~J}] \cdot \mathrm{w}_{\mathrm{i}}^{\mathrm{GP} \xi} \cdot \mathrm{w}_{\mathrm{j}}^{\mathrm{GP} \mathrm{\eta}} \tag{9.11}
\end{equation*}
$$

The equations remain the same for hierarchical refinement. The only changed variable is the position of Gauss points. The positions of Gauss points per element are pretty much predefined. But it is necessary to consider that hierarchical meshes are a union of different level domains. In areas where only course shape functions exist, their values are evaluated at the corresponding course Gauss points. The same goes in areas where only fine level
shape functions exist. Their values are calculated at the fine Gauss points. The question that arises is what happens in areas where both course and fine shape functions exist. In this case it is necessary to consider that all the elements that form the support of fine level shape functions are subdivided. Gauss points are always defined per element. So, in these special areas where elements are subdivided, course and fine shape functions values are both calculated at the introduced fine Gauss points. In general it can be said that integration per element is always applied on Gauss points that correspond to the level of the finest shape functions that interact with each element.

It has to be mentioned that the number of total Gauss points is increased exponentially when hierarchical refinement is applied. This drawback could be overcome by using other collocation methods. Collocation methods are still a running research issue, very handful to be incorporated in adaptive algorithms in isogeometric analysis, so as to decrease the computational cost.


Figure 9.6.
Gauss points on hierarchical mesh. All values calculated on elements are defined in Gauss points that correspond to the level of the finer basis functions interacting with each element.
(Iakovos Antonios 2015)

### 9.2.6 Error estimator

It wouldn't be excessive to say that error estimator is the most crucial part of an adaptive algorithm. In such an algorithm adaptive refinement has to be automatic based on error control. There is need of an objective quantity used as criteria for determining whether a region should be further refined or not.

Firstly it has to be reminded what solution error is. In IGA, similar to FEA, the error $e$ is defined as the difference of the exact solution $\tilde{u}$ and the approximate results $u$.

$$
e=\tilde{u}-u
$$

The problem is that the exact value $\tilde{u}$ is not known beforehand. So, an error indicator has to be introduced. A simple gradient based error indicator $\varepsilon$ is used for this thesis, since its aim is to capture steep gradients in the solution. For each element the local error $\varepsilon_{\mathrm{e}}$ can be estimated as:

$$
\begin{equation*}
\varepsilon_{e}=\frac{1}{V_{e}}\left(\int_{\Omega_{e}}|\nabla u|^{2} d \Omega_{e}\right)^{1 / 2} \tag{9.12}
\end{equation*}
$$

where $u$ is the solution field evaluated from the current mesh of hierarchical level $I$. The indicator is evaluated over the domain $\Omega_{\mathrm{e}}$ of each element and subsequently normalized with respect to the corresponding element volume $V_{\mathrm{e}}$.

The solution field is defined as follows:

$$
\begin{equation*}
u=\{u(x, y) \quad v(x, y)\}^{T} \tag{9.13}
\end{equation*}
$$

The gradient of the solution field is equal to

$$
\nabla u=\left[\begin{array}{ll}
\frac{\partial}{\partial x} u(x, y) & \frac{\partial}{\partial y} u(x, y)  \tag{9.14}\\
\frac{\partial}{\partial x} v(x, y) & \frac{\partial}{\partial x} v(x, y)
\end{array}\right]=\left[\begin{array}{ll}
u_{, x}(x, y) & u_{, y}(x, y) \\
v_{, x}(x, y) & v_{, y}(x, y)
\end{array}\right]
$$

so

$$
\begin{equation*}
|\nabla u|=\sqrt{u_{, x}^{2}(x, y)+u_{, y}^{2}(x, y)+v_{, x}^{2}(x, y)+\quad v_{, y}^{2}(x, y)} \tag{9.15}
\end{equation*}
$$

and

$$
\begin{equation*}
|\nabla u|^{2}=u_{, x}^{2}(x, y)+u_{, y}^{2}(x, y)+v_{, x}^{2}(x, y)+v_{, y}^{2}(x, y) \tag{9.16}
\end{equation*}
$$

or

$$
|\nabla u|^{2}=\left\{\begin{array}{llll}
u_{, x} & u_{, y} & v_{, x} & v_{, y}
\end{array}\right\}\left\{\begin{array}{l}
u_{, x}  \tag{9.17}\\
u_{, y} \\
v_{, x} \\
v_{, y}
\end{array}\right\}
$$

To connect derivatives in Cartesian and parametric space the following relation is used

$$
\begin{align*}
& \left\{\begin{array}{l}
u_{, x} \\
u_{, y} \\
v_{, x} \\
v_{, y}
\end{array}\right\}=\frac{1}{\operatorname{det}[J]}\left[\begin{array}{cccc}
J_{22} & -J_{12} & 0 & 0 \\
-J_{21} & J_{11} & 0 & 0 \\
0 & 0 & J_{22} & -J_{12} \\
0 & 0 & -J_{21} & J_{11}
\end{array}\right]\left\{\begin{array}{c}
u_{, \xi} \\
u_{, \eta} \\
v_{, \xi} \\
v_{, \eta}
\end{array}\right\} \Leftrightarrow \\
& \left\{\begin{array}{llll}
u_{, x} & u_{, y} & v_{, x} & v_{, y}
\end{array}\right\}^{T}=\left[\bar{J}^{-1}\right]\left\{\begin{array}{llll}
u_{, \xi} & u_{, \eta} & v_{, \xi} & v_{, \eta}
\end{array}\right\}^{T} \tag{9.18}
\end{align*}
$$

As a result

$$
|\nabla u|^{2}=\left\{\begin{array}{llll}
u_{, \xi} & u_{, \eta} & v_{, \xi} & v_{, \eta}
\end{array}\right\}\left[\bar{J}^{-1}\right]^{T}\left[\bar{J}^{-1}\right]\left\{\begin{array}{l}
u_{, \xi}  \tag{9.19}\\
u_{, \eta} \\
v_{, \xi} \\
v_{, \eta}
\end{array}\right\}
$$

But

$$
\begin{align*}
&\left\{\begin{array}{l}
u_{, \xi} \\
u_{, \eta} \\
v_{, \xi} \\
v_{, \eta}
\end{array}\right\}= {\left[\begin{array}{ccccccc}
N_{1, \xi} & 0 & N_{2, \xi} & 0 & \cdots & N_{i, \xi} & 0 \\
N_{1, \eta} & 0 & N_{2, \eta} & 0 & \cdots & N_{i, \eta} & 0 \\
0 & N_{1, \xi} & 0 & N_{2, \xi} & \cdots & 0 & N_{i, \xi} \\
0 & N_{1, \eta} & 0 & N_{2, \eta} & \cdots & 0 & N_{i, \eta}
\end{array}\right]\left\{\begin{array}{c}
d_{1} \\
d_{2} \\
\vdots \\
d_{3}
\end{array}\right\} \Leftrightarrow } \\
&\left\{\begin{array}{lllll}
u_{, \xi} & u_{, \eta} & v_{, \xi} & v_{, \eta}
\end{array}\right\}^{T}=\left[\mathrm{B}_{2}\right]\{d\} \tag{9.20}
\end{align*}
$$

So finally

$$
\begin{equation*}
|\nabla u|^{2}=\{d\}^{T}\left[B_{2}\right]^{T}\left[\bar{J}^{-1}\right]^{T}\left[\bar{J}^{-1}\right]\left[B_{2}\right]\{d\} \tag{9.21}
\end{equation*}
$$

The expression of the estimated error per element takes now the following form

$$
\begin{equation*}
\varepsilon_{e}=\frac{1}{\operatorname{det}[J] t d \xi d \eta}\left(\iint\{d\}^{T}\left[B_{2}\right]^{T}\left[\bar{J}^{-1}\right]^{T}\left[\bar{J}^{-1}\right]\left[B_{2}\right]\{d\} \operatorname{det}[J] d \xi d \eta\right)^{1 / 2} \tag{9.22}
\end{equation*}
$$

Numerical integration procedures for $\xi, \eta$ lead to integration of tensor product Gauss points.

$$
\begin{equation*}
\varepsilon_{\mathrm{e}}=\frac{1}{\operatorname{det}[\mathrm{~J}] \operatorname{td} \xi \mathrm{d} \eta} \sum_{\mathrm{i}=1}^{\mathrm{GP} \xi} \sum_{\mathrm{j}=1}^{\mathrm{GP} \eta}\{\mathrm{~d}\}^{\mathrm{T}}\left[\mathrm{~B}_{2}\right]^{\mathrm{T}}\left[\overline{\mathbf{J}}^{-1}\right]^{\mathrm{T}}\left[\overline{\mathbf{J}}^{-1}\right]\left[\mathrm{B}_{2}\right]\{\mathrm{d}\} \operatorname{det}[\mathrm{J}] \mathrm{w}_{\mathrm{i}}^{\mathrm{GP} \xi} \cdot \mathrm{w}_{\mathrm{j}}^{\mathrm{GP} \eta} \tag{9.23}
\end{equation*}
$$

Considering the previous equations the error per element can be calculated numerically. If $\varepsilon_{\mathrm{e}}$ is larger than the C times sum of errors

$$
\begin{equation*}
\varepsilon_{e}>C \sum_{1}^{n_{e}} \varepsilon_{e} \tag{9.24}
\end{equation*}
$$

then the element has to be refined. The introduced constant C is in fact a percentage of the sum of errors. For example it could be $5 \%$. Any element with error larger than $5 \%$ of the total error is selected for refinement. Parameter C can be adjusted according to the problem solved.
The value given to $C$ can be handful to restrict the adaptive refinement expanding area by increasing its value. Increase of $C$ can lead to fewer indicated elements. In first view it can be said that this would decrease the achieved precision. But it will be shown in applications that due to the expanded nature of adaptive refinement it can yield the same or equivalent precision even though the marked for refinement elements are fewer. The overlapping nature of basis functions tends now to turn itself into a valuable advantage.

In some cases where the gradient of the exact solution has a large gradient on a region, the adaptive refinement process may never end. This obstacle is overcome by comparing the global gradients of two consecutive levels. If the two gradients have a difference small enough, the global domain will not be refined anymore. Global error is defined by the following equation:

$$
\begin{equation*}
\varepsilon_{g}=\frac{1}{V_{g}}\left(\int_{\Omega_{g}}|\nabla u|^{2} d \Omega_{g}\right)^{1 / 2} \tag{9.25}
\end{equation*}
$$

where $\Omega_{\mathrm{g}}$ is the global domain and $V_{\mathrm{g}}$ the corresponding volume.


Figure 9.7.
Elements indicated by error estimator to be refined in adaptive hierarchical refinement sequence of levels. (lakovos Antonios 2015)

### 9.3 Validation of Adaptive Hierarchical Refinement

Having an adaptive algorithm now in hand, it is time to define some ways to validate its produced results. In other words it is very important to be able to compare its efficiency with equivalent methods that are already established and used.

The most common refinement technique that can be used to make a valid comparison is uniform refinement. This comparison will be also adopted by the present thesis. For this purpose two new names describing uniform refinement are introduced, to facilitate its differentiation according to some modifications used in the way they are applied. These two names are "uniform refinement" and "adaptive uniform refinement". Their difference will be explained in the following paragraphs.
"Adaptive uniform refinement" follows the same procedure as hierarchical adaptive refinement. The initial parameterization of the problem is solved, elements with high error are indicated by the error estimator and then are refined by inserting new knots in the parametric knot value vectors. This procedure has an iterative nature until there are no more elements surpassing the predefined error tolerance.

The method named simply "uniform refinement" and is applied in this thesis depends on the results of the adaptive hierarchical refinement. Adaptive hierarchical is first applied on the parameter domain of the problem. Knots are then inserted in the parametric knot value vectors using the $h$-refinement method in order to replicate the local mesh created in the area where adaptive refinement is expanded. The final purpose is to compare the local nature of each method and the influence it has on the solution's precision.

It may sound inaccurate to compare adaptive hierarchical refinement with uniform refinement as it was introduced previously in this thesis, as their application is not independent. Adaptive uniform refinement on the other hand sounds as the only legit way to validate the method's efficiency. In the frame of the actual results this is true. But comparing the method with just uniform refinement can be proved less inaccurate than it can be considered.

As it will be later presented in the unit of applications it is very important to reduce the area where adaptive refinement is expanded. It may seem more local than uniform refinement, as it is a method not characterized by the full tensor product property which leads to the introduction of unnecessary control points increasing the number of degrees of freedom. But in the case of adaptive refinement full tensor property is sort of replaced by the interaction of elements. Shape functions expand in more than one element increasing their influence in the approximation space. So, it will be shown that in the case of adaptive refinement the same accuracy can be achieved with fewer degrees of freedom, by refining basis functions whose support is closer to the area of high errors. In this sense it would be more efficient to suggest that the adaptive influence area could coincide with the area of high error that is influenced by adaptive uniform refinement.

Another fact that suggests that comparison with uniform refinement can be also considered efficient is the scale of problems. In large scale problems adaptive influence areas are too small in comparison to those corresponding to uniform refinement due to the full tensor product property. So it is legit to say that the in the area of interest the inserted degrees of freedom by the two techniques are pretty much the same. This can be assumed as higher errors will not be detected in one or two elements but in a number of elements that that describe an area. So the expansion of hierarchical shape functions will be considered less in comparison to the case of small scale problems where the number of necessary and not necessary basis functions can be comparable.

So, to express the relation between the number of hierarchical and uniform B-Splines in some pretty small problems it was chosen to introduce the comparison between adaptive and uniform refinement in addition to the comparison with adaptive uniform refinement. To clarify all the aforementioned aspects some mesh examples are presented in Fig. 9.8.

Now it is time to validate the efficiency of adaptive hierarchical refinement. The first examined aspect is convergence tolerance. As it was explained in the unit about error estimator a constant $C$ is defined so as to check which elements will be indicated for refinement. This constant C leads to all the elements with error higher than C \% of the total error. So it is vital to apply some parametric analyses in order to predefine this constant. It
has to be said that constant C is an empirically fine-tune parameter for the specific problem. By using several convergence tolerances it is easy to define the degrees of freedom-error relations in order to choose the convergence that yields the same or almost the same precision with all the other cases but with less degrees of freedom.

The second comparison refers to the relation of degrees of freedom and errors derived from the three methods that were previously described and explained. This can be considered the most important comparison of all as it indicates which method yields better results with less degrees of freedom.

Another aspect that can be examined to validate adaptive hierarchical refinement is the form of stiffness matrices, their sparsity and bandwidth. Condition numbers could also be examined but are not taken into account in the present thesis. In this sense it is also very important to examine how stiffness matrices can be factorized. In this thesis the presented factorization is LU.

Now that the validation tools are described, they will be applied in the applications analyzed in Chapter 10.


Figure 9.7.
(a) Area marked for refinement. Meshes for (b) Adaptive Hierarchical , (c) Uniform and (d) Adaptive uniform refinement.

## 10. APPLICATIONS

### 10.1 INTRODUCTION

In this chapter will be presented the application results that derived from the adaptive refinement algorithm proposed in Chapter 9. Two examples were chosen to validate the adaptive hierarchical refinement method. The first one is a 2D cantilever to feature the use of adaptive refinement in a case of concentrated loads. The second application concerns an L-Shaped domain to feature the application of adaptive refinement in areas where change of geometry introduces concentrated stresses. Both examples are subjected to plane stress static isogeometric analysis. Their results proved to be very useful in understanding how adaptive mechanism works in isogeometric analysis and led to some interesting conclusions able to help improve the existing procedure.

### 10.2 CANTILEVER 2D

The first application is a 2D cantilever. The cantilever presented in Fig. 10.1 is subjected to plane stress. The dimensions of the cantilever are 1 m length and 1 m height. Its third dimension (thickness) is significantly smaller than the other two ( 0.1 m ). The degrees of freedom on the left side are all fixed. A concentrated load $\mathrm{P}=200 \mathrm{kN}$ is applied on the upper right corner of the cantilever. The purpose of this problem is to feature the use of adaptive refinement in cases where local refinement is needed. In this case it is expected that error will be significant higher in the area around the concentrated load where stress concentration will appear.

The initial parametrization of the cantilever consists of quadratic basis functions on axes $\xi$, $\eta$. The initial parameter domain is defined by two parametric knot value vectors $\mathrm{E}=\left[\begin{array}{lllllll}0 & 0 & 0 & 0.5 & 1 & 1 & 1\end{array}\right]$ and $\mathrm{H}=\left[\begin{array}{llllll}0 & 0 & 0 & 0.5 & 1 & 1\end{array}\right]$. Thus there are nine control points whose weights are considered to be equal to 1 . So the initial parametrization consists of four knot span elements as can be seen in the following figure.


Figure 10.1.
Initial parametrization of the 2D cantilever subjected to plane stress. (Iakovos Antonios 2015)

The present problem will be analyzed with the three different techniques that where introduced and analyzed in Chapter 9. These techniques were adaptive hierarchical refinement, uniform refinement and adaptive uniform refinement.

Starting with adaptive hierarchical refinement it was vital to examine how the convergence constant C used for the error indicator affects the precision of the analysis. Let's remind how constant C is used.

$$
\varepsilon_{e}>C \sum_{1}^{n_{e}} \varepsilon_{e}
$$

Constant C expresses in fact what percent of the total error an element has. If this percent is greater than the one chosen the element is selected for refinement. So it was decided to apply adaptive refinement for different C constant values to see how problem's precision responds. The values of constant C chosen were $2 \%, 3 \%, 5 \%$ and $7 \%$. The relation of degrees of freedom and error expressed by the $L_{2}$ norm for different $C$ values is presented in Fig. 10.2.


Figure 10.1.
Error in $L_{2}$ norm for different values of convergence constant C
(Iakovos Antonios 2015)

One should suggest that increasing constant C would increase the precision of the solution. That is not always the case in adaptive hierarchical refinement in isogeometric refinement. As shown in Fig. $\mathbf{1 0 . 2}$ precision is not always sensitive to the increase of C. This can be explained considering the nature of hierarchical refinement. When an element is chosen for refinement all shape functions interacting with this element are replaced by finer shape functions. As shape functions in isogeometric analysis have a support of multiple knotspan elements, the refinement of one element affects the corresponding neighbor elements that shared the same shape functions. So the solution is enhanced in more than one element marked or not for refinement by the error indicator. Fig. $\mathbf{1 0 . 3}$ illustrates this case to better understand how the described mechanism works.


Figure 10.3.
Subdivided elements for different values of convergence constant C (Iakovos Antonios 2015)

In the above figure the shaded area depicts the elements that were indicated for refinement for $\mathrm{C}=2 \%$ in the second level of adaptive refinement. The colored lines present the union of elements that were subdivided for convergence constants $2 \%$ (blue), $3 \%$ (red) and $5 \%$ (green) respectively. Even though the area of influence decreases with the increase of $C$ the precision remains almost the same. This is justified by the previous figure representation because the support of shape functions that were refined is containing the marked element area of convergence $2 \%$ in all cases. That is a very important aspect as it suggests that adaptive refinement can be more localized with only restriction that the refinement area always contains the area of higher errors. The expansion to neighbor elements seems no to participate in the improvement of solution. That is a very promising conclusion for the efficiency of adaptive refinement, as error could be decreased with even less degrees of freedom.

Now that convergence constant has been examined it is time to move forward to other useful comparisons. In order to proceed it was decided to examine the case of convergence constant $\mathrm{C}=5 \%$ which yields better results with fewer degrees of freedom. The same convergence constant C will be later used in adaptive uniform refinement.

Five levels of adaptive refinement were applied on the present application. As it was expected and shown in previous figures adaptive refinement was concentrated in the area
of the concentrated load. The two first levels coincide with the case of global uniform refinement as all the elements were indicated for refinement. The sequence of indicated elements and adaptive refinement levels is shown in Fig. 10.4.


Figure 10.4.
(a) Sequence of elements indicated for refinement in the four first levels (b) Sequence of adaptive meshes produced for levels 2-5 in respect to the elements marked for refinement in previous levels as shown in the first row of the figure.
(lakovos Antonios 2015)
Adaptive refinement seems to improve the precision of the analysis as shown in Fig. 10.5. The diagram depicts the decrease of error, expressed with the $L_{2}$ norm, in every level of the adaptive hierarchical refinement procedure.


Figure 10.5
Error in $\mathrm{L}_{2}$ norm for convergence constant $\mathrm{C}=5 \%$
(lakovos Antonios 2015)

Some of the displacements and stress contours are presented in the following figure. It is obvious that in the area of the upper right corner the influence of the concentrated load is minimized both for displacement and stresses. The contours depict corresponding fields in the first and fifth level of adaptive refinement


Figure 10.6.
(a) Displacement $X$, (b) Displacement $Y$, (c) Stress $\sigma_{x x}$, and (d) Stress Von Mises of the deformed cantilever in first and fifth level respectively
(lakovos Antonios 2015)

Adaptive refinement is now compared with uniform and adaptive uniform refinement. Adaptive uniform refinement is executed with the same convergence constant, meaning C=5 \%. Uniform refinement as explained is applied as explained in Chapter 9. Knots were inserted in knot value vectors $\xi$ and $\eta$ respectively to replicate the mesh in the area of interest. The corresponding final meshes (level 5) meshes produced with the three aforementioned methods are presented in Fig. 10.7.

(a) Adaptive hierarchical refinement mesh, (b) Uniform refinement mesh, (c) Adaptive uniform refinement mesh
(Iakovos Antonios 2015)
From the analysis results shown in Fig. 10.8. it seems that adaptive refinement is more efficient than the other two methods. It can yield same precision solution with less degree of freedom. It is more obvious when it is compared with uniform refinement for the reasons explained in the previous chapter. In level 5 the same accuracy can be achieved with $40 \%$ fewer degrees of freedom. Taking into account that this difference will grow from level to level because of the increased number of inserted degrees of freedom due to the full tensor product property of uniform refinement. It is positive that adaptive refinement is even more efficient than adaptive uniform refinement.


Figure 10.8.
Comparison between adaptive (blue), uniform (red) and adaptive uniform (green) refinement.

But precision in adaptive refinement has another cost that has to be taken into account for the validation of the proposed method. Even though degrees of freedom-error relation counts as positive for adaptive refinement it is still a method more cost intensive in the formulation of stiffness matrix. This could not always count as a drawback as the reducing of computational cost for the solution could affect the needed total cost. For this reason it is very important to take into consideration the form of stiffness matrices. It will be shown that adaptive refinement leads to sparse matrices with variable bandwidth.


Figure 10.9.
Level 5 stiffness matrices
(a) Adaptive hierarchical refinement.1)Stiffness matrix. 2) Stiffness matrix rearranged with Cathill-McKee Algorithm. 3) Lower LU factorization matrix (b) Uniform refinement. 1) Stiffness matrix. 2) Lower LU factorization matrix (c) Adaptive uniform refinement. 1) Stiffness matrix. 2) Lower LU factorization matrix

### 10.3 L-Shape 2D

The second example is a 2D L-Shape subjected to plane stress isogeometric analysis. The LShape is shown in Fig. 10.10.


Figure 10.10.
Initial parametrization of the 2D cantilever subjected to plane stress. (Iakovos Antonios 2015)

Let's now describe its geometry. The long sides of the L-Shape are 1 m long and the short ones 0.5 m respectively. The thickness is considered small enough in comparison to the other dimensions and is defined to be 0.1 m . The lower side of the L-Shape is fixed along direction y and the right side fixed along axis x . All the loads are applied on interpolatory boundary control points as shown in the previous figure. The value of all applied loads is $\mathrm{P}=150 \mathrm{kN}$. This problem was chosen to feature the need of adaptive refinement not only on areas where concentrated loads are applied but also in areas where the change of geometry leads to concentration of stresses.

The initial parametrization of the L-shape consists of quadratic basis functions on axes $\xi, \eta$. The initial parameter domain is defined by two parametric knot value vectors $\bar{E}=\left[\begin{array}{llllllll}0 & 0 & 0 & 1 / 3 & 2 / 3 & 1 & 1 & 1\end{array}\right]$ and $H=\left[\begin{array}{lllllllll}0 & 0 & 0 & 1 / 4 & 2 / 4 & 3 / 4 & 1 & 1 & 1\end{array}\right]$. Two pairs of double control points were used to create the bending corners of the L-Shape. Thus there are thirty control points whose weights are considered to be equal to 1 . So the initial parametrization consists of twelve knot span elements as can be seen in Fig. 10.10.

The steps of evaluation of adaptive refinement in the case of L-shape are the same used for the cantilever 2D problem. First it is important to choose a convergence constant C for the error indicator. It has to be clarified that this process is only applied in order to validate the sensitivity of error to the constant C. In case one problem has to be solved it is obvious that this constant C is defined empirically without applying parametric investigations. The chosen constants are $2 \%, 3 \%, 4 \%$ and $5 \%$. The results are represented in Fig. 10.11. It seems that the best results considering the relation degrees of freedom-error are yielded with the use of convergence constant $\mathrm{C}=4 \%$. For $\mathrm{C}=5 \%$ error seems to stabilize after the second iteration. This happens because a high error area is missed during refinement selection. The
result is that the corresponding error to this area is never decreased, cause local shape functions are not refined. The convergence constant used to proceed to the next comparisons is finally $3 \%$ as $\mathrm{C}=4 \%$ might behave exactly as $5 \%$ if another iteration is executed. $\mathrm{C}=4 \%$ marks only the area around the inside corner.


Figure 10.11.
Error in $\mathrm{L}_{2}$ norm for different values of convergence constant C (lakovos Antonios 2015)

Four levels of adaptive refinement were applied on the present application. Error indicator marked the elements that were expected according to Fig. 10.12.

(a)

(b)

Figure 10.12.
(a) Sequence of elements indicated for refinement in the three first levels (b) Sequence of adaptive meshes produced for levels 2-4 in respect to the elements marked for refinement in previous levels as shown in the first row of the figure.
(Iakovos Antonios 2015)

As it was expected the error estimator indicated elements that were near concentrated loads or the inside corner of the L-shape where stress are concentrated. Some of the results after four level of adaptive refinement are shown in Fig. 10.13.


Figure 10.13.
(a) Displacement X , (b) Displacement Y ,(c) Stress $\sigma_{\mathrm{xx}}$, and (d) Stress Von Mises of the deformed cantilever in first and fifth level respectively
(Iakovos Antonios 2015)


Figure 10.14.
(a) Adaptive hierarchical refinement mesh, (b) Uniform refinement mesh, (c) Adaptive uniform refinement mesh (lakovos Antonios 2015)

It is now time to compare adaptive hierarchical refinement with uniform and adaptive uniform refinement. The convergence constant used for adaptive uniform refinement is still $3 \%$. The result meshes of each method are presented in Fig. 10.14.


Figure 10.15.
Comparison between adaptive (blue), uniform (red) and adaptive uniform (green) refinement.
The analysis results produced by the three different methods are presented in Fig. 10.15. In this case it is not clear which of the three methods is more efficient. The degrees of freedom-error curves tend to coincide. This result can be easily explained. The error indicator marked only some of the areas of higher level. Areas near some concentrated loads where not indicated for refinement. It would be necessary to decrease the convergence constant C . But this choice would also lead to similar results. In this case the refined areas would cover large part of the geometry and the main advantage of adaptive refinement, which is local nature, would be automatically canceled. If the convergence constant was decreased to indicate more elements for refinement, results as those presented for the cantilever, would be possible after a larger number of iterations. The insertion of unnecessary control points due to the full tensor product property of B-Splines in combination with the decrease of error by the adaptive refinement applied in all the areas of interest would lead to results more positive for the adaptive procedure. It has to be
said that even in the examined case, adaptive refinement tends at least to yield results similar to the ones corresponding to uniform refinement and adaptive uniform refinement.

Finally it is also important to compare the stiffness matrix properties for each case of refinement. Yielding the same precision results doesn't mean that all methods are equivalent. Their matrices condition, sparsity, bandwidth and of course the needed cost to formulate them have to be considered. Adaptive refinement for example leads to sparser matrices with variable bandwidth as was also noticed in the previous example (cantilever 2D). This kind of matrices are not always easy to handle in comparison to the matrices produced by the other two types of refinement. They are worth for analysis only when they can lead to the accuracy with far less degrees of freedom so as to balance all the other disadvantages they have.


Figure 10.9.
Level 5 stiffness matrices (a) Adaptive hierarchical refinement.1)Stiffness matrix. 2) Stiffness matrix rearranged with Cathill-McKee Algorithm (b) Uniform refinement. Stiffness matrix. (c) Adaptive uniform refinement. Stiffness matrix.

## 11. CONCLUSIONS AND PROPOSALS

### 11.1 General Conclusions on Adaptive Hierarchical Refinement

It is well known that a major drawback of isogeometric analysis was until recently the lack of a local refinement mechanism. Knot insertion or order elevation alter larger areas of the approximate space, increasing dramatically the number of degrees of freedom. Due to the tensor product nature of B-Splines it was impossible to locally refine an area of high error without introducing unnecessary shape functions. For h-refinement this not only increased the degrees of freedom, but it also created bad size ratio elements leading to instabilities in numerical analysis.

The aforementioned aspect in combination with the research effort to enrich isogeometric analysis with procedures already known from FEM made the need of introducing a local refinement technique obligatory in order to make isogeometric analysis a competitive analysis tool.

In this sense researchers introduced hierarchical refinement. Hierarchical refinement, refers to the hierarchy of the refined levels which are characterized by their nested relation. All its variations seem to be promising in order to boost not only the accuracy of the solution but also the CPU time consumption. Even though the formulation of the basis and the stiffness matrix is a more complex procedure than the corresponding ones used in other classical refinement methods it can become competitive by yielding same precision results with far less degrees of freedom. Hierarchical refinement, practically replaces coarse grid basis functions, with finer ones in order to achieve better local solution. From the initial definition given by Vuong et al, even though the local refinement in IGA has been accomplished, several side effects have been presented such as:

- Linear independence of the hierarchical basis.
- Partition of unity property across the hierarchical basis.
- Evaluation procedure of proper weights in order to restore the partition of unity.
- Formulation of new global stiffness matrix in each level of refinement.
- Expansion of the refinement area due to the multi-element support of shape functions.

Bornemman and Cirak tried to cope with some of the aforementioned issues by introducing a more algorithmic methodology. They introduced a straightforward way to evaluate shape
functions scale factors in order to satisfy the partition of unity property. These scale factors were defined as proposed by Kraft in 1997, applying the subdivision property used in refinement of CAD geometries. The succeeded to simplify it even more by corresponding finally the scale factors to the control points and not the shape functions.

But even though the proposed methodologies yielded satisfying results they were characterized by a very important drawback. Due to the numerous interactions between the shape functions that remained intact or were inserted during a hierarchical level of refinement, stiffness matrices' patterns seemed not so positive. Stiffness matrices were characterized by increased sparsity and variable bandwidth, properties that increase computational cost.

To overcome this obstacle, Giannelli introduced truncated B-Splines. The truncation mechanism managed to reduce the overlapping between the coarser functions and the finer ones. This has been translated in significantly reduced sparsity of stiffness matrices. The most important feature of truncation, was that the basis did not need anymore the subdivision weights in order to satisfy partition of unity and thus, the formulation of the stiffness matrix was straightforward.

Even though, truncated B-Splines managed to deal with the partition of unity property, they did not manage to narrow the refined area and thus achieve a more local nature of hierarchical refinement. D. Schillinger tried to produce meshes where the refinement area were more local than previous suggested methods. Instead of subdividing shape functions that were indicated for refinement, he imposed a set of finer shape functions in the area of interest avoiding the expansion to collateral elements. Then the truncation mechanism was used to satisfy the properties of linear independence and partition of unity. The combination of his localization idea with the truncation methodology led to further decrease of degrees of freedom number and stiffness matrix sparsity.

The conclusions and the methodologies presented till now were based on the formulation of the hierarchical basis or stiffness matrix consequently. But it is very important to use the positive aspects of hierarchical refinement to further reduce the needed computational cost beyond the formulation of hierarchical bases by improving the solution procedures for such applications. In this frame the present thesis described the local solution method introduced by Wu et al. This method proposes an efficient way to decouple each hierarchical level's equations in order to avoid solving the whole problem all over again in every iteration step of adaptive refinement. Time consumption for the solution of the classical hierarchical refinement 1D, 2D and 3D cases stiffness matrices is accelerated dramatically, where at the same time optimum convergence is achieved.

Summarizing all the aforementioned methodologies the following conclusions can be derived:

- Same accuracy can be achieved with less degrees of freedom.
- Hierarchical refinement expands to collateral elements due to shape function overlapping, losing its local nature.
- Sparsity of stiffness matrices depends on the used refinement strategy. In any case it yields sparser matrices than those derived from uniform refinement.
- The total CPU time is immediately affected by the evaluation or truncation technique used in each strategy.
- The Wu et al proposal for solving each level independently, seems to be very promising in order to accelerate significantly local refinement in isogeometric analysis.


### 11.2 GeNERAL CONCLUSIONS ON APPLICATIONS

Some interesting conclusions have also emerged from the applications presented in Chapter 10. The examples of cantilever and L-shape 2D were subjected to plane stress analysis. The analysis results were then compared with uniform and adaptive uniform methodologies as explained in Chapter 9.

Firstly it became apparent that error estimator plays a crucial role in adaptive hierarchical refinement. Constant C , which defines how strict or not is the selection of elements to be refined, is an important parameter that can affect the solution. Constant C has to be chosen very carefully in order to efficiently apply adaptive refinement. In the case of the cantilever the increase of constant C didn't affect the precision of the solution. Of course there is always a bound for its increase. It was observed that in the cantilever application greater values of C always defined shape functions whose support overlapped the area of higher error. So the same precision could be provided with the selection of the smallest number of shape functions interacting and overlapping with the area of interest.

The aforementioned observation is in fact the second conclusion, according to which adaptive refinement has possibilities to retain its locality by suitable selection of shape functions. The selection of all shapes functions that interact with elements that surpass the accepted error may introduce unnecessary shape functions and thus degrees of freedom. Adaptive refinement localization can thus be further improved.

Another observation is that adaptive hierarchical refinement increases its efficiency as hierarchical levels increase. That can be easily explained considering its nested property and the full tensor product property characterizing other methods. As the number of levels increases the refinement area tends to become smaller to satisfy the nested property of hierarchical levels. On the other knot insertion continues to overrun all the elements that are defined by a certain parametric position introducing more and more degrees of freedom. As the area of high error is now restricted the unnecessary shape functions tend to be even more than the ones that lead to local improvement of the solution. Vice versa, in the first levels of
refinement, adaptive refinement's behavior can be similar to uniform or adaptive uniform refinement as the majority of shape functions is selected for refinement. This case was encountered in the example of L-Shape 2D.

Finally, another conclusion that is also presented during the theoretical validation of the presented methods in the previous unit, concerns the sparsity pattern of stiffness matrices. It has been shown in the two explained applications that stiffness matrices corresponding to adaptive refinement lead to sparsity patterns not desirable in analysis. So even though the degrees of freedom-error relation seems positive for adaptive refinement the patterns of stiffness matrices can be considered a serious drawback for the effort made to increase degrees of freedom and computational cost needed for the solution of equations consequently. It has to be mentioned that the truncation technique was not used in the presented algorithm.

### 11.3 PROPOSALS

Conclusions always give birth to new proposals. What is really positive is that adaptive refinement is a research area which has many possibilities of improvement. Conclusions indicate the methodology subjects whose modification could lead to better solution.

In this sense it is obvious that adaptive refinement should be modified to retain the local nature it was meant for. Applications showed that the selection of less shape functions for refinement could lead to equally precise solution. The purpose is to define the less number of shape functions whose support van be fully or almost be defined by the high error area. This could be an efficient way to retain locality, but still has to be validated by adding it in the present algorithm in order to be applied.

It is also proposed to combine all the positive aspects adaptive hierarchical methods can provide. More specifically, the final target is to keep all the good properties of each method and eventually build-up an adaptive algorithm that could effectively tackle the majority of applications.

So, to this end, it would be an interesting idea to combine truncated B-Splines with the local solution method. This could be a realistic target, as local solution method is based on the existence of some characteristic regions of hierarchical bases that can be easily found in every hierarchical refinement method used until now. This combination could possibly lead to further reduction of the needed computational cost as both degrees of freedom and sparsity of stiffness matrices would possibly decrease.

The work presented in this thesis will continue by examining how the truncation mechanism affects the coarse B-Splines and their corresponding degrees of freedom. This is essential in order to be able to decouple each level from the other. Some modifications for the existing
methods should be possibly necessary in order to succeed in the implementation of the proposed hierarchical refinement scheme.

Another future target is the use of collocation methods to improve the cost intensive nature of adaptive refinement. Of what is already known collocation methods could boost adaptive refinement's efficiency.

### 11.4 SUBJECTS FOR FURTHER RESEARCH

Of course the Hierarchical Refinement area cannot be contained in just one thesis, as there are numerous other things to examine. In order for the method to mature, some of the following subjects may need further research:

- Use of collocation methods in hierarchical refinement
- Patch interconnectivity after hierarchical refinement.
- Adjusting the external loads and the boundary conditions, after the hierarchical refinement procedure.
- Evaluation and introduction of more elaborate error estimators.
- Hierarchical formulation of stiffness matrix.
- Conversion between T-SPLines and HB-SPLines, in a more compact manner in order to compare the two methodologies.
- The generalization of every theory for B-Splines in NURBS.
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