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Abstract

In this thesis we deal with opinion dynamics in social networks. Opinion dynam-
ics is a complex procedure that involves a cognitive process of how a person integrates
influential opinions to form a revised opinion. Nowadays, because of the amazing
power of social networks, more and more studies tend to model opinion dynamics
by developing computational methods. In this thesis, we are particularly interested
in non-Baysian models in which individuals iteratively update their opinions, based
on their initial opinions and observing the opinions of their neighbors. Precisely, we
examine in the context of strategic game theory, the Kleinberg’s model and propose
an extended version of it in many dimensions. We study whether an equilibrium
can emerge as a result of individuals’ interactions and how such equilibrium pos-
sibly depends on the network structure and the individuals’ initial opinions. We
also study the convergence speed to such equilibrium and measure the inefficiency
in equilibrium situations that is provoked from rational behavior of self-interested
individuals.

Keywords

Algorithmic game theory, Social Networks, Opinion dynamics
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Chapter 1

Introduction

“To speak of social life is to speak of the
association between people - their associating in
work and in play, in love and in war, to trade
or to worship, to help or to hinder. It is in the
social relations men establish that their
interests find expression and their desires
become realized.”

—Peter M. Blau, Fzchange and Power in

Social Life, 1964.

After all, everyone has an opinion. Whether it is politics, art or religion, we all feel
compelled to have a say and defend our positions, either through arguments or by pure
dismissal of alternative points of view. We develop our initial opinions by perceiving
pieces of reality and interpreting the facts through our ideas and emotions. However,
others develop different opinions, even for the same facts. As a result, after discussions,
opinions tend to influence each other and evolve over time.

A definition arising from the above is the following. Opinions are subjective perspec-
tives that evolve over time. And they evolve as the result of the continuous exchange
of information among individuals [54]. The impact of the individuals’ opinions on each
other forms a network, and as the time progresses, their opinions change by taking into
account the attitudes and opinions of others with whom they interact [36]. This is evi-
dent in many fields, such as advertising with social cues [7, 57] and diffusion of political
views [63]. Therefore, a central question to be answered is how an individual’s opinion
is influenced by others’ opinions and whether this interaction process leads to a socially
beneficial stable situation of the network. In this direction, models of social networks and
opinion dynamics are structures made up of individuals who interact. Such models are
studied in order to explain the confidence or influence flow in populations without relying
on detailed social psychological findings.

Since there is a nearly limitless set of situations in which people are influenced by
others and new ideas and new behaviors spread through a population, opinion dynamics
is of high interest in many areas including politics, as in voting prediction [13]; physics,
as in spinning particles [14]; sociology, as in the diffusion of innovation [92], the electronic
exchange of personal information [66], language change [24, 89]; and finally economics,
[88]. Opinion Dynamics aims to understand how social opinions evolve and converge by
defining different interaction mechanisms from individual levels. Next, we discuss briefly

15
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about the study of opinion dynamics.

1.1 Opinion dynamics in a nutshell

Over the past few decades prevalent computational models have been focusing on how
opinion evolves in a social environment. To begin with, efforts to describe social structures
with mathematical models followed suit in the mid 1900s, as the field of sociometry started
to develop with the work of the social scientist J. Moreno [68] and the anthropologist J.
Barnes [12]. The study of opinion dynamics and social networks goes back to the early
work by French [35], who explored the patterns of interpersonal relations and agreements
that can explain the influence process in groups of individuals. Subsequently, Harary
provided a necessary and sufficient condition to reach a consensus in French’s model of
power networks [47].

From the aspect of how we define opinion variables mathematically, there are contin-
uous opinion models [27, 97, 61, 49, 34] and discrete opinion models [87, 86, 40, 38, 26,
60, 65, 37]. In continuous opinion models, opinion variables are usually real-valued scalars
within a given interval, or sometimes real-valued vectors [34]. These models could help
to understand the evolution of opinion in social scenarios such as the decision-making of
train fare in public hearing. In discrete opinion models, opinions could be some given
values. The most studied discrete opinion model is binary opinions or binary choices,
since it could be considered simply to give an yes/no, or agree/disagree to any proposal
or suggestion. Either continuous or discrete, the general framework of opinion models is
as follows: A distribution of opinions exists in a given society and at each time step, some
groups of individuals interact according to some dynamical rule, and they generally tend
to find an agreement or compromise among the group.

A popular opinion update rule is the non-Bayes method of averaging neighbors’ opin-
ions [2]. This method provides a good approximation to the behavior of a large population
without relying on detailed social psychological findings. The work provided by French
[35] became the pioneer of such models. In his work, individuals form their new opinions
by averaging the opinions of other people with whom they have communicated directly.
Following French’s model, several non-Bayesian approaches were developed around the
idea that ”the opinions of each agent evolve dynamically over time as a function of their
neighbors’ opinions”. Much works in this area is based on classical models of interact-
ing particle systems motivated by statistical mechanics [59]. For instance, we have the
first uses of the Ising model to describe the behavior of laborers in a strike [39], the voter
model, where only one neighbor affects the agent at a time [50, 21], and continuous opinion
models like the famous DeGroot model [28].

In social interaction networks, a common way of defining neighboring relation is based
on bounded confidence, a label coined by Krause [56]. In such models an individual
interacts only with those whose opinions are close enough to his/her own. However, this is
not the case for the majority of social interactions. Therefore, many models such as [16],
begin with an arbitrary network G(V, E), in which nodes represent the individuals and
edges represent their relationships and interactions.

To recapitulate, although a wide range of opinion dynamic models has been studied,
every model has three key components.

e Priors. Any model of opinion formation has to start with some type of prior opinions
for an individual or group of individuals.
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e Sources of information. An individual updates his/her opinion based on new infor-
mation that he/she receives. This might come from his/her own experiences, from
observing others, or from communicating directly with others.

e Method of information processing. This part pertains the process of how the indi-
vidual combines his/her priors and the information he/she receives.

1.2 (Games of opinion formation

Despite these significant findings, to fully understand opinion dynamics through social
processes is never a trivial job. Game theory on the other hand, analyzes models of fully
rational agents acting in their own best interests, models of collusion and cooperation
between agents, and even behavioral models based on experiments with actual human
subjects. In other words, game theory is concerned with situations in which decision-
makers interact with one another, and in which the happiness of each participant with the
outcome depends not just on his/her own decisions but on the decisions made by everyone
else who is involved in the game.

Game theory, may be said to begin with the work of von Neumann [71] and von Neu-
mann and Morgenstern [93]. The next major development was John Nash’s modication [70]
of the von Neumann and Morgenstern approach. Nash formally defined an equilibrium of
a noncooperative game to be a profile of strategies, one for each player in the game, such
that each player’s strategy maximizes his expected utility payoff against the given strate-
gies of the other players. Among the major contributors to game theory following the work
of Nash were Reinhard Selten and John Harsanyi. Selten [82] showed that for many games,
Nash equilibrium can sometimes generate too many equilibria, whereas Harsanyi [48] in-
troduced the formal modeling of uncertainty into game theory by introducing Bayesian
game models and opening the door for models of incomplete information.

Nowadays, game theory is not limited by the mathematical perception. Rather, it
is studied in a wider spectrum; economical, physical, anthropological, sociological, philo-
sophical, polythological, legislative and biological. This helps systematize the perception
of strategic situations and analyze the dependence of strategies and the assumptions con-
nected with them.

But how can we model individuals’ interactions and opinion formation as a game?
The game theory framework [23, 44, 74] is an important tool in the study of opinion
formation and has been used to model the interactions between individuals [64]. In fact,
the literature on social network games, studies settings in which players are located on a
network. Each player is associated with a node in the network, with the edges representing
the relations between them. Players play a fixed game with their neighbors in the network.

More precisely, game theory assumes a rational behavior, which improves the player’s
situation. Furthermore, a game by definition, should guarantee a result (cost). Such a cost
is strictly connected with the level of player’s satisfaction from participating in the game
and is represented by a numerical value. Thus, we represent opinions with real values and
we assume that each player updates his/her opinion in order to minimize a personal cost
that reflects the cost of disagreement with his/her intrinsic opinion, as well the cost of
disagreement with his/her neighbors’ opinions.

What is more, a highly important component of a game is strategy. A strategy is
a set of rules, that is the point of reference for every possible situation during a game.
When we study opinion formation in social networks from a game theoretic perspective,
we define a player’s expressed opinion as his/her strategy at each time step. Thus, in the
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game theoretic approach, individuals are called the players of the game and their opinion
formation is expressed through cost functions. Rather than simply expessing an intrinsic
opinion on a subject, individuals stratigically express opinions that may differ from what
they really believe.

In this thesis, we merge the computational approaches to learning in games and learn-
ing in social networks into one framework. The models that we examine, allow us to study
and make conjectures about social phenomena in which individuals update their opinion
by observing their neighbors’ opinions. In other words, we examine how opinions form by
interpreting repeated averaging as a decentralized dynamics for selfish players. In fact, we
observe miopically each individual’s rational and selfish behavior, and compare the final
situation with the optimal one, in which we confront players as a group and the sum of
the players’ costs is minimized. We therefore adopt a social network structure, in which
individuals only communicate directly with their neighbours, but still influence indirectly
the whole network. In such games, consensus is not reached in general, as players do
not compromise further when this diminishes their utility. Rather, these dynamics will
converge to an equilibrium in which players disagree; hence we study the final opinions
of the game, answer the question of how quickly equilibria are reached by decentralized
dynamics, and bound the cost of disagreement.

1.3 Outline of the thesis

With such background in mind, the goal of this thesis is to model the evolution of
opinions in society. In fact, we answer fundamental questions about opinion formation
within the framework of game theory. For this reason, firstly we illustrate how game
theory can be used to model individuals’ behaviors in social networks and analyze the
corresponding equilibria and efficiency of such games and secondly we present the theory
and the main contributions to the study of social networks. Combining the above theories
we study a major recent development in the modeling of opinion formation, came about
with the work of Kleinberg and al. [16]. Finally, we propose a model that captures the
individuals’ consistency in their opinions, by extending the Kleinberg’s model in multiple
dimensions.

More precisely, the organization of the thesis can be split into three main parts. The
first part consists of the chapters 2 to 4 and provides some background on social networks
as well as on the main ideas and results of algorithmic game theory, that help us develop
a deep perspective on the properties of opinion dynamics. Specifically, chapter 2 serves as
a preliminary chapter and it introduces basic game-theoretic definitions that are used in
the following chapters. Furthermore, in chapter 3 we discuss in depth about smoothness
theory, a novel method that is used to measure the inefficiency of a game. Finally, chapter
4 presents some of the models that have been used to study social networks. This chapter
examines how network models are used to predict the choice of behaviors and opinions by
people that are connected by a network.

In the second part of the thesis, which consists of the chapter 5, we study in depth a
specific social network model, introduced by Kleinberg and al. [16]. More specifically, in
a social network with natural payoffs, by interpreting the repeated averaging of opinions
as best-response dynamics, we are able to study the opinion formation of the network.
Thus, using the theory and the tools that we describe in the first part, we examine the
existence of a stable situation for this game and we characterize this situation as well as
the convergence time. Finally, using the smoothness theory, described in chapter 3, we
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are able to study the cost of disagreement in this model, relative to the social optimum.

In chapter 6, which is the last part of the thesis, we extend Kleinberg’s model in a
multi-dimensional setting. Precisely, a large body of literature in public opinion suggests
that people tend to be consistent in their opinions on a wide variety of issues. Thus, the
model we propose in chapter 6, encompasses the natural correlation of an individual’s
opinions on different issues. To illustrate what we mean by this consistency, consider the
following two-dimensional structure of policy preferences. One dimension is defined by
issues like abortion and women’s rights, while the second is defined by religious issues. It
can be clearly seen that an individual’s opinions on the above issues are not independent.
The above observations are captured in the model we propose and thus we study its
properties in depth; First, we examine the existence of a stable situation for this game
and subsequently we characterize this situation as well as the convergence time. Finally,
using the smoothness theory, described in chapter 3, we study the cost of disagreement in
this model relative to the social optimum.






Chapter 2

Nash Equilibrium

2.1 Introduction to Strategic Games

In the introduction, we discussed about Algorithmic Game Theory, a field which pro-
vides a natural framework in which to talk about situations when a collection of individuals
interact strategically—in other words, with each trying to optimize an individual objective
function. Along the way of this chapter, we will introduce some notions that occupy
central positions in the general area of game theory and are useful tools for our further
analysis on social networks in the next chapters.

First, let’s describe in more detail how a game is defined; a game is a model designed
to explain some regularity observed in auctions, Internet, social networks and more. That
is, every individual -which we call a player of the game- chooses his strategy at each time
step based on the knowledge he has on others’ individuals’ decisions. Below we give a
more formal definition of a game.

Basic Ingredients of a Game A game is any situation with the following three as-
pects:

e There is a set (N) of individuals, whom we call 'the players’.

e Fach player has a set of options for how to behave; we will refer to these as the
player’s possible strategies and symbolize it as (X;).

e For each choice of strategies, each player i receives a payoff (or cost) ¢; that can
depend on the strategies selected by everyone. The payoffs will generally be numbers,
with each player preferring smaller payoffs to larger payoffs in cost minimization
games and the reverse in cost maximization games.

Next, to fix ideas, we describe what is perhaps the most well-known and well-studied
game.

Example 2.1.1 (Prisoners’ Dilemma). Two prisoners are on trial for a crime and each
one faces a choice of confessing to the crime or remaining silent. If they both remain
silent, the authorities will not be able to prove charges against them and they will both
serve a short prison term of 2 years for minor offenses. If only one of them confesses,
his term will be reduced to 1 year and he will be used as a witness against the other, who
in turn will get a sentence of 5 years. Finally if they both confess, they both will get a
small break for cooperating with the authorities and will have to serve prison sentences of 4

21
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years each (rather than 5). Clearly, there are four total outcomes depending on the choices
made by each of the two prisoners. We can succinctly summarize the costs incurred in
these four outcomes via the following two-by-two matriz.

Prisoner 1
Confess  Silent

Confess | (4,4) (1,5)
Silent (5,1) (2,2)

Prisoner 2

It should be clear that in correspondence to the above description, the players on our
example are the two prisoners. Each of them can decide either to confess or to remain
silent; these are the two possible strategies for each player. Concerning each players’
payoff, it depends from the strategy of both prisoners, being 4 if they both confess, 2 if
they both remain silent and 1 and 5 if they confess and remain silent respectively.

Now, its time to make some underlying assumptions. First, we assume everything that
a player cares about is summarized in the player’s payoffs. However, it is not required
that players care only about personal rewards. For example, a player may care about both
his own benefits, and the other player’s benefit. If so, then the payoffs should reflect this;
once the payoffs have been defined, they should constitute a complete description of each
player’s happiness with each of the possible outcomes of the game.

Second, we assume of rational decision-makers, that each player chooses the best avail-
able action, which in general depends on the other’s strategies. Therefore, each player
actually succeeds in selecting the optimal strategy and have some knowledge about the
others’ strategies. This knowledge is usually based on previous behaviors. We will refer
to this as best response: the best choice of one player, given a belief about what the other
player will do.

Having these two assumptions in mind, can we predict players’ behaviors? Let’s go
back to the Prisoners’ dilemma example described above and try to predict first prisoner’s
strategy if he knew what the second prisoner decided to do. If the second prisoner decided
to:

e confess, then the first prisoner would have a payoff of 5 if he remained silent and a
payoff of 4 if he would also confess. Thus, he obviously would prefer to confess in
this case.

e remain silent, then the first prisoner would have a payoff of 2 if he remained silent
and a payoff of 1 if he would decide to confess. Thus, he prefers to confess in this
case too.

Therefore, the first prisoner would decide to confess no matter what the second prisoner
decides to do. We expect exactly the same from the second prisoner, since the game is
symmetric. This is refereed as strictly dominant strategy, since each player has a strictly
better choice to make without carrying about the others’ players’ decisions. A weaker
definition is that of dominant strategies, where a strategy is at least as good as any other
possible strategy of a player. We say then that a dominant strategy is a best response to
others’ players’ decisions, whereas a strictly dominant strategy is a strict best response.
It is useful now, before introducing the setting of the Nash Equilibrium, to discuss
the above results. To begin with, it can be clearly seen that the situation where both
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prisoners confess is stable, as no one has an intensive to deviate from his choice. It is also
worth noting that despite this, it would be better for both of them if none of them confess.
However, we know that this cannot be achieved by rational play.

Finally, clearly these results depend on our assumptions that each player cares about
minimizing his personal prison term. If the payoffs were aligned in a different way, stable
stations could be different. For example, suppose that they care equally for their personal
and the other’s prison term. In this case, the situation where both players remain silent, is
also stable. Therefore, we can conclude that multiple stable situations can exist in games.
However, is it also possible for none to exist?

The next sectors of this chapter shed light to the above issues. More precisely, in
section 1.2, we introduce the pure Nash equilibrium concept. In the section 1.3 we describe
a class of strategy games where pure Nash equilibrium is always guaranteed, the so-called
potential games. However, the lack of existence of pure Nash equilibrium on other games
leads us to other equilibria concepts; this is the main setting of section 1.4. Finally, in
section 1.5 we present two widely used methods of how to evaluate a game from the
perspective of an outside observer who cares for all players equally.

2.2 Pure Nash Equilibrium

Let’s start with the analysis of another well-known game called the battle of the sexes.

Example 2.2.1. Consider that two players, a boy and a girl, are deciding on how to spend
their evening. They both consider two possibilities: going to a football game or going to
the theater. The boy prefers football and the girl prefers the theater, but they both would
like to spend the evening together rather than separately. Here we express the players’
preferences via payoffs as follows.

Boy
football  theater

football (3,5) (1,1)

Girl

theater (2,2) (5,4)

Clearly, the two solutions where the two players choose different games are not stable
- in each case, either of the two players can improve their payoff by switching their action.
On the other hand, the two remaining options, both attending the same game, whether
it is football or theater, are both stable solutions; the boy prefers the first and the girl
prefers the second.

Thus, this is another example where more than one stable solution exist. Furthermore,
games rarely possess dominant strategy solutions and the more complicated a game is, the
more difficult is to predict the final solution. However, even if no dominant strategies exist,
we expect that each player’s strategy decision is a best response to the other players’ choice.
This idea is captured by the notion of pure Nash equilibria, introduced by J. Nash [70]. The
best-response requirement seems reasonable and very intuitive, since if one player would
not choose his/her best response answer, he/she would like to deviate from this strategy
in order to maximize his/her payoff. Therefore, the Nash equilibrium captures the notion
of a stable solution, from which no single player can individually improve his/her welfare
by deviating.
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Mathematically, x is a Nash equilibrium if for every player i € N |
ci(vi,v—;) > ¢i(yi, v—i),Vo; € S;

where x; denotes the strategy of player ¢, x_; represents the strategies of all players other
than player ¢ and ¢; is the payoff function of player i. Finally S; is the set of all available
strategies of i.

However, not all games have a pure Nash equilibrium. To clear this consider the
following example of the famous ”rock-paper-scissors” game.

Example 2.2.2 (rock-paper-scissors game). It is a two-player game with the payoffs given
in the following table.

Player 1
Rock Paper  Scissors

Rock (0,0) (-1,1) (1,-1)

Player 2

Paper (1,-1) (0,0) (-1,1)

Scissors | (-1,1) (1,-1) (0,0)

One can easily confirm that the above game has no stable situation. In each situation,
at least one of the two players has an intensive to deviate from his strategy in order to
mazimize his payoff.

The next section is concerned with a special tool for detecting games with pure Nash
equilibria: the so-called potential functions.

2.3 Potential Games

Representing multi-player games with large player populations in the normal form is
undesirable for both practical and conceptual reasons. On the practical side, the number
of parameters that must be specified grows exponentially with the size of the population.
On the conceptual side, the normal form may fail to capture structure that is present in
the strategic interaction, and which can aid understanding of the game and computation
of its equilibria.

On the other hand, consider for example a graph representing a social network, where
each individual is represented by a node and his/her neighbors are the people he/she
interacts with. Individual decisions often depend on the relative proportions of neighbors
taking actions, as in deciding on whether to buy a product, change technologies, learn
a language and so forth. This can result in multiple equilibrium points. For instance,
some people may be willing to adopt new technology only if others do, and so it would be
possible for nobody to adopt it, or for some fraction to adopt it.

This setting belongs to a class called graphical games, a representation of multi-player
games meant to capture and exploit locality of direct influences. It should be clear that
examining the existence of pure Nash equilibria by examining one by one the strategies of
the players is impossible in such games. Rather, any quantity that strictly decreases with
a strict decrease on any player’s payoff, and which can only decrease a finite number of
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times, would be exactly what we need. With this in mind, we try to formulate a measure
that has this property. The measure will not necessarily have a strong intuitive meaning,
but this is fine as long as we need it as a tool. This measure is provided by potential
functions, an elegant an economical way to summarize the information concerning pure
Nash equilibria into a single function.

More precisely, Shapley and al. [67] introduced several classes of potential games. A
common feature of these classes is the existence of a real-valued function on the strategy
space that incorporates information about the strategic possibilities of all players simul-
taneously. In this section we review the results concerning exact potential games. Exact
potential games are characterized from a real valued function on the strategy space which
exactly measures the difference in the payoff that accrues to a player if he/she unilaterally
deviates. Below we give a formal definition of an exact potential game.

Theorem 2.3.1. A strategic game G is an exact potential game if there exists a function
P : X — R such that for all players i € N, for all strategies x_; € X_; and all z;,y; € X;:

ci(xi,v—) — ciyi, v—i) = P(xi, x-;) — Plyi, 2—)
The function P is called an (exact) potential function for G.

Let’s return to the Prisoners’ dilemma example described in the beginning of the
chapter, to fix the above ideas. The possible outcomes were the following: if they both
remain silent, they will both serve a short prison term of 2 years. If only one of them
confesses, his term will be reduced to 1 year and he will be used as a witness against the
other, who in turn will get a sentence of 5 years. Finally if they both confess, they both
will have to serve prison sentences of 4 years each. Thus, the Potential function of the
game is given by the formula below:

4 if both confess
P(pl,p2) =< 6  if both remain silent
5 if exactly one of them confesses

This implies the following result.

Corollary 2.3.1. If a strategic game G has an exact potential function P, then the Nash
equilibria of G and the game obtained by replacing each payoff function by the potential
P, coincide.

It can be clearly seen that if a game is potential, there are many potential functions
that could be applied. As we already discussed, a potential function captures the changes
on each player’s payoff. Therefore, if P; is a potential function for a strategic game G,
the function P, = P; + ¢, where c¢ is an arbitrary constant, is also a potential function of
the game. For instance, in the previous example of Prisoners’ dilemma another potential
function could be the following;:

8 if both confess
P(pl,p2) =< 10 if both remain silent
9 if exactly one of them confesses

In fact, the relationship between potential functions is more strict, as they must differ
only by a constant factor c¢. This leads us to the following theorem.
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Theorem 2.3.2. Let G be a game with exact potential functions P and Q). Then, P — Q
is a constant function.

Proof. Let y,z € X be two different sets of strategies. We know from the definition that
if P and G are potential functions of G, then the following equation must hold.

Thus P — @ = ¢, where c¢ is an arbitrary constant. O

Consider now a game with a finite set of strategies X for the players, called finite game.
If this game is also exact potential game, then it has at least one pure Nash equilibrium.
To see why this exists, consider the following. Since X is finite, argmazzex P(x) is a
non-empty set (if we refer to cost minimization game, the corresponding argmin,cx P(x)
is non-empty). However, regarding the corollary 2.3.1, all members of this set are pure
Nash equilibria.

Corollary 2.3.2. Let G be a finite exact potential game. Then G has at least one pure
Nash equilibrium.

Now let G = (N, (X;)ien, (¢i)ien) be a strategic game as defined before. A path in
the strategy space X is a sequence v = (x1, 2, ...) of elements z; € X, such that for all
k = 1,2,.. the strategy combinations xj and xzpy; differ in exactly one, say the ¢ — th
coordinate. A finite path v = (z1,x2,...,zk) is called close if z1 = xg. It is a simple
closed path if it is closed and apart from the initial and final point of the path, all strategy
combinations are different. The number of distinct strategy combinations in a simple
closed path is called the length of the path.

Definition 1. Let ¢ = (¢;)ien be the vector of payoff functions and v = (z1,x2, ..., k) be
a finite path. Define I(vy,c) = an;ll [Citm) (Tm+1) = Cigm) (Tm)], where i(m) is the unique
deviating player at step m.

Shapley and al. [67] proved that if G is an exact potential game, I(y,c) = 0, for all
closed paths . Next, we illustrate this via an example and afterwards the theorem and
the corresponding proof are formally presented.

Example 2.3.1. Consider a two-player strategic game with the payoffs given in the table
below.

83 54

1 (0,2) (2,3)

) (2,5) (4,0)

A potential function for the game is given by P(s1,s3) = 0,P(s1,54) = 1, P(s2,s3) =
2, P(s2,84) = 3. v =((s1,53), (51, 84), (52, 84), (82, 83), (81, 83)) is a closed and simple path
with length 4. Notice that I(y,¢) =(3—-2)4+(4—-2)+(5—-6)+(0—-2)=0

Theorem 2.3.3. Let G = (N, (X,)ien, (¢i)ien) be a strategic game. The following claims
are equivalent:

1. G is an exact potential game.
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2. I(vy,c) =0 for all closed paths 7.

3. I(vy,c) =0 for all simple closed paths .

4. I(7y,¢) =0 for all closed paths v of length 4.
Proof.

e 1. — 2.First, we prove the one direction from 1. to 2. It is obvious that the
same proof exists for the 1. — 3. and 1. — 4., as they are special cases of 2.
Let P be an exact potential of the game and v = (x1,...z;) a closed path. Then
I(y,¢) = I(v, P) = P(xx) — P(z1) = 0.

e For the opposite direction, 2. — 1., fix a stragy vector x € X and take P(x) = 0. Let
y € X,y # x and v = (21, ..., x;) be a path from x to y (meaning z; = =,z = y).
Also, define P(y) = I(~,c). Next, we show that P is a well defined, exact potential
function of the game.

For this, let v = (y1,...,ym) be a different path from z to y. To proof our
claim, P(y) should be equal to I(v/,¢). However, this follows from the path 7" =
(%1, --Tky Ym—1, ---y1) which is a closed path and I(y”,¢) = I(y,¢) — I(7',¢) =0

Of course, we have not done yet, since we need to show that:
P(yi,v—;) — P(zi, i) = ¢i(yi, v—i) — ci(zi,7—i),1 € N,y;,2 € Xy and vy € X .

Let v = (y1, ..., yx) be a path from z to y = (y;, z—;) and 7' = (21, ..., 21, ) a path from
x to 2 = (2;,2_;). Consider the closed path 7" = (Y1, .., Yk—15 Yk Zm, Zm—1, ----21)-
By definition,

1", ¢) = 1(y,¢) +ci(2) — cily) — I(7,¢) = P(y) + ci(z) — ci(y) — P(2).

e 4. — 2. Assume I(7,c) = 0 for all simple closed paths of length 4. Suppose there is
a closed path v = (x1,...x%) such that I(y,c) # 0 and let v have a minimal length
(> 5) among closed paths with this property. Since i(1) deviates at the first step
does not make two consecutive deviations: m € {3,...,k—1}. Define the closed path
m' = (21, ..., Tm—1, Yms Tm+1, --.-Tk) in such way that deviations of players i(m-1) and

i(m)=i(1) are reversed, i.e.,

o T if i=i(m)=i(1)
Yim = 2; | otherwise

The simple closed path v = (2,—1, Tm, Timt1, Ym, Tm—1) of length 4 satisfies I (v, c) =
0, s0 I(7y,c) = I(m/, c) but in the closed path m’ player i(1) deviates one step earlier
than in 7. Continuing in this way one finds a closed path 7 of the same length
as v with I(y,¢) = I(7,¢) # 0 in which i(1) deviates in two consecutive steps,
contradicting the minimality on ~.

O

By know, we have analyzed several properties of games with pure Nash equilibrium and
especially the so called potential games. However, we implied that there are games where
pure Nash equilibrium does not exist. This motivates the introduction of equilibrium
concepts that are much more permissive than pure Nash equilibria. The next section is
concerned about this issue and presents other types of equilibria.
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2.4 The need for other equilibria concepts

As we showed before, there are games where no pure Nash equilibrium exists. To
illustrate this claim, let’s start this section with the following example.

Example 2.4.1 (Matching Pennies). Two payers, each having a penny, are asked to
choose from among two strategies - heads (H ) and tails (T ). The row player wins if the
two pennies match, while the column player wins if they do not match, as shown by the
following payoff matriz, where 1 indicates win and -1 indicated loss.

2
Head Tail

Head (1,-1) (-1,1)

Tail | (-1,1) | (1,-1)

Just as in "rock-paper-scissors” game, it is easy to see that this game has no pure Nash
equilibria. If both show heads or both show tails, the penny of player 2 goes to player 1,
otherwise the penny of player 1 goes to player 2. No matter what strategy pair is chosen,
there will always be a player with an incentive to deviate. Instead, it seems best for the
players to randomize in order to thwart the strategy of the other player.

More precisely, the absence of pure Nash equilibria, as described above, is usually
solved by introducing a larger strategy space: instead of just choosing one of the (pure)
strategies, a player may choose each of his/her pure strategies with a certain probability,
a so-called mixed strategy.

Except the reasonable explanation of mixed strategies, there is another reason they
are worth studying; Nash [70] proved that under this extension, every game with a finite
number of players, each having a finite set of strategies, has a Nash equilibrium.

Theorem 2.4.1. Every game with a finite set of players and finite set of strategies has a
Nash equilibrium of mized strategies.

Now, we need to understand how they evaluate the random outcome. Would they
prefer a choice that leads to a small positive payoff with high probability, or is it better to
have a small loss with high probability, and a large gain with small probability? For the
notion of mixed Nash equilibrium, we assume that players are risk-neutral; that is, they
act to maximize the expected payoff.

Let’s return to the matching pennies example and try to figure the probability distri-
bution each player selects. First, it can be clearly seen that due to the symmetric structure
of the game, the distributions will be the same for the two players. Second, if each player
picks each of his/her two strategies with probability 1/2, then we obtain a stable solution
in a sense.

It is important to note that a game may have both pure-strategy and mixed- strategy
equilibria. As a result, one should first check all pure outcomes (given by pairs of pure
strategies) to see which, if any, form equilibria. Then, to check whether there are any
mixed-strategy equilibria, we need to see whether there are mixing probabilities that are
best responses to each other.

For instance, in two players games, if there is a mixed-strategy equilibrium, then we
can determine player 2’s strategy from the requirement that player 1 randomizes. Player
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1 will only randomize if his/her pure strategies have equal expected payoff. This equality
of expected payoffs for player 1 gives us one equation which we can solve to determine
his/her strategy. The same process gives an equation to solve for determining player 2’s
strategy.

However, we introduced a restriction which we did not discussed until know. More
specifically, we required that the games are finite with a finite number of strategies. There-
fore, games with an infinite number of players, or games with a finite number of players
who have access to an infinite strategy set may not have Nash equilibria. This leads to
a further relaxation of the Nash equilibrium notion, introduced by Aumann [5], called
correlated equilibrium. The main idea of correlated equilibrium is the following; In con-
trast to the Nash equilibrium where each player chooses his/her stragy independently, in
a correlated equilibrium a coordinator can choose strategies for the players. However, the
chosen strategies have to be stable, so that each player find it in his/her interest to follow
the recommended strategy.

Formally, a correlated equilibrium is a probability distribution over strategy vectors.
Let p(s) denote the probability of strategy vector s, where we will also use the notation
p(s) = p(si, s—;) when talking about a player i. The distribution is a correlated equilibrium
if for all players 7 and all strategies s;, s; € S; , we have the inequality

> p(sivs—i)e(sis—i) > > plsiys—i)els), s )
S_; S—i

In other words, if player i receives a suggested strategy s;, the expected profit of the player
cannot be increased by switching to a different strategy s; € S;.
Next, we illustrate the above with an example.

Example 2.4.2 (Traffic lights). Consider that there are two players drive up to the same
intersection at the same time. If both attempt to cross, the result is a fatal traffic accident.
The game can be modeled by a payoff matrix given below.

2
Cross Stop

Cross | (-100,-100)| (1,0)

Stop (0,1) (-1,-1)

In this game there are two pure Nash equilibria, where one of the two cars crosses and
of course there is also a mized strategy giving small possibility to each car to cross. But
lets think about what would happen in the real world; a natural solution would be to add a
traffic light, a fair randomized device that tells one of the players to go and the other one
to wast.

The benefits of the traffic light introduction, make this seem as a natural solution.
More precisely, the negative outcomes are completely avoided and the fairness is achieved.

We could use the same idea in less evident examples, such as the battle of the sexes
discussed before, where we could have a situation were the boy and the girl flip a coin
and depending on how the coin comes up they go either to the theater or to the football
game. It can be clearly seen that in this case also, none of the girl and the boy would
want to deviate from this correlated equilibrium, as if the other one would follow it, he or
she would end up with a lower payoff.
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Before closing this paragraph, it is useful to discuss the above results. To begin with,
Nash equilibria are special cases of correlated equilibria, where the distribution over S is
the product of independent distributions for each player. In other words, the correlated
equilibrium is a generalization of the Nash equilibrium, allowing the probabilities on the
space of strategy profiles to be correlated arbitrarily.

Furthermore, another reason of why correlated equilibria are so important is that the
sum of social welfare in a correlated equilibrium solution, can exceed the corresponding
sum of a Nash equilibrium solution. But how do we measure social welfare? This is the
main setting of the last section of the chapter.

2.5 Pareto Optimality and Social Optimality

So far we examined the properties of strategic games and presented the evolution of
such games from the players’ perspectives. In this section, we examine these games from
the perspective of an outside observer who watches the game and judges the result. More
precisely, as we show, players act selfishly in order to maximize their payoff function.
However, this does not mean that their actions are ”good for society”. But how could
someone evaluate an outcome in this way? There are two candidates that we present
below.

2.5.1 Pareto-Optimality

To give some intuition, lets start with the following concept; consider a game where
there is an outcome o, which is at least as good as any other outcome o for all players
and there is also at least one player who strictly prefers o to o/. In this case, it seems
reasonable to say that o is better than o/. Technically, we say that o Pareto-dominates o'.
Next, we give a formal definition of Pareto optimality.

Definition 2 (Pareto-Optimum). A set of strategies is Pareto-optimal if there is no other
set of strategies in which all players receive payoffs at least as high, and at least one player
recetves a strictly higher payoff.

Let’s return to the battle of the sexes example, to illustrate the above definition.
Remember that both the boy and the girl prefer to spend the evening together and the
boy receives a payoff of 5 and the girl a payoff of 3 if they go to watch football, whereas
the boy receives a payoff of 4 and the girl a payoff of 5 if they go to the theater. It can
be clearly seen that both the situations where they go together to the theater or to watch
football are Pareto-optimal. Therefore, one can assume that more than one Pareto-optimal
outcomes are possible.

Now, lets think about the prisoners’ Dilemma example discussed above. In this game
there are four possible outcomes; If both the prisoners remain silent, they will both serve
a short prison term of two years for minor offenses. If only one of them confesses, his
term will be reduced to 1 year and he will be used as a witness against the other, who
in turn will get a sentence of 5 years. Finally if they both confess, they both will get a
small break for cooperating with the authorities and will have to serve prison sentences
of 4 years each (rather than 5). There is something striking about the outcomes of this
game; the only outcome that is not Pareto-optimal is the one corresponding to the unique
Nash equilibrium.
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2.5.2 Social Optimality

A stronger condition that is even more intuitive than Pareto-optimality is the so-called
social optimality.

Definition 3 (Social Optimum). In a cost-mazimization game, a set of strategies is a
social welfare maximizer (or socially optimal), if it mazimizes the sum of the players’

payoffs.

Clearly, in cost-minimization games, a set of strategies that minimizes the sum the
players’ payoffs is socially optimal. Of course, adding up the payoffs is not always the
appropriate way to evaluate a game. To illustrate the above, return again to the prisoners’
dilemma example. It can be clearly seen that the social optimum situation is the one where
both players remain silent with a total cost of 24+-2=4 years (instead of 8 and 6 in the other
cases).

Now, before closing this section, it is useful to make some remarks. More precisely,
one can notice that a game can have more than one social optimal outcomes and that at
least one social optimal outcome exists in every game. Furthermore, outcomes that are
socially optimal must also be Pareto-optimal: if such an outcome was not Pareto-optimal,
there would be a different outcome in which all payoffs were at least as large, and one was
larger - and this would be an outcome with a larger sum of payoffs. On the other hand, a
Pareto-optimal outcome need not be socially optimal.

Finally, it is not the case that Nash equilibria are at odds with the goal of social
optimality in every game. This triggered much research on how to compare a final situation
of a game (if one exists) with a desirable social optimal solution and this is the main concept
analyzed in the next chapter.
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Smooth Games and the Price of
Anarchy

3.1 The Inefficiency of equilibria

In the previous chapter of this thesis, we analyzed strategic games from the players’
perspective. More precisely, players act selfishly in order to minimize their personal cost.
However, it became crystal clear that the outcome provoked from rational behavior of self-
interested players may be in contrast with a centrally desirable outcome. In this chapter
we examine how much an equilibria situation deviates from the optimal one.

To begin with, in order to measure the inefficiency of a game, we need to specify
several factors of the game. First, we need to determine which solutions are the optimal
ones. A possible candidate is a Pareto optimal solution, which discussed in the previous
chapter. More precisely, a Pareto optimal solution, is a solution that is at least as good
as any other solution for all players and strictly better for at least one player of the game.
For instance, recall the prisoners’ dilemma example. In this game, the only pure Nash
equilibria is the situation where both prisoners confess and suffer a cost of 4. One can
observe that this situation is Pareto inefficient, since there is another outcome in which
all the players receive a lower cost. This qualitative perspective is appropriate in games
where the "cost” or the ”payoff” of a player is an abstract quantity that only expresses
player’s preferences among possible outcomes. However, costs and payoffs have concrete
interpretations in many games, such as time delay and money.

Therefore, we can use the social optimum solution, which provides a more quantitative
framework. More precisely, for the rest of our analysis we use the sum of the players’ costs
as an objective function that expresses numerically the social welfare of the game. Notice
that the pure Nash Equilibrium on prisoners’ dilemma example does not minimize either
this function.

Introducing this objective function helps us evaluate an outcome of a game and approx-
imate optimality. More precisely, in a cost-minimization game, an optimal solution is an
outcome that minimizes the objective function of the game, whereas an optimal outcome
should maximize the objective function in a cost-maximization game. One can consider
games where equilibrium solution and optimal solution coincide. However, this is not
the case for the majority of strategic games because of rational behavior of self-interested
players. In the rest of this chapter we discuss methods that measure in what senses
the equilibria outcomes approximate the social optimum outcome. All of these methods
quantify the extent to which a given equilibrium outcome approximates an optimal one

32
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according to the ratio between the objective function values of the two outcomes.

Before we continue, it is useful to present some assumptions. First, we consider only
non-negative objective functions, so this ratio is always non-negative. Second, we interpret
the ratio ¢/0 as 1 if ¢ = 0 and as 400 if ¢ > 0. Third, this ratio is at least 1 for cost-
minimization games and at most 1 for cost-maximization games. In either case, a value
close to 1 indicates that the given outcome is approximately optimal.

To fix ideas, let’s return again to the prisoners dilemma example. The sum of the play-
ers’ costs in the Nash equilibrium is 8, whereas the minimum sum of costs is 4. Therefore,
the corresponding ratio for the equilibrium outcome is 2. This notion of approximation,
is discussed later in this chapter.

However, as we discussed in the previous chapter, there are games with more than
one pure Nash equilibrium. In such games, it is not clear which equilibrium should be
compared to an optimal outcome. In sections 3.2 and 3.3, we discuss the two most popular
approaches. In section 3.4, we describe a novel method that let us identify sufficient upper
bounds for the inefficiency of pure Nash equilibria and thus, approximate optimality.

3.2 The Price of Stability

To begin with, we are interested in identifying games where the equilibria solution is
a good approximation of the optimal one. By this, we mean that the ratio between the
objective function values of the equilibrium and optimal outcomes is close to 1. However,
in a game where multiple equilibria exist, which one should be compared to the optimal
outcome? A first thought could be to choose randomly one of the pure Nash equilibrium
outcomes and compare it to the optimal one. But this would cause a very large ratio and
thus selfish behavior could not be characterized as benign in such games.

The price of stability is a measure of inefficiency designed to differentiate between
games in which all equilibria are inefficient and those in which some equilibria are inef-
ficient. Formally, the price of stability of a game is the ratio between the best objective
function value of one of its equilibria and that of an optimal outcome.

Of course, a bound on the price of stability, which ensures only that one equilibrium
is approximately optimal, provides a considerable weak guarantee that the game is near
optimal. Nevertheless, there are two reasons to study the price of stability. First, in some
applications, a non-trivial bound is possible only for the price of stability. Second, the
price of stability has a natural interpretation in many network games, where the best
equilibrium is an obvious solution to propose.

On the other hand, it can be clearly seen that price of stability is not suitable in games
where no pure Nash equilibrium exists. For instance, since a mixed-strategy Nash equi-
librium might randomize only over outcomes that are not (pure-strategy) Nash equilibria,
it is not clear how to interpret it as a single proposed outcome for future use by selfish
players.

Now, lets examine an example to fix ideas. Recall the battle of the sexes example,
discussed in the previous chapter. In this example, a boy and a girl, are deciding on how
to spend their evening. They both consider two possibilities: going to a football game or
going to the theater. The boy prefers football and the girl prefers the theater, but they
both would like to spend the evening together rather than separately. The payoffs for both
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players are summarized in the next array.

Boy
football theater

football | (3,5) (1,1)

Girl

theater | (2,2) (5,4)

Clearly, there are two equilibrias in this game; the situations where both doing the same
activity, whether it is football or theater. In the case where both attend football, the
value of the social welfare function is 8, whereas the corresponding value when both attend
theater is 9. Furthermore, the social optimal solution, which is the one that maximizes
the objective function is 9. Therefore, the price of stability of the game is 1

value of the best pure Nash equilibrium
PoS = ; : =
value of the optimal solution
Therefore, in the battle of the sexes game, despite the fact that the players act selfishly, a
stable situation can coincide with the optimal solution.

By now, we only quantified the inefficiency of the best equilibrium of a game. Other
interesting approaches are the analysis of a "typical” equilibrium and of the worst equi-
librium of a game. Concerning the ”typical” equilibrium, it is difficult to be defined in a
meaningful and analytically tractable way and therefore, has not yet been used success-
fully to study the inefficiency on a game. On the other hand, the worst equilibrium of
the game, is the most popular measure of the inefficiency of equilibria and it is discussed
briefly in the next section.

3.3 The Price of Anarchy

The price of anarchy [55], the most popular measure of the inefficiency of equilibria,
resolves the issue of multiple equilibria by adopting a worst-case approach. Precisely, the
price of anarchy of a game is defined as the ratio between the worst objective function
value of an equilibrium of the game and that of an optimal outcome. Note that both the
price of anarchy and the price of stability of a game are defined with respect to a choice of
objective function and a choice of equilibrium concept. In other words, they still exist even
if we choose another objective function, such as the maximum payoff among the players’
payoffs.

To get an idea of the price of anarchy, let us consider the battle of the sexes example
discussed above. Clearly, the worst pure Nash equilibrium of the game is when both the
boy and the girl decide to attend football. Then, while the price of stability is 1, the price

of anarchy is
value of the worst pure Nash equilibrium 8

PoS = _°
05 value of the optimal solution 9

It can be clearly seen that for a game with multiple equilibria, a price of stability is at
least as close to 1 as its price of anarchy and it can be much closer. On the other hand,
a bound on the price of anarchy provides a stronger guarantee than a bound on the price
of stability about the efficiency of the game. Finally, in games where only one pure Nash
equilibrium exist, the price of stability and the price of anarchy coincide.
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Now, as we discussed before, the motivation behind studying the price of anarchy is
to quantify the increase of the social cost due to selfish behavior. Furthermore, when we
examined price of stability in section 3.2, we considered that it is more appropriate for
pure equilibria concepts. However, in the price of anarchy case, we are not able to make
such a consideration.

If one wants to study a distributed system in which agents repeatedly perform im-
provement steps until they reach a Nash equilibrium, then pure equilibria are the right
solution concept. However, upper bounds about the price of anarchy for mixed equilibria
are more robust than upper bounds for pure Nash equilibria, as mixed equilibria are more
general than pure ones. In this chapter, we consider both of these equilibrium concepts; in
section 3.4, we analyze smoothness arguments for pure Nash equilibria concept, whereas
in section 3.5 we extend this theory to more general equilibrium concepts.

3.4 Smoothness Theory

A rigorous way to argue that a system with self-interested participants has good per-
formance is to prove that every possible outcome of the system has an objective function
value close to that of an optimal outcome. Thus, in this section, we identify a sufficient
condition for an upper bound on the price of anarchy of pure Nash equilibria of a game
for the welfare objective function. This condition encodes a canonical proof template for
deriving such bounds. We call such proofs ”smoothness arguments”, as introduced by T.
Roughgarden [78]. Next we give the formal definition of smooth games.

Definition 4 (Smooth games). A cost-minimization game is (X, u)-smooth if for every

two outcomes S and S,
k

S Cilsty 54) < AC(E) + uC () (3.1)
i=1

There is an analogous definition on cost-maximization games, where the first part of
the above inequality, is greater or equal to the second. It can be clearly seen from the above
definition that smoothness controls the cost of a set of ”one-dimensional perturbations” of
an outcome, as a function of both the initial outcome § and the perturbations §*. Precisely,
if we start with a strategy profile 3, and consider for each player i the cost of i if he/she
unilaterally deviates to his/her strategy in profile 5%, then the sum of all such costs is
upper-bounded jointly using costs § and §*.

To make sense out of this condition, we next show how a smoothness argument implies
price of anarchy bounds, in a canonical way. More specifically, we claim that if a game is
(A, )-smooth, with A > 0 and p < 1, then each of its pure Nash equilibria § has cost at
most 1%” times that of an optimal solution §*. The formal proof of the claim follows.

Proof.
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Clearly, the first inequality arises from the equation by applying the Nash equilibrium
condition, once to each player ¢ with the hypothetical deviation s;. The second inequality
follows from the definition of smooth games in 3.1. Now, by rearranging it follows that
C(5) < $2,C(3). O

It is useful now to make some remarks before we continue. First, the above proof
uses the Nash equilibrium hypothesis, but only to justify why each player i selects his/her
strategy s; rather than his/her strategy s;* in the optimal outcome. Second, definition
3.1 is sufficient for the last line of this proof, but it insists on more than what is needed; it
demands that the inequality holds for every outcome s and not only for Nash equilibria.
This is the basic reason why smoothness arguments imply worst-case bounds beyond the
set of pure Nash equilibria.

We say that a price of anarchy bound is robust, if it is the best upper bound provable
via a smoothness argument.

Definition 5 (Robust price of anarchy). The robust price of anarchy of a cost-minimization
game 18

znf{% : (A, ) such that the game is (X, ) — smooth}.
—p

Smoothness arguments are a class of upper bound proofs for the POA of pure Nash
equilibria that are confined to use the equilibrium hypothesis in a minimal way. Thus,
if we care only about the price of anarchy of pure Nash equilibria, then we are free to
establish an upper bound using any argument that we please.

On the other hand, we can make some relaxations on the definition 3.1 that will allow
us compute more robust bounds for some games. Precisely, we define the framework
of local smoothness, which provides a sufficient condition for a game to have a bounded
price of anarchy. This framework refines the smoothness paradigm for games with convex
strategy sets, by requiring the inequality to hold only for nearby pairs of outcomes, rather
than for all pairs of outcomes. Next, we define the local smooth games as follows.

Definition 6 (Local Smooth Games). A cost-minimization game is locally (X, p)-smooth
with respect to the outcome §* if for every outcome §,

N

Y l6i(8) + vici(3)" (57 = 50)] < AC(5) + pC(3) (3.2)
1=1

where 7;¢i(§) denotes the gradient of ¢; with respect to s;.

Comparing the equations 3.1 and 3.2, it becomes crystal clear that the rough intuition
behind local smoothness is to require the constraint 3.1 only for outcomes §* that are
arbitrarily close to §. Since dropping constraints increases the set of feasible values for A
and pu, this idea has the potential to yield improved upper bounds on price of anarchy.

Since the smoothness theory is very general, there is a wide range of applicability.
Next, in order to illustrate how smoothness arguments work, we examine in depth an
example on congestion games with affine cost functions. The price of anarchy in such
games was first studied by Awerbuch and al. [6] and Christodoulou and Koutsoupias [20].

Example 3.4.1 (Congestion Games with Affine Cost Functions). Congestion games are
a class of strategic games first proposed by Rosenthal [77]. In such games we define a set
of N players and a set of resources E. Players choose strategies with their strategies sets
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being S1, 52, ..., S C 2F. For each element e € E, there is a cost function c. : Z — R. We
assume that every cost function is affine, meaning that c.(x) = aex+be, ae,be > 0 Ve € E.

To illustrate congestion games better, consider a traffic network, where E is the edge
set of the network and the strategies of a player correspond to paths between its source and
sink vertices. Given a strategy profile § = (s1, S2,...SN), with s; € S; for each i, we say
that x. = |{i : e € s;}| is the load induced on e by §. In other words, x. is the number
of players that use e in 5. The cost to player i is defined as ¢; = Zeesz, ce(we). Thus, the
objective function of the game is defined as follows.

5‘) ZCZE’) Zce I’e

ecE

We claim that every congestion game with affine costs is (%, %)—smooth and hence has
a robust price of anarchy of at most 5/2.

Proof. We begin our proof with an inequality noticed by Christodoulou and Koutsou-
pias [20]:
y(z+1) < §y2 + 122
-3 3
Thus, for all a,b > 0 and non-negative integers y, z, the following inequalities hold.

) 1
ay(z+1) < ag + CLgZQ (3.3)
) 1
by < b=+ b= 4
ySbg+boz (3.4)
and thus . .
ay(z+1)+by < g(ay +b)y + g(az +b)z (3.5)

Let § be a strategy profile on Nash equilibrium and s* on the optimal outcome. From
definition for each player i,

ci(3) < cisf,s) Y (Celwe + 1)) = > (ac(we + 1) +be)

e€S; e€S;

since the number of players using e in the outcome (s}, s_;) is at most one more than that
in §. Therefore, summing up all for all ¢,

Zci(é’) < ZCi(SQ‘k’Sff) (3.6)
<D0 (eelwe +1) (3.7)

i e€S;

= (ce(we + 1)a}) (3.8)
eeE

= Z(ae(xe + 1) + be)x (3.9)
eck

<Z (aex} + be) :L“e*JrZ (aee + be)xe (3.10)
eeE eGE
O 1

= 2C(5") + =C(3) (3.11)

3 3



38 Chapter 3. Smooth Games and the Price of Anarchy

where 3.11 follows from 3.5, with 2} and z. playing the roles of y and z respectively. This
proof implies that every congestion game with affine cost functions has an upper bound of
% on the price of anarchy of pure Nash equilibria. This fact was first proved independently

in [20] and [6], along with matching worst-case lower bounds. O

Despite the above analysis, we have discussed so far a number of reasons why pure
Nash equilibria might not occur. Precisely, the players might be playing a game in which
computing a pure Nash equilibrium is a computationally intractable problem [32], or even
worse, a game in which a pure Nash equilibrium does not even exist. These restrictions
motivate worst-case performance bounds that apply to as wide a range of outcomes as
possible, and under minimal assumptions about how players play and coordinate in a
game. This is the main topic of the next section of the chapter where we present a
theorem that extends every smoothness argument to more general equilibrium concepts.

3.5 Extensions to other equilibrium concepts

As we discussed in chapter 2, there are several reasons to study more permissive
equilibrium concepts than pure Nash equilibria. First, while there are games where no
pure Nash equilibria exist, every finite game has at least one mixed Nash equilibrium [70].
Second, while computing Nash equilibrium is a computationally intractable problem in
general [25, 31], this is not the case in the correlated equilibrium computation [43]. These
lead us to try to extend the smoothness arguments to more general equilibrium concepts.

In this section, we prove an extension theorem that claims the following; every price
of anarchy bound for pure Nash equilibria that follows from a smoothness argument,
extends automatically to the more general equilibrium concepts discussed in chapter 2,
and to the coarse-correlated equilibria - an even more general concept. The drawback
of the local smoothness arguments is that the corresponding price of anarchy extends
automatically to the correlated equilibria of a game, but not necessarily to the coarse-
correlated equilibria [79].

We begin our analysis with a brief presentation of these equilibrium concepts, in order
to recall their main properties.

mixed-Nash equilibria

A set (01,09, ..0n) of independent probability distributions over strategy sets- one per
player of a cost-minimization game- is a mized Nash equilibrium of the game if no player
can decrease its expected cost under the product distribution ¢ = g1 X 09 X ... X oy via a
unilateral deviation. In other words,

Esolci(5)] < By ino_lei(s}, 5-4)] (3.12)

Clearly, every pure Nash equilibrium is a mixed Nash equilibrium and not conversely, since
many finite games do not have pure Nash equilibrium, where a mixed-Nash equilibrium
always exist.

correlated equilibria

A correlated equilibrium [5] of a cost-minimization game G is a joint probability dis-
tribution o over the outcomes of G with the property that

Esolci(5)|si] < Eguolci(s), 5-i)]si] (3.13)
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for every ¢ and s;,s; € S;. In other words, if player i receives a suggested strategy s;,
the expected profit of the player cannot be increased by switching to a different strategy
s; € .5;.

coarse-correlated equilibria

Finally, a coarse-correlated equilibrium [69] of a cost-minimization game is a probability
distribution o over outcomes that satisfies

Ess[ci(5)] < Esoolei(s, §-i)] (3.14)

for every ¢ and s, € S;. While a correlated equilibrium protects against deviations by
a player aware of its recommended strategy, a coarse-correlated equilibrium is only con-
strained by player deviations that are independent of the sampled outcome.

We now give our extension theorem for smoothness arguments described before.

Theorem 3.5.1 (Extension Theorem). For every cost-minimization game G that is (A, p)-
smooth with respect to every outcome s* of G, for every coarse correlated equilibrium o of
G the following holds:

)\ *
Egs[C(3)] < -5 (s%) (3.15)

Proof. Let G be an (A, p)-smooth cost-minimization game, o a coarse-correlated equilib-

rium and s* an outcome of G. We write:

N

Es0[C(3)] = Eswol)_ ci(3)) (3.16)

i=1

= Z Eso[ci(5)] (3.17)

N
< D Baolei(si, 3-0) (3.18)
=1 N
= Eguo »_li(s?,5-)] (3.19)
=1
< Eso[AC(s%) + puC(3)] (320)
< AC(5) + pEs0[C(5)] (3:21)

where the equality 3.16 follows from the definition of the objective function, equalities
3.17, 3.19 and 3.21 follow from linearity of expectation, inequality 3.18 follows from the
definition of a coarse-correlated equilibrium 3.14 and inequality 3.20 follows from the
definition of smooth games. O

As a last part of this chapter, we next prove that if a game is locally (A, u)-smooth
with respect to an optimal outcome with p < 1, then the expected cost of every correlated
equilibrium (and hence every pure and mixed Nash-equilibrium) is at most ﬁ times that
of an optimal outcome.
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Theorem 3.5.2 (Extension Theorem on Local Smoothness). Let o be a correlated equi-
librium of a cost-minimization game. If the game is locally (A, p)-smooth with respect to
the outcome 5%, then

A *
Ez o [C(3)] < EC(S ) (3.22)

Proof. In the first part of the proof, lets assume that
Eso[vici(s)T (st — si)] > 0, Vi. (3.23)
Bearing this in mind, we can complete the proof as follows.
Eg.s[C(5)]
N
<Y Esoolei(d) + vici(s)T (5] — s1)] (3.24)
i=1
< By [AC(5") + pC(8)
Now, we only need to prove 3.23. For this, suppose for contradiction that
Eswolvici(s)" (s; — )] <0

We can define s, := ((1 —¢€)s; +e€s},s—;). Since stragy sets are convex, s, is a well-defined
stragy for every e between 0 and 1.
In the limit as € goes to zero, Eg ,[2(ci(se) — ci(s))] tends to Ez ,[ici(s)T (s] — ;)]
This can be explained by the convergence theorem. Precisely, since cost functions are
continuously differentiable with bounded derivatives, there is some M < oo so that for
all § € S we have [2(c;(se) — ¢i(s))| < M. Hence, limeo [ L(ci(se) — ci(s))do(3) =
J ici(s)" (sf — si)do ().
However , Eg.,[vici(s)T(sf — s;)] is strictly negative by assumption and thus there is
a sufficiently small € > 0 such that Eg ,[ci(5.)] < Es,[ci(§)] which contradicts the
assumption that o is a correlated equilibrium.

O

To recapitulate, local-smoothness arguments and smoothness arguments are applied
in a wide range of games. In the chapters 5 and 6 we use the local smoothness theory
in order to give robust price of anarchy bounds for a class of opinion formation games
introduced by Kleinberg and al. [16].



Chapter 4

Introduction to Social Networks

4.1 Modeling Social Networks

Social networks play a central role in the spread of information and the formation of
opinions. In fact, there is a nearly limitless set of situations in which people are influenced
by others such as, in the opinions they hold, the technologies they use, their political
positions, and many others. The countless ways in which people are affected by others,
make it critical to understand the process by which new ideas and new behaviors spread
through a population.

Precisely, there has been a systematic study of such processes since the second half
of the 20th Century. The initial research on this topic was empirical [80, 53, 22, 76],
however since the 1970s, economists and mathematical sociologists such as Schelling(1978)
and Granovetter(1978), began formulating basic mathematical models for the mechanisms
by which ideas and behaviors diffuse through a population. However, while the literature
on networks has been thriving in sociology for many decades, it has emerged in economics
primarily over the past 10 to 15 years. Its explosion in computer science has been rapid
and has taken place mostly during the last decade.

As there is a variety of networks of relationships, there is no single way of modeling
social networks that encompasses all applications. Therefore, in this chapter, we present
some of the game-theoretic and algorithmic grounding of the area and discuss the basic
models. More specifically, in the section 4.2 of the chapter, we present some of the fun-
damentals of how networks are represented. This will provide us the basic background to
discuss different types of models in section 4.3 of the chapter.

4.2 Representation of Social Networks

In this section, we present some of the fundamentals of how networks are represented
and the basics for the language of networks. In other words, we focus on some repre-
sentations that serve us a useful basis for capturing the models we discuss next. This
involves basic the representation of the individuals that consist the network as well as the
representation of their personal relationships.

41
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Players

When we examine a social network, we study the interactions between selfish individ-
uals that can be either people, countries, firms or organizations. The individuals that are
involved in a social network, are represented by a set of nodes N = {1,2,...,n} and we refer

to them as ”individuals”,” players”,” vertices”, ”agents” or simply as "nodes”, depending
on the setting.

Representation of the Social Network

The canonical form of a network is an undirected graph, in which two nodes are either
connected or not connected. For such graphs it cannot be that one node is related to
another without the second being related to the first. This is a natural representation for
many social and economic relationships, such as friendships, alliances and acquaintances.
However, there are situations that are better modeled as directed networks, in witch the
relationship between two nodes is not necessarily two-way. For instance, a network that
keeps track of which web page have links to which others would naturally take the form
of a directed graph. This distinction results in some basic differences to the modeling and
analysis of the network and therefore different conclusions arise. From now on, the default
is that the network is undirected, unless it is mentioned explicitly as 'directed’.

It is also possible for the entries of the graph to take on more than two values, in order
to capture the intensity level of relationships. We refer to such graphs as weighted graphs.
Otherwise, it is standard to use the values of either 0 and 1, and in this case the graphs
are called unweighted. Next, we give a formal definition of graphs that represent networks.

Definition 7 (Graphs). A graph (N,g) consists of a set of nodes N = {1,...,n} and a
real valued matriz gnxn, where g;; represents the relation between i and j. This matriz is
often referred as an adjacency matrix, since it indicates which nodes are adjacent to one
another. In most of the cases, N is fized or given. Therefore, we often refer to g, as being
a network or a graph.

It is useful to mention that there are more general graph structures that can represent
the possibility of multiple relationships between different nodes. These graphs are some-
times referred to as a multipler networks. To fix ideas, a social network is represented in
the simple graph that follows, with the individuals being the nodes of the graph and their
personal relationship being reflected by the edges of the graph.

@\
o0
©

Figure 4.1: A simple network

Next, we define the neighborhood of an individual ¢ and the degree of a node, which
are fundamental for our further analysis.
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Definition 8 (Neighborhood). The neighborhood of a node i, is the set of nodes that i is
linked to.

Ni={j:95=1}

For instance, in the network 4.2, the neighborhood of individual 2 is the set No =
{1,3,4}.

Definition 9 (Degree). The degree of a node i is the number of links that involve this
node, which is the cardinality of the node’s neighborhood.

di = #{j : gij = 1} = #N;

It is useful to notice that in the case of a directed graph the above calculation is the node’s
in-degree.

Now, we are able to discuss about very basic models of decision-making by individuals.

4.3 Models of Network Formation

We will consider specifically on how new behaviors, practices, opinions, conventions,
and technologies spread from person to person through a social network, as people influence
their friends to adopt new ideas. Our understanding of how this process works is built on
a long history of empirical work in sociology known as the diffusion of innovations [22,
76, 83].

Precisely, given the role of social networks in the formation of opinions and beliefs, and
the subsequent shaping of behaviors, it is critical that we have a thorough understanding
of how the structure of such networks affects learning and the diffusion of information. So
far, various models have been proposed and in this chapter we explore two different types
of models. The first is a Bayesian learning model, in which individuals observe actions
and results experienced by their neighbors and process the information in a sophisticated
manner. Such models provide information about whether individuals in a society come
to hold a common belief or remain divided in opinions. The second model is based on
a form of updating, in which individuals exchange information with their neighbors over
time and then update their opinions by taking a weighted average of what they hear. This
type of models is quite tractable and allows us to incorporate rich network structures and
develop a deep perspective on how quickly individuals learn and whether initially diverse
information scattered through the society can reach a consensus. There is an active line
of recent work that considers processes by which a group of people in a social network can
arrive at a shared opinion through a form of repeated averaging [29, 3, 51, 46].

For further background on social networks, a great many surveys are available. These
sources include the general-interest books by Watts [96], Barabasi [11], and Gladwell [45];
the more technical books of Wasserman and Faust [94], Scott [81], Buchanan [17], Doro-
govtsev and Mendes [95] and Watts [96]; and survey articles by Newman [72, 73], Albert
and Barabasi [4], Strogatz [84] and Dorogovtsev and Mendes [30].

Bayesian Learning

The main idea behind Bayesian learning models is that an individual who is doing
significantly worse than a neighbor must realize this over time and change his strategy in
order to do as well as his neighbor. Thus, all connected neighbors must end up with the
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same limiting payoffs. It can be clearly seen that there are situations where a cascade is
developed. This happens when people abandon their own information in favor of inferences
based on earlier people’s actions. This terminology comes from the work of Banerjee [10]
as well as from work by Bikhchandani, Hirshleifer, and Welch [15, 98].

Before we continue, it is useful to remark some interesting observations. First, although
individuals may end up with the same limiting payoffs, this does not imply that they all
learn to take the best possible action. Furthermore, individuals in a cascade are imitating
the behavior of others, but it is not mindless imitation. Rather, it is the result of drawing
rational inferences from limited information.

The following learning setting is based on that studied by Bala and Goyal [8]. There
are n individuals connected in an undirected social network. In each period ¢ € {1,2,...},
the individuals simultaneously choose among a finite set of actions. The payoffs to the
actions are random and the individuals are all faced with the same set of possible actions.
They have the same preferences and face the same form of uncertainty about the actions.
At each time step, each individual observes not only his/her outcome, but also his/her
neighbors’ choices and outcomes.

To illustrate this better, consider a two choices setting, let’s say A and B and suppose
that A results in a payoff of 1 per period, whereas B pays 2 with probability p and 0
with probability 1 — p. An individual is willing to maximize the expected sum of discount

payofis,
Z 5t7rit]
t

where § € (0,1) is a discount parameter and 7;; is the payoff that i receives at time t.
Clearly, if p > % then every individual would prefer to choose B, while if p < % every
individual would prefer to choose A. However, p is unknown to the individuals and can
take on a finite set of values p € {p1, ..., px}. Let individual ¢ begin with a prior pu; over this
set, such that u;(pg) is the probability that 4 initially assigns to py being the probability

that action B pays 2.

E

The learning in such an environment can be quite complicated. For instance, seeing
that a neighbor chooses an action B might indicate that the individual’s neighbors have
had good outcomes from B in the past. Thus, beyond simply seeing actions and outcomes,
an individual can make inferences about outcomes of indirect neighbors by observing the
action choices of neighbors. Such full Bayesian learning is explored in the context of
three link networks [19, 41|, but quickly becomes intractable in larger networks. Instead,
Bala and Goyal [9] examined a limited form of Bayesian updating, where individuals only
process the information from actions and outcomes and ignore any indirect information
that might be gleaned from the action sequences of neighbors.

In this version of the model, observing a 0 or 2 must obviously indicate that an individ-
ual took action B and a payoff of 1 indicates that the individual took action A. However,
Bala and Goyal [9] proved that with probability 1, there is a certain time after which all
individuals settle down to play the same action. Note that this does not imply that the
individuals will eventually choose the action with the higher payoff - this depends on the
prior and chance.

Before closing our discussion about Bayesian learning it is interesting to present the
following variation. Acemoglu and al. [1] extended the framework to consider a social
network environment in which individuals have stochastic neighborhoods. Their main
result is that asymptotic learning occurs even with bounded beliefs for stochastic topologies
such that there is an infinitely growing subset of agents who are probabilistically ”well
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informed” with respect to whom the rest of the agents have expanding observations.

The DeGroot Model

In a network context, DeGroot [28] provides the most influential non-Bayesian frame-
work; individuals observe signals just once and communicate with each other and update
their beliefs via a weighted and possibly directed trust matrix.

In the DeGroot model each individual starts with p;(0) lying in the interval [0, 1].
Precisely, we write an initial n-dimensional vector of probabilities p(0) = (p1(0), ..., pn(0)),
where each p; can be thought of as the probability that the individual might engage in a
given activity, vote for a specific party and many others. We let T be a matrix indicating
the interaction patterns, where every individual updates his/her belief as a weighted sum
of the beliefs. Clearly, T' is a (row) stochastic matrix, where the entry T;; represents the
weight or trust that an individual ¢ places on individual’s j belief. Therefore, believes’
updates correspond to the following formula.

p(t) = Tp(t — 1) = T*p(0)

It can be clearly seen that we have a Markov chain here defined by T". Thus, the following
theorem holds as a result of Markov chain theory.

Theorem 4.3.1. T converges for every initial conditions if and only if every set of nodes
that is strongly connected and closed is aperiodic.

However, while convergence is a useful property, it does not imply that a consensus
is reached. We say that a group of individuals N reaches a consensus under 7" for initial
belief vector p(0) if limy_,o0 pi(t) = limy—oo pj(t) for all 4,5 € N. The following result
indicates that convergence is to a consensus.

Theorem 4.3.2. Under T, any strongly connected and closed group of agents reaches a
consensus for every initial vector of beliefs if and only if it is aperiodic.

Next, we present a simple example to fix ideas.

Example 4.3.1 (Updates in the DeGroot Model). Suppose that there are three individuals
with their initial vector of beliefs being p(0) = (1,0,0). Let the updating matriz be the
following.

1/3 1/3 1/3
T=1|{1/2 172 0
0 1/4 3/4

The corresponding social graph looks as follows.

Clearly, individual 1 puts equal weight (1/3 each) on individuals 2 and 3 when form-
ing his/her belief. Individual 2 weights his/her own belief slightly more, but completely
discounts individual 3. Individual 3 meanwhile, puts the most weight/trust in his/her own
belief (3/4) and then puts a weight of 1/4 on individual 2. Thus,

1/3 1/3 1/3\ (1 1/3
p()=Tp(0)=[1/2 172 0 ||o]|=[1/2
0 1/4 3/4) \o 0
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12
£

1/3 1/4

1/3

Figure 4.2: Degroot

1/3 1/3 1/3 1/3 5/8
p(2)=Tp(l)=[(1/2 1/2 0 1/2 | =|5/12
0 1/4 3/4 0 1/8
And iteratively,
3/11
p(t) = Tp(t — 1) = T*p(0) — | 3/11
3/11

Based on the DeGroot model, many variations have been studied in the literature of
social networks. Next, we finish our discussion about the DeGroot model by presenting
some variations of it. Precisely, DeMarzo, Vayanos and Zwiebel [29] examine a variation of
the Degroot model where an individual might place more (or less) weight on his/her own
belief over time. This is related to a variation of the DeGroot’s model of Chatterjee and
Seneta [18]. Furthermore, there have been examined several models in which updating
always mixes in some weight on an individual’s initial beliefs. These have been studied
from Friedkin and Johnsen [36] and Kleinberg and al. [16]. It is useful to notice that in such
models consensus may never be reached. Last but not least, Krause [56] and Hegselmann
and Krause [49] introduced variations of the DeGroot model in which an individual pays
attention only to other individuals whose beliefs do not differ much from his own.

So far, we discussed about social networks and several concepts on algorithmic game
theory. In the next chapter we analyze in depth several properties of the variation of the
DeGroot model that introduced by Kleinberg and al. [16]. Finally, in the last chapter of
this thesis, we propose and analyze a generalization of this model that extends the setting
in many dimensions.
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Kleinberg-Bindel Model

5.1 Introduction

When people are connected to a network, it becomes possible for them to influence
each others’ behavior and opinion. For example, a discussion with friends can influence
someone’s opinion on which movies to see, on a possible holiday destination or even on
the political situation of the country.

Since the early 40’s, understanding such interactions and predicting how specific opin-
ions spread throughout social networks has triggered vast research by economists, soci-
ologist, psychologies and physicists [80, 53, 22, 76]. However, algorithmic game theory
provides a natural framework for modeling such interactions between individuals and the
networks they generate.

In this direction, in order to study how consensus is formed when individual opinions
are updated, using the average of the neighborhood, DeGroot [28] introduced the following
model. A set of individuals are connected by a social network. Each individual has a prior
belief on a subject that he/she updates over time by averaging his/her opinion and his/her
neighbors’ opinions. DeGroot’s model triggered much research in the opinion formation
games, although it is very naive in the representation of individuals’ interactions. More
precisely, despite the influention of others, people tend to be more persistent to their initial
opinion. Furthermore, they tend to evaluate others’ opinions, being more influenced by
people they appreciate or people they are closer with. These two remarks have been
incorporated in the model introduced by Kleinberg and al. [16]. This model is a variation
of DeGroot’s model and can be described as follows.

In Kleinberg’s model, individuals (represented by nodes) are connected in a weighted
undirected graph G(V, E), as it is assumed that the relationships between two individuals
are symmetric. The neighbors of an individual are the persons he/she interacts with, while
the extent of a neighbor’s influence is reflected by the edge weight w; ; = w; ;. In contrast
to the DeGroot model, each individual ¢, holds a persistent internal opinion equal to a
real number s;, which might for example represent a position on a political spectrum, or a
probability that i assigns to a certain belief. In addition to his/her internal opinion, each
individual holds an external expressed opinion z;, that he/she updates at each time step,
influenced by his/her neighbor’s external opinions and his/her initial internal opinion.

This behavior can be expressed by a cost function that each individual holds and tries
to minimize. In other words, an individual is continually prepared to improve his/her
personal cost in response to changes made by his/her neighbors. Quantifying the above,
an individual updates his/her external opinion z; at each time step, in order to minimize

47



48 Chapter 5. Kleinberg-Bindel Model

the following quadratic function:

C; = (Zi — Si)2 + Z Wi, 5 (ZZ' — Zj)2
JEN (@)

As a result, each individual updates each of his/her opinions to the average:

B 5i > jeNG) WijZ

L+ jeni Wis 1+ 2 ene) Wiy
We refer to this process as best response dynamics, as each individual’s updates are based
on his/her best response to the current situation.

In the next paragraphs of this chapter, we analyze in depth the properties of this
model; In section 5.2 we examine whether an equilibrium exists for the multi-dimensional
opinion formation game. The positive results produce some further questions about the
characterization, the convergence time and the optimality of the equilibrium which are
discussed in the sections 5.3, 5.4 and 5.5 respectively.

Zq

5.2 Existence of a Nash Equilibrium

We are particularly interested in stable solutions, where the best response of each agent
is to stay put. Thus, a very natural question rises from the above: Does this process of
repeating updates ever stops? In chapter 2, we defined the Nash Equilibrium as a situation
where no individual has an incentive to deviate. However, as described above, individuals
act selfishly in order to minimize their personal cost, so there is no evidence that these
updates end up to an equilibrium.

Moreover, as the repeating updates of an individual’s opinion affect society, it is useful
now to remind the definition of social optimum as introduced in 2.5.2. We say then, that
a solution is social optimum if it minimizes the total cost to all individuals. One could
understand this solution as if there was a supervisor who views all agents as equals and
thus evaluates the quality of the solution by summing up their personal costs.

At this point, one could easily understand that there is no proof that an equilibrium
on our game even exists. Hence, in the rest of this section we focus on a proof of an
equilibrium existence.

As the optimal solution for our game is the one that minimizes the total cost to all
individuals, it would be ideal if we could prove that the social optimum is a stable state
for our game. Unfortunately, as the following example illustrates, social optimum could
be an unstable solution for the opinion formation game.

Example 5.2.1. Consider the simple instance of a two node path, as seen in the figure
below, in which the individuals have internal opinions 0 and 1 respectively and the weight of
their connecting edge is % One can easily prove that social optimum is SC(y) = %, which
18 minimized by the following vector of opinions: ¥ = (%, %) However, both individuals
would deviate from these opinions, as they do not minimize individuals’ personal costs.
1/2 L 1/2
0 —— 1 3

2
3
(a) internal opinions (b) optimal solution

Figure 5.1: A two-node example
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The previous example illustrates that the Nash Equilibrium, if exists, could be worse
than the social optimum solution. Thus, we must not confuse the social optimum with
the global minimum of the game, as social optimum does not necessarily decrease when an
individual updates his/her opinion. The next step then, is to try to formulate a function
that strictly decreases when an individual reduces his/her personal cost.

In chapter 2, we discussed about potential games, where the incentive of all players to
change their strategy can be expressed using a single global function called the potential
function. In potential games, the existence of a Pure Nash Equilibrium is reduced to the
existence of a local minimum of the potential function. According to the above analysis,
our intuition suggests that the potential function should have the following property:

e If an individual i reduces his cost by ¢; — ¢}, the same reduction should be made in
the value of the potential function.

Following this property, we calculate formally the potential function of our game.

Theorem 5.2.1. The opinion formation game described above, is potential with the fol-
lowing potential function:

P=> (z—s)+>_ Y. ww — 2)?
) i JEN(7)

Proof. If P is the potential function, since the incentives of all players are mapped into
one function the following must be applied:

OP(zi,2—;) B 0c(z)
azi - 825

=2z —28; + Z 2w,~7j(zi — Zj),Vi eV

JEN(7)
For the rest of the proof, we consider the complete graph, where w;; = 0 if nodes 7 and j
are not linked in the initial graph. Then, for ¢ =1,

oP -
OP(z1,2-1) _ 221 — 281 + Zle,j(Zl —zj) =
0z1 i
J#1
P(z1,2-1) = 212 — 22151 + Z 2wy (21 = 2j) + C(z-1) o
J#1
Furthermore: P
M =229 — 259 + Z 2w2,j(22 — %)) (5:2)
0z J#2

y (5.1),(5.2), it is implied that
C(Z_l) = 222 — 22989 + Z wgu-(z% — 2Z22’j) + C(z_{m})
J#1,2
And by iterating this process Vi € V', we have

P(zi,z—;) = Z( — 22;8;) +ZZ —wj j (2 z~)2+C

i i jFL

=Y | Gi—s)?—s"+ > (2 +C

i JEN(3)
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For C =Y, s;%,

i t JEN(

1
P(ZZ', Z—i) = Z(Zl — Si)Q + Z Z 5’[1)7;7]'(2’2' — Zj)2
)
Which is a potential function, since Vi € V,

P(zi,z—) — P(2},2—i) = (2 — si)Q + Z (z — zj)2

O]

At this point, we have proven that our game is potential and as we already pointed out,
the set of minimizers of the potential function refines the set of Nash equilibria. But can
this set be empty for the opinion formation game? The potential function we computed
before, is a continuous and bounded function. Thus, a global minimum exists and our
game has at least one Nash Equilibrium. Furthermore, one can easily prove that it is also
a convex function and thus there are no local minima for the opinion formation game.

Corollary 5.2.1. The opinion formation game has a unique Pure Nash Equilibrium.

5.3 Characterization of the Equilibrium

As proven in the previous section, the opinion formation game has a unique pure Nash
Equilibrium to which it converges. However, beyond knowing whether individuals’ opin-
ions converge to a stable solution, we are interested in characterizing the stable solution.
In fact, we want to ascertain how each individual in the social network influences the equi-
librium solution, as well as how his/her opinion in the stable state is affected by previous
external opinions of his/her neighbors.

This context has been examined in depth by Ghaderi and al. [42]. Regarding the
simple version of the Degroot model [28], where the individuals do not persist to their
initial opinions, dynamics converge to consensus and the convergence issues are already
well understood in the context of consensus and distributed averaging [75, 52, 33, 62, 85,
58, 90, 91].

Before examining the equilibrium state formally, lets figure out the properties of such
a stable solution. First, our intuition suggests that the equilibrium state is influenced
by the weights that individuals put one another. To illustrate this, consider the trivial
example where each individual puts zero weights on his/her neighbors’ opinions. In this
case, the game is always in a stable state, as individuals have no incentive to deviate from
their initial internal opinions. At the other side of the spectrum, as we already discussed,
if individuals do not put any weight on their initial opinions, they will finally reach a
consensus from which no one will want to deviate. By this, we understand that the more
weight the individuals put each other and to their initial opinions, the more non-trivial is
the convergence to a stable solution. Next we prove this intuition formally.

At this point we remind that an individual ¢ updates his/her opinion to the average:
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B 5 > jeNG) WijZ
1+ ZjeN(i) wij 1+ ZjEN(z‘) Wi, j

2

For the rest of the proof, in order to have a global aspect of the network, we will write the
opinions in a matrix form. For this, we define a matrix A, «,, such that:

Aij = 14> jen ) Wi V(i,j) € E
0 otherwise

One can easily verify that matrix A, «,, is an irreducible sub-stochastic matrix with the
row-sum of the elements of each row being less than one.

Furthermore, we define a matrix By, «, as follows:
1 ep e s
R SR o
Bij = { MFient) Wi ==
0 if i j
Thus, we can write the individual opinions in a matrix form:
Z(t+1) = AZ(t) + BS (5.3)

And by iterating the above equation, arises the following formula:
Zt+1)=A'5+) A*Bs

One can keep track on the equilibrium in which the game converge, by increasing the
above formula to its limit as ¢ — oco. The results are described in the following theorem.

Theorem 5.3.1. The pure Nash Equilibrium of the opinion formation game is:

[e.e]
Z(oo) =) A"Bi=(I—-A)"'Bs
k=0

Proof. Let p1(A) = max;|\;(A)| denote the spectral radius of A. By the Peron-Ferobenius
theorem, the largest eigenvalue of A should be real 1 > A; > 0 and p;(A) = A\;. Hence,
lim; oo A® =0 and

Zoo) =) A"Bi=(I+A'+.)Bs= (- A)'Bs
k=0

O

However, the above form does not give any insight on how the equilibrium depends
on the graph structure. Therefore, next we describe the equilibrium in terms of explicit
quantities that depend on the graph structure. For this, we define the graph G (V, E) as
follows: on the initial graph G(V, E), we connect a new vertex v; to each i € V with a
weight of 1, corresponding to the internal opinion of i.
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As a result, G(V, E) is an undirected weighted graph with weights
wij, V(i,7) € E and w;u, = 1, Y(i,u;) € E\ E

Next, we define w; = Z(ij) ¢ Wi,; as the weighted degree of node i. By this, we have

w; = PG epWiyT1 ifie Y
1 ificV\V
Lets consider now the random walk Y (¢) over G where the probability of transition from

vertex i to vertex j is P;; = 2. Assuming that the walk starts from some initial vertex

k3

Y (0) =i € V, we define 7; as the first hitting time to vertex j, for any j € V. Next
follows a theorem that presents a different aspect from the one discussed above for the
equilibrium state that the opinion formation game converges.

Theorem 5.3.2. Based on the random walk over the graph G’, the equiltbrium state where
the opinion formation game ends is:

zi(00) = Y Pi(r =7y;) X §

jev

for alli € V, where Pi(t = Tk),Ak € V\V, is the probability that the random walk hits
vertez k first among vertices in V' \ 'V, given that the random walk starts from i.

This theorem offers a very simple perspective of the network, as it treats an individual’s
internal opinion like an additional neighbor. Thus, if an individual ¢ puts more weight
to his/her internal opinion, the probability to hit first the corresponding u; node is very
high. Furthermore, the more weight an individual ¢ puts on a neighbor j, the higher the
probability hitting first the corresponding u; node. Next, we construct a proof for the
above.

Proof. The transition probability matrix of the random walk defined above is given by
P — <An><n B’an)
Lysxn 0
Apparently, when the walk reaches wu;, it returns to its corresponding individual ¢ with
probability 1. Nonzero elements of A correspond to transitions between vertices of V.
Elements of B correspond to transitions from an individual to his/her corresponding ;.
For each vertex i € V, let Fi; = P;(T = 7,,) be the probability that the random walk hits

u; first, among vertices, given that the random walk starts from i. Then, we can write
the following recursive formula for F;; probabilities:

Fi; = B;; + Z AirFi;
keV

Hence, writing the above in a matrix form,
F=B+AF — F=(I-A"'B

and the equilibrium at each node ¢ € V is a convex combination of initial opinions of

individuals, where z;(c0) = >y Fijs;. O
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5.4 Convergence time

Until now, we have proven that the opinion formation game has a unique Nash Equi-
librium given by the following formula:

oo
Z(o0) =Y A*B§=(I-A)'B§
k=0
However, while eventual convergence to the equilibrium is important, it is also important
to know how quickly individuals reach this stable solution. In other words, we need to
answer the following question: How many rounds of opinion updates are needed in order
to reach the equilibrium?

At this point, there is no evidence that the opinion formation game converges in a
reasonable time. In fact, we know that the potential function decreases with a decrease in
an individual’s personal cost, but when individuals update their opinions simultaneously
the potential function does not necessarily decrease. In the rest of this section, we will
examine how quickly do the individuals reach the equilibrium, by using elements of Linear
Algebra.

First, in order to develop the basic intuitions and begin quantifying the speed of
convergence, it is useful to start with the case of two individuals, as that is particularly
transparent and actually provides the basis for a general analysis. Our intuition suggests
that the speed of the convergence depends on the weight they put each other. An abstract
proof for this observation is that, the more heavy is their link, the more they try to fit
their opinions closer at each time step, so the convergence will be fast. Conversely, if each
individual pays little attention to the other, the other’s updates will occur slight changes
to his/her opinion and the convergence will be relatively slower.

To develop these ideas more formally, we need to know how the vector of opinions
Z(t), differ from the opinions in stable time Z(co), at each time step t. For this let
é(t) = Z(t) — Z(c0) be the error vector. Confirming our previous observations, the error
vector depends only from array A as e(t) = Ae(t — 1).

Proof. From the definition of e(t), we have:
t—1 00
e(t)=A's+> A*Bs— )" A*Bs
k=0 k=0

= AFg— i AkBg

k=t

= A5~ ) A"B3)
k=0

= Ae(t—1)

Now, in the case of two connected individuals the array A has the following form:

0 L
A — wi 1"1‘61)27
1+w¢j

In order to see how A? evolves over time, it is useful to rewrite A using what is known as its
diagonal decomposition. Since A is symmetric, its eigenvalues are real, it is diagonalizable,
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and the sets of right and left eigenvectors are the same. Let u be the matrix of left-hand
eigenvectors of A and A be the diagonal matrix with the eigenvalues of A on its diagonal.
Thus, we know that

uA = Au

Furthermore, as we know the matrix u~! is the right-hand eigenvector of A. Thus, we
also have the following:
Aut =y A

and finally we can write A on its diagonal decomposition
A=u"tAu
It follows that the powers of A can be written as:
A? = u AuuAu = v A
A% = Auu A% = A3

and generally
At = u A .

So the convergence of A and thus the convergence of the two-individuals formation game,
is directly related to the convergence of A.

The above analysis helps us develop an intuition for the converge on more complex
networks where multiple individuals exist and prove the main theorem of this section.

Let # = [% : 4 € V]T for the weights w; and Z be the normalizing constant such that

> icy Ti = 1. Then the following theorem exists.

Theorem 5.4.1. For the error vector the following inequality exists:
le®)llz < (Aa)lle(0)]1z

where Ay is the largest eigenvalue of A.

Proof. From the previous analysis, we know that for the error vector holds the following
equation:
e(t) = Ae(t —1)

Consider the transition probability matrix of the random walk we defined previously on

this chapter.
A B
P — nxn an>
<In><n 0

By definition of reversibility, one can easily check that the pair (P,7) is reversible, as:
m(i) Py = m(j) Py

This implies in particular, that (i), is a stationary distribution of P, the unique one as
P is irreducible.
Furthermore, the following equation also holds Vi,5 € V:

m(i)Aij = 7(J)Aji
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Then, by minor abuse of terminology, we would also call A reversible with respect to the
distribution 7 = [ : i € V]7, where m(A) is the normalization constant. We can also
express the reversibility of A, by saying that:

A* = D2AD" 3

is a symmetric matrix, where D is the diagonal matrix with elements of 7 = [;(“Ig) eVt
as diagonal entries, D = diag{m(1),7(2),..}.

Since A* is symmetric, its eigenvalues are real, it is diagonalizable, and the sets of
right and left eigenvectors are the same.

We now introduce norms on R™ that are linked to the stationary distribution. Let
I2(7) be the real vector space R™ endowed with the scalar product:

(@, y)e = (i)y(i)m(i)
and the corresponding norm

llallx = w(i)*n(i)
i
Choosing a set of right (and therefore left) eigenvectors of A*) wy,ws, ..., w,, we have an
orthonormal basis in R". Defining u and v as follows:

_1 1
w=D"2y and w = D2v

we have
u = Dv

The matrices A and A* have the same eigenvalues, and moreover, v is a right eigenvector
of A and u a left eigenvector of A. Orthonormality of w;’s is with respect to the usual
Euclidean Norm and is equivalent to orthonormality in I?(7) of {vy,vs,..v,}. That is:

<’UZ', ’Uj>7r = (Sij
Following the same argument:
(ui, uj) 1 = 0ij
s
Using {v1,v2,...v,} as a basis for R" , every vector in R" can be written as & = ), a;v;

and taking the scalar product in [?(7) with v; gives (z,v;)r = a;.
Thus, we can write:

As A’UZ' = )\i'Uz‘,

Z )\ Uz 7V

This rate will be governed by the largest eigenvalue, as the others will converge more
quickly:

llett +1)IF = ZAQ 2llvil 2
:Z)\%et
i

<X Z(t?(t) vi)%
= Nalle()1z
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Thus,
et + DIz < Aalle®)]|z

and
le()]]z < Xylle(0)]|

O

It is useful to remind at this point that as A is a substochastic matrix, |A4| < 1. In
order to define the time that the opinion formation game converges, we fix a bound v
arbitrarily close to 0. When the value of the error vector is at most equal to v, we say
that the game is converged.

More formally, the convergence time is defined as 7(v) = inf{t > 0: ||é(t)||z < v} for
some fixed v. Thus, by the previous theorem we have:

<

I 7(V) 1
(1—)\A 1> = log(TEOI=/%) = T=a

and as n grows 7(v) = O (ﬁ)

Corollary 5.4.1. The convergence time on the opinion formation game is (v) = © (ﬁ)

where Ay is the largest eigenvalue of A.

5.5 Bounding the Price of Anarchy

The previous sections of the chapter wrap up certain aspects of the problem very
neatly, although we did not estimate yet how ”good” is the equilibrium that the game
converges. As we have seen by now, in the opinion formation game a set of individuals
explore the ”landscape” of solutions in order to minimize their personal costs, until they
reach the global minimum, the unique Nash equilibrium of the game.

However, the updates on individuals’ opinions do not necessarily improve the social
welfare. As example 6.1.1 illustrated, the Nash Equilibrium total cost can be worse than
that of the social optimum. But how much worse?

In chapter 3, we defined the Price of Anarchy to be the ratio of the cost of the best
Nash Equilibrium solution to the cost of the social optimum. This quantity reflects the
blow-up in cost that we incur due to the requirement that our solution must be stable
in the face of the individuals’ self-interested behaviors. In the rest of the chapter we try
to quantify the loss of efficiency resulting from selfish and uncoordinated behavior of the
individuals.

Since we proved that the opinion formation game is potential, one could propose the
comparison between the potential function of the game and the social optimum in order
to measure the Price of Anarchy. More precisely, as the potential function differs from
the social cost function, their minima will be different. Next, we present a simple upper
bound of 2 on the Price of Anarchy based on these observations.

Theorem 5.5.1. On the opinion formation game, PoA < 2.

Proof. If we define & as the vector of opinions in the Nash Equilibrium and ¥ as the vector
of the opinions in the social optimum solution, we can write the following bound for PoA:
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O]

In order to find more robust bounds of the Price of Anarchy, next we use a novel ”local
smoothness” proof framework that we discussed in 3.4, as developed by Roughgarden and
al. [79]. Roughly, smoothness controls the cost of a set of ”one-dimensional perturbations”
of an outcome, as a function of both the initial outcome and the perturbations. Intuitively,
the opinion formation game is smooth if the objective function value of the pure Nash
equilibrium Z can be bounded using the following minimal recipe:

1. Let 0 be the social optimum outcome of the game

2. Invoke the Nash equilibrium hypothesis once per individual, to derive that each
individual 7’s cost in the Nash equilibrium 2’ is at most as high as if he played o;
instead.

3. Use the inequalities of the previous step, to prove that the objective function value
of Z'is at least some fraction of that of 0.

The local smoothness technique requires the inequalities only for nearby pairs of outcomes,
rather than for all pairs of outcomes. Thus, to show that the game is (A, u)-smooth, we
need to prove that for a fixed profile 0, the following inequality holds :

3 cilzin 7o) + (0 — zi)‘aci(gi;i) < AC(8) + pC(3) (5.4)
=% v

At this point we remind that if a cost minimization game is (A, u)-smooth with respect

to an outcome 0, every pure-strategy Nash equilibrium Z" has objective function value at

most ﬁ times that of o.

We now instantiate the local smoothness framework, proving that the opinion formation

game is (%, %)—smooth and that the Price of Anarchy is at most %

In order to use local smoothness technique, the following conditions must apply:
1. Every individual’s opinion is a real number (Vi € V, z; € R).

2. The individual cost functions must be continuously differentiable.

These two requirements are satisfied in our game. To show that the game is (%, %)—smooth,
we need to prove that for a fixed profile 0, the following inequality holds.

etz + (o - 2 2D g Lo (5.5)
i€V “
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Proof. In order to prove the inequality 5.5, we have to show that for every i € V the
following holds.

(zi — Si)2 + Z Wy j (z — Zj)2 + (0; — ZZ) (22’@ — 28,‘) + Z 2'[1},']‘(21' — Zj) <
jEN(i iEN(i
JEN() JEN() (5.6)
3 1
1 (0; — si)* + Z w; j (05 — o]‘)2 + 3 (zi — i) + Z w; j (2 — Zj)2
JEN(3) JEN(3)
Thus, we have to prove the following two inequalities:
(2 — 53)° + (05 — 2) (22 — 28;) < 2(0z 53)2 4 = (2 — 51)* (5.7)
and
Z w; j(zi — 2)* + (0; — 2) Z 2w;j(z — z5) <
JEN(4) JEN(3)
3 ) ) (5.8)
a1 wij(0i — 05)" + 5 Z wi;(z — zj)
JEN(4) JEN(@)

5.7 inequality

Let x = (z; — s;) and y = (0; — z;). Then we can write inequality 5.7 as follows:

3 1
x2+(y—x)x2x§1y2+§x2 ==

3 1
2?2 + 2zy — 227 < 1y2 + §x2 =

3 4
2zy < ZyQ .

3
V3 2
(Ty + %1‘)2 >0

which is true for every = = (2; — s;),y = (0; — ;) € R

5.8 inequality
In this direction, for the 5.8 inequality, we have to prove that Vj € N (i),

3 1

wij (2 = 25)" + (0i = 2)wig2(zi — 2) < Jwij0i = 05)" + 3wij (2 = z)?
Let x = (z; — 2;) and y = (0; —0;). Furthermore, observing the initial equation we want to
prove, one can notice the following: for every pair of (i, j) € F, there will be the following
expressions:

2(0i — zi)wij(zi — 2j)
and

2(0j — zj)wij(zj — z)
because of the cost functions ¢; and ¢;. Hence, by transforming the above, we have the

following expressions for every pair of (i,j) € E: (% — % — 2 + 3)2w;j(z — zj) and
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(3 =% =3+ 3)2wi;(2 — 2).
Therefore, we have to prove the following:

2, Y- 3 9 2
Z_ "9 e
x° + _4y +3£L“
3 1
x2+yx—:c2§1y2+§a:2
1 V3
—=z+—y)* >0
(\/g 5 Y)
which is true for every z = (z; — s;),y = (0; — s;) € R m

Now that we have proven a bound of 2, can we do better? The following instance
gives a clear answer to that question.

Example 5.5.1. Consider the instance of a three node path, as seen in the figure below,
in which the nodes have internal opinions 0, % and 1 respectively. All the weights are
considered equal to 1.

1. Nash Equilibrium:
The Nash Equilibrium of the game is when the vector of opinions is ¥ = (i, %,

Thus, the cost on the Nash Equilibrium solution is SC(Z) = 3.

).

S

2. Social Optimum.:

On the other hand, the vector of opinions that minimize the social optimum function

sy = (%, %, %) Thus, the social optimum cost is SC(ij) = 2

s
Therefore, the Price of Anarchy in this instance of the opinion game is

SC((z) 9
PoA = = —.
T80 T8

This proves that the Price of Anarchy bound of% 1s tight for the opinion formation game.

1 1 1
0 — 3 — 1 4 2

(N[9S

-
2

W=
Wl

(a) internal opinions (b) Nash Equilibrium (c) optimal solution

Figure 5.2: Comparing Nash equilibrium and Social optimum situation

Corollary 5.5.1. The opinion formation game has a tight bound Of% on the Price of
Anarchy.

In this chapter we discussed a variety of issues associated with the formation of opinions
in Kleinberg’s model. This model and its variants are tractable and powerful as tools for
studying interactions between individuals and the form of opinions in many practical
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networks. By the above analysis, we have proven the unique existence of an equilibrium
and have shed light on how the equilibrium behaves. Furthermore, in the last part of the
chapter we constructed a tight bound of % on the Price of Anarchy.

In closing this chapter, lets offer a couple of thoughts for further development of the
theory. In many settings, it is clear that an individual’s opinions on related issues are
very similar. Thus, when an individual updates an opinion, he/she is influenced not only
by his/her initial and his/her neighbors’ opinions, but also by his/her opinions on related
issues. This is the main setting of the next chapter, where we discuss a variation of
Kleinberg’s model which captures the above observations.



Chapter 6

Kleinberg-Bindel Model in Many
Dimensions

So far, we discussed about Kleinberg’s model [16] of opinion formation on social net-
works. For instance, consider a social network in which each individual has an initial
opinion about the political situation of the country. Now, consider the same social net-
work in which individuals hold opinions about a different issue, such as racism. As we
analyzed in chapter 5, we can apply the Kleinberg’s model in both cases. However, it
can be clearly seen that an individual’s opinions on the above issues are correlated and
influence each other. Assume, for the shake of argument, an individual who’s political
positions are left-wing. In such cases we expect that his/her opinion about racism should
be fairly negative.

The above example illustrates the expected nature of the social networks, which should
reflect the interactions between an individual’s opinions on different issues. Precisely, there
are more than one dimensions that need to be considered, since the opinions on similar
issues factor should not be neglected. Therefore, in this chapter we focus on developing
a generic, multi-dimensional model that extends the Kleinberg’s model, and enables to
capture information about interactions between an individual’s opinions on different issues.

The multi-dimensional model of the social network presented in this chapter is based
on the basic profile of multi-dimensional and dynamic social networks. As we already
discussed, the foundation of a social network is a structure made up of individuals, who
are tied by a specific type of interdependency, such as friendship, kinship, common interest,
financial exchange, and other. In order to represent such entities, the model assumes the
representation of nodes and edges, where the nodes represent individuals and the edges
represent the interconnections between them.

Furthermore, there are K = {1,2,...k} issues and each individual ¢ holds a vector
of persistent internal opinions §; = (s;(1),s;(2),...,s;(k)), where each opinion s;(j) cor-
responds to the issue 5 € K. In correspondence to the simple Kleinberg’s model, each
individual in addition to his/her vector of internal opinions, holds an external expressed
opinion vector Z; = (z;(1), zi(2), ...zi(k)) , where each opinion z;(j) corresponds to the issue
J € K. However, in contrast to what we discussed before, at each time step an individual
i updates each opinion z;(j), 7 € K, influenced by his/her neighbor’s external opinions on
the issue j, his/her initial internal opinion on the issue j, and his/her external opinions
on the other issues j’ # 7.

At this point, it is useful to remark some interesting observations. As in the case of
the simple Kleinberg’s model, an individual’s neighbors are the persons he/she interacts
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with, where the extent of a neighbor’s influence is reflected by the edge weight. However,
such weights may different from one issue to another. For instance, individuals i, u may
share a high weight in the issue j, whereas their weight in the issue j’ could be fairly
small. To illustrate this better, one can imagine two nodes of the social graph ¢,u and k
connections between them, one for each issue. Notice that two individuals may be friends
in one dimension, whereas in another they may not.

The aforementioned behavior can be expressed by a cost function that each individual
holds and tries to minimize. In other words, an individual is continually prepared to
improve his/her personal cost in response to changes made by his/her neighbors and to
changes that are made to the other opinions that he/she holds. Quantifying the above,
at each time step, an individual updates all his/her external opinions z;(j), in order to
minimize the following quadratic function:

() =) (2(f) —avg(z)+ > (zi() — s+ D Y wl, (z(5) — z(5))? (6.1)

jeK jeK JEK ueN(4)

where avg(z;) = M

As a result, each individual updates each of his/her opinions to the average:

S iz 29 4 si(5) + Cuen ) Whaza ()
j'eK

zi(j) = (6.2)

24 5+ Duen(y Wiy
Again, we refer to this process as best response dynamics, as each individual’s updates
are based on his/her best response to the current situation.

In the next paragraphs of this chapter, we analyze in depth the properties of this
model. In particular, in section 6.1 we examine whether an equilibrium exists for the
opinion formation game. The positive results produce some further questions about the
characterization, the convergence time and the optimality of the equilibrium which are
discussed in the sections 6.2 and 6.4 respectively.

6.1 Existence of a Nash Equilibrium

As in the simple case of the one-dimensional model, we are interested in stable solutions
where each player’s best response is to stay put and not update any of his/her opinions.
As we described in chapter 2, situations where no individual has an incentive to deviate
are called Nash equilibrium situations[70]. However, since individuals act selfishly in order
to minimize their personal cost, there is no evidence at this point that a Nash Equilibrium
situation exists in the multi-dimensional opinion formation game. Therefore, in this section
of the chapter we answer to the most fundamental question of the multi-dimensional game:
Does the process of repeating updates on individuals’ opinions ever stops?

Again, in this model the definition of the social optimum seems ideal to characterize
the optimal solution of the game. More precisely, as we introduced in 2.5.2, a solution is
social optimum if it minimizes the total cost to all individuals. One could understand this
solution as if there was a supervisor who views all agents as equals and thus evaluates the
quality of the solution by summing up their personal costs.

Clearly, it would be ideal if we could prove that the social optimum solution and the
Nash equilibrium situation coincide. Thus, as a first step we should examine if the social
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optimum is a stable state for our game. Unfortunately, as the following example illustrates,
social optimum could be an unstable solution for the opinion formation game.

Example 6.1.1. Consider the simple instance of a two node path, as seen in the fig-
ure below, in which the individuals have vectors of internal opinions (0.5,1) and (1,1.5)
respectively and the weight of their connecting edge is 1. One can easily prove that so-
cial optimum is SC(y) = 0.4, which is minimized by the following vectors of opinions:
(0.91,0.99), (1.09,1.01). However, both individuals would deviate from these opinions, as
they do not minimize individuals’ personal costs.

1 1

(0.5,1) (1,1.5) (0.9,1) — (1,1)

(a) internal opinions (b) optimal solution

Figure 6.1: A multi-dimensional two-node example

The previous example illustrates that the Nash Equilibrium, if exists, could be worse
than the social optimum solution. Thus, we must not confuse the social optimum with
the global minimum of the game, as social optimum does not necessarily decrease when an
individual updates his/her opinion. The next step then, is to try to formulate a function
that strictly decreases when an individual reduces his personal cost.

As we discussed in chapter 2, this is the case of a potential function. Precisely, there is
a certain class of strategic games the so-called potential games [67], in which the incentive
of all players to change their strategy can be expressed using a single global function called
the potential function. Therefore, in potential games, in order to prove the existence of a
Pure Nash Equilibrium, we have to prove the existence of a local minimum of the potential
function.

According to the above analysis, our intuition suggests that the potential function
should have the following property:

e If an individual ¢ reduces his cost by ¢; — ¢, , the same reduction should be made in
the value of the potential function.

Next, with this property in mind, we construct formally a potential function for the game.

Theorem 6.1.1. The multi-dimensional opinion formation game described above, is po-
tential with the following potential function:

P=>""(z(h)* — z(i)avg(z)) + > (2id) — si(4))*+
i€V jeK i€V jeK

SN Y sul () - w6)?

i€V jeK ueN (i)

(6.3)

Proof. If P is the potential function, since the incentives of all players are mapped into
one function the following must be applied:
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64
OP(Z-i,2i(4), Zi(57)) _ 9c(z)
Z6)) 92(j)
=22 Y 2wl )ul) - 250)
ueN ()
_22% Z 2wwzu ),Vie V,Vj e K
J'#j u€N (i)
Thus,
Pl i) = X (< Faa()) + (- D) + (20) - 20)s0) +
J '#£j
j'eK
> wl, (20) = 221()2(5) + C (27, 2-4)
u€N (7)
Then, for j =1,
P(2i,z(1),5(17) = > (_zzi(l)zi(j/)> +(1- %)Z?(l) + (22(1) = 2z1(7)si(4)) +
J! '#1
jeK
> wi, (221 = 2z1(1)2u()) + C (2:(17), 224)
u€N (1)
(6.4)
and
OP(27i, (1), (17)) _ 0C(z—i,2(17)) 2.0
0zi(2) 0zi(2) k™
=(2— % +24 ) 2w?,)z(2) — 2si(2)—
uEN(2) ) (65)
3 2w?n@) - 2zk(,7)
u€EN(2) J'#2
. oC (Zi(l_), Z_i) 2 ‘
O )
thus
2 -/ 1 2 2
Clemill) = 3 (=55l + (1= D2 + ()~ 2@(2) +
ey (6.6)
Z wiu (z?(Z) —22i(2)2u(2)) + C (2i(1,2) 7, 2—)
uEN(2)

and by iterating this process Vj € V', we end up to the following

P(225,24(5), 5(7)) = Zl—f +ZZZ¢ DalT) | S (:207) - 20(7)s40)+

JEK J J'#i JEK

Z Z wl ul —22i(j)zu(j)) + C(2—)

JEK u#i
(6.7)
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Now, for i = 1, we have

P(z"y,21(5), A1(7) =Y (1 - %)Z%U) -2 Zl(j)ljl(j/)

JEK J J'#d
D (R3G) = 221(5)s13))+ (6.8)
JjeK
o> whu(GH0) — 2210)z(d) + Clem)
JEK u#l1
and Vj € K,
OP(z21,21(5). 21 7)) o, 9C(1)
’ = 2wl .z + _ 6.9
82’2(]) 1,2 1(.]) 22(]) ( )
thus,
222(5")
(27%+2+22w2u22 J) — 2s2(y ZQwQuzu - =
2 2 () (6.10)
; . (90 Z_1
— 2w,z + -
1,2 1(]) 22(])
if we summarize the equation 6.10 Vj € K,
1 2(; z2(J 22 (") 2
C(z-1) = Z(l - *)22 Z Z Z (22(4) — 222(5)s2(4)) +
jEK Jo§'#d JEK (6.11)
ZZU}QU,ZQ Z Zw2u222 )zu(j) + C2_(1,2))
JEK u#2 JjeEK u#1,2
in this direction, for i = n,
1 .
Clzn) = Z(l—%)%(]) —ZZ +Z 3) = 220(5)sn(j)) +
JEK joJ'#i JeK (6.12)
Z Z wn U n
JEK u#n

and therefore we can write,

P22, 2zi(J ZZ 1—*_2% sl "’ZZ 7) —22i(j)si(5))+

i€V jeK 35 i€V jeK
1 ) .

DD Sl i) — 2uli)? + e

i€V jeK u#i
(6.13)

forc =3y ZjeK(Si(j))2u
P(Z_;, zi(5) Z Z zi(§)° — zi(j)avg(z)) + Z Z zi(j) — si(J +
€V jeK i€V ]EK

(6.14)

YN fwwzz ) — zu(j))?

1€V je K ueN (i)



66 Chapter 6. Kleinberg-Bindel Model in Many Dimensions

Which is a potential function, since Vi € V,

P(2i(4), 2i(37 )y 2=i) = P(2(5), 2:(37)s 2—i) = cizi(§), 2i(57), 2-i) — ci(21(5), 2:(5 ), 2-4)
O]

At this point, we have proven that the multi-dimensional version of the opinion for-
mation game is a potential game, which means that the set of minimizers of the potential
function refines the set of Nash equilibria. Furthermore, the potential function we con-
structed, is a continuous and bounded function. Thus, a global minimum exists and our
game has at least one Nash Equilibrium. Finally, one can easily prove that it is also a
convex function and thus there are no local minima for the opinion formation game. These
observations end up to the following corollary.

Corollary 6.1.1. The multi-dimensional opinion formation game has a unique Pure Nash
FEquilibrium.

6.2 Characterization of the Equilibrium

As proven in the previous section, the multi-dimensional opinion formation game has a
unique pure Nash Equilibrium to which it converges. However, as in the one-dimensional
version, we are interested in characterizing the stable solution of the game. In fact, we
want to ascertain how each individual in the social network influences the equilibrium
solution, as well as how his/her opinion in the stable state is affected by previous external
opinions of his/her neighbors.

In this section, we characterize the equilibrium situation by extending the analysis
of Ghaderi and al. [42] to more than one dimensions. Before examining the equilibrium
state formally, it is useful to make some remarks. First, our intuition suggests that the
equilibrium state is influenced by the weights that individuals put one another. Second,
another factor that influences the equilibrium state is the variance of the individuals’
opinion vectors. More precisely, if we examine an individual’s opinion on an issue j, we
can imagine his/her opinions on the other issues as opinions of neighbors on the same
issue that share a weight of 1/K with him/her. To illustrate this, consider the trivial
example where each individual puts zero weights on his/her neighbors’ opinions and each
individual’s initial opinions are the same for every issue, meaning Vi € V,s;(1) = s;(2) =
$i(3) = ... = si(k). In this case, the game is always in a stable state, as individuals have
no incentive to deviate from their initial internal opinion vectors. By this, we understand
that the more weight the individuals put each other and to their initial opinions as well
as the bigger the variance of their opinion vectors, the more non-trivial is the convergence
to a stable solution. Next we prove this intuition formally, by using some elements from
Linear algebra.

At this point we remind that an individual ¢ updates his/her opinion z;(j),j € K to
the average:

P . i (i
jek si(4) N 2ueN (i) Winzu(d)

p— 1 ) 1 ) 1 )
24 1t e Wia 2T 5T Tuene Wa 2+ %+ Xuen() Wia

2i(J)

For the rest of the proof, in order to have a global aspect of the network, we will write
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the opinions in a matrix form. More specifically, in correspondence to the proof of the
one-dimensional version of the opinion formation game, we define the vector 2" of length
n X k that encompasses all the opinions of all individuals. In other words, the first &
elements of the vector, correspond to the opinion vector of individual 1, 27, the following
k elements correspond to the opinion vector of individual 2, and so on. Therefore, we can
write 2 = [2125...2,]7. Furthermore, we define a matrix A, xxnk, such that:

. 2+%+ZZZZN@> Lo i (i mod k) = (umod k) and(i div k,u div k) € B

0 otherwise

In addition, we define a matrix Bygxnr as follows.

1 o
- ifi=u

Biu — 2+%+Zu€N(i) wzj',u ’
0 if i u

Finally, we define the matrix Cprxnk:

1

o et A E) = (wdiv)

0 otherwise

Thus, we can write the individuals’ opinions in a matrix form:

Z(t+1) = AZ(t) + BS+ CZ(t) (6.15)
=(A+O)Z(t) + B '
One can easily verify that matrix (A + C)pgxnk, is an irreducible sub-stochastic matrix
with the row-sum of the elements of each row being less than one. And by iterating the
equation 6.15, arises the following formula:

t—1
Zt+1)=(A+0)'5+) (A+C)Bs
k=0

One can keep track on the equilibrium in which the game converge, by increasing the
above formula to its limit as ¢ — co. The results are described in the following theorem.

Theorem 6.2.1. The pure Nash Equilibrium of the multi-dimensional opinion formation

game 1S:
o0

Z(oo) =) (A+C)'Bi=(I-A-C)'Bs
k=0
Proof. Let p1(A + C) = max;|\i(A + C)| denote the spectral radius of (A 4+ C). By the
Peron-Ferobenius theorem, the largest eigenvalue of (A + C') should be real 1 > A; > 0
and p1(A + C) = A\i. Hence, lim;_, (A4 + C)! = 0 and
Z(o0)=> (A+C)'Bf=(I+(A+C)' +..)B§=(I - A-C)"'B§
k=0
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However, the above form does not give any insight on how the equilibrium depends
on the graph structure. Therefore, next we describe the equilibrium in terms of explicit
quantities that depend on the graph structure. For this, we define the graph G(V, E) as
follows:

e on the initial graph G(V, E), we replace each node i with & new nodes i(j), each
for every opinion z;(j),j € K, and we connect each pair of these k new nodes by
putting a weight of 1/k at each edge.

e furthermore, V(i,u) € E, we connect all of their nodes (i(j),u(j)),Vj € K and put
the corresponding weights, wfyu on the edges.

e finally, we connect a new node v;(j) to each i(j) node with a weight of 1, corre-
sponding to the internal opinion of ¢ on the issue j.

As a result, G (V, E) is an undirected weighted graph with weights

wg'(jm(j),vu,u) €EEVNj €K
W) 0, ) = L, V(i(5),vi(j) € E,j € K
wijy.i = 1/kV(i(5),i1(5") € E,j,j € K

Next, we define w; = Z(i wyeh Wij as the weighted degree of node i. By this, we have

we — 2wyen(2+ T uene) wg,u) Vi(j) node
' 1 Vv;(j) node

Lets consider now the random walk Y'(¢) over G where the probability of transition from

J
vertex i(j) to vertex u(j) is Pi(jju(j) = lel“ Assuming that the walk starts from some
initial vertex Y (0) = i(j),7 € V,j € K, we define 7, as the first hitting time to vertex
u, for any u € V. Next, follows a theorem that presents a different aspect from the one
discussed above for the equilibrium state that the multi-dimensional opinion formation

game converges.

Theorem 6.2.2. Based on the random walk over the graph G, the equilibrium state that
the multi-dimensional opinion formation game ends is:

2i(Dlisoe = Y P (T = Ty g) X §+ D P (T = Ty, 51) % &
ueV j'eK

for alli € V, where Pyj(t = 7),r € 1% \ V, is the probability that the random walk hits
verter r first among vertices in 1% \ V, given that the random walk starts from i(j).

This theorem offers a very simple perspective of the network. The reason is that if
we examine myopically an individual’s node i(j), the nodes that correspond to his/her
internal opinion u;(;y and to the other opinions that the individual holds, can be treated
as neighbors of i(j) node. If an individual ¢ puts more weight to his/her internal opinion,
the probability to hit first the corresponding v;(j) node is very high, while the probability
to hit first his/her internal opinion on another issue is 1/k. Furthermore, the more weight
an individual ¢ puts on a neighbor u regarding a certain issue j, the higher the probability
hitting first the corresponding v,,(;) node. Next, we construct a proof for the above.
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Proof. The transition probability matrix of the random walk defined above is given by

P ((A+C)knxkn Bknxkn)
Iknxkn 0

Apparently, when the walk reaches v;(j), it returns to its corresponding individual i(j)
with probability 1. Nonzero elements of A correspond to transitions between individuals on
a specific issue j. Nonzero elements of C' correspond to transitions between an individual’s
opinions on different issues. Elements of B correspond to transitions from an individual to
his/her corresponding v;(j). For each vertex i € V, let Fjjyy(jry = Pi(j)(T = 7y(j)) be the
probability that the random walk hits u(j’) first, among vertices, given that the random
walk starts from i(j). Then, we can write the following recursive formula for Fj;y,
probabilities:

Fiyutr) = Bigyuin + Y Aiwe) Fruin + Y, Citiyit Fou)
keV

Hence, writing the above in a matrix form,
F=B+AF+CF — F=(1-A-C)"'B

and the equilibrium at each node ¢ € V is a convex combination of initial opinions of
individuals on the issues j € K. O

6.3 Convergence Time

Until now, we have proven that the opinion formation game has a unique Nash Equi-
librium given by the following formula:

7(c0) = i(A +C)Bs=(1-A-C)"'Bs
k=0

However, while eventual convergence to the equilibrium is important, it is also important
to know how quickly individuals reach this stable solution. In other words, again we are
interested in bounding the number of rounds of opinion updates that are needed in order
to reach the equilibrium.

In fact, in the multi-dimensional version it is even less evident that the game converges
in a reasonable time, since at each time step, there can be simultaneous updates from
different individuals to the opinions they hold on more than one issue. Thus, although
we know that the potential function decreases with a decrease in an individual’s personal
cost, on simultaneous updates the potential function does not necessarily decrease. For
this, in the rest of this section, we will examine how quickly do the individuals reach the
equilibrium, by generalizing the proof of the one dimensional opinion formation game to
a multi-dimensional setting.

Again, we define the error vector, to know how the vector of opinions z(t), differ from
the opinions in stable time Z(c0), at each time step ¢. For this let é(t) = Z(t) — Z(00) be
the error vector. We can write the error vector as e(t) = (A + C)e(t — 1).
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Proof. From the definition of e(t), we have:

t—1 00
e(t) = (A+C)'5+) (A+C)"'Bi—> (A+C)"B
k=0 k=0
=(A+0)f5-> (A+C)*BF
k=t
= (A+0)'(5 - i(A +C)*B3)
k=0

= (A+ O)e(t — 1)
0

Let 7@ = [% :i € V]T for the weights w; and Z be the normalizing constant such that
> icy T = 1. Then the following theorem exists.

Theorem 6.3.1. For the error vector the following inequality exists:

1e@®)l7 < (Matco)'[1E(0)]
where Aayc 18 the largest eigenvalue of (A + C).

Proof. From the previous analysis, we know that for the error vector holds the following
equation:

e(t) =(A+Ce(t —1)

Consider the transition probability matrix of the random walk we defined previously on
this chapter.

Iknxkn 0

By definition of reversibility, one can easily check that the pair (P,r) is reversible, as:
(i) Py = m(j) Pji

This implies in particular, that (i), is a stationary distribution of P, the unique one as
P is irreducible.
Furthermore, the following equation also holds Vi, 7 € V:

(i) (A+C)ij = n(j)(A+C)js

Then, by minor abuse of terminology, we would also call A + C reversible with respect to
the distribution 7 = [ﬂ(A% i € V)T, where (A + C) is the normalization constant. We
can also express the reversibility of A + C, by saying that:

(A+C)* =D2(A+C)D2

is a symmetric matrix, where D is the diagonal matrix with elements of 7™ = [w(;ﬁc) NS

V)T as diagonal entries, D = diag{n(1),7(2),..}.
Since (A 4+ C)* is symmetric, its eigenvalues are real, it is diagonalizable, and the sets
of right and left eigenvectors are the same.
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Choosing a set of right (and therefore left) eigenvectors of (A + C)*, wy, wa, ..., wy, we
have an orthonormal basis in R". Defining u and v as follows:

_1 1
w=D "2y and w = D2v

we have
u = Dv

The matrices (A+ C') and (A+ C)* have the same eigenvalues, and moreover, v is a right
eigenvector of (A + C) and u a left eigenvector of (A + C). Orthonormality of w;’s is
with respect to the usual Euclidean Norm and is equivalent to orthonormality in I2(7) of
{Ul, V2, Un}

Using {v1,v2,...v5} as a basis for R" , every vector in R" can be written as & = ), a;v;
and taking the scalar product in [?(7) with v; gives (z,v;)r = a;.

Thus, we can write:

As (A + C)’UZ = )\i’UZ‘,
(A+ C)e( Z)\ ), Vi) 70

This rate will be governed by the largest elgenvalue, as the others will converge more
quickly:

et +1)IZ = ng o)z vil 2

Thus,
et + Dz < Aatclle®)]|z
and
€Dz < Naycll€0)]]
O

It is useful to remind at this point that as A+C is a substochastic matrix, [Aa+c| < 1.
In order to define the time that the opinion formation game converges, we fix a bound v
arbitrarily close to 0. When the value of the error vector is at most equal to v, we say
that the game is converged.

More formally, the convergence time is defined as 7(v) = inf{t > 0: ||e(t)||z < v} for
some fixed v. Thus, by the previous theorem we have:

< 1 ) 7(v) 1
— 1)< - <

T are log(E@T=/) = 1= arc
and as n grows 7(v) = O <ﬁ>

Corollary 6.3.1. The convergence time on the opinion formation game is T(v) = © <ﬁ)

where Aayc is the largest eigenvalue of (A+C).
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6.4 Bounding the Price of Anarchy

To conclude our analysis on the multi-dimensional version of the opinion formation
game, in this chapter we estimate how ”good” is the equilibrium that the game converges.
As we have seen by now, in the opinion formation game a set of individuals explore the
”landscape” of solutions in order to minimize their personal costs, until they reach the
global minimum, the unique Nash equilibrium of the game.

However, in previous chapters, we show that the updates on individuals’ opinions do
not necessarily improve the social welfare. Precisely, in chapter 3, we defined the Price of
Anarchy to be the ratio of the cost of the best Nash Equilibrium solution to the cost of
the social optimum. In the previous chapter, we proved that the one-dimensional version
of the game has a tight bound of 9/8 on the price of Anarchy. Hence, we do not expect a
lower bound for the multi-dimensional version, as it is a generalization of the simple case of
the opinion formation game in one dimension. However, at this point there is no evidence
that the price of Anarchy in this version has a bound of 9/8. Thus, in the rest of the
chapter we try to quantify the loss of efficiency resulting from selfish and uncoordinated
behavior of the individuals and calculate a tight bound for the price of Anarchy for our
game.

Again, in order to find robust bounds for the Price of Anarchy, we use the ”local
smoothness” proof framework that we discussed in 3.4, as developed by Roughgarden and
al. [79]. Roughly, smoothness controls the cost of a set of ”one-dimensional perturbations”
of an outcome, as a function of both the initial outcome and the perturbations. The local
smoothness technique requires the inequalities only for nearby pairs of outcomes, rather
than for all pairs of outcomes. Thus, to show that the game is (A, u)-smooth, we need to
prove that for a fixed profile 0, the following inequality holds :

3 Sl ). 2-0) + (outh) = () 2L Z0 ) 2,
i€V jeK ! (6.16)
3

< e+ %C(Z)

Now, it is useful to remind that if a cost minimization game is (A, pt)-smooth with respect
to an outcome 0, every pure-strategy Nash equilibrium 2" has objective function value at
most % times that of &.

We now instantiate the local smoothness framework, proving that the multi-dimensional
version of the opinion formation game is (%, %)—smooth and that the Price of Anarchy is
at most %.

In order to use local smoothness technique, the following conditions must apply:
1. Every individual’s opinion is a real number (Vi € V,Vj € K, z;(j) € R).
2. The individual cost functions must be continuously differentiable.

These two requirements are satisfied in our game. To show that the game is (%, %)—smooth,
we need to prove that for a fixed profile 0, the following inequality holds.

3 3 (i) 56), 2 o) — () AU,

eV jeK (6.17)
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Proof. If we replace the cost functions with their analytical expressions, the inequality
6.17 can be written as the summation of the following three inequalities:

1.
>3 (i) — avg()) + (0i(3) = 20(7))(2i()) — 2avg(=1)) )
ZGV?)JEK (618)
< fZZ(Oi( ) — avg(o;)) ZZ (zi(j) — avg( z:,))2
eV jeK ZGV]GK
2.
Z Z ((2i(4) = 53(4)) + (0i(4) — 2i(4))(22i(§) — 2s4(4))) <
;EV]GK . (6.19)
0D (0id) = sild)* + 3 > (@) - sih))?
i€V jeK iV jeK
3.

SIS wl i) = 2 (D) (i) — z()) Y 2wl (i) — za(h)
i€V jeK ueN(i) wEN (1)

SO3) 3D IHAUEIEIESS ) S DRENEOERIOIL

1€V jeEK ueN (i) ZEV JEK ueN (i)
(6.20)

6.18 inequality
In order to prove the 6.18 inequality, we have to show that for every ¢ € V the following
holds.
> ((2:(5) — avg(z))® + (0i(4) — 2:(1)) (22i(4) — 2avg(24)))
jeK
3 ’ , 1 . ) (6.21)
<7 Z(Oi(]) —avg(0;))” + 3 Z(%‘(J) —avg(z;))

- JEK JEK
At this point, we claim that we can write
> (0i(5) = 2:(1))(22(j) — 2avg(=:)) =
ek (6.22)
> (0i(4) — avg(o)) — zi(j) + avg(2:))(22:1(j) — 2avg(z;))
JEK

Precisely, in order to prove the equation 6.22, we can write the first part as follows.

> " 2(0i(4) — 21(1)(2:(4) — avg(z)) =
jeEK

> 2(0i(4)z(4) — 0i(d)avg(z:) — 27 (7) + zi(f)avg(z) = (6.23)
JjeEK

2(K x avg(o;z) — K x avg(o;)avg(z) — K x avg(2?) + K x avg®(2;))
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Regarding the second part of the 6.22 equation, we can write,

> 2(0i(j) = avg(0) = zi(j) + avg (=) (z:(j) — avg(z)) =

jEK

Z 2(0i(4)zi(4) — 0i(§)avg(zi) — avg(oi)zi(j)+
JEK
avg(oi)avg(z;) — 27 () + zi(j)avg(z) + avg(2i)zi(j) — avg®(z)) =
(6.24)
2(K x avg(0;z;) — K x avg(o;)avg(z;) — K x avg(o;)avg(z;)+
K x avg(o;)avg(z) — K x avg(z2)+
K x avg?®(z) + K x avg?(z) — K x avg®(z)) =

2(K x avg(0;z) — K x avg(o;)avg(z) — K x avg(2?) + K x avg?(2))

Clearly, by 6.23 and 6.24, the 6.22 holds. Therefore, if we set © = (z;(j) — avg(z;)) and
y = (0i(j) — avg(0;)), we have to prove that Vi € V,Vj € K:

3 1
224 (y—z) x 20 < Sy? 4 —a?

=
4 3
3 1
2?2 + 2zy — 222 < Zy2+§x2 -
) <32 4, (6.25)
V3 2
—y+—=2)"2>0

which is true for every z = (2;(j) — avg(z)),y = (0;(j) — avg(0;)) € R

6.19 inequality

In this direction, for the 6.19 inequality, we set x = (z;(j)—si(j)) and y = (0;(j)—si(J)).
Hence, we now have to prove that Vi € V,Vj € K

2

3 1
:U2+(y—a:)><2x§1y2+fm =

3

3 1
x2+2:ﬁy—2x2§ Zy2+§:u2 -
o < 3, 4, (6.26)
V3 2
—y+—=2)° >0

which is true for every z = (2;(j) — s:(J)),y = (0;(4) — s:(4)) € R

6.20 inequality
Finally, for the inequality 6.20, we have to prove that Vi € V,Vj € K Yu € N (i)

wl, (2:(5) = 2u(7)? + (0:(G) — 2:(5))20] , (24(4) — 2u(5))

(6.27)

3 e . 1 T .
< Jwu(0i9) = 0u(D))? + i, (2() = 2(5))?
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Now, we set x = (2;(j) — zu(j)) and y = (0;(j) — 04 (j)). Furthermore, observing the initial
equation we want to prove, one can notice the following. For every pair of (i,u) € F,and
J € K there will be the following expressions:

1.

(0i(4) = 2i(3))wh,2(z:(4) — 2u(4))

(0i(5) — 2:(3))wl,2(2i(5) — 2u(4))

from the ¢; and ¢, as one can clearly see from the equation 6.27. Thus, rearranging them,
for every pair of (i,u) € F and for every j € K we have the expressions

(oiéj) _ould) _ i) zu(j))ngu(zi(j) — 2u(4))

2 2 2
e G ol) al) , 0)
ou(j) 0i(G)  z() | zm0G)\ 5, .
- - 2w 7 1
Clearly, now we need to prove the following
+ 72 3 +
z? 4y Sm
3 1
22 < 242 2
2%+ yx — 1 + 37 (6.28)
1 V3
—x + — >0
(Fgr+ 50
which is true for every z = (2;(j) — si(j)),y = (0i(j) — si(j)) € R O

Thus, we proved an upper bound of % for the multi-dimensional version of the opinion
formation game. However, as we noticed before, this bound cannot be improved. This is
because, the one-dimensional version of the opinion formation game has a tight bound of
% on the Price of Anarchy and since it is a special case of the game we examine in this

chapter, the tightness must hold also for the multidimensional version.

Corollary 6.4.1. The multi-dimensional opinion formation game has a tight bound ofg
on the Price of Anarchy.
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