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#### Abstract

MapReduce is a programming model and an associated implementation for the parallel processing of data sets in large clusters. In MapReduce, each job is associated with two sets of tasks, the map and the reduce. While the tasks of each set can be scheduled in parallel, the two sets must be scheduled sequentially i.e. the reduce after the map tasks. The centralized scheduler of MapReduce plays a critical role in the performance of the system. In this thesis, we study the problem of scheduling MapReduce tasks from the view of scheduling theory and approximation algorithms. We present several known results concerning the problem of scheduling parallel machines as well as the problem of scheduling MapReduce tasks itself. The main contribution of this thesis is the experimental evaluation of a polynomial time 54 -approximation algorithm for the nonpreemptive scheduling of MapReduce tasks on unrelated machines with the objective of minimizing the total weighted completion time. In this study, we show that the empirical approximation ratio of this algorithm is much better than the theoretically proven guarantee on various processing time distributions and number of jobs. We also propose a fast, greedy heuristic for the same problem that appears to be very competitive for certain inputs. Finally, we include in our experiments the modelling of data transmission between map and reduce tasks, via the introduction of "shuffle" tasks.
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## Introduction

## Massive Parallelism

According to the well-celebrated Moore's Law: "The number of transistors on integrated circuits doubles approximately every two years". So far so good but, what does this self-fulfilling prophecy practically mean? The more transistors one can "fit" on a constant size silicon, the more complex logic he can implement. In the terminology of computer architecture, complex logic can be translated into faster clock speeds, larger caches, better branch predictors, deeper instruction level pipelines and out-of-order execution units. The "best-effort" parallel execution of serial machine code, the so-called Instruction Level Parallelism, combined with faster clock speeds were some of the basic features that caused our experience as computer users to be improved year after year. The same piece of code used to perform faster and faster as the logic on integrated circuits was becoming more complex. Unfortunately, at the beginning of the 21st century as Herb Sutter stated "the free lunch is over". What happened is that logic became very complex and the number of transistors could not improve the serial execution with respect to the power consumption constraints. This turning point has been called the "ILP wall" and we hit it around 2004. In order to exceed this barrier, the wide use of multiprocessors was at that point a demand.

Although multiprocessing systems were introduced into personal computers quite recently, the idea of massive parallelism as well as the use of multiprocessor and multicomputer systems is not novel. In fact, supercomputers have been used for decades mainly for scientific based applications. Some examples of these "number crunching" applications are engineering simulations, DNA analysis and high-frequency trading algorithms. The first multicore supercomputers were introduced around 1960 with less than ten processors while at the end of the 20th century this number exceeded thousand. Nowadays, according to top500.org, Tianhe-2, a supercomputer developed by China's National University of Defense Technology counts a total of $3,120,000$ cores and a total memory of $1,375 \mathrm{TiB}$.

Due to the sudden growth in the market of parallel computers, the demand for developing fast and reliable parallel code by software companies is increasing day after day. However, the development of parallel code is a process far from trivial. In fact, the traditional way somebody develops an algorithm, study programming or even think of a solution is innately serial. Therefore, writing parallel code using the primitive tools provided by an operating system is a time-consuming and error-prone activity. To deal with these difficulties it was crucial to separate the transformation of an algorithm into lines of code and its parallelization. For this reason, various high-level libraries and assisting runtime systems have been created in order to simplify the parallel code production and release the programmer from the burden of orchestrating the coordination of multiple tasks. Typical examples of these systems are OpenMP, Java Threads, Cilk, Intel Thread Building Blocks and different versions of the Message Passing Interface (MPI) paradigm.

## The MapReduce Paradigm

Due to the popularity of internet technology, the amount of data stored on the web is huge. For this reason, given the competition, companies that are active in the online market such as search engines, e-mail providers, social networking services etc. need to process everyday tons of raw data. However, given the amount of information, even the execution of a conceptually trivial functionality may demand hundreds or even thousands of processing units in order to complete in a reasonable amount of time. An important parallel programming model and an associated implementation that can be used to perform this kind of operations is MapReduce. The term MapReduce originally referred to the way Google [1] processed large data sets on its clusters. Nowadays, MapReduce is considered a parallel computation paradigm with various existing implementations such as Google's MapReduce [1], Apache Hadoop [2, 3], Disco Project 4 and Infinispan [5].

The MapReduce paradigm is based on a simple idea. The input data is considered as a stream of records consisting of key-value pairs. The execution of a MapReduce job is divided into two basic phases: the map and the reduce phase. In the map phase, a group of map tasks is executed on map machines. Every map task, takes as input a subset of the input's key-value pairs and execute on them a programmer defined map function, producing as an output new key-value pairs. After the execution of all map tasks and therefore the completion of the map phase, the reduce phase begins. In the same way, in the reduce phase, a set of reduce tasks is executed on reduce processors. These tasks take as input the key-value pairs generated in the map phase and apply to them a reduce function, under the constraint that all records with the same key will be processed together on the same reduce machine. During the execution of a MapReduce job in the aforementioned way, the map tasks and the reduce tasks are executed in parallel on the
corresponding machines but no reduce task can start its execution unless all map tasks have finished their work. Between the map and reduce phases, the redistribution of the produced key-value pairs among processors takes place in order to satisfy the reduce key-constraints. This exchange of data is called shuffle phase.

The simplicity of the described MapReduce model makes it more than suitable for the parallel programming of various operations on large data sets. Typical examples are distributed sorting, construction of reversed web-link graphs, distributed pattern matching etc. While it is the programmer's responsibility to appropriately define the map and reduce functions, the role of MapReduce implementation is crucial for the parallelization and execution of those functions on raw data. Although the MapReduce paradigm is an inherently distributed protocol, the coordination of the whole execution is centralized. Characteristics of the MapReduce such as efficient parallelization, scheduling, fault tolerance, network bandwidth, data locality and machine availability are the responsibilities of a single node called the master node. These operations that the MapReduce implementation hides from the programmer are certainly the core of its power.

## The MapReduce Scheduling Problem

As we have mentioned before, the scheduling of MapReduce jobs is a centralized activity motivating the study of new scheduling problems. A MapReduce job, in terms of scheduling theory, consists of two sets of tasks, the map and the reduce ones. The tasks of each set can be executed in parallel on any available corresponding processor in an arbitrary order. However, in the MapReduce scheduling problem, there is one crucial constraint one must keep in mind. The execution of any reduce task of a job cannot start before the completion of all map tasks of the same job. This precedence rule, emerging directly from the nature of MapReduce, models the situation where key-value pairs are transmitted from map to reduce tasks. This general model combined with more specific details such as the type of machines or the exact metric to be optimized defines new scheduling problems. Given the fact that the performance of the centralized scheduler of a MapReduce system is crucial for the efficient exploitation of the inherent parallelism, recent studies deal with this issue from both a practical as well as a theoretical viewpoint.

From the practical point of view, there has been a great deal of empirical work [6] 9 comparing the performance of various heuristics for the MapReduce scheduling problem. This work demonstrates the advantages or trade-offs of different scheduling policies under various objective functions. Typical examples are the work of Yoo and Sim [10: "A Comparative Review for Job Scheduling for MapReduce" and the work of Wolf et al. "FLEX: a slot allocation scheduling optimizer for MapReduce workloads" [11]. In
the latter, Wolf et al. formalize the problem of slot allocation by the Hadoop Fair scheduler and present various heuristic allocation schemes. In these papers, there exist no theoretically proven guarantees of the heuristics' performance in the language of scheduling theory.

There have been various theoretical approaches concerning MapReduce from its analysis as a computational model [12-14], studying its power and limitations, to the development of MapReduce algorithms for well-known problems [15-20]. As far as the MapReduce scheduling problem is concerned, Chang et al. [21] proposed a simple model, equivalent to the well-known concurrent open shop problem [22], where there are no dependencies between map and reduce tasks and the assignment of tasks to processors is given. In this direction, Chen et al. [23] generalized the last model by considering dependencies between tasks and presented a LP-based 8-approximation algorithm for this problem. In the same work, they involved in their model the existence of data shuffle by presenting a 58 -approximation algorithm for this extension.

In their recent work, "On scheduling in map-reduce and flow-shops", Moseley et al [24] deal with the MapReduce scheduling problem following a different direction. They associated the MapReduce problem with the so-called Flexible Flow Shop problem [25, [26]. In the FFS scheduling problem, there is a set of jobs, each job has an arbitrary number of tasks and each task corresponds to a stage. Although, tasks can be scheduled on any available processor, they also have to be executed in their strict stage order. In other words, a task corresponding to the second stage cannot start before the execution of all tasks of the first stage of the same job. Given this new setting, Moseley et al. propose algorithms for different variants of the problem, considering offline and online scheduling cases as well as identical and unrelated processors. In all cases, the objective function of the scheduling problem is to minimize the average completion time of all jobs.

In their work "Scheduling MapReduce Jobs and Data Shuffle on Unrelated Processors", Fotakis et al. [27] generalized the last model by considering the objective of weighted average completion time. More specifically, in this model each job has multiple tasks for the map and reduce stage, the assignment of tasks to processors is flexible, there are precedence constraints between map and reduce tasks of the same job and the processing time of each task depends on the processor where it is assigned to in order to capture issues of data locality. Based on this model, they proposed a LP-based 54-approximation algorithm, which becomes an 81-approximation considering the significant cost of data communication, via the modeling of shuffle tasks.

## Contribution of this Thesis

The main contribution of this thesis, is the experimental evaluation of the algorithm of Fotakis et al. and the estimation of its empirical approximation ratio under various types of input. More specifically, we show that for realistic inputs, the performance of this algorithm is much better than the theoretically proven 54 -approximation. In fact, for every type of input the empirical approximation ratio lay within the interval [1.5, 3.5].

In order to study the performance of the algorithm on normal inputs, we implement the algorithm and compare the objective values of the produced schedules with a LP-based lower bound to the optimal schedule. We test the performance of this algorithm for two different processing time distributions. In the first case, the processing times of tasks on machines are uniformly distributed, while in the second case, there is a strong correlation among the processing time of a task, the job that this task belongs to and the machine it runs on. More specifically, in the second case, the average processing time of the tasks of a job depends on the job, while at the same time some processors has more capabilities than others for all tasks. Moreover, we experiment on the influence of the existence of the shuffle phase and how the algorithm performs in this case. This is achieved by the introduction to our experiments of the shuffle tasks, in order to model the data transmission time from a map to a reduce processor.

In addition to this, we propose a fast, greedy heuristic for the MapReduce problem, released from the overhead of LP solving. We test the performance of this heuristic in comparison with the algorithm of Fotakis et al. on the same inputs. Based on the experimental results, we try to explain intuitively the reasons behind the performance of the two algorithms under various processing time distributions and number of jobs.

To the side of this experimental evaluation, we present in this thesis a complete analysis of the algorithm of Fotakis et al. as well as other known results for the MapReduce problem. Lastly, we present various well-known results and algorithms from the theory of parallel machine scheduling and shop scheduling.

## Outline of this Reading

In Chapter 1, we present some fundamental definitions and terminology concerning scheduling problems. In Chapter 2, we present some classic results of the parallel scheduling literature with varying types of machines and metrics to be optimized. In Chapter 3, examine the application of precedence constraints on our problems and present some algorithms for "job shop" scheduling. In Chapter 4, we survey some known results concerning the exact problem of scheduling MapReduce Jobs while in

Chapter 5 we present a constant approximation algorithm for so-far most general version of the same problem. Lastly, in Chapter 6 we present our experimental evaluation of this latter algorithm comparing it with a lower bound on the same problem as well as with a fast heuristic.

## Chapter 1

## Preliminaries

In this chapter we examine some basic definitions and notation concerning the theory of scheduling parallel machines. We discuss a general scheduling problem formulation, different types of machines and various metrics that may be optimized in a scheduling problem. Moreover, we consider problems with precedence constraints and we present a standard notation for describing many scheduling problems. We conclude this chapter with a reference to some complexity issues, an introduction to the notion and use of approximation analysis and a clarification of the difference between online and offline algorithms.

### 1.1 Definitions

How can we formally define a scheduling problem? To begin, although the relevant literature is vast, we will try to present a general model for the majority of problems. Imagine we have a set $\mathcal{M}$ of machines or processors and a set $\mathcal{J}$ of jobs that need to be processed. In this text, we are going to use the terms "machines" and "processors" interchangeably. Of course, the terms "machines" and "jobs" depend on the problem's context and may refer to any type of available resources and tasks to be completed. To the rest of this text, unless otherwise noted, let $m=|\mathcal{M}|$ and $n=|\mathcal{J}|$, the number of machines and jobs respectively.

Each job is associated with a specific processing time which, in the general case, depends on the machine which it is assigned on. We denote $p_{i, j}$ the processing time of a job $j$ when it is executed by the machine $i$. In other words, we can say that each job has a vector of processing times consisting of one element for each machine it can be scheduled on. It is clear that the processing time generally refers to the time domain. Throughout this text we measure the magnitude of processing time by units of time, while in the relevant literature it can be found as cycles, seconds etc.

Many scheduling problems include the notion of release date or release time of a job. We say that a job $j$ has a release time $r_{j}$ if it is not available for scheduling before time $r_{j}$. Likewise, we can define a due date or deadline $d_{j}$ for a job $j$ to denote that $j$ has to be completed before time $d_{j}$. The key difference between the notions of due date and deadline is that in the former case, a job is allowed to be completed after time $d_{j}$ with a specific penalty included, while in the latter case a job has to be completed before $d_{j}$ in order for a schedule to be valid.

Another crucial characteristic of a scheduling problem is the notion of preemption. We say that a schedule is preemptive if there is at least one point in time where the execution of a job is stopped before its completion and continued in a later point in time. In the majority of problems discussed in this reading preemptions are not allowed. In this case we refer to the resulting schedule as non-preemptive. Likewise, we denote a schedule to be migratory (resp. non-migratory) if a job is allowed (resp. not allowed) to "migrate" to another machine during its execution.

### 1.2 Machine Environment

In the previous section, we defined $p_{i, j}$ to be the processing time of a job $j$ if it is executed on the machine $i$. A very interesting question is, fixing a job $j$, what can one say about the distribution of its processing time over machines.

There are three basic types of machines that have been studied extensively:

- Identical Machines. In this case, all machines has the same capabilities. In other words, the processing time $p_{i, j}$ of a job $j$ stays the same for every machine $i$ that the job can be scheduled on. In this case, we can simplify the notation and denote by $p_{j}$ the processing time of a job.
- Uniform Machines. This is the case where each machine is associated with a specific speed that is independent from the job it is executed on it. Again, we can simplify the notation by defining $p_{j}$ the processing time of a job on a 1 -speed machine and by fixing a vector of machines' processing speeds. For instance, a job $j$ with $p_{j}=6$ needs six units of time on a 1 -speed machine and two units of time on a 3 -speed machine.
- Unrelated Machines. In this type of machines, the processing time of a job depends completely on the machine it is scheduled on. In this case, the demand for a vector of processing times for each job is exigent, as the processing times are not correlated in any simple way. For example, imagine we have two machines and two jobs: one possible scenario of processing times is $p_{1,1}=2, p_{2,1}=3, p_{1,2}=1$ and $p_{2,2}=1$.

A quite straight-forward remark concerning the types of machines is the fact that each type generalizes all its previous. It is easy to see that unrelated machines can easily simulate uniform and identical machines and that uniform machines can simulate identical if we set all speeds to be equal to one. A very useful corollary of this remark is that every algorithm that works for a specific type of machines is definitely working for all its previous.

Throughout this reading, we will concentrate our attention to the unrelated and identical case, leaving aside the uniform machines case.

### 1.3 Objective Functions and Metrics

Before we discuss the various types of objective functions of different scheduling problems we would like to make a clarification of some terms. There are two main aspects one must always have in mind when designing a scheduling algorithm: feasibility and optimality.

We call a schedule feasible if it does not violate any constraints of the problem. For instance, in a typical problem, a feasible schedule must not exclude any job from scheduling and at the same time respect all the precedence constraints, release dates or deadlines. If a specific schedule does not respect all the constraints we call it infeasible. Note that the notion of feasibility extends to be a characteristic of the problem itself: we call a problem instance infeasible if there is no algorithm that can create a feasible solution. A quick example to illustrate the infeasibility of a problem is the following: consider a scheduling problem of jobs with release dates and deadlines on identical machines. Imagine there is a job j with $p_{j}=3, r_{j}=1$ and $d_{j}=2$. In this case, it is obvious that no algorithm can schedule this job in order to meet its deadline.

While the feasibility issue of a scheduling problem is in most cases trivial, the main concern of an algorithm designer is that of optimality. What makes a schedule optimal or, in other words, given two schedules for a problem, which one is better? In order to compare schedules we need to define first what is called in the field of mathematical optimization an objective (cost) function or metric.
For each scheduling problem we define a function $f: S \mapsto \mathbb{R}$, where $S$ is the set of all possible schedules and $\mathbb{R}$ the set of real numbers. We say that a schedule $s^{\prime} \in S$ minimizes $f$ if $f\left(s^{\prime}\right) \leq f(s) \forall s, s^{\prime} \in S$ and maximizes $f$ if $f\left(s^{\prime}\right) \geq f(s) \forall s, s^{\prime} \in S$. It follows that given a scheduling setting and an objective function $f$, we denote as minimization problem (resp. maximization problem) the search for a schedule that minimizes (resp. maximizes) $f$. This schedule is called optimal and the value of $f$ for this schedule is called optimal value.

Now we are ready to discuss some fundamental objective functions that are most studied in literature:

- Makespan or Length. Given a schedule on parallel machines, we denote as makespan the finishing time of the job that finishes last.
- Average Completion Time. This metric refers to the average completion time of all jobs in a schedule. Note that given that the number of jobs for a problem is constant, the optimization of the average completion time is equivalent to the optimization of the sum of the completion times of jobs. This is the reason why this metric in literature is frequently called total completion time or sum of completion times.
- Average (Weighted) Completion Time. This cost function is similar to the average completion time with the difference that each job is associated with a specific weight $w_{j}$ which denotes its significance. In this case the completion time of a job is multiplied by its weight before the calculation of the average. Likewise, this objective function can be found as total weighted completion time in literature.

Of course, there is a variety of objective functions beyond the aforementioned such as lateness, tardiness, absolute or squared deviation and unit penalty for problems with due dates or total (weighted) flow time for problems with release dates.

It is crucial to realise that different metrics imply and represent different needs. Specifically, the minimization of the makespan is usually suitable for one-user multiple-job environments where the user demands all his jobs to be completed as soon as possible. On the other hand, the minimization of the average completion time is more compatible with multi-user environments, where the notion of fairness is more important. Obviously, the term "weighted", when used, implies users and jobs with different significance or priority.

### 1.4 Precedence Constraints

Another well-studied aspect of scheduling problems is that of scheduling jobs with respect to precedence constraints. In a few words, we say that a job $i$ must precede a job $j$, denoted by $i \succ j$, if the execution of the latter can start only after the completion of the former job. The use of scheduling models with precedence constraints emerges directly from the nature of parallel processing systems. It is a very common phenomenon for a job to produce data which is prerequisite for another job to begin execution. Usually the precedence hierarchy of jobs is depicted as a Directed Acyclic Graph. Here is an example:


Figure 1.1: A graph representing the precedence constraints among jobs.

As we can see, the nodes of the graph are jobs and there is a directed edge from node $i$ to $j$ for each precedence constraint of the form $i \succ j$. The fact that the graph is acyclic is also obvious. Imagine there was a directed cycle of jobs, which one can be executed first? The answer of course is none, and the problem is clearly infeasible.

### 1.5 A Typical Notation for Scheduling Problems

Given the wide variety of scheduling problems in literature, Graham, Lawler, Lenstra and Kan introduced [33] a quick and elegant way of describing scheduling problems. Their 3-field problem classification is a set of three labels of the form $\alpha|\beta| \gamma$. Each label reflects different characteristics of a scheduling problem:

- Field $\alpha$, describes the machine environment of the problem. Typical $\alpha$ values are $1, \mathrm{P}, \mathrm{Q}$ and R for the single machine, identical parallel, uniform parallel and unrelated parallel machines respectively. Moreover, another example of common notation is the use of an index that denotes the number of machines on parallel environments. For instance, $P_{5}$ represents an environment of five identical parallel machines.
- Field $\beta$, is the second field and reflects additional properties of a problem. Some of the most typical properties that belongs to this field are $r_{j}$ for problems with release dates, $d_{j}$ for due dates or deadlines, prec for precedence constraints or $p m t n$ for problems where preemption is allowed. Another value of this field can be $p_{i, j}=0$ or 1 denoting processing times with zero or unit value.
- Field $\gamma$, is the last field of the notation and represents the type of the objective function. Typical values of $\gamma$ are $C_{\max }$ for makespan minimization, $\sum C_{j}$ for the total completion time and $\sum w_{j} C_{j}$ for the total weighted completion time.

For example, $1|\operatorname{prec}| L_{\text {max }}$ is the problem of minimizing the maximum lateness on a single machine subject to given precedence constraints. In the same way, $R|p m t n| \sum C_{j}$ is the problem of minimizing the total completion time on unrelated machines when preemption is allowed.

### 1.6 Complexity Issues

At this point, we would like to discuss the complexity characteristics of different scheduling problems. Unfortunately, given the jungle of the studied scheduling problems, only a small percentage of those accepts a polynomial-time algorithm that estimates an optimal solution. We concentrate our attention to parallel machine scheduling. In this case, the simplest problem that accepts a polynomial-time algorithm is $P_{m} \| \sum C_{j}$. Unfortunately we cannot argue the same for the problems $P_{m} \| C_{\max }$ and $P_{m} \| \sum w_{j} C_{j}$, when $m \geq 2$.

Usually, we are able to prove that a problem does not accept a polynomial-time algorithm, unless $P \neq N P$, with the help of what is called a reduction. Intuitively, we say that a problem $P_{1}$ is reducible to problem $P_{2}$ if an algorithm for solving problem $P_{2}$ efficiently could also be used as a subroutine to solve $P_{1}$. An example is the following: think of the problems $P \| C_{\text {max }}$ and $P\left|r_{j}\right| C_{\max }$. Given that the first problem does not accept a polynomial time algorithm we can conclude that the same holds for the second problem. Imagine the contrary and that there is an efficient algorithm solving $P\left|r_{j}\right| C_{\max }$; then if we take an instance of $P \| C_{\max }$ and add a "dummy" zero release date for every job then we would be able to solve the problem efficiently.

### 1.7 Approximating an Optimal Solution

As we have seen, the majority of parallel scheduling problems do not accept polynomialtime algorithms. This means that for a slightly more than "small" input, an optimal schedule cannot be estimated efficiently. So what can we do for those problems? Hopefully, the story does not end here. In many cases we can construct algorithms running in polynomial-time and producing an approximation to the optimal value.

More formally, a $\rho$-approximation algorithm for a minimization problem is an algorithm that runs in polynomial-time on the size of the input and produces a solution $S O L$ such that:

$$
O P T \leq S O L \leq \rho S O L
$$

, where $O P T$ the objective value of an optimal solution.
The value $\rho$ is called approximation ratio or guarantee of the algorithm. Generally $\rho=f(I)$, where $I$ a problem instance. In other words, the approximation ratio of an
algorithm is a function of the problem instance. As a result, the main target in the area of approximation algorithms is to find algorithms with the lowest possible upper bounds of approximation ratios. In literature, there exist algorithms with constant, logarithmic, linear or other function of the input size approximation ratios.

### 1.8 Online and Offline Scheduling

In practice, there are many scheduling problems where jobs arrive over time and the scheduler does not know anything about their existence until their arrival. This is called an online scheduler. There are two subcategories of online scheduling depending on the existence or not of clairvoyance. A clairvoyant scheduler, learns all the relevant information for a job (processing time, weight, etc) by the time of its arrival while a non-clairvoyant learns nothing for a job but the fact that it has arrived. In order to clarify the difference between the two types of scheduler let us demonstrate with an example. The scheduler of an operating system is clearly an online scheduler. In the general case, this scheduler may accept and run a job that needs live interaction with the user without knowing the time the user will spend on the job or the importance of this job to the user. In this case the scheduler may be considered non-clairvoyant. If the user could inform in any way the scheduler about the time his job is going to spend or the weight-importance of this job, then this scheduler could be considered a clairvoyant one.

A standard way of measuring the effect of non-clairvoyance on an online scheduler is the competitive ratio. For a minimization problem we can formally define the competitive ratio of a schedule $S(I)$, produced on input $I$ as following:

$$
\rho(|I|)=\max _{I} \frac{S(I)}{A(I)}
$$

, where $A(I)$ the objective value of an adversary $A$ who can specify the input $I$ and schedule $I$ optimally.

Unfortunately, the notion of competitive ratio has been criticized as impractical as it usually produces "unrealistically" high ratios for usual inputs and consequently the designer or prospective user of an algorithm fails to differentiate between the performance of two online algorithms in practice.

In order to surpass the drawbacks of the competitive ratio, the notion of resource augmentation was introduced. Intuitively, resource augmentation suggests that if we give more resources in terms of quality or quantity to a non-clairvoyant scheduler then, the approximation ratio of this problem may eventually be bounded. Formally, we say that
an online scheduler is $s$-speed $c$-approximation algorithm if:

$$
\max _{I} \frac{S_{S}(I)}{A_{1}(I)} \leq c
$$

, where $S_{S}(I)$ the produced schedule with $s>1$ resources. Note that in these cases the approximation ratio may also be found as competitive ratio of an online algorithm.

Resource augmentation, gives to the user of a scheduling algorithm a practical way to balance the loss of clairvoyance by buying more or more powerful processors. A typical example of the power of resource augmentation is included in the seminal paper of Kalyanasundaram and Pruhs: "Speed is as Powerful as Clairvoyance". In their work [34], they propose a $(1+\epsilon)$-speed $f\left(\frac{1}{\epsilon}\right)$-approximation algorithm for the classic uniprocessor CPU scheduling problem $1\left|r_{i}, p m t n\right| \sum F_{i}$.

## Chapter 2

## Scheduling Parallel Machines

The purpose of this chapter is to introduce the reader to the problem of scheduling parallel machines. For this reason, we present a collection of well-known algorithms and results on both cases of identical and unrelated machines and we discuss a variety of typical methods for the optimization of different metrics such as makespan and total (weighted) completion time.

### 2.1 List Scheduling and Longest Processing Time First

We begin our discussion on parallel scheduling algorithms with the simple Graham's List Scheduling algorithm [38]. Even though the algorithm's description and analysis may seem trivial even for the unfamiliar with the design of approximation algorithms reader, the purpose of this presentation is to present a general technique for proving approximation guarantees.

The problem we discuss is $P_{m} \| C_{m a x}$, which, as we have stated in the previous chapter, is NP-hard for $m \geq 2$. The List Scheduling algorithm is nothing else but the following simple procedure:

List Scheduling: Take an arbitrary sequence of jobs and assign them one-by-one to the so-far least loaded machine.

Before we begin the analysis of the algorithm, we should make a significant remark. An approximation ratio is a guarantee that the objective function of the feasible solution found by an algorithm would lay within a factor of the optimal value. Since most of the problems where the demand for approximation algorithms is exigent are NP-hard, as we know from fundamental complexity, it is difficult to compute the optimal objective value. So how can we prove an approximation guarantee if we do not have a clue of what the optimal value is? As a matter of fact, many times we do have a clue. There
are cases where it is an easy task to estimate a so-called lower bound on the optimal value. If we compare the result of an approximation algorithm with such a lower bound, then we can prove a guarantee without knowing the exact optimal value. Indeed, we are certain by definition that this value would be at least its lower bound. The proof of the following theorem about the List Scheduling algorithm demonstrates these ideas.

Theorem 2.1. List Scheduling is a polynomial-time 2-approximation algorithm for the problem of makespan minimization on identical machines.

Proof. For the problem of makespan minimization on identical machines there are two very useful lower bounds. If we denote by $C_{\max }^{*}$ the optimal makespan then the following inequalities hold:

$$
C_{\max }^{*} \geq \frac{1}{m} \sum_{j \in \mathcal{J}} p_{j}
$$

and

$$
C_{\text {max }}^{*} \geq \max _{j \in \mathcal{J}} p_{j}
$$

It is quite straight-forward why these inequalities consist lower bounds for the makespan problem. The former suggests that the solution is greater or equal to the total processing demand divided by the number of machines, a quantity that is obviously the most "fair" load-balancing one can achieve. The latter implies that the makespan must be at least the maximum processing time of any job on a machine.

In order to prove the approximation ratio, consider a schedule produced with List Scheduling and define $C_{\text {max }}$ to be its makespan. We fix a job $j$ to be the job finishing last and, as a consequence, its completion time equals $C_{\max }$. As we can see $C_{\max }=$ $s_{j}+p_{j}$, where $s_{j}$ is the starting time of job $j$. By definition of our algorithm we can see that just before the time $s_{j}$, all the machines are working, producing a total amount of work $m s_{j}$, which is definitely smaller than the total processing requirement. In other words:

$$
m s_{j} \leq \sum_{j \in \mathcal{J}} p_{j}
$$

Consequently:

$$
s_{j} \leq \frac{1}{m} \sum_{j \in \mathcal{J}} p_{j} \leq C_{\max }^{*}
$$

Therefore, for the cost of the produced schedule it follows:

$$
C_{\max }=s_{j}+p_{j} \leq \frac{1}{m} \sum_{j \in \mathcal{J}} p_{j}+\max _{j \in \mathcal{J}} p_{j} \leq 2 C_{\max }^{*}
$$

Intuitively, the main drawback of the algorithm lies in the fact that a job with relatively large processing time has to be scheduled last. With the following example one can see that the analysis of this algorithm is tight: Imagine we have $m$ machines, $m^{2}-m$ unit time jobs and one job whose processing time equals $m$. In case the large job is at the end of the list the following problem rises: the unit time jobs would be equally distributed to the $m$ machines giving a load of $m-1$. As a result, when the large job is scheduled a solution with makespan $2 m-1$ is produced. If we compare this solution with the optimal $C_{\max }^{*}=m$ we asymptotically get an approximation factor of 2 .

A quite obvious optimization for the algorithm is to sort the list of jobs before the assignment in a non-increasing processing time order. This algorithm is called Longest Processing Time First. The following theorem holds:

Theorem 2.2. Longest Processing Time First is a polynomial-time $\frac{3}{2}$-approximation algorithm for the problem of minimizing makespan on identical parallel machines.

Proof. After the sorting procedure of the algorithm we can make the following observations: If we have at most $m$ jobs then the result of the algorithm is optimal i.e. one job per machine. Now, if we have more than $m$ jobs then, for the processing time of a job $j$ where $j>m$ it holds:

$$
p_{j} \leq \frac{C_{\max }^{*}}{2}
$$

It is easy to see that assuming the contrary, then it should be the case that a job scheduled last on a machine would have larger processing time than the sum of processing times of all other jobs scheduled on the same machine. This fact leads to a contradiction even for the case of two jobs per machine.

Using the last result and following the analysis of the previous theorem, for the last finishing job $j$ it holds:

$$
C_{\max }=s_{j}+p_{j} \leq \frac{1}{m} \sum_{j \in \mathcal{J}} p_{j}+p_{j} \leq \frac{3}{2} C_{\max }^{*}
$$

Note that a more careful analysis of the Longest Processing Time First algorithm can yield a $\frac{4}{3}$-approximation guarantee. The proof lies on the fact that if the processing times are greater than $\frac{1}{3} C_{\max }^{*}$ the algorithm produces an optimal schedule with at most two jobs per machine.

### 2.2 An Exact Algorithm for the Average Completion Time Problem on Identical Machines

In this section we present a greedy algorithm that produces an optimal solution for the problem of minimizing the total completion time on identical parallel machines. The algorithm is an extension of the well-known Shortest Processing Time First rule for the total completion time on a single machine.

Shortest Processing Time First: Order jobs in a non-increasing processing time order and assign them in a cyclic way to machines.

Theorem 2.3. Shortest Processing Time First is a polynomial-time exact algorithm for the problem of minimizing total completion time on identical machines.

Proof. Without loss of generality we assume that $n$ is divided by $m$. If this is not the case, we can add to our problem instance an appropriate number of "dummy" jobs with zero processing time that clearly do not affect the resulting optimal schedule.

An alternative way one can express the resulting cost of an algorithm for this problem is the following:

$$
\begin{aligned}
\sum_{j \in \mathcal{J}} C_{j} & =\overbrace{\alpha_{n, 1} n+\alpha_{n, 2} n+\cdots+\alpha_{n, m} n}^{m \text { times }}+ \\
& +\overbrace{\alpha_{n-1,1}(n-1)+\alpha_{n-1,2}(n-1)+\cdots+\alpha_{n-1, m}(n-1)}^{m \text { times }}+ \\
& +\cdots+\overbrace{\alpha_{1,1}+\alpha_{1,2}+\cdots+\alpha_{1, m}}^{m \text { times }}
\end{aligned}
$$

In the expression above $\alpha_{l, k}$ is variable denoting the processing time of a job which is scheduled on machine $k$ and precedes $l-1$ jobs on the same machine. This is the reason why this processing time is multiplied by a factor of $l$, as it clearly contributes $l$ times to the objective function, one for its own completion time and one for the completion time of each job it precedes. Given this new form of objective function, for any given schedule the objective value can be estimated by assigning every $p_{j}$ to an $\alpha_{l, k}$ and by setting the unassigned $\alpha_{l, k}$ variables to zero. The problem now is to find an assignment that minimizes the objective function.

Hopefully, the Hardy-Littlewood-Pólya inequality, also known as rearrangement inequality [39], gives an elegant proof for the lower bound on any expression of this type. Specifically, we know that for every choice of real numbers $x_{1} \leq x_{2} \leq \cdots \leq x_{n}$ and
$y_{1} \leq y_{2} \leq \cdots \leq y_{n}$ and for any permutation $x_{\sigma(1)}, x_{\sigma(2)} \ldots x_{\sigma(n)}$ it is the case:

$$
x_{n} y_{1}+\cdots+x_{1} y_{n} \leq x_{\sigma(1)} y_{1}+\cdots+x_{\sigma(n)} y_{n} \leq x_{1} y_{1}+\cdots+x_{n} y_{n}
$$

In a few words, the lowest possible value can be achieved if we multiply the variables in a reversed order of their indices i.e. if we multiply the greatest $x_{n}$ with the lowest $y_{1}$ and so on. It is not hard to verify that the Shortest Processing Time algorithm achieves exactly this lower bound and as a result the produced objective value has to be optimal.

### 2.3 Minimizing Total Weighted Completion Time on Identical Machines

In their seminal work: "Scheduling to Minimize Average Completion Time: Off-line and On-line Approximation Algorithms", Hall et al. present 40 a collection of approximation algorithms for classic scheduling problems. In this part, we are going to present an approximation algorithm for the $P \| \sum w_{j} C_{j}$ problem. Before we describe the algorithm and the analysis, we are going to prove some useful lemmas concerning this problem.

If for any set $S \subseteq\{1 \ldots n\}$ of jobs we define $p(S)=\sum_{j \in S} p_{j}$ and $p^{2}(S)=\sum_{j \in S} p_{j}^{2}$, then the following lemma holds:

Lemma 2.4. Let $C_{1}, C_{2}, \ldots, C_{n}$ the completion times of jobs in a feasible schedule for $P \| \sum w_{j} C_{j}$. Then the $C_{j}$ satisfy the inequalities:

$$
\sum_{j \in S} p_{j} C_{j} \geq \frac{1}{2 m}\left(p(S)^{2}+p^{2}(S)\right) \quad \text { for each } S \subseteq N
$$

Proof. Let us assume a feasible schedule where there is no unforced idle time. In this schedule the jobs are indexed without loss of generality in a way that $C_{1} \leq \cdots \leq C_{n}$. In an induced schedule of jobs $\{1 \ldots j\}$, job $j$ finishes last on machine $i$ which, by definition, is the most heavily loaded machine with respect to this subset of jobs. Since there is no idle time, for the load of machine $i$ it holds:

$$
C_{j} \geq \frac{1}{m} p(\{1 \ldots j\})=\frac{1}{m} \sum_{k \in\{1 \ldots j\}} p_{k}
$$

If we multiply the last inequality with $p_{j}$, follow the same analysis for each induced subset of the form $\{1 \ldots j\}$, then by summation we get:

$$
\sum_{j=1}^{n} p_{j} C_{j} \geq \frac{1}{m} \sum_{j=1}^{n} p_{j} \sum_{k=1}^{j} p_{k}
$$

With usual arithmetic we can simplify the last inequality so that for $S=\{1 \ldots n\}$ it holds:

$$
\sum_{j \in S} p_{j} C_{j} \geq \frac{1}{2 m}\left(p(S)^{2}+p^{2}(S)\right)
$$

The lemma in its general case follows directly from the fact that for each possible subset of jobs we can apply the same analysis restricted to the schedule of these jobs.

Using the previous lemma, we see that for a subset of jobs $S=\{1 \ldots j\}$, where $C_{k} \leq C_{j}$ for each $k \in\{1 \ldots j\}$ it is the case that:

$$
C_{j} p(S)=C_{j} \sum_{k \in S} p_{k} \geq \sum_{k \in S} C_{k} p_{k} \geq \frac{1}{2 m}\left(p(S)^{2}+p^{2}(S)\right) \geq \frac{1}{2 m} p(S)^{2}
$$

From this analysis the following lemma immediately follows:
Lemma 2.5. Let $C_{1} \ldots C_{n}$ with $C_{1} \leq \cdots \leq C_{n}$ of $n$ jobs satisfying $\sum_{j \in S} p_{j} C_{j} \geq$ $\frac{1}{2 m}\left(p(S)^{2}+p^{2}(S)\right)$. Then for each $j=1, \ldots, n$, where $S=\{1, \ldots, j\}$ it is the case that:

$$
C_{j} \geq \frac{1}{2 m} p(S)
$$

Now, consider the following linear programming formulation:

$$
\begin{array}{lll}
\text { Minimize: } & \sum_{j=1}^{n} w_{j} C_{j} & \\
\text { s.t: } & & , \forall j \in\{1 \ldots n\} \\
& C_{j} \geq p_{j} & , \forall S \subseteq\{1 \ldots n\}
\end{array}
$$

Given this LP formulation, the algorithm Schedule-by- $\bar{C}_{j}$ works as follows: Given an optimal solution $\bar{C}_{1} \ldots \bar{C}_{n}$ to the LP, assuming without loss of generality that $\bar{C}_{1} \leq$ $\cdots \leq \bar{C}_{n}$, the algorithm sorts the jobs in a non-decreasing order of $\bar{C}_{j}$ and schedules iteratively each job $j$ to the earliest available $p_{j}$ units of time on any machine.

Theorem 2.6. The schedule found by Schedule-by- $\bar{C}_{j}$ is a $\left(3-\frac{1}{m}\right)$-approximation algorithm for the problem of minimizing total weighted completion time on parallel machines.

Proof. If we denote as $C_{j}$ the completion time of job $j$ scheduled by Schedule-by- $\bar{C}_{j}$, then for the induced schedule of jobs $\{1 \ldots j\}$ it is the case that:

$$
C_{j} \leq s_{j}+p_{j}
$$

, where $s_{j}$ denotes the starting time of job $j$. Since by definition of the algorithm, before time $s_{j}$ all machines are busy it holds $s_{j} \geq \frac{1}{m} p(S \backslash\{j\})$. Given this we have :

$$
C_{j} \leq s_{j}+p_{j} \leq \frac{1}{m} p(S \backslash\{j\})+p_{j} \leq \frac{1}{m} p(S)+\left(1-\frac{1}{m}\right) p_{j}
$$

From the previous lemma and the constraints of the LP we know that $\bar{C}_{j} \geq p_{j}$ and $2 \bar{C}_{j} \geq \frac{1}{m} p(S)$. Given that $\bar{C}_{j}$ is clearly a lower bound to the optimal solution it is the case:

$$
C_{j} \leq\left(3-\frac{1}{m}\right) \bar{C}_{j}
$$

If we apply the last inequality to the objective function the theorem follows.

An interesting observation is that the second set of constraints of the LP formulation contains exponentially many constraints. Hopefully, it has been proven 41] that we can solve this exact LP via the Ellipsoid Method, if we use as constraints only the subsets of the form $\{1 \ldots j\}, \forall j \in \mathcal{J}$.

### 2.4 Minimizing Makespan on Unrelated Machines

In this section we present a constant approximation algorithm for the problem of makespan minimization on unrelated machines. This result, apart from its significance in the field of approximation algorithms, is in fact a very useful tool for the MapReduce scheduling algorithms we examine in the next chapters.

As we can easily see, list scheduling algorithms cannot directly apply in the unrelated machine setting and definitely do not yield constant approximation guarantees. Hopefully, thanks to the work of Lenstra, Shmoys and Tardos, a 2 -approximation algorithm [42] was proved using linear programming techniques.

The key tool used in this algorithm is the following Rounding Theorem. Let $J_{i}(t)$ denote the set of jobs that require no more than $t$ units of time on machine $i$ and $M_{j}(t)$ the set of machines that can process job $j$ in no more than $t$ units of time. Let $x_{i, j}$ a $0-1$ assignment variable indicating whether job $j$ is assigned to machine $i$. We consider the generalized decision version of our scheduling problem defining for each machine $i$ a deadline $d_{i}$ and restricting the schedule to include assignments from jobs to machines with processing time at most $t$. In this setting consider the following mathematical formulations:

$$
\begin{array}{cr}
I P(P, \vec{d}, t): & , \forall j \in\{1 \ldots n\} \\
\sum_{i \in M_{j}(t)} x_{i j}=1 & , \forall i \in\{1 \ldots m\} \\
\sum_{j \in J_{i}(t)} p_{i j} x_{i j} \leq d_{i}+t & , \forall j \in J_{i}(t), i=1 \ldots m \\
x_{i j} \in\{0,1\} & , \forall j \in\{1 \ldots n\} \\
L P(P, \vec{d}, t): & , \forall i \in\{1 \ldots m\} \\
\sum_{i \in M_{j}(t)} x_{i j}=1 & , \forall j \in J_{i}(t), i=1 \ldots m
\end{array}
$$

Theorem 2.7 (Rounding Theorem). If the linear program $L P(P, \vec{d}, t)$ has a feasible solution, then any vertex $\tilde{x}$ of this polytope can be rounded to a feasible solution $\bar{x}$ of the integer program $I P(P, \vec{d}, t)$ and this rounding can be done in polynomial time.

Proof. If we denote by $u$ the number of $x_{i, j}$ variables involved for a specific $t$, we can see that the mathematical formulations above have $n+m+u$ constraints each. As we know from the theory of linear programming each optimal solution correspond to a vertex of the pointed polyhedron and each vertex is determined by $u$ linearly independent rows of the constraints matrix, each one satisfied with equality. If we observe the constraints of the LP we can see that for each feasible solution at most $m+n$ variables may have non-zero value. Now, if we denote by $\alpha$ the number of integrally assigned jobs and by $\beta$ the number of fractionally assigned ones, then by definition it holds $\alpha+\beta=n$. A job that is fractionally assigned is involved to at least two non-zero $x_{i, j}$ variables and, therefore, $\alpha+2 \beta \leq m+n$. Combining the two relations we can see that the number of fractionally assigned jobs is at most $m$.

For any feasible solution $x$, we define a bipartite graph $G(x)=(J, M, E)$, where $J$ and $M$ the sets of nodes corresponding to jobs and machines respectively and $E$ the set of edges defined as $E=\left\{(i, j) \mid x_{i, j}>0\right\}$. From the previous observations we can see that $G(\tilde{x})$ has no more edges than vertices and in fact each connected component of the graph has the same property. This type of graph whose connecting components are trees or trees plus one edge is called pseudoforest. In order to prove this proposition, for each
connected component of $G(\tilde{x})$, let $C$ denote the set of its nodes and $M_{C}, J_{C}$ the sets of machines and jobs involved respectively. Let $\tilde{x}_{C}$ the restriction of $\tilde{x}$ to variables $\tilde{x}_{i, j}$ such that $i \in M_{C}$ and $j \in J_{C}$. If we also denote by $\tilde{x}_{\bar{C}}$ the rest of the variables and reorder the columns of the variable vector, we see that $\tilde{x}=\left(\tilde{x}_{C}, \tilde{x}_{\bar{C}}\right)$. In order for the connected component $C$ to maintain the same property about the number of fractionally assigned jobs all we need to show is that $\tilde{x}_{C}$ is an extreme point of $L P\left(P_{C}, \vec{d}_{C}, t\right)$. Suppose it is not, then there should exist two points $y_{1}$ and $y_{2}$ enough close to $\tilde{x}_{C}$ such that $\tilde{x}_{C}=\frac{1}{2}\left(y_{1}+y_{2}\right)$. In this case, it holds that $\tilde{x}=\frac{1}{2}\left(\left(y_{1}, \tilde{x}_{\bar{C}}\right)+\left(y_{2}, \tilde{x}_{\bar{C}}\right)\right)$, which leads to a contradiction given the fact that $\tilde{x}$ is should be an extreme point.

An example of a produced pseudoforest is shown in the next graph:


Figure 2.1: A Pseudoforest of Job and Machine Nodes.
The key observation is that we can use this pseudoforest to round the fractional solution of the LP to a feasible solution of the IP. This can be done quite easily: for each integrally assigned job keep this assignment to the solution. For each connected component that is a tree start from any job node and greedily assign one machine to each job. Lastly, for each connected component that contains a cycle, given the fact that our graph is a bipartite, this cycle must have an even length. Therefore, we can "break" the cycle if we arbitrarily begin from any edge and assign jobs to machines in an alternating way.

Clearly, with the aforementioned rounding one can see that if the LP has a feasible solution then $\bar{x}$ is a feasible solution to the IP such that for each machine $i$ :

$$
\sum_{j \in J_{i}(t)} p_{i, j} \bar{x}_{i, j} \leq \sum_{j \in J_{i}(t)} p_{i, j} \tilde{x}_{i, j}+\max _{j \in J_{i}(t)} p_{i, j} \leq d_{i}+t
$$

Note that the rounding from a fractional to an integral solution this way can be done in polynomial time.

Using this Rounding Theorem, we can construct a 2-approximation algorithm for the problem of minimizing makespan on unrelated machines. Before we present the algorithm, we introduce some useful definitions and theorems about $\rho$-relaxed decision procedures:

Definition 2.8. A $\rho$-relaxed decision procedure or oracle can be seen as a decision oracle with two possible outcomes: "no" and "almost". More specifically, for a minimization
problem the oracle takes as input a problem instance and a target objective $d$. It returns either "no" or a solution with objective at most $\rho d$. If the oracle returns "no", then there is not a solution with objective at most $d$.

In the following, we present a useful theorem that links the existence of a $\rho$-relaxed decision oracle with the existence of a $\rho$-approximation algorithm for the problem of makespan minimization on unrelated machines.

Lemma 2.9. If there is a polynomial $\rho$-relaxed decision procedure for the minimum makespan problem on unrelated machines, then there is a polynomial $\rho$-approximation algorithm for this problem.

Proof. In order to prove the lemma, we can create a $\rho$-approximation algorithm using binary search over the domain of possible makespan. Given a target objective $d$, then $d$ is an upper bound and $\frac{d}{m}$ is clearly a lower bound to the problem's objective value. During the binary search procedure, if the oracle answers "no" for a target makespan $t$, then we restrict the search space to values over $t$. If the oracle returns a schedule with makespan at most $\rho t$, then we keep the best schedule we have found so far and we restrict the search space to values less than $t$. It is easy to see that in $O(\log d)$ time, the algorithm converges to the highest value that the oracle answers "no". If we denote $s$ this point, then the best objective value that we have kept during this procedure would be at most $\rho s$. Given that the optimal value is definitely more than $s$ then it is the case that the best objective value found would lay within a factor of $\rho$ of the optimal. This procedure gives as a polynomial-time $\rho$-approximation algorithm for the problem of makespan minimization on unrelated machines.

Now, the next theorem proves the existence of a 2 -approximation algorithm for the problem we discuss:

Theorem 2.10. There is a 2-approximation algorithm for the problem of makespan minimization on unrelated machines that runs in time bounded by a polynomial of the input size.

Proof. From the lemmas we have already proved, it suffices to construct a 2 -relaxed decision procedure for the problem. Let $(P, d)$ a problem instance. If we recall the $L P(P, \vec{d}, t)$ of the rounding theorem and set $d_{1}=d_{2}=\cdots=d_{m}=t=d$ then we can see the following: if the $\operatorname{LP}(P, \vec{d}, d)$ has not a feasible solution, then the $\operatorname{IP}(P, \vec{d}, d)$ cannot have either. On the other hand if the $\operatorname{LP}(P, \vec{d}, d)$ has a feasible solution, then it can be rounded to a feasible solution of the $I P(P, \vec{d}, d)$. As we have already shown in this rounded solution, the deadline of each machine can be extended for at most $t$ units of time. Given we have set all deadlines and $t$ equal to $d$, then the rounding yields a
solution at most $2 d$. This use of the rounding theorem clearly satisfies the definition of a 2 -relaxed decision procedure.

### 2.5 Minimum-Weight Bipartite Matching to Schedule Positions

In this section we examine the problem of total completion time on unrelated machines. Extending the analysis we have done for the total completion time on the identical machines case, we can reformulate the objective function in a similar manner using 0-1 assignment variables.

Let $x_{i, k, j}$ denote the variable indicating that a job $j$ is scheduled on a machine $i$ in the $k$-th last place among the jobs scheduled on the same machine. It is clear that if $x_{i, k, j}=1$, then the job is scheduled under these conditions and the opposite. Using this notation we can reformulate the objective function as following:

$$
\sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{n} k p_{i, j} x_{i, k, j}
$$

In the previous relation we can see that if a job is scheduled on $k$-th from the last job position on a machine, it contributes $k$ times its processing time to the objective function.

The solution of the following IP clearly gives the solution to the original problem:

$$
\begin{array}{lll}
\text { Minimize: } & \sum_{i=1}^{m} \sum_{j=1}^{n} \sum_{k=1}^{n} k p_{i, j} x_{i, k, j} \\
\text { s.t: } & \sum_{i=1}^{m} \sum_{k=1}^{n} x_{i, k, j}=1 & , \forall j \in\{1 \ldots n\} \\
& \sum_{j=1}^{n} x_{i, k, j} \leq 1 & , \forall i \in\{1 \ldots m\}, \forall k \in\{1 \ldots n\} \\
& x_{i, k, j} \in\{0,1\} & , \forall i \in\{1 \ldots m\}, \forall j, k \in\{1 \ldots n\} \tag{3}
\end{array}
$$

In the previous formulation constraints (1) suggest that every job must be scheduled on exactly one position on some machine while constraints (2) restrict more than one jobs to be scheduled on the same position of a machine.

The interesting fact about this formulation is that it is the exact IP formulation of the Weighted Bipartite Matching Problem. Consider we have a bipartite graph $G(A, B, E)$, where $A$ is the set of nodes corresponding to the jobs and $B$ the set of nodes corresponding to all available scheduling positions. It holds that $|A|=n$ and $|B|=n m$, as
$n m$ is the number all possible places a job can be scheduled on. This bipartite graph is complete and the weight of each edge from a job $j$ to the node $(i, k)$ is defined to be $k p_{i, k, j}$. It is clear now that finding a minimum weight matching on this graph immediately yields a schedule of minimum objective. Here is an example for the problem of scheduling two jobs on two machines:


Figure 2.2: Bipartite Graph Modelling Positions.

Hopefully, it is a known result that the LP-relaxation if this IP, obtained by relaxing the values of $x_{i, k, j}$ to be non-negative, has the same feasible set of solutions with the original IP. In other words, it can be proven that the extreme points of the LP-relaxation only correspond to integral solutions. From this fact we immediately obtain a polynomialtime exact algorithm for $R \| \sum C_{j}$. Note that a well-known combinatorial algorithm for the problem of minimum weight bipartite matching is the Hungarian algorithm 43.

### 2.6 Minimizing Total Weighted Completion Time of Tasks on Unrelated Machines

As far as the problem $R \| \sum w_{j} C_{j}$ is concerned, Hall et al. 40 developed an LP-based $\frac{16}{3}$-approximation algorithm even for the presence of release dates. Instead of presenting this algorithm, we choose to discuss a harder version of this problem. The problem we present is that of scheduling job orders on unrelated machines under the same objective, which was proposed in the work of Correa, Skutella and Verschae: "The Power of Preemption on Unrelated Machines" 44]. Because of the fact that this algorithm will be used as a subroutine for MapReduce scheduling algorithms in the next, we are going to use the notation from the work of Fotakis et al.: "Scheduling MapReduce Jobs and Data Shuffle on Unrelated Processors" 27].

In this problem, we have a set $\mathcal{P}$ of processors and a set $\mathcal{J}$ of jobs. Each job $j$ has a set $\mathcal{T}_{j}$ of tasks and each task $T_{k, j}$ can be executed on processor $i$ in $p_{i, k, j}$ units of
time. We denote by $\mathcal{T}$ the set of all jobs' tasks. The completion time of each job $C_{j}$ is determined by the completion time of the job's task $C_{k, j}$ that finishes last i.e. $C_{j}=\max _{k \mid T_{k, j} \in \mathcal{T}}\left\{C_{k, j}\right\}$. Each job is associated with a weight $w_{j}$ and our objective is to minimize the total weighted completion time.

In this algorithm, which we will refer to as TaskScheduling in the rest of this reading, we are going to schedule the tasks of jobs on exponentially growing time-intervals. For this reason, consider a parameter $\delta \in(0,1)$ and a maximum possible value $P$ for the time horizon of this problem. To ensure that $P$ is an upper bound to the completion time of each scheduling problem of this kind we define $P=\sum_{T_{k, j} \in \mathcal{T}} \max _{i \in \mathcal{P}} p_{i, k, j}$. Let $L$ be the smallest integer such that $(1+\delta)^{L-1}>P$. We discretize the time horizon into a set of the following intervals: $\mathcal{L}=\left\{[1,1],(1,(1+\delta)],\left((1+\delta),(1+\delta)^{2}\right], \ldots,\left((1+\delta)^{L-1},(1+\delta)^{L}\right]\right\}$.
In the following, we denote by $I_{\ell}$ the time interval $\left((1+\delta)^{\ell-1},(1+\delta)^{\ell}\right]$. We assume without loss of generality that all processing times are positive integers. Clearly, the number of intervals is polynomial in the size of instance and in $\frac{1}{\delta}$.

We introduce a set of variables $y_{i, k, j, \ell}$ indicating that a task $T_{k, j}$ is completed on processor $i$ within the interval $I_{\ell}$. Using this notation we introduce the following linear programming formulation:

$$
\begin{array}{rlr}
\operatorname{minimize} & \sum_{j \in \mathcal{J}} w_{j} C_{j} & \\
\text { subject to: } & \sum_{i \in \mathcal{P}, \ell \in \mathcal{L}} y_{i, k, j, \ell} \geq 1, & \forall T_{k, j} \in \mathcal{T}(1) \\
& C_{j} \geq C_{k, j}, & \forall T_{k, j} \in \mathcal{T}(2) \\
& \sum_{i \in \mathcal{P}} \sum_{\ell \in \mathcal{L}}(1+\delta)^{\ell-1} y_{i, k, j, \ell} \leq C_{k, j}, & \forall T_{k, j} \in \mathcal{T}(3) \\
& \sum_{T_{k, j} \in \mathcal{T}} p_{i, k, j} \sum_{t \leq \ell} y_{i, k, j, t} \leq(1+\delta)^{\ell}, & \forall i \in \mathcal{P}, \ell \in \mathcal{L}(4) \\
& p_{i, k, j}>(1+\delta)^{\ell} \Rightarrow y_{i, k, j, \ell}=0, & \forall i \in \mathcal{P}, T_{k, j} \in \mathcal{T}, \ell \in \mathcal{L}(5) \\
& y_{i, k, j, \ell} \geq 0, & \forall i \in \mathcal{P}, T_{k, j} \in \mathcal{T}, \ell \in \mathcal{L}
\end{array}
$$

In this linear program, constraints (1) ensure that every task is completed on a processor in some time interval. Constraints (2) assure that the completion time of a job must be at least the completion time of all its tasks. Constraints (3) impose a lower bound on the completion time of a task while constraints (4) are feasibility constraints indicating that the total processing time of jobs executed up to an interval $I_{\ell}$ should be at most $(1+\delta)^{\ell}$. Lastly, constraints (5) indicate that if a task $T_{k, j}$ has processing time greater than $(1+\delta)^{\ell}$ on a machine $i$ cannot complete its execution within the interval $I_{\ell}$.

In the algorithm TaskScheduling, we begin from a fractional solution of the LP: $\left(\bar{y}_{i, k, j, \ell}, \bar{C}_{k, j}, \bar{C}_{j}\right)$. We partition the set of tasks $T_{k, j}$ into sets $S(\ell)=\left\{T_{k, j} \in \mathcal{T} \mid(1+\delta)^{\ell-1} \leq\right.$
$\left.\alpha \bar{C}_{k, j}<(1+\delta)^{\ell}\right\}$, where $\alpha>1$ a fixed parameter. After this, we schedule integrally on the processors the of tasks of each set $S(\ell)$ in an increasing order of $\ell$ using the rounding theorem of Lenstra, Shmoys and Tardos we have seen for the makespan minimization on unrelated machines.

In the following, we begin the analysis of the algorithm by presenting some useful lemmas and observations. First of all, we argue that this linear formulation, even if we restrict the $y_{i, k, j, \ell}$ variables to take integral values $\{0,1\}$ is a $(1+\delta)$ relaxation of the original problem. In order to see this, take any feasible schedule. From this schedule we can directly assign to the variables $y_{i, k, j, \ell}$ values zero or one depending on the interval and processor the tasks complete their execution. Then, from the constraints (2), (3) we see that the completion time of a job and therefore the objective function can be at most a factor of $(1+\delta)$ lesser than the optimal. As a result, this LP is a lower bound to the optimal schedule for this problem.

For the tasks in $S(\ell)$ the following lemma holds:
Lemma 2.11. Tasks in $S(\ell)$ alone can be fractionally scheduled on processors $\mathcal{P}$ with makespan at most $\frac{\alpha}{\alpha-1}(1+\delta)^{\ell}$.

Proof. First, we need to prove that for any task $T_{k, j} \in S(\ell)$ it must hold: $\sum_{i \in \mathcal{P}} \sum_{t \geq \ell+1} \bar{y}_{i, k, j, t} \leq$ $\frac{1}{\alpha}$. Suppose it is not the case and $\sum_{i \in \mathcal{P}} \sum_{t \geq \ell+1} \bar{y}_{i, k, j, t}>\frac{1}{\alpha}$ then from (3) we have:

$$
\begin{aligned}
\bar{C}_{k, j} & \geq \sum_{i \in \mathcal{P}} \sum_{\ell \in \mathcal{L}}(1+\delta)^{\ell-1} \bar{y}_{i, k, j, \ell} \\
& =\sum_{i \in \mathcal{P}} \sum_{t \geq \ell+1}(1+\delta)^{t-1} \bar{y}_{i, k, j, t}+\sum_{i \in \mathcal{P}} \sum_{t \leq \ell}(1+\delta)^{t-1} \bar{y}_{i, k, j, t} \\
& \geq \sum_{i \in \mathcal{P}} \sum_{t \geq \ell+1}(1+\delta)^{t-1} \bar{y}_{i, k, j, t} \\
& \geq(1+\delta)^{\ell} \sum_{i \in \mathcal{P}} \sum_{t \geq \ell+1} \bar{y}_{i, k, j, t} \\
& >\frac{1}{\alpha}(1+\delta)^{\ell}
\end{aligned}
$$

Since $T_{k, j} \in S(\ell)$, then by definition of $S(\ell)$ this is a contradiction.
Now, using the fact that $\sum_{i \in \mathcal{P}} \sum_{t \geq \ell+1} \bar{y}_{i, k, j, t} \leq \frac{1}{\alpha}$, from (1) we can see that:

$$
\sum_{i \in \mathcal{P}} \sum_{t \leq \ell} \bar{y}_{i, k, j, t} \geq \frac{\alpha-1}{\alpha}
$$

Using these observations we can transform a $\bar{y}_{i, k, j, \ell}$ solution into $y_{i, k, j, \ell}^{*}$ by setting $y_{i, k, j, t}^{*}=$ 0 for $t \geq \ell+1$ and $y_{i, k, j, t}^{*}=\frac{\alpha}{\alpha-1} \bar{y}_{i, k, j, t}$ for $t \leq \ell$. We can easily see that constraints (1) and (5) of the LP are satisfied for this transformation:

For (1):

$$
\begin{aligned}
\sum_{i \in \mathcal{P}, \ell \in \mathcal{L}} y_{i, k, j, \ell}^{*} & =\sum_{i \in \mathcal{P}, t \leq \ell} y_{i, k, j, t}^{*} \\
& =\sum_{i \in \mathcal{P}, t \leq \ell} \frac{\alpha}{\alpha-1} \bar{y}_{i, k, j, t} \\
& =\frac{\alpha}{\alpha-1} \sum_{i \in \mathcal{P}, t \leq \ell} \bar{y}_{i, k, j, t} \\
& \geq \frac{\alpha}{\alpha-1} \frac{\alpha-1}{\alpha} \\
& =1
\end{aligned}
$$

In the same way we can see that constraints (4) are satisfied if we multiply the right-hand side of the inequality with $\frac{\alpha}{\alpha-1}$ :

$$
\begin{aligned}
\sum_{i \in \mathcal{P}} \sum_{\ell \in \mathcal{L}}(1+\delta)^{\ell-1} y_{i, k, j, \ell}^{*} & \leq \sum_{i \in \mathcal{P}} \sum_{t \leq \ell}(1+\delta)^{t-1} \frac{\alpha}{\alpha-1} \bar{y}_{i, k, j, t} \\
& =\frac{\alpha}{\alpha-1} \sum_{i \in \mathcal{P}} \sum_{t \leq \ell}(1+\delta)^{t-1} \bar{y}_{i, k, j, t} \\
& \leq \frac{\alpha}{\alpha-1}(1+\delta)^{\ell}
\end{aligned}
$$

Thus, we see that tasks in $S(\ell)$ can be fractionally scheduled alone in $\mathcal{P}$ with makespan at most $\frac{\alpha}{\alpha-1}(1+\delta)^{\ell}$ and therefore the lemma holds.

Now, using the rounding theorem for makespan minimization on unrelated processors we have seen in a previous section of this chapter we can turn this fractional schedule of tasks in $S(\ell)$ into an integral one with makespan at most $\frac{\alpha}{\alpha-1}(1+\delta)^{\ell}$ plus the maximum processing time of such a task. From (5) we know that this processing time is bounded by $(1+\delta)^{\ell}$. Therefore the following lemma holds:

Lemma 2.12. Tasks in $S(\ell)$ alone can be integrally scheduled on processors $\mathcal{P}$ with makespan at most $\left(\frac{\alpha}{\alpha-1}+1\right)(1+\delta)^{\ell}$. Also, by definition of $S(\ell)$ the completion time of a task in this schedule is at most $\alpha\left(\frac{\alpha}{\alpha-1}+1\right)(1+\delta) \bar{C}_{k, j}$.

If we take the union of these schedules in an increasing order of $\ell$, by applying the algorithm for makespan minimization on each schedule we can see that for each task
$T_{k, j} \in S(\ell)$ executed on the machine $i$ it holds:

$$
\begin{aligned}
C_{k, j} & \leq \frac{\alpha}{\alpha-1}(1+\delta)^{\ell}+\sum_{t \leq \ell}(1+\delta)^{t} \\
& \leq \frac{\alpha}{\alpha-1}(1+\delta)^{\ell}+\frac{(1+\delta)^{\ell+1}-1}{\delta} \\
& \leq \frac{\alpha}{\alpha-1}(1+\delta)^{\ell}+\frac{(1+\delta)^{\ell+1}}{\delta} \\
& =\frac{\alpha}{\alpha-1}(1+\delta)^{\ell}+\left(1+\frac{1}{\delta}\right)(1+\delta)^{\ell} \\
& =\left(\frac{\alpha}{\alpha-1}+1+\frac{1}{\delta}\right)(1+\delta)^{\ell} \\
& =\left(\frac{\alpha}{\alpha-1}+1+\frac{1}{\delta}\right)(1+\delta)(1+\delta)^{\ell-1} \\
& \leq \alpha\left(\frac{\alpha}{\alpha-1}+1+\frac{1}{\delta}\right)(1+\delta) \bar{C}_{k, j}
\end{aligned}
$$

Since the values $\left(\bar{C}_{k, j}\right)$ consist a lower bound for the objective it follows that for the produced schedule:

$$
\begin{aligned}
\sum_{j \in \mathcal{J}} w_{j} C_{j} & \leq \sum_{j \in \mathcal{J}} w_{j} \max _{T_{k, j}} C_{k, j} \\
& \leq \alpha\left(\frac{\alpha}{\alpha-1}+1+\frac{1}{\delta}\right)(1+\delta) \sum_{j \in \mathcal{J}} w_{j} \max _{T_{k, j}} \bar{C}_{k, j} \\
& \leq \alpha\left(\frac{\alpha}{\alpha-1}+1+\frac{1}{\delta}\right)(1+\delta) \sum_{j \in \mathcal{J}} w_{j} \bar{C}_{j} \\
& \leq \alpha\left(\frac{\alpha}{\alpha-1}+1+\frac{1}{\delta}\right)(1+\delta) O P T
\end{aligned}
$$

, where $O P T$ the optimal objective value of the problem.
Choosing $\alpha=\frac{3}{2}$ and $\delta=\frac{1}{2}$ the quantity $\alpha\left(\frac{\alpha}{\alpha-1}+1+\frac{1}{\delta}\right)(1+\delta)$ is minimized, leading to the following theorem:

Theorem 2.13. Algorithm TaskScheduling is a polynomial-time $\frac{27}{2}$-approximation for the problem of minimizing the weighted completion time of jobs' tasks on unrelated processors.

## Chapter 3

## Precedence Constraints and Shop Scheduling

In this chapter we present some basic types of scheduling problems where precedence constraints between jobs are involved. We introduce some definitions on some of the main scheduling issues in literature concerning shop scheduling and present some known algorithms as examples.

### 3.1 Chains, Flows and Shops

Before we start, let us recall the notion of precedence constraints between jobs. We say that a job $J_{1}$ must precede $J_{2}$ if $J_{2}$ cannot start its execution before the completion of $J_{1}$. In the next, we denote this fact by $J_{1} \succ J_{2}$. Precedence constraints between jobs are very useful for modelling many real-world applications, varying from the concept of assembly line in factories to the classic fork-join model in operating systems.

In the general case, the precedence relations define a strict partial order as the relation " $\succ$ " satisfies the properties of irreflexibility, transitivity and asymmetry. Therefore, every set of precedence constraints can be depicted as a Directed Acyclic Graph. Typical examples of such graphs are the chain of jobs, modelling for example the assembly line or the tree, modelling the fork-join task model.

In scheduling theory, there is a wide class of problems under the term shop scheduling. In this shop scheduling problems, each job consists of a set of operations and each operation has an associated machine on which it has to be processed. The target of shop scheduling problems is to schedule the operations of all jobs in such a way, that at most one operation of a specific job can be processed at a time. There are three well-studied subcategories of shop scheduling: Open Shop, Flow Shop and Job Shop. In


Figure 3.1: Examples of Chain- and Tree- Like Precedence Constraints.
the Open Shop problems the operations of a job can be performed in any possible order. In the Job Shop problems the operations of a job must be performed in a specific order while in the Flow Shop case for each job there is one operation per machine and the execution order is fixed and the same for all jobs. The objective of these problems is usually to minimize the makespan of the schedule with respect to the aforementioned constraints.

### 3.2 A Greedy 2-approximation Algorithm For Open Shops

In the following, we present a 2-approximation algorithm for the problem $O \| C_{\max }$. In this problem we have a set $\mathcal{M}$ of machines, a set $\mathcal{J}$ of jobs and a set $\mathcal{O}=\left\{O_{1}, \ldots, O_{k}\right\}$ of operations. Each operation belongs to a job $j$ and has to be executed on a specific machine $i$. For this problem, there is a trivial 2-approximation algorithm. This greedy rule suggests that whenever a machine becomes idle, schedule on this machine any available operation that has to be processed by this machine. Recall that for an open shop problem an operation is considered to be "available" at a time $t$ if no other operation of the same job is running at this time.

Theorem 3.1. The greedy algorithm is a 2-approximation for $O \| C_{\max }$.

Proof. The proof of this theorem follows very naturally after we define two very important and useful lower bounds concerning open shop problems. First of all, if we denote by $p_{j}$ the total processing need of the operations of a job $j$ and define $P_{\max }=\max _{j \in \mathcal{J}} p_{j}$, then it is definitely the case that $P_{\max } \leq C_{\max }^{*}$, where $C_{\max }^{*}$ the optimal makespan. In the same way, if we denote as $\pi_{i}$ the total processing time of operations of all jobs that have to be executed on machine $i$, then the for the value $\Pi_{\max }=\max _{i \in \mathcal{M}} \pi_{i}$ it holds $\Pi_{\max } \leq C_{\max }^{*}$.

Let us fix a job $j$ whose operation $o$ finishes last on machine $i$. There are two reasons why o may not have been scheduled on the same machine a previous time moment $t$ : either machine $i$ was busy at time $t$ executing an operation of another job, either
another operation of $j$ was under processing at this time by another machine. From these observations we argue that:

$$
C_{\max }=C_{o, j} \leq p_{j}+\pi_{i} \leq P_{\max }+\Pi_{\max } \leq 2 C_{\max }^{*}
$$

### 3.3 Two Machine Flow Shop Makespan Minimization

In this section, we examine the two-machines case flow shop problem, which contrary to the general case with an arbitrary number of machines, accepts a polynomial-time exact algorithm. More specifically, we have two machines $M_{1}$ and $M_{2}$ and set $\mathcal{J}$ of jobs, each consisting of two operations, one for each machine. We denote $O_{j}^{1}$ and $O_{j}^{2}$ the operations of job $j$ for machine $M_{1}$ and $M_{2}$ respectively and $p_{j}^{1}, p_{j}^{2}$ the processing times of the two operations. For each job $j$, the $O_{j}^{1}$ operation must be executed before $O_{j}^{2}$. Using the usual notation this problem is denoted by $F_{2} \| C_{\max }$.

The polynomial-time exact algorithm for this problem is the well-known Johnson's Rule [49. This rule schedules the operations on each machine in the same job-order, making greedy choices depending on the processing times of operations. In the following, we describe the algorithm:

Data: Set of jobs, and processing times of operations
Result: A schedule with minimum makespan
List the processing times of all operations.
while there are unscheduled jobs do
From the unscheduled jobs, select the operation $O_{j}$ of a job $j$ with minimum processing time.
if $O_{j}$ is for machine $M_{1}$ then
Schedule $j$ at the first available position
else
Schedule $j$ at the last available position end
end
Algorithm 1: Johnson's Rule
Theorem 3.2. Johnson's Rule is a polynomial-time exact algorithm for two-machine flow shop makespan minimization problem.

Proof. First of all, it is clear that there exists an optimal schedule in which between operations on machine $M_{1}$ there is no idle time. Consequently, we are searching for an optimal schedule without idle time between $O_{j}^{1}$ s and our goal is to minimize the idle
time on machine $M_{2}$. Furthermore, with a simple interchange argument we can see that there exists an optimal schedule in which the order of job operations remains the same for both the machines. In other words, for a job $j, O_{j}^{2}$ is scheduled after the execution of $O_{j}^{1}$ the first time machine $M_{2}$ becomes available.

We prove the optimality of Johnson's Rule by a simple interchange argument. We classify the jobs of an instance into two sets:

- Set $A$ : The set of jobs $j$, where $p_{j}^{1} \geq p_{j}^{2}$.
- Set $B$ : The set of jobs $j$, where $p_{j}^{1}<p_{j}^{2}$.

Suppose we have an optimal schedule that is exactly the same with a schedule produced by Johnson's Rule until a job $\ell$ and exactly after $\ell$, there are two jobs $j$ and $k$ that the two algorithms have scheduled in a different order. Without loss of generality, suppose the optimal algorithm has scheduled $k$ after $j$ and the Johnson's Rule $j$ after $k$. If we denote as $C_{j}^{i}$ the completion time of a job $j$ on machine $i$ then for the optimal schedule it holds:

$$
\begin{aligned}
& \quad C_{k}^{1}=C_{\ell}^{1}+p_{j}^{1}+p_{k}^{1} \\
& C_{k}^{2}=\max \left\{C_{j}^{2}, C_{k}^{1}\right\}+p_{k}^{2} \\
&= \max \left\{\max \left\{C_{\ell}^{2}+p_{j}^{2}, C_{j}^{1}+p_{j}^{2}\right\}, C_{\ell}^{1}+p_{j}^{1}+p_{k}^{1}\right\}+p_{k}^{2} \\
&= \max \left\{\max \left\{C_{\ell}^{2}+p_{j}^{2}, C_{\ell}^{1}+p_{j}^{1}+p_{j}^{2}\right\}, C_{\ell}^{1}+p_{j}^{1}+p_{k}^{1}\right\}+p_{k}^{2} \\
&= \max \left\{C_{\ell}^{2}+p_{j}^{2}+p_{k}^{2}, C_{\ell}^{1}+p_{j}^{1}+p_{j}^{2}+p_{k}^{2}, C_{\ell}^{1}+p_{j}^{1}+p_{k}^{1}+p_{k}^{2}\right\}
\end{aligned}
$$

If we interchange the order of jobs $j$ and $k$, then in the same way it holds:

$$
\begin{gathered}
C_{j}^{\prime 1}=C_{\ell}^{1}+p_{j}^{1}+p_{k}^{1} \\
C_{j}^{\prime 2}=\max \left\{C_{\ell}^{2}+p_{k}^{2}+p_{j}^{2}, C_{\ell}^{1}+p_{k}^{1}+p_{k}^{2}+p_{j}^{2}, C_{\ell}^{1}+p_{k}^{1}+p_{j}^{1}+p_{j}^{2}\right\}
\end{gathered}
$$

Johnson's Rule would interchange the two jobs if any of the following conditions holds:

- $j$ and $k \in A$ and $p_{j}^{2} \leq p_{k}^{2}$.
- $j$ and $k \in B$ and $p_{k}^{1} \leq p_{j}^{1}$.
- $k \in B$ and $j \in A$.

Clearly, it is always the case that $C_{k}^{1}=C_{j}^{\prime 1}$. All we have to do is to examine the relation between $C_{k}^{2}$ and $C_{j}^{\prime 2}$ for all possible scenarios.

For the first condition, it holds $p_{j}^{2} \leq p_{k}^{2}, p_{j}^{1} \geq p_{j}^{2}$ and $p_{k}^{1} \geq p_{k}^{2}$. As we can see the first terms of $C_{k}^{2}$ and $C_{j}^{\prime 2}$ are equal. Also, the second and third term of $C_{j}^{\prime 2}$ are lesser than the third term of $C_{k}^{2}$. In a similar way, we prove the that $C_{k}^{2} \geq C_{j}^{\prime 2}$ for the second condition. If the third condition holds then it is the case that $p_{k}^{1}<p_{k}^{2}$ and $p_{j}^{1} \geq p_{j}^{2}$. Therefore, the second term of $C_{j}^{\prime 2}$ is smaller than the third term of $C_{k}^{2}$ and the third term of the former is smaller than the second term of the latter.

From the previous analysis we see that any optimal schedule can be turned into a scheduled produced by Johnson's Rule without loss. Consequently, Johnson's Rule is optimal.

### 3.4 A Randomized Algorithm for the Flow Shop Scheduling Problem

In this section, we present a randomized algorithm for the flow shop scheduling problem [50] for a non-fixed number of machines. Recall that in a flow shop problem we have $n$ jobs and $m$ machines. Each job has a set of $m$ operations, one for each machine. We denote by $p_{i, j}$ the processing time of the operation of job $j$ on machine $i$ and by $p_{\max }=\max p_{i, j}$ the maximum processing time of all operations. In this kind of problems, the operations of all jobs must be executed in a specific machine order and this order is the same for all jobs. Therefore we can enumerate the machines without loss of generality with respect to this order. It is well-known that the problem of makespan minimization in flow shops is strongly NP-hard for more than two machines.

The first step of our algorithm is to divide the time domain of each machine into timeslots of size $s$, where $s \geq 2 p_{\max }$. Assuming that all operation have size at least 1 , then each slot contains at least one operation. In order for our algorithm to work, we assume that the slots have the property of independence i.e. the order of operations that are executed on a slot-machine pair is independent of the order on other slot-machine pairs. For this reason, we restrict the operations of a slot not to overpass the slot boundaries as well as the operations of a job not to change machine in the middle of a slot. Given these restrictions we can prove the following lemma:

Lemma 3.3. Any optimal flow shop schedule with makespan OPT can be transformed into a schedule satisfying the slotting constraints with makespan at most $\frac{s}{s-p_{\max }} O P T+$ $(m-1) s$.

Proof. Firstly, we divide the time domain of the optimal schedule in time-slots of size $s-p_{\max }$. This may probably lead to the straddling of two neighbouring time-slots of the same machine by some operations. Now, if we increase the size of each slot by $p_{\text {max }}$, then we can fit these "problematic" operations to the first slot they cross with safety. This transformation can augment the makespan of the optimal schedule at most by a multiplicative factor of $\frac{s}{s-p_{\max }}$. In order to satisfy the second independence constrain of the slotting transformation, we need to ensure that no job will "migrate" in the middle of a slot. This can be accomplished if we shift all operations of a slot in machine $i$ by $i-1$ slots. Given that we begin the numbering of machines from $i=1$, this can cost to the makespan an additive factor of $(m-1) s$.

We now obtain an approximation for the flow shop scheduling problem satisfying the slotting constraints. In this direction we define the following graph: Let $G(V, E)$ be a directed graph having a vertex for each pair of (time-slot,machine). We also add to the set of vertices two nodes $s_{j}$ and $t_{j}$ for each job. As far as the edges are concerned, we add a directed edge from each vertex $(\alpha, i)$ to vertex $(\beta, i+1)$, where $i \in\{1 \ldots m-1\}$ and $\alpha<\beta$. In addition, each vertex $s_{j}$ has edges to all vertices corresponding to the first machine and each vertex $t_{j}$ accepts edges from all vertices corresponding to the last machine.

Given $G(V, E)$ we define a multicommodity flow instance, where each job $j$ is associated with a commodity and $s_{j}$ and $t_{j}$ the source and sink nodes of this commodity respectively. If for a vertex $u=(\alpha, i)$ we denote by $x_{u, j}$ the flow of the commodity $j$, then we require that:

$$
\sum_{j \in \mathcal{J}} x_{u, j} p_{i, j} \leq s
$$

Given this instance, we wish to route one unit of flow for each commodity $j$. It is now clear that an integral multicommodity flow for this instance corresponds to a flow shop schedule satisfying the slotting constraints. It is a known result [41] that the feasibility of a multicommodity flow can be determined in polynomial time using linear programming.

With the use of this structure, in our algorithm we try to "guess" the number of timeslots required by the schedule. Clearly, the infeasibility of a multicommodity flow implies that our guess is too small. If we denote by $k$ the number of slots for which the multicommodity flow instance is feasible then for the minimum makespan $T$ of the corresponding flow shop schedule under slotting constraints it is the case that $T \geq(k-1) s$.

At this point, we are ready to describe the algorithm Random-FS. First, we find the minimum number of slots, where the corresponding multicommodity flow instance is feasible. Let $F$ be this flow, then in $F$, we define the weight of a commodity $j$ on an specific path from $s_{j}$ to $t_{j}$ to be the flow of this commodity passing through this path.

Clearly, the total weight of all paths corresponding to a specific commodity is one. Then,
Random-FS picks for each commodity one path with probability equal to its weight. The set of $n$ picked paths correspond to an integral multicommodity flow and therefore a slot constrained flow shop schedule, which may be infeasible in terms of time slot capacity. In other words, in this randomized rounded flow, for the sum of flow passing through a time-slot it may hold that: $\sum_{j \in \mathcal{J}} x_{u, j} p_{i, j}>s$.

For the algorithm Random-FS, the following theorem can be proven:
Theorem 3.4. Random-FS is a polynomial time randomized algorithm for flow shop scheduling which with probability at least $\frac{1}{2}$ finds a schedule with makespan at most:

$$
2(1+\delta) O P T+m(1+\delta) p_{\max } \log _{c} 2 m(n+m-1)
$$

, where $c=\frac{(1+\delta)^{(1+\delta)}}{e^{\delta}}$ and $\delta$ a constant chosen so that $c>1$.

## Chapter 4

## Scheduling MapReduce Jobs Minimizing Total Completion Time

In this chapter, we survey some known results on the problem of scheduling MapReduce jobs. The algorithms we discuss in this part were mainly presented in the work of Moseley et al. "On Scheduling Map-Reduce Jobs and Flow-Shops" [24] and include online and offline algorithms for scheduling MapReduce tasks or identical as well as unrelated parallel machines minimizing the total flow time.

### 4.1 The General Model

In the next sections, unless stated otherwise, we are going to alternate the notation as it follows. Let $\mathcal{J}$ be the set of MapReduce jobs. In this setting, a job consists of two set of tasks, the map and the reduce set. Tasks in each set can run in parallel while the two sets must run sequentially. In other words, in order to start the processing of any reduce task, all map tasks of the same job must have completed their execution. Let $J \in \mathcal{J}$ denote a generic job. In this case, $\left\{J_{i}^{m}\right\}$ and $\left\{J_{i}^{r}\right\}$ denote the sets of map and reduce tasks of $J$. Let $p_{x}(\bullet)$ denote the processing time of a task or job on machine $i$, given that we may have a single task case if $\left\{J_{i}^{m}\right\}$ and $\left\{J_{i}^{r}\right\}$ are singletons or multiple task case elsewhere.

Throughout this section we use $b \in\{m, r\}$ to capture both map and reduce related statements. Let $J^{b, *}=\arg \max _{i} p\left(J_{i}^{b}\right)$ the task with maximum processing time in a bset of tasks and let $J^{*}=\arg \max \left\{p\left(J^{m, *}\right), p\left(J^{r, *}\right)\right\}$ be the task with maximum processing time in all sets.

Moreover, let $\alpha_{J}$ the time of arrival of job $J$. Given a schedule $\sigma$ of jobs, let $s_{\sigma}(\bullet)$ denote the starting time of a job or task in $\sigma$ and $C_{\sigma}(\bullet)$ the completion time respectively. We denote by $\mathcal{P}_{\mathcal{M}}$ both the set and the number of map machines and by $\mathcal{P}_{\mathcal{R}}$ the set and number of reduce machines respectively.

We define the flowtime of a job $J$, with respect to a schedule $\sigma$, to be flow $_{\sigma}(J)=$ $C_{\sigma}(J)-\alpha_{J}$. Let flow $\sigma=\sum_{J \in \mathcal{J}}$ flow $_{\sigma}(J)$ be the total (average) flowtime of $\sigma$. Note here that for the offline case where jobs are available from the beginning, thus $\alpha_{J}=0, \forall J \in \mathcal{J}$, the total flowtime is equal to the total completion time of a schedule.

A schedule $\sigma$ is called viable in the MapReduce setting if all map (resp. reduce) tasks of a job $J$ are schedule only on map (resp. reduce) machines and all map tasks of a job $J$ must have completed their execution before the starting of a reduce task of the same job. Also this schedule is called non-migratory if each task is processed by exactly one machine.

### 4.2 Offline Algorithms

In this section we present two algorithms for scheduling offline MapReduce jobs on identical and unrelated machines respectively. The objective for both algorithms is to minimize the total completion time. The produced schedules in every case are viable and non-migratory.

### 4.2.1 Identical Machines

In order to create an algorithm for the identical machines case, we firstly simulate the schedules of map tasks alone (resp. reduce tasks alone), on a single $P_{M^{-}}$-speed (resp. $P_{R^{-}}$ speed) machine. Using the results of these simulations we create a viable MapReduce parallel schedule with the assistance of the MR-Identical algorithm.

We claim that if we use the Shortest Remaining Processing Time Rule (SRPT) for simulating schedules $\sigma_{M}$ and $\sigma_{R}$ the algorithm above produces a MapReduce schedule which is a 12 -approximation for the problem of minimizing total completion time. In order to prove this claim it is crucial to verify the correctness of the following lemma:

Lemma 4.1. Given schedule $\sigma_{m}$ and $\sigma_{r}$, there is a viable, non-migratory schedule $\sigma$ such that for all jobs $J$ it is the case that $C_{\sigma}(J) \leq 4 \max \left\{C_{\sigma_{m}}^{m}(J), C_{\sigma_{r}}^{r}(J), p\left(J^{*}\right)\right\}$.

Proof. A useful observation is that for any task $J_{i}^{b}$ that was available for scheduling by our algorithm by time $a_{\sigma}\left(J_{i}^{b}\right)$ it holds that $C_{\sigma}\left(J_{i}^{b}\right) \leq a_{\sigma}\left(J_{i}^{b}\right)+2 \omega_{J}$. Assuming the contrary we can see that by definition of width, in the time interval $\left[a_{\sigma}\left(J_{i}^{b}\right), C_{\sigma}\left(J_{i}^{b}\right)-\right.$


## Algorithm 2: MR-Identical

$\left.p\left(J^{*}\right)\right]$, only tasks of width at most $\omega_{J}$ are executed, representing a total volume of work strictly more than $P_{b} \omega_{J}$. However, since $\sigma_{m}$ and $\sigma_{r}$ are simulated by a single $P_{M}$-speed machine and a single $P_{R}$-speed machine respectively this implies that $\sigma_{b}$ must complete strictly more than $P_{b} \omega_{J}$ volume of work by time $\omega_{J}$, leading to a contradiction.

As we can see the algorithm schedules map task in a non-decreasing order of $\omega_{J}$ nonpreemptively to the so-far least loaded map machine. Therefore, since for all map tasks $a_{\sigma}\left(J_{i}^{m}\right)=0$, from the previous observation it is the case that $C_{\sigma}\left(J_{i}^{m}\right) \leq 2 \omega_{J}$.

For the reduce tasks, by definition of the algorithm, the reduce tasks of a job of width $\omega_{J}$ are not consider for scheduling before time $2 \omega_{J}$. Again, in the produced schedule, the reduce tasks are scheduled on reduce machines only in a non-preemptive, non-migrating way. By the previous observation, if we set $a_{\sigma}\left(J_{i}^{m}\right)=2 \omega_{J}$ then it is the case that $C_{\sigma}(J)=C_{\sigma}^{r}(J) \leq 4 \omega_{J}=4 \max \left\{C_{\sigma_{m}}^{m}(J), C_{\sigma_{r}}^{r}(J), p\left(J^{*}\right)\right\}$.

As we know, the SRPT rule is optimal for the average flowtime (completion time) for the single machine case where there is one task per job and no precedence constraints. Since having more than one task per job is irrelevant in our case, the total completion time of only map and only reduce on a $P_{M}$-speed and a $P_{R}$-speed respectively consist lower bounds for our objective. Let $O P T$ denote the optimal schedule. Then it is the case that $\max \left\{\right.$ flow $_{\sigma_{M}}$, flow $\left._{\sigma_{R}}\right\} \leq$ flow $_{O P T}$. Also, an obvious lower bound to the total completion time is the sum of the processing times of the "largest" tasks of each job. Thus $\sum_{J \in \mathcal{J}} p\left(J^{*}\right) \leq$ flow $_{O P T}$. Keeping these in mind and using the previous lemma
we can see that:

$$
\begin{aligned}
\text { flow }_{\sigma} & =\sum_{J \in \mathcal{J}} C_{\sigma}(J) \\
& \leq \sum_{J \in \mathcal{J}} 4 \max \left\{C_{\sigma_{m}}^{m}(J), C_{\sigma_{r}}^{r}(J), p\left(J^{*}\right)\right\} \\
& \leq 4\left(\sum_{J \in \mathcal{J}} C_{\sigma_{m}}^{m}(J)+\sum_{J \in \mathcal{J}} C_{\sigma_{r}}^{r}(J)+\sum_{J \in \mathcal{J}} p\left(J^{*}\right)\right) \\
& =4\left(\text { flow }_{\sigma_{m}}+\text { flow }_{\sigma_{r}}+\sum_{J \in \mathcal{J}} p\left(J^{*}\right)\right) \\
& \leq 4\left(\text { flow }_{O P T}+\text { flow }_{O P T}+\text { flowOPT }\right) \\
& \leq 12 \sum_{J \in \mathcal{J}} C_{O P T}
\end{aligned}
$$

Theorem 4.2. There exists a non-migratory 12-approximation algorithm for flowtime (completion time) in the offline, identical machines, multiple task, MapReduce setting.

### 4.2.2 Unrelated Machines

We now turn our attention to the unrelated machine setting. In this problem, restricting ourselves to the single task case, we work in a quite similar way as in the identical machine case. First, we simulate schedules $\sigma_{m}$ and $\sigma_{r}$ of only map and only reduce tasks on $P_{m}$ and $P_{r}$ machines respectively. Given these schedules we again define the width of each job as $\omega_{J}=\max \left\{C_{\sigma_{m}}(J), C_{\sigma_{r}}(J)\right\}$. In this case, the assignment of tasks to machines is maintained from schedules $\sigma_{m}$ and $\sigma_{r}$ to $\sigma$. The algorithm works as follows: first we reorder the map tasks on each machine in a non-decreasing order of $\omega_{J}$. For the reduce tasks, on each time and on each reduce machine, we schedule the available reduce task with the smaller width. Similarly to the identical machines case the following lemma gives a generic lower bound to the completion time of each task in $\sigma$.

Lemma 4.3. For any task $J^{b}$ that becomes available at time $a_{\sigma}\left(J^{b}\right)$ it holds that $C_{\sigma}\left(J^{b}\right) \leq$ $a_{\sigma}\left(J^{b}\right)+\omega_{J}$.

Proof. Let us assume the contrary: there exists a job $J$ assigned to a machine $i$ such that $C_{\sigma}\left(J^{b}\right)>a_{\sigma}\left(J^{b}\right)+\omega_{J}$. Then in the time interval $\left[a_{\sigma}\left(J^{b}\right), C_{\sigma}\left(J^{b}\right)\right]$, by definition of width and since there are no idle times, machine $i$ processes more than $\omega_{j}$ units of work of tasks with width at most $\omega_{J}$. This is a contradiction since it would imply that $\sigma_{b}$ processes strictly more than $\omega_{J}$ units of work by time $\omega_{J}$.

Using the previous lemma we can now prove the following theorem:
Theorem 4.4. There exists a non-migratory 6-approximation algorithm for the flowtime (total completion time) in the offline, unrelated machine single task MapReduce setting.

Proof. We can see that $a_{\sigma}\left(J^{m}\right)=0$ for all map tasks and also $a_{\sigma}\left(J^{r}\right)=\max _{J^{m} \in J}\left\{C_{\sigma}\left(J^{m}\right)\right\} \leq$ $\omega_{J}$. Applying the previous lemma we can prove that $C_{\sigma}(J)=C_{\sigma}\left(J^{r}\right) \leq 2 \omega_{J}$.

In [51], Skutella presented a $\frac{3}{2}$-approximation algorithm for minimizing total completion time on unrelated machines, where we have single-task jobs and no precedence constraints. Therefore, if we use this algorithm to simulate schedules $\sigma_{m}$ and $\sigma_{r}$ we see that $\frac{2}{3} \max \left\{\right.$ flow $_{\sigma_{m}}$, flow $\left._{\sigma_{r}}\right\} \leq$ flow $_{O P T}$. Thus:

$$
\begin{aligned}
\text { flow }_{\sigma} & =\sum_{J \in \mathcal{J}} C_{\sigma}(J) \\
& \leq \sum_{J \in \mathcal{J}} 2 \omega_{J} \\
& \leq \sum_{J \in \mathcal{J}} 2 \max \left\{C_{\sigma_{m}}(J), C_{\sigma_{r}}(J)\right\} \\
& \leq 2 \sum_{J \in \mathcal{J}}\left(C_{\sigma_{m}}(J)+C_{\sigma_{r}}(J)\right) \\
& \leq 2\left(\text { flow }_{\sigma_{m}}+\text { flow }_{\sigma_{r}}\right) \\
& \leq 6 \text { flow }_{O P T}
\end{aligned}
$$

### 4.3 Online Scheduling

We turn our attention now to the case of scheduling online MapReduce jobs on identical and unrelated machines respectively. The objective for both algorithms is, again, to minimize the total completion time with the creation of viable and non-migratory schedules.

### 4.3.1 Identical Machines

In the identical machine case, we consider the online scheduling of a fixed sequence of jobs. Like the offline case, we simulate schedules $\sigma_{m}$ and $\sigma_{r}$ on a single $\mathcal{P}_{\mathcal{M}}$-speed and a single $\mathcal{P}_{\mathcal{R}}$-speed machine respectively. For this case, we are going to limit ourselves to a simple presentation of the algorithm and a brief proof sketch. The analysis of this algorithm is quite technical and the simple ideas used will be demonstrated in the analysis of the unrelated machine case.

As we have stated before, the algorithm firstly simulates the online schedules $\sigma_{m}$ and $\sigma_{r}$. After the simulation, the width of a job $J$ is defined as $\omega_{J}=\max \left\{\left(\max \left\{C_{\sigma_{m}}^{m}(J), C_{\sigma_{r}}^{r}(J)\right\}-\right.\right.$ $\left.\left.a_{J}\right), p\left(J^{*}\right)\right\}$, where $a_{J}$ the arrival time of a job $J$ and $p\left(J^{*}\right)$ the processing time of the larger task of this job. A job is said to be in class $k$ if $\omega_{J} \in\left[2^{k}, 2^{k+1}\right)$. Let $U_{=k}^{m, x}(t)$
be the total processing time of map tasks in class $k$ assigned to the map machine $x$ by time $t$. In the same way, let $U_{=k}^{m, x}(t)$ denote total processing time of reduce tasks in class $k$ assigned to the reduce machine $x$ by time $t$. Schedule $\sigma$ is created by the online algorithm OMR-Identical(t). Moseley et al. [24] proved the following lemma for

```
Simulate the schedules \(\sigma_{m}\) and \(\sigma_{r}\).
if t is the first time all map tasks for job \(J\) are finished in \(\sigma_{m}\) and all reduce tasks
for job \(J\) are finished in \(\sigma_{r}\) then
    Let \(k\) be J's class.
    for each map task \(J_{i}^{m}\) of job \(J\) do
        Assign \(J_{i}^{m}\) to the map machine \(x\) with the minimum \(U_{=k}^{m, x}(t)\).
        \(U_{=k}^{m, x}(t) \leftarrow U_{=k}^{m, x}(t)+p\left(J_{i}^{m}\right)\)
    end for
end if
if t is the first time that all map tasks for job \(J\) are finished in schedule \(\sigma\) then
    Let \(k\) be \(J\) 's class.
        for each reduce task \(J_{i}^{r}\) of job \(J\) do
            Assign \(J_{i}^{r}\) to the reduce machine \(x\) with the minimum \(U_{=k}^{r, x}(t)\).
            \(U_{=k}^{r, x}(t) \leftarrow U_{=k}^{r, x}(t)+p\left(J_{i}^{r}\right)\)
        end for
end if
On each map and reduce machine, run the task assigned to that machine such that its associated job has minimum width.
```

Algorithm 3: OMR-Identical( t )

## OMR-Identical:

Theorem 4.5. Given online schedule $\sigma_{m}$ and $\sigma_{r}$, OMR-Identical produces a viable, online, non-migratory $(1+\epsilon)$-resource augmented schedule $\sigma$ such that $C_{\sigma}(J) \leq a_{J}+$ $\frac{128}{\epsilon^{2}} \max \left\{\left(\max \left\{C_{\sigma_{m}}^{m}(J), C_{\sigma_{r}}^{r}(J)\right\}-a_{J}\right), p\left(J^{*}\right)\right\}$.

Now, if we simulate $\sigma_{m}$ and $\sigma_{r}$ using the SRPT rule and following the analysis of the identical machines offline case, then applying the above theorem we can easily prove the following.

Theorem 4.6. OMR-Identical(t) with $\sigma_{m}$ and $\sigma_{r}$ simulated using SRPT rule yields a non-migratory $(1+\epsilon)$-speed $O\left(\frac{1}{\epsilon^{2}}\right)$ competitive algorithm for the average flowtime in the online, identical machines, multiple task, MapReduce setting, where $0<\epsilon \leq 1$.

### 4.3.2 Unrelated Machines

In this setting we again consider the single task case, where jobs arrive over time and $a_{J}$ the arrival time of a job $J$. In this case, our algorithm simulates schedules $\sigma_{m}$ and $\sigma_{r}$ in an online way. We define as width of a job the quantity $\omega_{J}=\max \left\{C_{\sigma_{m}}(J), C_{\sigma_{r}}(J)\right\}-a_{J}$. Our algorithm, as expected, creates a schedule $\sigma$ by scheduling at each time $t$ on a
machine $i$ the task of the available job with minimum width. The resulting schedule is clearly online, non-migratory and viable.

It has been proven [52] that there is no online algorithm with bounded competitive ratio for the objective of flowtime. Therefore, like the previous case, we use resource augmentation, giving to our schedule a minimum advantage of $\epsilon$ over the adversary. The following lemma is a first step towards a $(1+\epsilon)$-speed $O\left(\frac{1}{\epsilon^{4}}\right)$-competitive online algorithm.

Lemma 4.7. Let $\alpha>0$ and suppose the task $J^{b}, b \in\{m, r\}$, is available for scheduling by our schedule $\sigma$ at time $a_{J}+\alpha \omega_{J}$. The it is the case that $C_{\sigma}\left(J^{b}\right) \leq a_{J}+\frac{2 \alpha}{\epsilon} \omega_{J}$.

Proof. Suppose the job $J^{b}$ is assigned to a machine $x$ in $\sigma_{b}$. Let $t_{b}$ be the earliest time such that every task processed by machine $x$ in $\sigma$ during the interval $\left[t_{b}, C_{\sigma}\left(J^{b}\right)\right]$ has width at most $\omega_{J}$. Given that $J^{b}$ is available at time $a_{J}+\alpha \omega_{J}$ and from the fact that machine $x$ processes at any time the available jobs of minimum width, it must be the case that $t_{b} \leq a_{J}+\alpha \omega_{J}$.

Also, it must be the case that any task $J^{\prime}$ scheduled during $\left[t_{b}, C_{\sigma}\left(J^{b}\right)\right]$ arrived at earliest $t_{b}-\alpha \omega_{J}$. This is because $J^{\prime}$ must have $\omega_{J^{\prime}} \leq \omega_{J}$ as it is scheduled before $J^{b}$ by our algorithm. Therefore, $a_{J^{\prime}} \geq t_{b}-\alpha \omega_{J^{\prime}} \geq t_{b}-\alpha \omega_{J}$.

Now, given that in schedule $\sigma$ machine $x$ has speed $(1+\epsilon)$, then it produces a total work of $(1+\epsilon)\left(C_{\sigma}\left(J^{b}\right)-t_{b}\right)$. Then, it must hold that in $\sigma_{b}$, machine $x$ must complete at least this amount of work during the interval $\left[t_{b}-\alpha \omega_{J}, C_{\sigma}\left(J^{b}\right)\right]$. Therefore:

$$
\begin{aligned}
(1+\epsilon)\left(C_{\sigma}\left(J^{b}\right)-t_{b}\right) & \leq C_{\sigma}\left(J^{b}\right)-t_{b}+\alpha \omega_{J} \\
\epsilon C_{\sigma}\left(J^{b}\right) & \leq \epsilon t_{b}+\alpha \omega_{J} \\
C_{\sigma}\left(J^{b}\right) & \leq t_{b}+\frac{\alpha}{\epsilon} \omega_{J} \\
C_{\sigma}\left(J^{b}\right) & \leq a_{J}+\alpha \omega_{J}+\frac{\alpha}{\epsilon} \omega_{J} \\
C_{\sigma}\left(J^{b}\right) & \leq a_{J}+\frac{2 \alpha}{\epsilon} \omega_{J}
\end{aligned}
$$

, given that $0<\epsilon<1$.

We now prove the following theorem:
Theorem 4.8. Given online non-migratory schedules $\sigma_{m}$ and $\sigma_{r}$, there is a viable, online, non-migratory $(1+\epsilon)$-resource augmented schedule $\sigma$ such that all tasks for job $J$ are completed by time $a_{J}+\frac{4}{\epsilon^{2}}\left(\max \left\{C_{\sigma_{m}}(J), C_{\sigma_{r}}(J)\right\}-a_{J}\right)$

Proof. Given that that map task $J_{m}$ is available to $\sigma$ for scheduling at time $a_{J}+\frac{2}{\epsilon} \omega_{J}$, then from the above lemma we can see that by setting $\alpha=1$ it holds that:

$$
C_{\sigma}\left(J^{m}\right) \leq a_{J}+\frac{2}{\epsilon} \omega_{J}
$$

Similarly, given now that all map tasks of a job $J$ must have complete their execution in $\sigma$ by time $a_{J}+\frac{2}{\epsilon} \omega_{J}$, then by setting again $\alpha=\frac{2}{\epsilon}$ for the completion time of tasks $J^{r}$ and therefore for the completion time of job $J$ it is the case that:

$$
C_{\sigma}(J)=C_{\sigma}\left(J^{m}\right) \leq a_{J}+\frac{4}{\epsilon^{2}} \omega_{J}
$$

Chadha et al. [53] proved a $(1+\epsilon)$-speed $O\left(\frac{1}{\epsilon^{2}}\right)$-competitive online non-migratory algorithm for the average flowtime on unrelated machines, when there is only one task per job and no precedence constraints. With the use of their algorithm we can prove the following theorem:

Theorem 4.9. There exists a non-migratory $(1+\epsilon)$-speed $O\left(\frac{1}{\epsilon^{4}}\right)$-competitive online algorithm for the average flowtime objective in the online, unrelated machines, single task, MapReduce setting.

Proof. Given the result in [53], we can generate schedules $\sigma_{m}$ and $\sigma_{r}$ in a way such that if we denote by $O P T$ the optimal flowtime it is the case that:

$$
\Omega\left(\epsilon^{2}\right) \max \left\{\text { flow }_{\sigma_{m}}, \text { flow }_{\sigma_{r}}\right\} \leq O P T
$$

By applying the previous theorem we can see that:

$$
\begin{aligned}
\text { flow }_{\sigma} & \leq \sum_{J \in \mathcal{J}}\left(C_{\sigma}(J)-a_{J}\right) \\
& \leq \frac{4}{\epsilon^{2}} \sum_{J \in \mathcal{J}} \omega_{J} \\
& \leq \frac{4}{\epsilon^{2}} \sum_{J \in \mathcal{J}}\left(\max \left\{C_{\sigma_{m}}(J), C_{\sigma_{r}}(J)\right\}-a_{J}\right) \\
& \leq \frac{4}{\epsilon^{2}} \sum_{J \in \mathcal{J}} \max \left\{C_{\sigma_{m}}(J)-a_{J}, C_{\sigma_{r}}(J)-a_{J}\right\} \\
& \leq \frac{4}{\epsilon^{2}} \sum_{J \in \mathcal{J}}\left(C_{\sigma_{m}}(J)-a_{J}+C_{\sigma_{r}}(J)-a_{J}\right) \\
& \leq \frac{4}{\epsilon^{2}}\left(f l o w_{\sigma_{m}}+\text { flow }_{\sigma_{r}}\right) \\
& \leq O\left(\frac{1}{\epsilon^{4}}\right) O P T
\end{aligned}
$$

Since we can simulate $\sigma_{m}$ and $\sigma_{r}$ with the algorithm of Chadha et al. only with a minimum advantage $\epsilon$ over the adversary, the theorem follows.

## Chapter 5

## Scheduling MapReduce Jobs and Shuffle Tasks

In this chapter, we present a constant approximation algorithm for the MapReduce scheduling problem on unrelated processors, where the objective is to minimize the total weighted completion time of jobs. To the best of our knowledge, this problem formulation is the most general version of MapReduce scheduling so-far, as we enable each job to have an arbitrary number of map and reduce tasks. Furthermore, we propose a fast heuristic for the same problem and we include in our analysis the modelling of data shuffle, i.e. the overhead of the communication cost between map and reduce tasks.

### 5.1 A constant approximation algorithm.

In the following we present Algorithm-MR for the problem of minimizing total weighted completion time of MapReduce tasks on unrelated machines. Before we begin the presentation we introduce some notation: We denote by $\mathcal{M}$ and $\mathcal{R}$ the sets of map and reduce tasks respectively and by $\mathcal{P}_{\mathcal{M}}$ and $\mathcal{P}_{\mathcal{R}}$ the disjoint sets of map and reduce machines. The notation $\mathcal{T}_{k, j}$ represent the task $k$ of a job $j$ and $p_{i, k, j}$ represent the processing time of $\mathcal{T}_{k, j}$ on machine $i$.

Algorithm-MR works as follows. At first, the algorithm schedules separately the map and reduce tasks on the corresponding machines, using the algorithm TaskScheduling as a subroutine. Recall from chapter 2 that the algorithm TaskScheduling is a $\frac{27}{2}$-approximation algorithm for the problem of scheduling jobs with multiple tasks on unrelated machines in order to minimize the total weighted completion time. We denote by $\sigma_{\mathcal{M}}$ and $\sigma_{\mathcal{R}}$ the two produced schedules and by $C_{k, j}^{\sigma_{\mathcal{M}}}$ and $C_{k, j}^{\sigma_{\mathcal{R}}}$ the completion time of a map or reduce task $\mathcal{T}_{k, j}$ in the respective $\sigma_{b}$ schedule, where $b \in\{m, r\}$. After the simulation of map and reduce schedules, we use the completion times of jobs in these
schedules to merge them, keeping a constant approximation guarantee using a simple routine. In this direction, we define for each job the quantity $\omega_{J}=\max \left\{C_{j}^{\sigma_{\mathcal{M}}}, C_{j}^{\sigma_{\mathcal{R}}}\right\}$.

Run TaskScheduling on both the sets of tasks $\mathcal{M}$ and $\mathcal{R}$ creating schedules $\sigma_{\mathcal{M}}$ and $\sigma_{\mathcal{R}}$ respectively.
Assign each task on the same processors as they are in schedules $\sigma_{\mathcal{M}}$ and $\sigma_{\mathcal{R}}$.
for each job $j \in \mathcal{J}$ do
Fix $\omega_{j}=\max \left\{C_{j}^{\sigma_{\mathcal{M}}}, C_{j}^{\sigma_{\mathcal{R}}}\right\}$ to be the width of job $j$
end for
for each time $t$ where a processor $i \in \mathcal{P}$ becomes available do
if $i=\mathcal{P}_{\mathcal{M}}$ then
Among the unscheduled map tasks in $i$, schedule task $\mathcal{T}_{k, j} \in \mathcal{M}$ with the smallest $\omega_{j}$ with processing time $p_{i, k, j}$. Let $C_{k, j}$ be the completion time of task $\mathcal{T}_{k, j}$.
else

Among the unscheduled reduce tasks, which have $\omega_{j}>t$, schedule task
$\mathcal{T}_{k, j} \in \mathcal{R}$ with the smallest $\omega_{j}$ with processing time $p_{i, k, j}$. Let $C_{k, j}$ be the
completion time of task $\mathcal{T}_{k, j}$.
end if
Let $C_{k, j}$ be the completion time of task $\mathcal{T}_{k, j}$.
end for
for each job $j \in \mathcal{J}$ do
Compute the completion time $C_{j}=\max _{\mathcal{T}_{k, j^{\prime}} \in \mathcal{R} \mid j^{\prime}=j}\left\{C_{k, j^{\prime}}\right\}$.
end for
Algorithm 4: Algorithm-MR

At this point, we are going to prove the following theorem about Algorithm-MR:
Theorem 5.1. Algorithm-MR is a 54-approximation algorithm for the MapReduce scheduling problem of minimizing total weighted completion time on unrelated processors.

Proof. In the following, we denote by $C_{j}$ the completion time of a job produced by Algorithm-MR, by $C_{j}^{O P T}$ the completion time in an optimal schedule, by $C_{j}^{O P T_{M}}$ and $C_{j}^{O P T_{R}}$ the optimal completion times for the problems of scheduling only map and only reduce tasks respectively and by $C_{j}^{\sigma_{M}}$ and $C_{j}^{\sigma_{R}}$ the completion times for the schedules $\sigma_{M}$ and $\sigma_{R}$ produced using TaskScheduling.

Clearly, the optimal solutions to the problems of scheduling only map or only reduce tasks consist lower bounds to the optimal solution of the problem. Therefore, it holds:

$$
\begin{aligned}
\sum_{j \in \mathcal{J}} w_{j} C_{j}^{O P T_{M}} & \leq \sum_{j \in \mathcal{J}} w_{j} C_{j}^{O P T} \\
\sum_{j \in \mathcal{J}} w_{j} C_{j}^{O P T_{R}} & \leq \sum_{j \in \mathcal{J}} w_{j} C_{j}^{O P T}
\end{aligned}
$$

Directly from the analysis of TaskScheduling on chapter 2 it follows that for schedules $\sigma_{\mathcal{M}}$ and $\sigma_{\mathcal{R}}$ it is the case:

$$
\begin{aligned}
\sum_{j \in \mathcal{J}} w_{j} C_{j}^{\sigma_{\mathcal{M}}} & \leq \frac{27}{2} \sum_{j \in \mathcal{J}} w_{j} C_{j}^{O P T_{M}} \\
\sum_{j \in \mathcal{J}} w_{j} C_{j}^{\sigma_{\mathcal{R}}} & \leq \frac{27}{2} \sum_{j \in \mathcal{J}} w_{j} C_{j}^{O P T_{R}}
\end{aligned}
$$

For the merging routine, we first need to prove that the produced schedule is a nonpreemptive one. While for the map tasks this argument is obvious, for the reduce tasks we need to be more careful. The only way we can have preemption during the execution of a reduce task $\mathcal{T}_{k, j}$ is the case where another task $\mathcal{T}_{k^{\prime}, j^{\prime}}$ of width less than $\omega_{j}$ becomes available. However this cannot be the case, because by definition of the algorithm, $\mathcal{T}_{k^{\prime}, j^{\prime}}$ should be available before $\mathcal{T}_{k, j}$ and therefore should have been scheduled first.

Furthermore, we can prove that a map task of width $\omega_{j}$ is completed before time $\omega_{j}$. Suppose this is not the case and a map task, finishes its execution at time $t>\omega_{j}$. Then, it should be the case that during the interval $[0, t]$, all machines are busy processing tasks of width less than $\omega_{j}$. This is a contradiction, as in this case the machine $i$ where the task is scheduled should process more than $\omega_{j}$ units of work by time $\omega_{j}$ in schedule $\sigma_{\mathcal{M}}$.

In the same way, we can prove that a reduce task of width $\omega_{j}$ that is available for scheduling at time $r$ on processor $i$ must complete its execution by time at most $r+\omega_{j}$. Suppose that a reduce task finishes its execution at time $t>r+\omega_{j}$ on processor $i$. Then, in the interval $[r, t]$ on processor $i$ there is not idle time and only tasks of width at most $\omega_{j}$ are executed. This is again a contradiction as in this case in schedule $\sigma_{\mathcal{R}}$ by time at most $\omega_{j}$ there must have been processed more than $\omega_{j}$ units of work by the processor $i$.

A useful remark is that even for the case of non necessarily disjoint map and reduce processors the same analysis applies if we define $\omega_{j}=C_{j}^{\sigma_{\mathcal{M}}}+C_{j}^{\sigma_{\mathcal{R}}}$.

Now, if we set $r=0$ for the map tasks it follows that in the produced schedule $\sigma$, for a map task $\mathcal{T}_{k, j}$ it holds that: $C_{k, j} \leq \omega_{j}$. Similarly, since all map tasks of a job of width $\omega_{J}$ have completed their execution by time $\omega_{J}$, then the reduce tasks of the same job are released by time $r \leq \omega_{j}$. Using the previous argument we can see that for the completion time of these reduce tasks it is the case that $C_{k, j} \leq 2 \omega_{j}$.

Therefore, for the resulting schedule it must be the case that:

$$
\begin{aligned}
\sum_{j \in \mathcal{J}} w_{j} C_{j} & =\sum_{j \in \mathcal{J}} w_{j} \max _{k, j^{\prime} \in \mathcal{R} \mid j^{\prime}=j}\left\{C_{k, j^{\prime}}\right\} \\
& \leq \sum_{j \in \mathcal{J}} w_{j} 2 \omega_{j} \\
& =2 \sum_{j \in \mathcal{J}} w_{j} \max \left\{C_{j}^{\sigma \mathcal{M}}, C_{j}^{\sigma_{\mathcal{R}}}\right\} \\
& \leq 2 \sum_{j \in \mathcal{J}} w_{j}\left(C_{j}^{\sigma \mathcal{M}}+C_{j}^{\sigma \mathcal{R}}\right) \\
& \leq 2\left(\frac{27}{2} \sum_{j \in \mathcal{J}} w_{j} C_{j}^{O P T_{M}}+\frac{27}{2} \sum_{j \in \mathcal{J}} \omega_{j} C_{j}^{O P T_{R}}\right) \\
& \leq 54 \sum_{j \in \mathcal{J}} w_{j} C^{O P T}
\end{aligned}
$$

With this analysis we conclude that this Algorithm-MR is a polynomial time 54approximation for the problem of scheduling MapReduce tasks on unrelated processors minimizing the weighted completion time.

### 5.2 Data Shuffle

An important aspect affecting the performance of MapReduce systems is the overhead of data transmission. For this reason, we include in our model another phase which we will refer to as Shuffle phase. Shuffle phase takes place between the execution of map and reduce phases. In this phase, the key-value pairs are transmitted from map to reduce tasks of each job. In this section, we are going to extend the analysis of our algorithm in order to include shuffle tasks, modelling in this way the time overhead of data transmission. In the following we will refer to this problem as MapShuffleReduce problem.
In this extended model, the following properties must hold:

- Each shuffle task can start its execution only after the completion of the corresponding map task.
- For every map task the number of shuffle tasks with produced data is equal to the number of reduce tasks of the same job. Of course, when there is no data to be transmitted between a map and a reduce task, the corresponding shuffle task has zero processing time.
- The shuffle tasks must be executed non-preemptively.
- The processing times of shuffle tasks transmitted to the same reduce processor cannot overlap with each other.

In order to include the shuffle tasks we introduce some additional notation. We introduce a set of shuffle tasks $\mathcal{T}_{r, k, j}$, where $1 \leq r \leq\left|\mathcal{T}_{k, j} \in \mathcal{R}\right|$ for each map task $\mathcal{T}_{k, j} \in \mathcal{M}$ of job $j$. We denote by $\mathcal{H}$, the set of shuffle tasks. Each of these tasks is associated with a transfer time $t_{r, k, j}$, which is independent from the assignment of the involved map and reduce tasks to processors.

In the following, we discuss two different variations of the MapShuffleReduce problem and present two constant approximation algorithms for both.

### 5.2.1 The Shuffle Tasks are Executed on their Reduce Processors

In the first case, we consider the problem where the shuffle tasks are executed on the same reduce processor as the corresponding reduce task. In this case, all we have to do is to increase the processing time of each reduce task by the sum of the processing times of the correlated shuffle tasks. For this reason, we consider a reduce task $\mathcal{T}_{r, k} \in \mathcal{R}$ of a job $j$ and let $s_{j}^{r}=\left\{\mathcal{T}_{r, k, j} \mid \mathcal{T}_{k, j} \in \mathcal{M}\right\}$, the set of shuffle task that must complete before $\mathcal{T}_{r, j}$ starts its execution. In other words, we can reformulate the input in the following way. For each reduce task $\mathcal{T}_{r, k} \in \mathcal{R}$ running on processor $i$ we set:

$$
p_{i, r, j}^{\prime} \leftarrow p_{i, r, j}+\sum_{\mathcal{T}_{r, k, j} \in s_{j}^{r}} t_{r, k, j}
$$

For this new input, we can now use Algorithm-MR to obtain a feasible schedule. The question here is whether the approximation factor of 54 we have proved for the simple MapReduce problem holds also for this case. It suffices to show that there exists an optimal schedule for this version of the MapShuffleReduce problem, where the shuffle tasks are executed on the reduce processors exactly before the execution of the corresponding reduce task. We show this in the following lemma:

Lemma 5.2. There is an optimal schedule of shuffle tasks and reduce tasks on processors of the set $\mathcal{P}_{\mathcal{R}}$ such that:
(i) There are no idle periods.
(ii) All shuffle tasks in $s_{j}^{r}$ are executed together and complete exactly before the reduce task $\mathcal{T}_{r, j}$ starts its execution.

Proof. Consider a feasible schedule $\sigma$. In this schedule there are three cases when idle time can occur: either between the execution of two shuffle tasks or two reduce tasks, either between a shuffle and a reduce task. In the first two cases, since there are no
precedence constraints between shuffle or reduce tasks and given the fact that we assume that these types of tasks are available from time zero, skipping the idle time can only reduce the completion time of these tasks and therefore the objective value of our problem. For the third case, it suffices to notice that since the completion of each shuffle task must precede the completion of the corresponding reduce task, skipping the idle time again can only reduce the objective function of $\sigma$.

In order to prove (ii), consider a feasible schedule $\sigma$ violating this condition. Consider a task $\mathcal{T}_{r, j} \in \mathcal{R}$ to be the last reduce task of a job $j$ completed on a processor $i \in \mathcal{P}_{\mathcal{R}}$. Then, if we fix its completion time and schedule all the corresponding shuffle tasks to be executed just before $\mathcal{T}_{r, j}$ in an arbitrary order, then it is easy to see that the completion time of $j$ remains unchanged, while the completion time of the tasks $\mathcal{T}_{r, j^{\prime}} \in \mathcal{R}$ preceding $\mathcal{T}_{r, j}$ on the same processor may decrease. Thus, it follows that any feasible schedule $\sigma$ of the reduce and shuffle tasks can be transformed into a schedule $\sigma^{\prime}$, satisfying the properties of the lemma.

From the previous lemma we see that a schedule without idle times and with the shuffle tasks executed just before the reduce task consists a lower bound for every feasible schedule $\sigma$ and thus for the optimal schedule.

Therefore, the following theorem holds:
Theorem 5.3. There exists a 54-approximation for the MapShuffleReduce scheduling problem, when the shuffle tasks are executed on reduce processors.

### 5.2.2 The Shuffle Tasks are Executed on Different Input Processors

In the second variation of the MapShuffleReduce problem we discuss, the shuffle tasks are executed on a set of different "input" processors $\mathcal{P}_{\mathcal{S}}$. When the shuffle tasks are executed on different processors, we prove that we lose only a factor of 2 in the approximation ratio of the ShuffleReduce schedule.

Lemma 5.4. Consider two optimal schedules $\sigma$ and $\sigma^{\prime}$ of shuffle tasks and reduce tasks on processors of the set $\mathcal{P}_{\mathcal{R}} \cup \mathcal{P}_{\mathcal{S}}$ and on processors of the set $\mathcal{P}_{\mathcal{R}}$ respectively. Let also $C_{k, j}^{\sigma}, C_{k, j}^{\sigma^{\prime}}$ be the completion times of any reduce task $\mathcal{T}_{k, j}$ in $\sigma$ and $\sigma^{\prime}$ respectively. Then, it holds that $C_{k, j}^{\sigma^{\prime}} \leq 2 C_{k, j}^{\sigma}$

Proof. Consider an optimal schedule $\sigma$ on the $\mathcal{P}_{\mathcal{R}} \cup \mathcal{P}_{\mathcal{S}}$ processors. We fix a reduce task $\mathcal{T}_{k, j} \in \mathcal{R}$ of a job $j$, the reduce processor $i^{R} \in \mathcal{P}_{\mathcal{R}}$ where it is executed on $\sigma$ and the corresponding input processor $i^{S} \in \mathcal{P}_{\mathcal{S}}$. Let $B(k)$ the set of reduce tasks that are executed on $i^{R}$ before $\mathcal{T}_{k, j}$ and $S h(k)$ the set of shuffle tasks that are executed on $i^{S}$ corresponding to the reduce tasks of the set $B(k) \cup\left\{\mathcal{T}_{k, j}\right\}$.

In $\sigma$ it is the case that:

$$
C_{k, j}^{\sigma} \geq \max \left\{\sum_{\mathcal{T}_{k, j} \in B(k)} p_{i^{R}, k, j}, \sum_{\mathcal{T}_{q, l, j} \in S h(k)} t_{q, l, j}\right\}
$$

Now, we transform $\sigma$ into a new schedule $\sigma^{\prime}$ by maintaining the order and assignment of reduce tasks and by scheduling the shuffle tasks of each reduce task on its reduce processor and exactly before its starting. In this schedule, for the completion time of a reduce task $\mathcal{T}_{k, j}$ it holds:

$$
C_{k, j}^{\sigma^{\prime}}=\sum_{\mathcal{T}_{k, j} \in B(k)} p_{i^{R}, k, j}+\sum_{\mathcal{T}_{q, l, j} \in S h(k)} t_{q, l, j} \leq 2 C_{k, j}^{\sigma}
$$

Using this lemma we see that we can schedule only map tasks with a $\frac{27}{2}$-approximation factor and the shuffle-reduce tasks with an approximation factor of 27 . Now applying the same analysis as for Algorithm-MR the next theorem follows:

Theorem 5.5. There exists a 81-approximation for the MapShuffleReduce scheduling problem, when the shuffle tasks run on independent "input" processors.

### 5.3 A Greedy Heuristic

The time complexity of Algorithm-MR combined with TaskScheduling is clearly dominated by the time needed for the optimization of the linear programs. In this section we present a natural greedy heuristic not burdened by any LP solving complexity. In the following, we will refer to this heuristic as Greedy-MR.

In order to find a "satisfying" solution to the MapReduce problem, there are two things one must take into account. The fair load-balancing of tasks to processors and the efficient sequencing of task in every processor are both crucial aspects for the quality of a schedule. Algorithm Greedy-MR creates a feasible schedule by separating the loadbalancing from the sequencing nature of the problem and by using known "best-effort" heuristics for the optimization of each one.

As we can see the algorithm proceeds in two basic steps: the load balancing and the sequencing. The idea in the assignment part is based on the work of Aspnes et al. "On-line Routing of Virtual Circuits with Applications to Load Balancing and Machine Scheduling" [54. Using a parameter $\alpha \in(0,1)$ for tuning the sensitivity of the assignment, each map or reduce task is assigned to the map or reduce machine respectively that minimizes the quantity $\alpha^{\Delta^{b}(i)+p_{i, k, j}}-\alpha^{\Delta^{b}(i)}$, where $b \in\{m, r\}$ and $\Delta^{b}(i)$ the current load of a map or reduce machine $i$.

Greedy-MR: Creates a fast feasible schedule for the MapReduce problem.

```
Fix a parameter \(\alpha \in(0,1)\)
Take an arbitrary order \(\mathcal{O}\) of the jobs.
Let \(\Delta^{b}(i)\) be the current load of a \(b \in \mathcal{P}_{\mathcal{M}}, \mathcal{P}_{\mathcal{R}}\) processor. In this phase all these
variables are equal to zero.
for each job \(j \in \mathcal{O}\) do
    for each task \(\mathcal{T}_{k, j} \in \mathcal{M}\) of job \(j\) do
            Assign \(\mathcal{T}_{k, j}\) to the processor \(i\) such that
            \(i=\arg \min _{i \in \mathcal{P}_{\mathcal{M}}}\left\{\alpha^{\Delta^{M}(i)+p_{i, k, j}}-\alpha^{\Delta^{M}(i)}\right\}\).
            \(\Delta^{M}(i) \leftarrow \Delta^{M}(i)+p_{i, k, j}\)
    end for
    for each task \(\mathcal{T}_{k, j} \in \mathcal{R}\) of job \(j\) do
            Assign \(\mathcal{T}_{k, j}\) to the processor \(i\) such that \(i=\arg \min _{i \in \mathcal{P}_{\mathcal{R}}}\left\{\alpha^{\Delta^{R}(i)+p_{i, k, j}}-\alpha^{\Delta^{R}(i)}\right\}\)
            \(\Delta^{R}(i) \leftarrow \Delta^{R}(i)+p_{i, k, j}\)
        end for
end for
Reorder the tasks in each processor using the following rule:
for each job \(j \in \mathcal{J}\) do
    Let \(p_{k, j}\) be the processing time of a task on the processor it has been assigned.
    Define the quantity \(\omega_{j} \leftarrow \frac{w_{j}}{\sum_{\mathcal{T}_{k, j} \in \mathcal{M}} p_{k, j}+\sum_{\mathcal{T}_{k, j} \in \mathcal{R}} p_{k, j}}\).
end for
for \(i \in \mathcal{P}_{\mathcal{M}}\) do
    Reorder the tasks assigned to \(i\) in a non-increasing order of \(\omega_{j}\).
end for
for \(i \in \mathcal{P}_{\mathcal{R}}\) do
    Reorder the tasks assigned to \(i\) in a non-increasing order of \(\omega_{j}\), with respect to
    the precedence constrains emerged by the completion of map tasks.
end for
```

Algorithm 5: Greedy-MR

After the assignment, the algorithm proceeds with the sequencing of tasks on each processor using a simple rule. For the tasks of job $j$ we define the quantity $\omega_{j} \leftarrow$ $\frac{w_{j}}{\sum_{\tau_{k, j} \in \mathcal{M}} p_{k, j}+\sum_{\tau_{k, j} \in \mathcal{R}} p_{k, j}}$, where $p_{k, j}$ the processing time of a map or reduce task given the assignment. We then schedule the map tasks of each map processor in a nonincreasing order of $\omega_{j}$. After this, we schedule the reduce tasks of each reduce processor again in non-increasing order of $\omega_{j}$, taking into account at each time $t$ only the reduce tasks that have been released. Recall that in the MapReduce setting, by "released" we refer to the tasks of jobs whose map tasks have already complete their execution. The sequencing part of Greedy-MR uses the same idea as the well-celebrated Smith Rule whose optimality is known for the single machine context. In this direction, we try to schedule jobs of high weight first while we schedule jobs of high accumulative processing time last.

## Chapter 6

## Experimental Evaluation

At this point, we present the experimental evaluation of the MapReduce scheduling algorithm we present in the previous chapter. The study of the "empirical" approximation ratio of the algorithm, i.e. how the algorithm performs on "normal" inputs, is the main contribution of this thesis. In this chapter we describe implementation issues, different models of inputs and technical information. We close this thesis with the presentation and analysis of the results.

### 6.1 Experimental Experience

In order to estimate the performance of Algorithm-MR we compare the produced objective value with the solution produced by the heuristic Greedy-MR as well as with a lower bound derived from an LP-relaxation for the combined case of map and reduce tasks. This comparison was performed for a fixed number of disjoint map and reduce machines and a fixed number of map and reduce tasks per job. The parameters of the problem we experiment on are the number of jobs and the distribution of processing times.

More specifically, for the experiments we consider a fixed number of 40 map and 40 reduce machines. Each job has a fixed number of 30 map tasks and 10 reduce tasks. The weight $w_{j}$ of each job $j$ is selected uniformly at random from the interval $[1,|\mathcal{J}|]$, where $|\mathcal{J}|$ the total number of jobs. We experiment for a varying number of jobs from 5 to 50 increasing the number each time by 5 jobs. For each possible configuration of the problem we run ten experiments using ten randomly generated instances with these configurations.

### 6.2 Lower Bound

In order to estimate the empirical approximation ratio of the two algorithms we create an LP formulation similar to the one of algorithm TaskScheduling but for the mixed problem of map and reduce tasks. Again, we denote as $\mathcal{L}=\{[1,1],(1,(1+\delta)],((1+$ $\left.\left.\delta),(1+\delta)^{2}\right], \ldots,\left((1+\delta)^{L-1},(1+\delta)^{L}\right]\right\}$, where $(1+\delta)^{L}$ is an upper bound to the time horizon of any possible MapReduce schedule. Recall that we denote as $\mathcal{P}_{\mathcal{M}}$ and $\mathcal{P}_{\mathcal{R}}$ the map and reduce processors respectively and with $\mathcal{M}$ and $\mathcal{R}$ the set of map and reduce tasks.

The lower bound is computed using the following LP:

$$
\begin{array}{rlr}
\text { minimize } & \sum_{j \in \mathcal{J}} w_{j} C_{j} & \\
\text { subject to: } & \sum_{i \in \mathcal{P}_{\mathcal{M}}, \ell \in \mathcal{L}} y_{i, k, j, \ell} \geq 1, & \forall T_{k, j} \in \mathcal{M}(1 a) \\
& \sum_{i \in \mathcal{P}_{\mathcal{R}}, \ell \in \mathcal{L}} y_{i, k, j, \ell} \geq 1, & \forall T_{k, j} \in \mathcal{R}(1 b) \\
& C_{j} \geq C_{k, j}, \\
& C_{k, j} \geq C_{m, j}+\sum_{i \in \mathcal{P}_{\mathcal{R}}} \sum_{\ell \in \mathcal{L}} p_{i, k, j} y_{i, k, j, \ell} & \forall T_{k, j} \in \mathcal{R}(2 a) \\
& \sum_{i \in \mathcal{P}_{\mathcal{M}}} \sum_{\ell \in \mathcal{L}}(1+\delta)^{\ell-1} y_{i, k, j, \ell} \leq C_{k, j}, & \forall j \in \mathcal{J}, \forall T_{k, j} \in \mathcal{R}, \forall T_{m, j} \in \mathcal{M}(2 b) \\
& \sum_{i \in \mathcal{P}_{\mathcal{R}}} \sum_{\ell \in \mathcal{L}}(1+\delta)^{\ell-1} y_{i, k, j, \ell} \leq C_{k, j}, & \forall T_{k, j} \in \mathcal{M}(3 a) \\
& \sum_{T_{k, j} \in \mathcal{M}} p_{i, k, j} \sum_{t \leq \ell} y_{i, k, j, t} \leq(1+\delta)^{\ell}, & \forall T_{k, j} \in \mathcal{R}(3 b) \\
& \sum_{T_{k, j} \in \mathcal{R}} p_{i, k, j} \sum_{t \leq \ell} y_{i, k, j, t} \leq(1+\delta)^{\ell}, & \forall i \in \mathcal{P}, \mathcal{M}, \ell \in \mathcal{L}(4 a) \\
& p_{i, k, j}>(1+\delta)^{\ell} \Rightarrow y_{i, k, j, \ell}=0, & \forall i \in \mathcal{P}_{\mathcal{M}} \cup \mathcal{P}_{\mathcal{R}}, T_{k, j} \in \mathcal{M} \cup \mathcal{L}(4 b) \\
& y_{i, k, j, \ell} \geq 0, & \forall i \in \mathcal{P}_{\mathcal{M}} \cup \mathcal{P}_{\mathcal{R}}, T_{k, j} \in \mathcal{M} \cup \mathcal{R}, \ell \in \mathcal{L}(5)
\end{array}
$$

Clearly, this linear relaxation consists a lower bound to the MapReduce problem. The role of the constraints is the same as in the LP of the TaskScheduling algorithm. Again here, constraints (2a) denote that the completion time of a job is the maximum completion time of its reduce tasks while constraints (2b) denote the precedence constraints of between map and reduce tasks. The term $\sum_{i \in \mathcal{P}_{\mathcal{R}}} \sum_{\ell \in \mathcal{L}} p_{i, k, j} y_{i, k, j, \ell}$ added to the completion time of each map task is in fact the "squashed area" lower bound to the execution of a reduce task.

### 6.3 Processing Time Distributions

For the sake of the experiments, we model the processing time of tasks using two different approaches: the Uniform or Uncorrelated distribution and the Processor-Job Correlated distribution.

In the first uncorrelated case, the processing times $\left\{p_{i, k, j}\right\}_{i \in \mathcal{P}_{\mathcal{M}}}$ of the map tasks $T_{k, j} \in$ $\mathcal{M}$ of each job $j \in \mathcal{J}$ are selected uniformly at random (u.a.r) from the interval $[1,100]$. In the same way, the processing times $\left\{p_{i, k, j}\right\}_{i \in \mathcal{P}_{\mathcal{R}}}$ of the reduce Tasks are set to thrice a value selected u.a.r from $[1,100]$ plus some "noise" selected u.a.r from $[1,10]$.

In order to capture the issues of data locality on machines as well as the mean processing time of tasks of different jobs the need for a more sophisticated distribution of processing times is exigent. For this reason, in the processor-job correlated case [55] the processing times $\left\{p_{i, k, j}\right\}_{i \in \mathcal{P}_{\mathcal{M}}}$ of the Map tasks $T_{k, j} \in \mathcal{M}$ of each job $j$ are uniformly distributed in [ $\alpha_{i} \beta_{j}, \alpha_{i} \beta_{j}+10$ ], where $\alpha_{i}, \beta_{j}$ are selected u.a.r. from [1,20], for each processor $i \in \mathcal{M}$ and each job $j \in \mathcal{J}$ respectively. As before, the processing time of each reduce task is set to three times a value selected u.a.r. from $\left[\alpha_{i} \beta_{j}, \alpha_{i} \beta_{j}+10\right]$ plus some "noise" selected u.a.r from $[1,10]$.

Note that in both cases the rule of thumb of three times more processing time requirement on average for the reduce tasks is based on the model of Chang et al. in "Scheduling in mapreduce-like systems for fast completion time" 21].

### 6.4 Shuffle Tasks

Apart from the two aforementioned processing time distributions, we include in our experiments a third set of benchmarks, modelling the existence of shuffle tasks. In this case, the processing times of map and reduce tasks follow the processor-job correlated distribution while for each possible pair of map and reduce task of a job $j$ there exists a shuffle task with specific transfer time. This processing time of the shuffle task is equal to $\frac{20}{3} \beta_{j}$. Recall that $\beta_{j}$ is a job-specific value selected u.a.r from $[1,20]$. In our experiments we examine the case where shuffle tasks are executed on the same reduce processor as the corresponding reduce task and exactly before its execution. For this reason, we compare the performance of algorithms Algorithm-MR and Greedy-MR with the lower bound, after we increase the processing time of each reduce task by the sum of processing times of the shuffle tasks.

### 6.5 Implementation

In the following, we describe in a few words the implementation of the algorithms we compare, Algorithm-MR and Greedy-MR.

As we can see in figure 6.1 for the Algorithm-MR, the "main" script begins with the input reading and the initialization of variables. After this, the TaskScheduling subroutine is called two times, one for the map and one for the reduce tasks of the instance. Given the two produced partial schedules, the script calls the Merge subroutine in order to combine the two schedules.


Figure 6.1: Implementation sketch of Algorithm-MR.

The TaskScheduling subroutine creates schedules for only map or only reduce tasks on map and reduce processors respectively. In this direction, as we have described in previous chapter, algorithm TaskScheduling solves the corresponding LP with exponentially growing time intervals. Given this fractional solution, the algorithm separates tasks into groups with respect to their completion times. The last step of this subroutine, is to integrally assign the tasks of each group on the processors trying to minimize the makespan of every group. For this reason, TaskScheduling uses the algorithm for makespan minimization on unrelated machines we have described in a previous chapter. Note that, for the tasks of each group, the algorithm performs a binary search over the possible makespan, starting with the upper bound provided by the theoretical analysis of this algorithm.

Given the two produced schedules, the Merge subroutine, greedily merges the two schedules into one, with the use of the width of each job, as described in the previous chapter.

The implementation of Greedy-MR follows in general the same basic phases, separating completely this time the assignment of tasks to processors and the sequencing of the
assigned tasks of each processor. As we can see in figure 6.2, the assignment of tasks on processors is performed by the subroutine Greedy Assign, using the simple rule we described in the previous chapter. After the creation of the two assignment schedules for the map and the reduce tasks, the subroutine Generalized Smith Merge merges the two schedules using the weight to total processing time ratio for sequencing and respecting the precedence constraints between map and reduce tasks of each job.


Figure 6.2: Implementation sketch of Greedy-MR.

### 6.6 Technical Information

The algorithms Algorithm-MR, Greedy-MR as well as the lower bound were implemented using Python 2.7. The solver used for the linear programs was Gurobi Optimizer 6.0. The experiments were performed on a machine with 4 packages (In$\operatorname{tel}(\mathrm{R}) \mathrm{Xeon}(\mathrm{R}) \mathrm{E} 5-4620 @ 2.20 \mathrm{GHz}$ ) of 8 cores each ( 16 threads with hyperthreading) and a total memory of 256 GB. The operating system was a Debian GNU/Linux 6.0. The used scripts as well as the benchmarks of the results are available at: http: //www.corelab.ntua.gr/~opapadig/mrexperiments/.

### 6.7 Results

In the following, we present the results of the experiments. In all cases, we present scatter graphs of the objective values produced by all our algorithms as well as the empirical approximation ratios in all trials. Furthermore, for each number of job we present graphically the average value of objective values for all trials as well as the average approximation ratios.

### 6.7.1 Uncorrelated Input



Figure 6.3: Uncorrelated Results
Comparing (i)-(ii) solutions of Greedy-MR with Algorithm-MR and a lower bound on the optimal cost, and (iii)-(iv) (empirical) approximation ratios of Greedy-MR and Algorithm-MR, for uncorrelated tasks' processing times.

By figure 6.3(i)-(ii) we note that Greedy-MR performs quite better than AlgorithmMR in general. For number of jobs $n \leq 10$, Greedy-MR gives up to $21 \%$ better solutions on average. However, as the number of jobs increases, the gap between GreedyMR and Algorithm-MR is shrinking, e.g., for $n=45$ and $n=50$ Greedy-MR gives $6 \%$ and $5 \%$ (on average) better solutions, respectively. In terms of performance guarantee, as we can see in figure 6.3 (iii)-(iv) the (empirical) approximation ratio of Algorithm-MR ranges from 1.68 to 2.58 (on average), while the approximation ratio of Greedy-MR ranges from 1.43 to 2.42 (on average). Clearly, both algorithms are far away from Algorithm-MR's approximation guarantee of 54 .

### 6.7.2 Job-Processor Correlated Input



Figure 6.4: Processor-Job Correlated Results
Comparing (i)-(ii) solutions of Greedy-MR with Algorithm-MR and a lower bound on the optimal cost, and (iii)-(iv) (empirical) approximation ratios of Greedy-MR and Algorithm-MR, for processor-job correlated tasks' processing times.

By figure 6.4 (i)-(ii) it is clear that Algorithm-MR outperforms Greedy-MR for all different values of $n$. More specifically, Algorithm-MR leads to $11 \%-34 \%$ (on average) smaller values of the objective function, compared to Greedy-MR. This is mainly due the fact that by generating processor-job correlated tasks' processing times the assignment and sequencing procedure becomes more sophisticated. So, both the online assignment and the common WSPT policy, are not quite efficient; actually, even when there is a small number of jobs, $n=5$, Algorithm-MR gives on average $11 \%$ (on average) smaller solutions. The approximation ratio of Algorithm-MR, in figure 6.4 (iii)-(iv), ranges from 2.13 to 3.12 (on average), while, for Greedy-MR, the approximation ratio ranges from 3.19 to 3.95 (on average). Again, both algorithms are very far from Algorithm-MR's approximation guarantee of 54. Furthermore, it is important to note that Algorithm-MR improves its performance guarantee as the input becomes more and more involved (for $n \geq 40$ ), while simultaneously produces better solutions (of more than 30\%) than Greedy-MR.

### 6.7.3 Job-Processor Correlated Input with Shuffle Tasks



Figure 6.5: Data Shuffle Results
Comparing (i)-(ii) solutions of Greedy-MR with Algorithm-MR and a lower bound on the optimal cost, and (iii)-(iv) (empirical) approximation ratios of Greedy-MR and Algorithm-MR, for processor-job correlated tasks' processing times including shuffle tasks.

By Fig. 6.5 (i)-(ii) it is clear that Greedy-MR is better than Algorithm-MR for all different values of $n$. More specifically, Greedy-MR leads to $9 \%-60 \%$ smaller values of the objective function, compared to Algorithm-MR. However, as the number of jobs is increasing the gap between the performance of the two algorithms is shrinking. For example for $n=5$, Greedy-MR produced a $60 \%$ better solution, while for $n=50$ the percentage falls to $10 \%$ on average, with some trials where the Algorithm-MR appears to give slight better solutions. The approximation ratio of Algorithm-MR, in figure 6.5 (iii)-(iv), ranges from 2.02 to 3.81 , while, for Greedy-MR, the approximation ratio ranges from 1.24 to 2.31 . In this case, both algorithms are again very far from Algorithm-MR's approximation guarantee of 54. Moreover, it is important to note that both algorithms' empirical ratios converge to 2 as the number of jobs is increasing.

### 6.8 Evaluation

Considering the results of the previous section, one can see that the performance of Algorithm-MR and Greedy-MR depends highly on the type of processing time distribution, on the number of jobs as well as on the existence or not of shuffle tasks.

More specifically, we see that in the uncorrelated case the performance of Greedy-MR is slightly better. This can be explained and attributed to the distribution of processing times. In the uniform case we can see that for all jobs, the estimated mean processing time is constant. In other words, given that the processing times are selected u.a.r from [ 0,100 ], the probability for a task to have processing time $p$ is equal to the probability to have $100-p$. This "rough" smooth analysis suggests that for the load balancing part of Greedy-MR, the processors may behave in the mean case as identical. Moreover, in this case where there are not many "anomalies" in the load balancing part, the Weighted Shortest Processing Time First rule we apply for sequencing is known for behaving well on identical processors.

The previous arguments about the performance of Greedy-MR in the uncorrelated case are reinforced by the experimental results on the job-processor correlated case. In this case, since many processors may have advantage over others for all jobs, the load balancing part of Greedy-MR in not working very well this time. The relatively sophisticated load balancing of Algorithm-MR seems now to outperform that of Greedy-MR.

With the introduction of shuffle tasks in our experiments we see that the GreedyMR gives, again, much better solutions than Algorithm-MR. This fact can also be attributed to the distribution of processing times. In this case, since the processing times of shuffle tasks do not depend on the corresponding machines and due to the fact that these tasks are executed on the reduce processors, two conclusions can be deduced. The first is that the total contribution of the map schedule to the objective becomes negligible given the severe enlargement of the reduce tasks. The second is that, in this case, since by definition, the shuffle tasks' processing times depend only on $\beta_{j}$ and therefore are constant for a fixed job $j$, then the processing times of the extended reduce tasks behave also as constant. As we can see, the load balancing of constant size tasks is the easiest case so-far for by the load balancing part of Greedy-MR. This fact, together with the Weighted Shortest Processing Time First rule, can explain the good performance of Greedy-MR over Algorithm-MR.

## Conclusion

The theory as well as the experimentation have been proven fundamental tools for the evaluation of MapReduce scheduling algorithms. From linear programming relaxations and greedy rules to randomized approaches and graph theoretic reductions are some of the ways theory produces algorithms with various time complexities and approximation guarantees. It is the experimentation, however, that shows us how close or far from the reality these guarantees are and whether the trade-off between speed and optimality is worth considering. What we have seen in this work, is that an approximation ratio proven using the scheduling theory may be partially misleading given the performance of the algorithm in practice.

More specifically, we have shown that the algorithm for scheduling MapReduce tasks on unrelated processors minimizing the total weighted completion time performs quite well for normal and "rational" inputs. Indeed, it produces schedules with objective values close to the optimal, despite the proven worst-case approximation factor of 54 . The same conclusion holds for case where we model the intermediate data exchange between map and reduce tasks. Moreover, we have seen that a really fast and simple heuristic for the same problem, despite its probably non-constant approximation ratio, may also produce schedules with noteworthy objective values, even better than its sophisticated competitor for specific instances.

In the pursuit of optimality and efficient use of the available hardware, the model of scheduling MapReduce jobs can be extended in various directions. One of them is the introduction of malleable MapReduce jobs. In this case, the scheduler, apart from the assignment and sequencing of tasks to processors, has the ability to decide the so-called "grain size" i.e. the number of tasks where the total volume of work is going to be divided into. Another possible extension is to study the effect of the natural topology of processors on the cost of data transferring between tasks. More specifically, in nonuniform memory access (NUMA) architectures the communication time between two tasks may be crucially affected from the location of the nodes where these tasks are executed on.

As we have seen, massive parallelism is no more the future; it is now a reality relentlessly producing problems and demanding results and solutions: both theoretical and empirical.
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