EONIKO METXZOBIO ITOAYTEXNEIO

YXOAH MHXANOAOI'QN MHXANIKQN
TOMEAY MHXANOAOTTKQN KATAXKEYQN
KAI AYTOMATOY EAET'XOY

KINHMATIKH ANAAYXH ENOX
KUKA youBot

AIITAQMATIKH EPTAXIA

TOL

IQANNH TXOI'IA

EmipAémtov:
Kwvotavtivog 1. Kuproxdmoviog
Kobnyntmg E.M.IL.

EPTAXTHPIO AYTOMATOY EAEI'XOY
Abnva, TovAtog 2016






EONIKO METZOBIO ITIOAYTEXNEIO
YXOAH MHXANOAOT'QGN MHXANIKQN
TOMEAYX MHXANOAOTTKQN KATAXKEYQN
KAI AYTOMATOY EAET'XOY

KINHMATIKH ANAAYXH ENOX
KUKA youBot

AITTIAQMATIKH EPT'AXIA

TOL

IQANNH TXOI'IA

EmiAsrov: Kovotavtivog 1. Kuptaxdmooviog
Koabnyntig E.M.II.

EvyxptOnxe amd v totpe] eEetaotiny emitpomy ™y 4" lovAlov 2016.

K. KvptoxdmToviog E. Maraddémoviog [. Avtwviéddng
Kobnyntg E.M.II. Kobnynteg E.M.II. Koabnyntg E.M.II.

Ab1va, TovAtog 2016






iii

EONIKO METXO0BIO ITOAYTEXNEIO
2XOAH MHXANOAOT'QGN MHXANIKQN
TOMEAY MHXANOAOTTKQN KATAZKEYQN
KAI AYTOMATOY EAET'XOY

TXOT'TAY IQANNHX
AIITAQOMATOYX0XZ MHXANOAOT'OX MHXANIKOX E.M.II.

Copyright © Iwavvne Todyrog 2016.
Me emipOraEn mavtog Sixardpoatog. All rights reserved.

Amoayopebetal 1 avtiypopy, amobxevon xor dtavoun tng mopodoog gpyootiog, €E
OAOXANPOL 7 TUNUATOS OVTNG, YL EUTTOOLXO oxomd. Emitpémetar n avatdmwon,
amobxevon xot dLavout] YLow GXOTTO U XEPDOOXOTILXO, EXTTALOEVTLXYG V] EPEVLVYTLXNG
VOoMC, LTTG TNV TTPODLTTOOETT VO VOUPEPETAL N TTNYT] TTROEAELATG KoL VO DLATYPELTAL TO
ooV pnvopo. Epotiuota mov opopody Tt xoNom NG EQYRCLOS YLOL XEPG0OXOTILYO
Oo%0TtO TPETEL Vo ateLBVvoVTOL TTPOG TOV CLYYPOPED.

Ov amédeLg xol To CUUTEQACLATO TTOV TEPLEXOVTAL OE AVTO TO EYYPOPO EXPEALOVY
TO OLYYPUQPEX XL OE XOWULE TTEPLTTWON OEV AVTLTTPOCWTEVOVY TG ETioNUES OEoeLg
Tov Efvixod MetabfBiov IToAvteyveiov.






Evyoptotisg

Evyoptoted moAd tov x. Kuptaxdmovro yiow tnv avabeon oavtig ™¢ SLITAOUOTLXNAG
XOL YLOL TY]Y EVXOLPLO VOL GUULETEY W OTNY EQELYA TOV £pYOTNELOL AvuTopdTtov EAéyyov.
[Siaitepeg evyopLotieg amodidw xol GTOY ETMLOTNUOVLXO GUVEQYATY] 3. XAQAAXLTTO
MmexALoOAY Yo Ty TOAVTLUT Bonbetd Tov o Bépato Mabnuotinwy kot Zuotnuétmy.
Ax6pm, evyopLoTed HepUdTOTOL TOLG YOVELS [LOU X0 TNV ASEPEPY] LLOV YLOL TNV OUEQLOTY]
OLUTOPAOTOON XKoL OTNPLEY] TOLG OTLG EVXOAEG %o TG dVox0oAeg oTiypés. TéAog,
ELYOPLOTH €YXOPOLWG OAOLE TOLG QIAOLE POL TOL LOL CGTaAONUOY T TEASLTOLO
XoOVLOL.






ITepiAndn

H porydaio adENom Twv pOUTOTIXGY XELOLOTWY TTOV ATTOLTOOVTOL YLO TNV TTEQATWON
LLOIG EQYOLOLOG EYEL XUTOOTNOEL ETTLTOXTLXY] VALY X TN ONLLOVOYLO ASTTTOUEPWY TYNLATWY
eAEYYoL. QaTd00, Ha0 M TTPOTOoYN SlveTOL TN SNULOVEYLOL ATTOTEAEGULATIXWY OYNULATWY
EAEYYOL, TOCO ATTOUOXPVVETOL OTTO TN ONLLOVPYLO GWOTWY XL AETTTOUEPKY KLY TLXWY
LOVTEAWY. 'Eva xtynuotind povtého amotelel Bdon yio Tov EAeY)0 xabwg Tpoapépel
YVWOY ETAVW OTY] CUUTEQLPOPE TOL CLOTNUATOS XoL TLG LOLOTNTES Tov. To poumoT
KUKA youBot sivar évog Bpoxlovog emave o€ Lo XLVOUUEYY TTAXTPOQULOL, AVXTTTUYUEVO
XOTA XOPLO AOYO YLOL EQELYNTLXOVG %O EXTTOLGEVLTIXOVG oxoTovs. O Pporyiovog Tévte
Bobuwyv erevbepioc mapovotalel eEatpetind evdlopépoy xabwg To TEOPANUO TN
XLYNUOTLXNG TOV -LOLOLTEPWG TNG OVTLOTEOPNG- TTEPLTAEXETOL. ETLTTAEOY, XL 1 TAaTQOpU.OL
TovTeG dtevbvvorg eTavew oty oTtola Tpooapudletol o Bpoyiovag, amoTeAel oavTixeipeVO
TPOG LEAETY OTNY TEPITTTWOY TTOL ELVOL AVTOVOLY 1] AXOUY] XL GTNY TEPLTTWOY] TOV
Do Moy un oAovopux.

To avTixelhevo aLTNG TNG SLTAWUTLXTG ELVOL 1] OVATTTUEY] TOL KLYNULOTLXOD LOVTEAOL
vt To KUKA youBot apyixd Egywototd yioe xébe xoppdtt Tov poumdt xol v
ovveyeior YL OAOXANPOo To cbotnuo. Tavtdypova, cEgpevvodvtor oL LBLOTNTES TOL
oLoTNUOTOG Ke TN Bonbetor TOXIAAWY pabnuatinwy epyoisinmy.

XT0 TPWTO HEPOG TNG OLTTAWUOTLXYG, VOAVETOL TTANPWG 1 XLYNULOTLXY TOL [Pporyiovo
XOL OVATTTOO00VTOL XOLTNELO YLO TNV VTTAEEY, TNY 0woTédTNTH XoL Tov apliud twy
AOOEWY GTO TEOBANULO TNG AVTLOTEOPNG XLYNULOTLXNG TOV. [TopdAAnAa, YiveTor avaAvon
LILOTLLWY Tov pe ™ LEBodo SVD. Xto debtepo pépog, dtaxpivovtol SLO TEQLTTWOELS
YLo TNV TAXTQOPUO: 1 UN OAOVOWULXY o M Ttovtdg xatebbuvong xivnong. TéAog,
oxoAlovbovvtar tor (Star Prpoato yioe To oOvHeETO GOOTNUOL GTO TEASLTOLO XOUUATL
%o YIVETaL PLor avGALOY YLOL TNY TEPOCEYYLON TWV ETLXIVILYWY onueiwy (EowTepLrég
LOLOLOPPIEG XOL LOLOKLOPPIES OVOTAPEITOONS).

A€Eeig KAsLoh:

Kuwnuotiny, Avtiotpoen Kuvnuoatixy, loxwBiovy, IStotipég, Singular Value De-
composition, Mn OAovoutxy ITAatedppa, ITAatedpua avtwg Atebbuvorng, Kivobuevog
Bpoyiovoc.






Abstract

The increasing number of robot manipulators that are needed to complete a task,
has made the creation of detailed control schemes a vital need. However, as the
attention is placed primarily in the efficiency and stability of these schemes, it is
therefore shifted from the creation of correct and detailed kinematics models. Such
models constitute the basis of any control scheme as they provide basic knowledge
about the properties of the system. The KUKA youBot manipulator is a manipulator
mounted on a mobile platform developed for research and educational purposes.
The five (low)-DOF manipulator is an interesting case study because its kinematics
-especially its inverse kinematics problem- is actually complicated. In addition, the
omnidirectional platform the manipulator is mounted on, is an interesting case itself
too whether as omnidirectional or even if it was considered non-holonomic.

The goal of this thesis is to develop a kinematic model for the KUKA youBot
starting separately from its parts and afterwards for the system as a whole. Meanwhile,
the properties of the system are explored with the help of various algebraic, geometric
and linear algebra tools.

In the first part of the thesis, the kinematics of the manipulator is detailed including
forward, inverse kinematics, criterions that determine the existence, the correctness
and the number of the inverse kinematics problem and singularity analysis with the
Singular value Decomposition (SVD). The second part of the thesis includes the anal-
ysis of the platform in two scenarios: the omnidirectional case and the non-holonomic
case. Last but not least, the same steps are followed for the composite system fol-
lowed by an analysis of how close can the values of the joint go to “dangerous”
configurations (i.e. representational and internal singularities).

Keywords:

Kinematics, Inverse Kinematics, Jacobian, Singular Values, Singular Value Decom-
position, Non-holonomic Platform, Omnidirectional Platform, Mobile Manipulator.
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Chapter 1

Introduction

The KUKA youBot is a mobile manipulator that was primarily developed for re-
search and education. It is slowly becoming a standard platform in many laborato-
ries and institutions around the world that focus on development and testing of new
robotic technologies. Such a system, offers at low cost the capability to access and
experiment basic robot functionalities.

An overview of the mobile manipulator To begin with, let us examine the KUKA
youBot; Its two main parts are:

* an omnidirectional mobile platform that consists of the robot chassis, four
mecanum wheels, motors, power and an onboard PC board. Users can either
run programs on this board, or control it remotely from a computer.

e a five degree-of-freedom (DOF) robotic arm with a two-finger gripper. The arm
can either be controlled by the onboard PC or without the mobile platform by
using an own PC connected via Ethernet cable.

Of course, additional sensors can be mounted on the robot to facilitate the solution
of various control problems.

Figure 1.1: KUKA youBot
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A robotic platform like this offers a high potential of application. However, its
design provides limited performances. A manipulator with less than six degrees of
freedom (DOF), or so called a low-DOF manipulator, is not capable of positioning
and orienting an object efficiently. However, for specific industrial applications such as
welding, painting and loading/unloading, a low-DOF manipulator may be sufficient
in theory. What is considered an advantage of a low-DOF manipulator compared to
6-DOF or redundant robots is that it has a simpler mechanical structure (i.e. less
motors and links), a simpler controller, better stiffness and a lower cost. Thus, the
exponential increase in usage is highly justified.

Despite the above, challenges arise when it comes to formulating and/or solving
the Kinematics problem for a low-DOF mobile manipulator. As stated before, the
positioning and orientation of an object by the manipulator is possible yet inefficient.
Usually, one has to forgo the ability to rotate around an axis and properly design
the arm in order to achieve arbitrary manipulation and orientation. The degrees
of freedom of a system can be simplistically viewed as the minimum number of
coordinates required to specify a configuration in space. Applying this definition, six
variables are needed in our case. But the number of actuators on the arm -five to be
exact- is not enough. This fact conveniently leads to the next point of interest; the
arm of the manipulator is trivially underactuated since it has a lower number of
actuators than degrees of freedom. Underactuation is a technical term used in robotics
and control theory to describe mechanical systems that cannot be commanded to
follow arbitrary trajectories in configuration space.

Furthermore, other mathematical intricacies appear due to the nature of the manip-
ulator. For example, the matrices used to describe forward and differential kinematics
are rectangular. That said, there is not a 1-to-1 mapping between the Cartesian space
(workspace) and the joint space, making the velocity and singularity analysis of such
manipulators a challenging problem that requires specific techniques to find (possibly
multiple) solutions of complicated nonlinear and transcendental equations. And even
then, a closed form is usually not obtainable.

The purpose of this thesis is to provide readers with a thorough kinematics analy-
sis of the KUKA youBot with its base/platform while exploring its various intricacies.
Correct kinematics analyses can provide guidance for the robot’s motion control or
the basis for its trajectory planning and even act as a reference for the next step opti-
mization design of the robot. Therefore, the kinematics analysis is a solid foundation
of any control problem. Moreover, this thesis has a methodological structure/feel,
hence allowing any potential researcher to follow a train of thought so as to conduct
kinematics analysis in general.

1.1 Related Work

The existing literature on robot kinematics and control, especially with regards to
the papers/dissertations before 2005, focuses primarily on 6-DOF, redundant robots
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and mobile manipulators with a particular focus on non-holonomy. Examples include
but are not limited to [ 1.1 1.1 LI 1.1 L1 L1 1.

However, the increased popularity of low-DOF manipulators has spawned quite
the research activity over the past years. In particular, attention has been drawn to
the inverse kinematics problem since it poses one of the most significant challenges.
There mainly exist two strategies for inverse kinematics, which can be found in a
multitude of classic robotics books ( [ 1.1 I, I I I 1 D. On
the one hand, there exists the closed form solution. It takes advantage of the geomet-
ric and algebraic properties that the structure of the robot possesses to identify every
single possible solution. On the other hand, there is the numerical solution. This one
usually adopts an iterative method to find just one solution that stems from a set of
starting values. Admittedly, there is a (usually high) difficulty to derive the former
depending on the complexity of the system and often many algebraic/geometrical
tricks and techniques are required but its speed more than compensates for that.
In addition, there is always the danger of a numerical method failing to converge,
making it unable to determine safely whether there is actually a solution. make the
closed form solutions much more attractive. Therefore, a closed form solution is
generally more attractive than the numerical approach, but it should be noted that
the choice of method gratly depends on the system under examination. Instances of
numerical methods include, but are not limited to the (modified) Newton-Raphson
method, neural networks | ], genetic algorithms [ ], evolutionary ap-
proaches [ ], optimal search [ ] and combined/hybrid methods.

Furthermore, various specific cases of five (low)-DOF manipulators have been stud-
ied the past years. Some cases involve full kinematics analyses whereas others involve
modeling on the kinematic level and control. In [ ] the forward and inverse
kinematics for an accessory for the family of Pioneer Mobile Robots (PArm, five-DOF
manipulator) are derived. Afterwards, the arm is commanded to follow a specific
trajectory while maintaining the orientation of one axis in the end-effector frame. In
a similar fashion, Gan et al. in [ 1.1 | proposed a complete model and
analytical solution to the kinematics of the Pioneer2-arm of the same family.

In [ ] Liu et al. came up with an efficient inverse kinematics approach
which features fast computing performance for a PUMA560 robot manipulator. Their
solution included taking advantage of the geometric properties of orthogonal and
block matrices. Manseur [ ] solved the inverse kinematics of all five-DOF (5R)
robot manipulators by using an one-dimensional iterative technique, which is similar
to Newton-Raphson. A five-DOF elbow-type manipulator and a four-DOF Stanford
type manipulator were analyzed in [ ]. The inverse kinematics problem was
solved for both with the help of reciprocal screws and a mapping was determined
between the independent velocity components in the Cartesian space and the joint
rates in the joint space.

Another example of a specific inverse kinematics technique can be found in [ ]
where Sariyildiz et al. employed quaternion algebra, dualquaternion algebra, and



14

exponential mapping methods (matrix algebra). In [ ] a new path-planning al-
gorithm was proposed based on inverse kinematics while satisfying the criterion of
maximum mobility of the end effector. Also, a youBot mobile manipulator is studied
in [ | where a hybrid algebraic and analytical geometric solution is proposed
to solve its inverse kinematics.

Some cases of low-DOF manipulators with even more specialized applications were
found in literature. In [ ] the kinematic model of such a manipulator is es-
tablished followed by a workspace analysis and an inverse kinematics solution is de-
rived. In order to solve the intricacies of the trajectory planning problem for a 5-DOF
agricultural picking robot, Lu et al. in [ | analyzed its Denavit-Hartenberg
parameters and established its kinematics model. In addition, an algorithm based
on the comprehensive application of analytic and geometric method was also devel-
oped, and the inverse kinematics analytical solution was also obtained. In [ ],
the kinematics model for a five-DOF cutting robot was established with the modi-
fied Denavit-Hartenberg method and the inverse kinematics was solved using inverse
transformation method.

Moreover, Shen ( [ 1 ) developed a kinematic model for a 5-DOF Carrying
Manipulator, that is primarily used for teaching. After obtaining solutions for the
forward and inverse kinematics, he analyzed the workspace of the manipulator with
graphical solutions as a function of the working condition and other technological
parameters. Based on the geometric model and the kinematics analysis of a 5-DOF
manipulator used for rehabilitation purposes, Lu et al. ( [ 1 ) found accurate
analytical solutions for all joint angles while offering reliance for the actual intellectual
control of the position and speed of the rehabilitating robot.

1.2 Thesis Structure

The second chapter is essentially the derivation of the matrix that has an inherently
vital role in the upcoming analysis: the homogeneous transformation that describes
the forward kinematics for the manipulator. A short description of the Denavit-
Hartenberg convention is also presented.

The third chapter, tackles the notorious problem of the inverse kinematics for the
manipulator. After processing the matrices and solving the problem in a system-
atic way, two criterions are generated and proven so as to verify the existence, the
correctness and the number of feasible solutions to the problem.

In chapter four, the geometric Jacobian of the manipulator is calculated in a sys-
tematic way. In addition, a singularity analysis is conducted and the Singular Value
Decomposition is presented in order to assist in the analysis.
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Chapter five is a short chapter that describes a significant property of the Singular
Value Decomposition that is used to derive the inverse of the aforementioned Jacobian
matrix.

The sixth chapter is an analysis of the mobile platform on which the arm will be
mounted eventually. This analysis is split in two parts: the omnidirectional case and
the non-holonomic case.

Last but not least, the combined system kinematics (forward, differential and the
respective inverse) equations are presented and the issue of proximity to singular
points is discussed.






Chapter 2

Forward Kinematics - Arm

Forward kinematics refers to the use of the kinematic equations of a robot to
compute the position of the end-effector from specified values for the joint parameters.
As such, obtaining the map that transforms the joint angles, for an open chain,
revolute joint (5R) arm in our case, to the end-effector position in the Cartesian space,
is primarily a "complex” geometric problem and an algebraic problem secondarily.

However, there are systematic approaches to this problem. In particular, one of the
most popular methods in the field of robotics is the Denavit-Hartenberg (D-H) con-
vention. An open chain manipulator, generally, is constituted by n+ 1 links connected
by n joints. By default, the 0 link is attached to the ground or to the manipula-
tor base in our case. Since a joint connects two consecutive links, a homogeneous
transformation could describe the position and orientation of a coordinate frame on
a link with respect to the previous/next one. The purpose of the D-H convention is
to facilitate the derivation of these homogeneous transformations and find the for-
ward kinematics map recursively by matrix multiplication of these transformations.
In particular, the D-H convention uses four parameters that completely specify the
position of frame i with respect to frame i—1:

* a;, the distance between the origins of the two coordinate frames O, , Oy
* d;, the coordinate of O; along z; 4,

* o, the angle between axes z;_; and z; about axis z; to be taken positive when
rotation is made counter-clockwise,

* 0;, the angle between axes x;.; and z; about axis z;_; to be taken positive when
rotation is made counter-clockwise

Furthermore, the convention specifies some rules for the attachment of the frames.
These can be found in any classic Robotics book.

17
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JOINT i1-1 JOINT 1 JOINT 1+1

Figure 2.1: The classic Denavit-Hartenberg convention, frames and parameters.
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In this thesis, in order to derive the forward kinematics map for the manipulator,
the modified Denavit-Hartenberg convention -as explained in [ |- was used.
The modified D-H convention differs from the conventional one in the sense that the
frame i is attached to the i link instead of the (i + 1) and its center is positioned
on the i axis.

axis i

axis i+1

axis | )
link n

link 1

\ link 0
Vi (base)

Figure 2.2: Axes and parameters according to the modified D-H convention.

axis 1

axis 1+1

Figure 2.3: Frame attachment according to the modified D-H convention.
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Following the D-H rules for frame attachment, the frames for the KUKA youBot
are presented below. Note that the y-axes are not drawn, but they are selected so as
to create right handed coordinate systems.

ZE g
XE

z5

X4, X5 ~ z4
X3 12

> 73
X2 11

xll— (_ »Z2

10

((2)

Figure 2.4: Frame attachment on the KUKA youBot.

The values of the D-H parameters are presented in the table below:
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i ai—1 | a1 | d; 4
1 0 0 lo q1
2 a % 0 Q2 + %
31 4 0 |0 ¢
4 12 0 0 qq + %
5] 0 T 10| ¢
E| 0 0 l3 0

where a is the offset between the two vertical z-axes of the arm. According to the
modified D-H convention, the homogeneous transformation from frame i to frame i-1
is effectively:

Cq; —8q; 0 a;—1
sqicay—1  cqicay—y  —Sq_y —d;iSay_q
8¢; 50— Cq; SO COGq dicoi_y

0 0 0 1

iflT' _
i =

For the KUKA Youbot 5 D.O.F. manipulator, the end effector-to-base transformation
is:

T = OT ' T2 T3 T4 T T, (2.1)

At this point, it should be noted that the last homogeneous transformation is just
a translation. Furthermore, some adjustments were made to the frame attachments
in order to easily manipulate the produced equations in the later portions of the
analysis.

After substitution with the parameters from the table, we get the respective frame-
to-frame homogeneous transformations:

T —$51 0 0
0 . S1 C1 0 0
=10 0o 14
0 0 01
—S9 —co 0 a
e |00 =10
TZ_ Co —S9 0 0
0 0 0 1
C3 —S3 0 ll
2 | Sss3 C3 0 0
Ta=1g 0 1 0
0O 0 01
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—S4 —C4 0 l2
3 . Cyq —S4 0 0
o=l o0 1 0
0 0 01
Cy —S5 0 0
|00 =10
T5— Sy Cy 0 0
0 0 0 1

1 00 O

010 0

5 —

Te=10 0 1 1

0001

And of course the end-effector-to-base transformation:

—cC1¢234C5+5185 €1C234S5+¢551 —c15234 c1(a—l1s2—l2s23—135234)
OTE — | —s1cosacs—ci185 sicazass—cics —s15234 s1(a—l1sa—l2s23—135234) (22)
—5234C5 523455 €234 lo+lica+lacaz+lzca3s
0 0 0 1

Some final notes on the kinematics. There are some methods that can check, even
partially, the validity of the forward kinematics map. Firstly, as far as the orientation
part of the homogeneous transformation, i.e. the upper left 3 x 3 block matrix, is
concerned, the squared sum of its lines and columns MUST be equal to +1, since it
is an orthogonal matrix. This property is equivalent to its determinant being +1. As
far as the part with the lengths is concerned, we can substitute the joint variables
with values that reflect a known position for the end-effector (e.g. home position, full
stretch, etc.) and see if the map actually holds up. Both conditions are met for our
transformation.



Chapter 3

Inverse Kinematics - Arm

The inverse kinematics problem, as stated in the related work section, consists of the
determination of the joint variables corresponding to a given end-effector orientation
and position. The solution to this problem is mandatory so as to transform the
motion of the end-effector in the operational space, into the corresponding joint space
motions.

In the previous chapter, the forward kinematics map was computed in a unique
manner, meaning that once the joint variables are given, the position of the end-
effector can be derived. On the other hand, the inverse kinematics problem is much
more complex for the following reasons:

e The inverse kinematics equations are in general nonlinear, and thus it is not
always possible to find a closed-form solution.

e Multiple or even infinite solutions may exist, e.g., in the case of a kinematically
redundant manipulator

* There might be no admissible solutions, in view of the manipulator kinematic
structure.

The existence of solutions is guaranteed only if the given end-effector position and
orientation belong to the manipulator dexterous workspace whereas the problem
of multiple solutions depends not only on the number of DOFs but also on the
number of non-null DH parameters; in general, the greater the number of non-null
parameters, the greater the number of admissible solutions. In addition, the existence
of mechanical joint limits may eventually reduce further the number of admissible
multiple solutions for the real structure.

In general, computation of closed-form solutions requires either algebraic intuition
to find those significant equations containing the unknowns or geometric intuition to
find those significant points on the structure with respect to which it is convenient to
express position and/or orientation as a function of a reduced number of unknowns.

23
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655 mm

A5: +167,5°

A4: +102,5°

A3:-151°
+146°

A2: -65°
+90°

Al: £169°

Figure 3.1: The KUKA youBot kinematic structure and its joint limits.

In this thesis, the solution for the inverse kinematics problem starts from the rela-
tionship (2.1) :
T = OT ' T2 T3 TAT:° Ty

We identify that except for joint 1, every other joint is lying on the same plane, thus
we decompose the above relationship as follows:

Ty OTp = 'To*T5* T, ' T5° Tp (3.1)
where:
C1 S1 0 0
opi1-1_ |=s1 a 0 0
[T~ = 0 0 1 —l
0 0O 0 1
—C234C5 23455 —S234 4 — l159 — laS93 — l3S934
1T22T33T44T55TE — —S5 —Cs 0 0
—C58234 S55234  C234 lico + lacos + l3C934
0 0 0 1
and
nl O/ a/ p/
n/ 0/ a/ /
OTE - n? 0? a? z?
0 0 0 1

The elements of Ty are completely known for this section. To be precise, (p/, Py %)
represents the position, and ({n},n},n.}, {0, 0, 0.},{a.,a,,da.}) the orientation of
the end-effector.
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the elements of which are known. After computations, the equation (3.1) becomes:

/ / / / / / / /
C1My, + S17y, €10, + 510y C1a, + S104, C1Py + S1Py
—s1n}, +cin,  —810, + 10, —sia, +cia, —sip, + cip,

/

n/z Olz a; b, — lo
0 0 0 1

—C234C5 23455 —S234 4 — l159 — laS93 — [35934

— S5 —Cs 0 0
—C58234 S5S8234  C234 lico + lacas + l3ca3a
0 0 0 1

By equating the (2,4) elements of both matrices we get:

—ps1 +piyer =0

This equation has two solutions for ¢;:
qu,1 = atan2(p),, p,) and q1 2 = atan2(—p),, —p,) (3.2)

where atan? is the arctangent function with two arguments. The purpose of using
two arguments instead of one is to gather information on the signs of the inputs in
order to return the appropriate quadrant of the computed angle, which is not possible
for the single-argument arctangent function. It also avoids the problems of division
by zero.
By equating the (2,1) elements of both matrices and the (2,2) elements afterwards,
we get the following two equations:
/ /
—85 = —81N, + 10,
!/ /
—Cy = —slny + C10y
The only solution to this equation is g5 = atan2(sin), — c10}, s1n;, — ¢10,). However,
since there are two solutions for ¢;, two solutions are also generated for g5 too, hence:
(s, = atan2(syn), — 1,0, $1M, — C1,0,) , 1 = 1,2 (3.3)
Carrying on with the same procedure, we equate the (1,3) elements and the (3,3)
ones, thus we get:
/
Ca34 = A,
/ /
—8934 — slay + clar

Similarly, two solutions are generated for the sum ¢ + g3 + ¢4:

(g2 + g3 + qu)i = atan2(a}, —s14a, — c14a,) , i =1,2 (3.4)
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Before we continue, there are some pertinent questions to be answered. So far, it is
assumed that the solution to the inverse kinematics problem actually exists. However,
it is evident that the inverse kinematics for a 5-DOF manipulator will have no solution
for some given positions and orientations of the end-effector. How can we know in
which cases there will be no solution to the inverse kinematics? One way to figure
it out would be to generate the workspace of the manipulator and find out if the
given position and orientation belongs in said workspace. Although this is a more
than viable solution, it is counter-intuitive to the algebraic/geometric approach that
is usually followed.

That said, the approach would be to discover a geometric/algebraic property that
holds when a solution to the inverse kinematics problem exists and is correct. Starting
again from (2.1), we isolate the end-effector frame from the rest of the arm.

[3T4]71 [2T3]71 [1T2]71 [1T0]71 OTEUTE — 4T55TE (35)

and after substitutions

* % ok * % ok * % ok * ok ok
—n’cozq + (nlc1 + 1l s1)s —0,cog4 + (0lc1 + 0l s1)s * %k ¥k k| =
2C234 2C1 1 1y 51)5234 2C234 2C1 1 0y51)5234 =
/ /
* %k * ok ok —aycl—i—amsl * ok ok

%k ok ok ok ok kokok ok ok %
0 0 %k ok ok ok ok
%k ok ok ok ok 0 * k% %k

The starred terms are of no particular importance. However, we can extract three
paramount equations from the non-starred ones.

/ / /
—MN,C234 + (nmcl + ny81)8234 =0
/ / /
—0,C234 + (Oxcl + 0y81>8234 =0
/ / _
—@,C1 + A, 81 = 0

There is a physical meaning to the above equations, which becomes more apparent
if they are rewritten in a different fashion:

[”; n; n/z} [—c1co34 — S15234 0234]T =0

VA T
[om Oy OZ] [—cica3s — s18234 €34 =0

[y a; ] [s1 — a1 0" =0
The physical meaning of the last equation is that the vector of the directional cosines
that represents the z-axis of the end-effector frame, is perpendicular to the vector
of the directional cosines that represents the y-axis of frame 1. Similarly, the first
and second equations reflect the orthogonality between the directional cosine vectors
that represent the x-axis and y-axis of the end-effector frame respectively and the
directional cosine vector of the z-axis of the end-effector frame. The latter is evident
from the third column of the forward kinematics map.
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But isn’t the orthogonality between the axes of the end-effector frame supposedly
taken for granted? The answer is no in the case of inverse kinematics. More specifically,
the starting point of the solution is a matrix that possibly represents the position and
orientation of the end-effector. The orthogonality would hold if and only if, after
substituting the joint angles ¢;, « = 1,2, 3,4,5 that were found by solving the inverse
kinematics problem, the vector [—cica3s — 515234 0234}T coincided with the directional
cosine vector of the z-axis of the end-effector frame. This obviously may not be
the case, since the given values of nl, 0}, a;, i = x,y,2 may or may not produce
valid/correct joint angles.

All three equations involve perpendicular mechanics between known and unknown
parameters, but only the first two include all the joint angles that have been found
already. Thus the focus will be shifted to these two. The criterions become:

/ / /

— N, C1S234 — My S15234 + N, Co34 = 0 (3.6)
/ / /

— 0,C18234 — 0, 515234 + 0,C2314 = 0 (3.7)

Theorem 1: The inverse kinematics problem for the youBot has correct solutions, if
and only if at least one of the solutions for ¢, g2 + g3 + g4, g5 given in (3.2), (3.4), and
(3.3) satisfies both (3.6) and (3.7).

Proof of the necessity: If none of the equations is satisfied, then the given position
and orientation of the manipulator cannot be satisfied by these solutions. The given
position and orientation form the vectors [n/, n/ n.] and [0}, 0! 0.]. Then, substituting
the joint angles found above in the vector [—cjca3s — S1S234 Co34), should in theory -
i.e. if the joint angles represent valid solutions- produce the vector of the directional
cosines of the z-axis of the end-effector frame. But it was assumed that the solutions
do not satisfy the equations, thus they do not represent valid solutions. Consequently,
the supposed orthogonality of the vectors is violated.

Proof of the sufficiency: Let it be assumed that the equation (3.7) is satisfied. Then a
similar proof should cover the case when (3.6) is satisfied too. If (3.7) is satisfied by
any number of solutions (qi, g2 + g3 + ¢4, ¢5); (i = 1,2 in our case), then the solutions
will satisfy (3.5), because of the orthogonality of the rotation transformation matrix
for the orientation. That is, the desired position and orientation of the end-effector
can be realized.

Lastly, we need to evaluate the components of the sum ¢+ g3+ ¢ separately, for any
values of the sum that were found above. As stated in the beginning, it is noticeable
that the joints 2,3,4 lie on the same plane, called the manipulator plane from now
on. The manipulator plane is presented below:

It can be easily determined that:

dy = lico + lacos

d, = 1159 + l3523
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Figure 3.2: The KUKA youBot manipulator plane.

These quantities are unknown, so they must be expressed as a function of known
quantities. By taking a closer look at p/, and p’, we see that:

p; = c1(l1¢a + lacog + l35234) = c1(dy + l35234)
plz = o+ 152 + las93 — l3ca34 = Lo + d, — l3c034

or:

/
_Da
C1

dy

— 135934

d, = p, — lo+ l3ca3s

The angle g3 can be calculated by applying the cosine law in the triangle that is
formed by joints 2,3 and 4:

2+ 15 — 211, cos(180 — q3) = d2 + d>
and we eventually get:

P+ -B- &

3.8
20115 (3.8)

C3
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This equation yields 2 symmetric solutions for ¢; one for elbow-up and one for
elbow-down position. Furthermore, this equation introduces a mechanical constraint.
In order for a valid solution to exist, |c3| < 1 and after calculations:

(=L <P+ <(+1)° (3.9)

which means that if this constraint is invalidated, there is no solution for the inverse
kinematics.
Afterwards, the angles ¢ and [ are calculated first in order to calculate ¢o. We have:

¢ = atan2(d,, d,)
2+dE+13-13
2,/ + &2

At this point we note that 0 < 3 < 7 due to it being an angle of a triangle, hence
there is only one solution for its equation. Now, ¢, can be easily calculated:

cosff =

if 0
p={0TF Ta< (3.10)
¢p—p ifg>0
Finally:
Gu=(@+¢+au) —e@-—qg (3.11)

The final question to be addressed is the following. Since in the beginning, two
trees of solutions were discovered, when are both trees actually valid solutions?
Again, we employ the geometrical properties of the associated vectors. The two trees
of solutions, generate two pairs of vectors, v; = [—cica34 — S1S234 0234]?, 1= 1,2.
These two vectors lie on the same plane, on the grounds that they are not iden-
tical. That plane is defined by its vertical vector which is: v, = v; X v;, i # j.

. T T .
Theorem 2: If either v, X [n/, n, n.]" =0 or v, x [0} 0} 0.]" = 0 then multiple groups
of solutions exist.

Proof: If any of the above cross products equals to zero, then v, is parallel to either
[nl, n, nl] T or [0, o, 0] ’ respectively. Consequently, both solutions ¢, j are orthogonal
to their respective vectors of directional cosines. And after taking into consideration
the first theorem, these vectors would satisfy (3.6) or (3.7) making both trees valid
solutions to the inverse kinematics problem.

In conclusion, the process of solving the inverse kinematics problem is summed up
below:

1. Evaluate the joint angle ¢; from (3.2), check if joint limits are violated. Maximum
two solutions are expected.
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10.

. Evaluate s;n! —c,0/, and sin

,—C10, (for as many g¢; as possible) and check if both

quantities are < 1 in absolute value since they represent s; and c; respectively.
If they are not, then no valid solution exists since the given position/orientation
matrix is invalid.

Evaluate g5 from (3.3), check if joint limits are violated. Maximum two solutions
are expected.

Evaluate —s;;a, — c¢1;a, and check if it is < 1 in absolute value along with

la’| < 1 as they represent s,3; and co34 respectively. If they are not, then no
valid solution exists since the given position/orientation matrix is invalid.

. Evaluate ¢, + g3 + ¢4 from (3.4). Maximum two solutions are expected.

. Check if the angles found above satisfy both (3.6) and (3.7) and apply the first

theorem. If they are not satisfied, then there exist no valid inverse kinematics
solutions.

Evaluate d, = Ié—% — l38234 and d, = p'z — l() + l30234.

Check if the inequality (3.9) holds. If it does not, then there are no solutions to
the inverse kinematics problem due to violation of mechanical constraints.

Evaluate g2, q3,q4 separately from (3.10),(3.8),(3.11). Check if joint limits are
violated. Note that g3 will yield two symmetric solutions for each tree stemming
from the two solutions for ¢;.

Apply the second theorem to check the number of valid trees of solutions. If
its assumptions are validated, then both trees stemming from the two solutions
for ¢; represent correct solutions. Else, choose only the valid tree.



Chapter 4

Differential Kinematics - Arm

4.1 Derivation of the Jacobian

In the previous chapter, direct and inverse kinematics equations establishing were
derived, thus establishing the relationship between the joint variables and the end-
effector position and orientation. In this chapter, differential kinematics is presented
which gives the relationship between the joint velocities and the corresponding end-
effector linear and angular velocities. This mapping is described by a matrix, termed
geometric Jacobian, °J;,, which depends on the manipulator configuration:

0 [VE wE]T (6 X 1) =" ]Gm(qm)qm

where qn is the (5 x 1) vector of the KUKA youBot manipulator joint angles and
v, wg are the end-effector linear and angular velocities respectively. The superscript
on the left side of matrices and vectors indicates that these matrices and vectors are
expressed with respect to the frame with that specific number.

Alternatively, if the end-effector pose is expressed with reference to a minimal rep-
resentation in the operational space (e.g. Euler angles), it is possible to compute the
Jacobian matrix via differentiation of the direct kinematics function with respect to the
joint variables. The resulting Jacobian is the analytical Jacobian and in general differs
from the geometric one. There is a connection between the Jacobian matrices but this
will be discussed later. The Jacobian constitutes one of the most important tools for
manipulator characterization; in fact, it is useful for finding singularities, analyzing
redundancy, determining inverse kinematics algorithms, describing the mapping be-
tween forces applied to the end-effector and resulting torques at the joints (statics)
and much more.

To begin with, the process of finding the geometric Jacobian is presented below.
For i =1,...,5 the columns of the geometric Jacobian are given by this relationship:

0 _ {(Oii)m OPE]
]Gm,ithcolumn - 07.
i

where the notation (k)* is the skew-symmetric matrix operator, i.e:

31
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0 —k. k
k)= |k 0 -k
—k, Kk, O

and:
0z; = "R;[0 0 1]*

0 0

' 0
Pr = Pr— Pi

Essentially, “z; is the third column of the rotation matrix from the frame of reference
of joint 7 to the base of the manipulator and °p%; is the difference between the fourth
column of °Ty and the fourth column of °T;

For the sake of reference, all the vectors are listed:

%2, =100 1]"
0z, = 023 = 024 = [81 —C O]T
Z5 = [—018234 — 515234 0234]T

OP}E = [01(a — 1189 — 19893 — 138234) 81(CL — 1189 — 19893 — l33234) licg + lacos + l3C234]T

Py = [—c1(lis2 + lasas + l38231) — s1(l18a + laSaz + [350934) l1¢o + lacaz + l3€234]T

OP?}; = [—c1(lasa3 + 135234) — s1(laSas + [35234) l2Ca3 + 530234]T

04 _ 0.5 T
Pr = Pr = [—l3¢15231 — l351S934 [3C234]
After substitution and calculations, the geometric Jacobian matrix of the manipulator

w.r.t frame O is presented below:

s1(—a+liso+las23+13s234) —ci1(lica+lacaz+lzcazs) —ci(lacaz+l3c234) —l3cic234 0

0 c1(a—l1s2—l2s23—135234) —s1(lica+lacaz+lzcasa) —s1(lacaz+lzcazs) —I351C234 0
= 0 —l1s2—l2s23—135234 —lasag—lgsa3a  —l3s234 0 41
]Gm 0 s1 81 81 —C15234 ( : )
0 —c1 —c1 —C1 —818234
1 0 0 0 €234

One last note on the geometric Jacobian. In order to check if the result is correct, we
have to take into account a basic property of the Jacobian matrix. Since it describes
a differential mapping, any arbitrary small change in joint angles is mapped to a
respective arbitrary small change in the position and orientation of the end-effector.
Le.:

0(SXE =" JGm 6qm



33

Therefore, let two random (non-singular) configurations q,,, q,, be selected with their
difference being adequately small. These two configurations correspond to two end-
effector position and orientation vectors Xg,, Xz, that can be found via the forward
kinematics map. If the difference between these two vectors actually equals to the
product of the Jacobian with the difference between the configuration vectors then
the Jacobian matrix is correct.

4.2 Singularity Analysis

As stated before, the Jacobian in the differential kinematics equation of a manip-
ulator defines a linear mapping between the vector of joint velocities and the vector
of end-effector velocity. The Jacobian is, in general, a function of the configuration.
Those configurations at which the Jacobian matrix is rank-deficient are defined as
singularities. To find the singularities of a manipulator is of great interest for the
following reasons:

* Singularities represent configurations at which the mobility of the structure is
reduced. In other words, it is impossible to impose an arbitrary motion to the
end-effector.

* When the manipulator is at a singularity, infinite solutions to the inverse kine-
matics problem may exist.

* In the neighborhood of a singularity, small velocities in the operational space
may cause large velocities (and torques) in the joint space.

There are two classes of singularities:

* Boundary singularities that occur when the manipulator is either stretched or
retracted. These singularities do not represent a true drawback, since they can
be avoided by not driving the manipulator to the boundaries of its reachable
workspace.

e Internal singularities that occur inside the reachable workspace and are gen-
erally caused by the alignment of two or more axes of motion, or else by the
attainment of particular end-effector configurations. Unlike the above, these sin-
gularities constitute a serious problem, as they can be encountered anywhere in
the reachable workspace when a path is given in the operational space.

Consequently, the configurations that lead to singularities of the matrix (??) need to
be found. It is known that whenever a matrix loses its rank, its determinant becomes
zero. However, since the Jacobian is rectangular and its determinant is not defined,
a new methodology must be employed. That methodology takes advantage of the
fact that when a rectangular matrix loses rank, all square sub-matrices of the same
dimension as the lower dimension of the rectangular matrix also become singular.
The rank-deficiency locus (i.e. every single possible combination of joint angles that
lead to matrix rank deficiency) of the rectangular matrix is the intersection of the
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singularity loci of the square submatrices resulting from all possible combinations of
rows of “Jg,,(q.m), meaning:

S — mssq“ 1= 1.. 70

Unfortunately this method proves unwieldy as the number of square submatrices
increases combinatorially with the number of degrees of freedom of the manipulator
and the number of redundant degrees of freedom. Assuming that the Jacobian matrix
m X n has more rows than columns m > n, which corresponds to an overdetermined
system of equations, the number of the singularity loci of the square submatrices i is:

m!
Nioci =

nl(m —n)!

and in our specific case equals to 6, a relatively small number. For matrices of greater
dimensions the so called Singular Vector Algorithm ([ D) can be used. The main
advantage of the Singular Vector Algorithm is that it can handle symbolically rect-
angular Jacobians of any row and column dimension. Although this algorithm was
not deemed necessary for use in our case, the same results were produced after its
implementation.

The methodology was implemented as follows; We construct the square matrices
Tem.sq;(Qm), @ = 1...6 by removing each time one row out of the original °J¢,,(q.m).
Afterwards, the rank-deficiency locus of each square submatrix is found by equating
each determinant to zero:

SSQi = {qj:n’det [OJGm,sqi(q:@)} — O} y 1= 16
More specifically:

e By removing row 1: det [*Jam s, (Qm)] = —l1l251835234 =
SSQl :{Ch =0org;=0o0r C]2+Q3+Q4:0,7T}

e By removing row 2: det [!Jam.se ()] = —l1lac1 535934 =
Sep ={mn=xForgg=00rg+qs+q =07}

e By removing row 3: det [’Jgm.sqs (qm] = 0 identically

e By removing row 4: det ["Jam.sq, (Qm)] = —lilacicazass(l152 + 2oz + 135034 — a) =
S ={q1 =+% or gz =00r g2+ g3 + g1 = £5 0r 15 + laS23 + [35030 = a}

o By removing Trow 5: det [OJGm,sqg) (qm>] = l1l281023483(l182 + l2823 + l38234 — CL) =
Ssq5 = {q1 =0 or qs = 0 or Qo+ g3+ qs = ﬂ:g or l182 + l2823 + l38234 = a}

o By removing row 6: det [OJGm,s% (qm>] = —lll2838234(l182 + l2823 + l38234 — CL) =
Segs = {as =001 g2 + ¢35+ qs = 0,7 or 155 + l3593 + l35934 = a}

After inspection and after removing loci that are subsets of others, the intersection of
the above loci is found to be:
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Se, = {13 =0; &2+ ¢+ ¢ =0,7and lis; — lrs4 = a}

Some notes about the above result:

1. All angles that were not compatible with the joint limits were discarded imme-
diately.

2. The identity det [*Jgm.sqs(qm)] = 0 obviously means that any vector q,, validates
it.

3. The first condition that is common for every single locus is g3 = 0. For this
value of ¢; the rank of the original Jacobian drops from 5 to 4.

4. The second condition is not as simple though. It can be easily identified that
every single determinant has one more common term, other than ss;, which
is s934. If this term becomes zero, meaning ¢, + g3 + ¢» = 0,7, then in order
for an intersection to exist for all singularity loci of the sub-matrices, it must
be [1sy + l3893 + [38934 = 1182 + l3893 = 1182 — l3s4 = a. Hence, the condition
g2 + q3 + g2 = 0,7 nulls the determinants of all sub-matrices but comes along
with an extra mandatory condition: /s, — l2s4 = a. These values of ¢, ¢3 and ¢4
also reduce the rank of the original Jacobian from 5 to 4.

5. f g3 =0and ¢+ q3 + ¢« = 0,7 and [1s2 — 254 = @ then the rank of the original
Jacobian becomes 3.

Consequently, the rank-deficiency locus of the original Jacobian is:

S = {q3 =0, rank("Jom) =4; o +q3 +q. = 0,7 and l;sy — ly54 = a, rank(“Jg,,) = 4;

rank(°Ja.,) = 3, if all of the above apply.} (4.2)

4.3 The Singular Value Decomposition (SVD)

The above method or even the Singular Vector Algorithm sometimes has a general
drawback. Since it is a symbolic method, when applied to floating point computations
on computers, it can be unreliable. Often linear dependencies in a matrix are masked
by measurement error. Thus, although computationally speaking, the columns of a
matrix appear to be linearly independent, with perfect measurement the dependencies
would have been detected. Or, put another way, it may be possible to make the
columns of the matrix dependent by perturbing the entries by small amounts, on
the same order as the measurement errors already present in the elements of the
matrix. Therefore, numerical determination of rank requires a criterion for deciding
when a value should be treated as zero, a practical choice which depends on both the
matrix and the application. That said, in order to verify our results, a rank-revealing
decomposition should be used instead. That way the focus is shifted on the singular
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values. Gaussian elimination is a classic method but its robustness is questionable.
Another choice is the QR decomposition with pivoting (so-called rank-revealing QR
factorization).

In our case, the alternative that will be examined is the Singular Value Decom-
position (SVD). In the past few years, the SVD has been implemented by default
in many mathematical packages. The increase in computational power -making its
use more efficient- along with the attractive properties of this decomposition, make
it an excellent candidate to assist in performing eigenvalue analysis in Robotics. By
definition, if °Jg,, is a real m x n matrix, the geometric Jacobian in this case, then
there exist orthogonal matrices

U=[u,..,u,] € R and V = [vy,...,v,] € R

such that:
U? 6V =3 € R™" 04, = UZVT (4.3)
The matrix X has the “almost diagonal” form:
[0y 0 0 0 0]
0 oo 0 O 0
>=1(0 0 o3 O 0
00 - 0 o, 0]

where 01 > 09 > ... > 0, >0, p=min{m,n} = n (in our case), the singular values of
the Jacobian.

At this point, it is convenient to have the following notation for designating singular
values:

0i(°’Igm) = the ith largest singular value of g,

Omaz(min)("Jem) = the largest(smallest) singular value of Tem

Umax

= condition number of the Jacobian

Omin
The SVD reveals a great deal about the structure of Tgm. If we define r by:
012> .20, >0p41=..=0,=0
then
rank(*Jam) =7
nu”<O]Gm> = span {VrJrlv ) Vn}

ran(*Jam) = span {uy, ...,u,}

,

0 T

JGm = E o;u;V;
i=1
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Another valuable property of the SVD is given by this theorem, also known as the
Eckhart-Young Theorem (its proof can be found in [ D; let the SVD of a
matrix A be given. If k£ < r = rank(A) and

k
2 : T
Ak = o;u; vV,
=1
then

min||A = Bl = [|A = Ayl = 011

where B is a random matrix with rank(B) = k.

The above theorem essentially states that when we substitute A with the geometric
Jacobian, its smallest singular value is the 2-norm distance of “Jg,, to the set of all
rank-deficient matrices. Furthemore, when a matrix approaches rank deficiency, its
smallest singular value similarly approaches zero.

A final note about the singular values: their numerical value is exactly the positive
square root of the common (always greater than or equal to zero) eigenvalues of the
square matrices (“Jom )" Tem and e (“Jem)?. This is a property that holds for any
matrix based on results of the symmetric eigenvalue problem. Hence, sometimes, it
could be easier to calculate these values initially and provide a semi-closed form (.e.
solutions of equations).

The computation of the singular values this way results in:

e Three eigenvalues which are the positive square roots of the roots of the cubic
equation:

ao(g3, qa) + 1(g3, @) (V) + gz, 1) (A*)? + algs, q1) (A?)? = 0 (4.4)
where,

- 040(@376]4) = —2@%53

— a1(g3, q1) = o1 + a2c3 + 13 €08(2q3) + ay [c4 — cos(2g3 + q4)] + a5 cos(2qq) +
16 COS(Q(]g + 2(]4)

— Oég((]g, (]4) = —6— 2[% — 4[% — 6l§ — 4[1[263 — 8[2[304 — 4[1[3634

— a3(q3, q1) =2
ony | A5 +13) + 1515 + 203) + 20505
12 2[1[2(2 -+ l%)
13 —l%l%
14 2[%[2[3
15 —213@
16 2l%l§
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e Two eigenvalues that are the positive square roots of the values obtained by the
relationship:

AN,5 = Bo+ (/5 — 860 + 24 + 8cos 2 + 43 + au)] (4.5)

where 3y = 4+ +13+13+2a>—12 cos(2qz) 211 lyc3—13 cos [2(qz + g3)]—2l115 cos(2qa+
Q3)+21213C4+21113634—l§ COSs [Q(QQ + qs + Q4)] —2l113 COS [2(]2 + qs + Q4] —2l213 COS(QQQ+
2(]3 + Q4] — 4[1&82 — 4[2(1523 — 4[3&8234

Some observations regarding the eigenvalues follow:

1. The discriminant of the cubic equation of (3.4) is

A(gs, 1) = 3600(g3, qa) 1 (a3, ga)a(gs, 1) — 4aiy (g3, u)o(qs, q1) + 5 (g3, 1) a3 (g3, qa)
—8a3 (g3, q4) — 10802 (g3, qa) (4.6)

As we can see from the plot below, the discriminant is always greater than zero,
meaning that the cubic equation always gives three real distinct eigenvalues. A
closed form of these eigenvalues as a function of joint variables can be obtained
but that form is quite complicated.

2

Figure 4.1: The discriminant of the cubic eigenvalue equation.

2. Assume that g3 = 0. We remind that for this value of ¢3 the rank of the Jacobian

matrix drops from 5 to 4. According to the theorem derived from the SVD,
one singular value will become zero. Indeed, if g3 = 0, then ay(¢3,q) = 0 and
thus one solution for equation (4.4) is zero. Furthermore, due to (4.4) being
a function of only ¢35, ¢4 any changes in the other joint angles do not affect the
corresponding eigenvalues. This leads to the next point.
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3. Assume now that ¢» + ¢3 + g4 = 0,7 and [1s2 — l»s4 = a. For this combination
of values the rank of the Jacobian also drops from 5 to 4. Since this rank
deficiency depends on ¢, the eigenvalue(s) that becomes zero MUST be one
from the equation that actually depends on ¢,. That said, the singular value
that becomes zero is the one from (4.5) with the minus sign.

4. Last but not least, if both conditions apply, two separate eigenvalues become
zero. At this point, it should be stressed that the rest of the eigenvalues are
always positive (for positive lengths obviously). Therefore, the minimum rank
of the KUKA youBot Jacobian is 3.

4,506, g/

/\

Eigenvalue
5

25 2 15 A 05 0
q, (rad)

Figure 4.2: The change of the eigenvalue that determines the rank as a function of
g3 when ¢s, g4 are constant.
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Chapter 5

Inverse Differential Kinematics - Arm

In this chapter, we derive the inverse differential kinematics model for the ma-
nipulator. The problem statement is: find a vector q,, € R" such that TemQm = Xp
where the Jacobian matrix °J5,, € R™*" and the Cartesian velocity of the end-effector
xp € N™ are given. However, in our case, since m > n, the system is overdetermined.
This means that the system has no exact solution since the end-effector velocities
must be an element of ran(“Jg,,), a proper subspace of ™. Hence, the solution of the
problem comes with the least squares minimization of ||°],,q,, — Xz||, for a suitable
choice of p.

The above applies only when Term, is full rank. When Y], is rank deficient, there
are an infinite number of solutions to the LS problem. That said, all cases must
be examined accordingly. However, a property of the SVD is that it supplies the
pseudoinverse of a matrix whether it is rank deficient or not.

Assuming that the SVD of °Jg,, is %Jg,, = UZV7Z, then its pseudoinverse, OJTGm is:

oji, =vzfu? (5.1)
where
'ail 0 0 0 - 0]
0 0—12 0 0 0
1
ZT: 0 0 0—3 0 o 0 €§Rn><m
00 -+ 0 - 0

If a singular value is exactly zero, meaning that rank(Jg,,) = r < n then the corre-
sponding o; is replaced by a zero in X'. Since the values for which the singular values
become zero are known, as explained in the previous chapter, predictions regarding
when to replace them are possible.

Problems emerge when the singular values are very close to zero, though. Suppose
that the SVD of %, is given by (4.3). Then the minimizer with the smallest 2-norm
of the least squares problem is given by the relationship:
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s T .
qm,LS = Z = XEVz‘ =" Tk (5.2)

=1t
and the residual is given by the relationship:

pis = I Tamtmrs = Xells = D (u%p)” (5.3)
i=r+1

This residual is significant when the singular values are close to zero. Therefore,
it can be used as another metric to determine the degree of rank deficiency of the
Jacobian. The advantage of using the SVD instead of other LS methods is that the
residual is quite smaller. In fact, in most other methods the order of magnitude of
the residual is that of ||xg||. What is gained in accuracy during rank deficiency, is
offset by the increase in computational power; the number of flops SVD near rank
deficiency manifolds is approximately 4mn* + 8n® whereas for other LS methods is
half to a quarter of that number.

An extremely helpful quantity for the inversion is the condition number of the
matrix, defined in previous chapter. A large condition number corresponds to a matrix
whose inverse is very sensitive to relatively small perturbations in the matrix. Such a
matrix is termed ill conditioned or poorly conditioned with respect to inversion. The
importance of the condition number lies elsewhere though; any fractional change in
the inverse can be “condition number” times as large as the fractional change in the
original with it counting as a bound.



Chapter 6
The Mobile Platform

As of now, a full kinematic analysis for the arm was performed. In order to proceed

with the combined system analysis, a separate analysis for the mobile platform should
be completed before.

To begin with, the coordinate system for the platform w.r.t the global-inertial frame
is presented below.

T X X!
" [/ ]

Figure 6.1: The KUKA youBot platform and the associated coordinate frames.

The notations ’p’ and I’ refer to the platform and global-inertial frame respectively.
In addition, we assume that the origin of the platform frame coincides with the
center of the platform to make the analysis easier (although it could be placed so
as to coincide with any point on the platform, as shown in the figure above). We
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can easily determine that the rotation matrix from the manipulator base frame to the
frame of the platform is:

cosf, sinf, 0 -1 0 0
PRo = Roy=2plp.—1800 = | —sinf, cosf, 0 =10 =10
0 0 1), e LO 0 1

Furthermore, the rotation matrix from the coordinate system of the platform to the
global-inertial coordinate system is:

cosfp sinfp 0
"Rp = |—sinfp cosfhp 0
0 0 1

Hence the rotation matrix from the manipulator base frame to the global-inertial
frame is eventually:

—cosfp —sinfp O
Ry ='RpFRy = | sinfp —cosfp 0 (6.1)
0 0 1

Moreover, in order to fully define the position of the manipulator base frame w.r.t.
the global-inertial frame, we assume that:

* it is constant along the global-inertial z-axis, represented by the value ’z.

e it is given by a pair ("xg, Tyy) w.r.t. the frame of the mobile platform

Having clarified the above, which will prove useful later on, we now analyze the
kinematic structure of the platform. In general, the differential model of the platform
is:

qr =Jrup (6.2)

where qp = [zp yp 0p] is the vector of the degrees of freedom of the platform, up
is the vector of the control variables, i.e. the inputs and Jp a Jacobian-esque matrix
for the platform that associates the two vectors which is in general a function of the
DOFs of the platform.

]T

6.1 The Omnidirectional Case

The youBot platform is equipped with Mecanum wheels. These conventional wheels
have a series of rollers attached to their circumference. By alternating wheels with
left and right-handed rollers, in such a way that each wheel applies force roughly at
right angles to the wheelbase diagonal the wheel is on, the vehicle is stable and can
be made to move in any direction and turn by varying the speed and direction of
rotation of each wheel. Moving all four wheels in the same direction causes forward
or backward movement, running the wheels on one side in the opposite direction
to those on the other side causes rotation of the vehicle, and running the wheels on
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Figure 6.2: Mecanum Wheel

one diagonal in the opposite direction to those on the other diagonal causes sideways
movement. Combinations of these wheel motions allow for vehicle motion in any
direction with any vehicle rotation.

The modeling of an omnidirectional platform is based on the simple premise that
the linear and angular velocity of the platform are tied to the rotational velocities of
the Mecanum wheels. Naturally, there are geometric methods that can be applied so
as to derive these relationships. These methods are based on evaluating the matrix Jp
given a number of geometric quantities. The above figure, represents the coordinate
system of the wheel S;F,E; w.r.t. the coordinate frame of the platform. Thus, the
aforementioned quantities are defined as shown in the figure. Moreover, v,, is defined
as the velocity vector corresponding to wheel i revolutions and v;, as the velocity of
the passive roller in the wheel ¢. Typical parameters for these angles, assuming that
the wheels are completely identical with radius r, are presented in the table below:

i a; Bi Yi Li | lix Liy
O A I 7% L I
20 Ty [ T T VR
SEARARAREDE
AETARAEA TN I

Figure 6.3: Typical parameters for identical wheels.
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By employing simple velocity vector and geometric relationships or by substitut-

ing the above values in kinematic models (e.g. [ 1), we derive the kinematic
equation:
. 1 1 1 1
qP :]P,ouP,o = — —1 1 1 —1 [u}l Wo W3 Wy ]T (63)
41 1 1 ! 1
lotly  lotly lotly  lotly

6.2 The Non-holonomic Case

In this section, it is assumed that the platform is non-holonomic. By definition, in
Robotics, a nonholonomic constraint is a constraint on velocity; there exist directions
that the robot cannot achieve (e.g. rotate on the spot), but there exists no point in
the reachable “workspace” that the robot cannot go to. In mathematical terms, the
velocity constraint that is imposed on the platform is not integrable, i.e. the derivation
of another constraint as a function of the position of the platform is impossible.

In practice, the omnidirectional platform facilitates the implementation of control
laws. However, the non-holonomic case presents a particularly interesting case study
and the purpose is to examine the implications of the non-holonomity on the kine-
matic structure of the mobile manipulator as a whole. The omnidirectional platform
is converted to a non-holonomic by locking its back wheels. Subsequently, the mo-
tion of the origin of the mobile platform frame is considered now to be subject to
the non-holonomic constraint of not being able to slide sideways along the y, axis,
or rotate in place.

To be precise, this non-holonomic constraint -by adopting the unicycle model- is
given by the relationship:
Tpsinfp —ypcostp =0

or in differential form:

dxpsinfp — dypcostp =0

But the form that will prove more useful is the Pfaffian form:

where qp = [zp yp QP]T the vector of the degrees of freedom of the platform and
A = [sinfp —cosfp 0]. The feasible trajectories of the platform lie in the tangent
space of the co-distribution A defined by the above differential form. Assume that
n is the number of d.o.f. of the platform and k is the number of the imposed non-
holonomic constraints. Then, the above means that there exists a distribution G such
that:

G = span {g1,e..gn_r} = A"
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We say that the distribution G annihilates the co-distribution A and thus, a control
system is defined by the relationship:

n—k
qr = > _gilar)u (6.5)
i=1

In our case n = 3, k = 1, hence we need to define two control inputs u; = v, the
forward velocity of the platform and u, = w, the steering velocity of the platform. We
can easily find the annihilator of the co-distribution A to be G = [cosfp sinfp 1] and
also define g, = [cosfp sinfp 0] and g, = [0 0 1] so as to be linearly independent.
If we substitute in (6.5) we obtain eventually:

cosfp 0 cosfp O y
qp = |sinfp| vp+ [0| wp= [sinfp O [ P} =JpnnUpun (6.6)
0 1 0o 1| r

and this concludes the non-holonomic case.






Chapter 7

Combined System Kinematics

In the previous chapters the kinematic models were derived and analyzed for the
manipulator and the mobile platform separately. In this chapter, the arm is considered
mounted on the platform and the kinematic model (forward, differential and the
inverse kinematics) is derived.

7.1 Forward Kinematics

To begin with, the homogeneous transformation from the end-effector to the global-
inertial frame is given by the following relationship:

. IROORE 1'—|—IR001'E

I
Te = 000 1

(7.1)

where:

* the matrix 'Ry was defined in the previous chapter.

o the vector r = [zp + "zg yp + Tyo ‘2] is comprised by values which were also
defined in the previous chapter.

¢ the vector “ry is the first three elements of the fourth column of (2.2)

To be precise:

I o 0 c234¢5 cos(q1—0p)—ss5 sin(q1—0p) —ca34 cos(q1—0p)ss—cssin(q1—0p) cos(q1—0p)s234
RE‘ = RO RE = COS(ql —9p)55+623465 Sin(ql—ep) —C234 Sin(ql—ep)55+05 COS(ql—ep) 89234 Sil’l(ql —ep)
—5234C5 $23485 €234

and:

Irp + PZE() — COS(ql — QP)((I — llSQ — l2823 — l35234)
r+ IROOI'E = yp + Pyo — sin(q1 — QP)(CL — 1182 — 12823 — 138234)
IZ() + lo + 1102 + 12023 + 136234
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7.2 Differential Kinematics

Now, we have to derive the composite Jacobian J*. However, the geometric method
that was applied for the manipulator in previous chapter is not applicable now.
Thus, the time differentiation method, i.e. differentiating the relationship (7.1) w.r.t.
time in order to derive relationships between end-effector and joint velocities/control
variables, will be implemented in this case.

As usual, the Jacobian has two parts, one is associated with the linear velocities of
the end-effector and the other with its angular velocities. We begin with the linear
part, J;. If we differentiate (w.r.t. time) the first three elements of the fourth column
of (7.1) we have:

d I dr d(IRo) d(OrE)

i R, ’rp) = — 0 R 7.2

dt (r+'Ro'rz) a T a et Ry 7.2)
For the first term we have:

dr d .

@ [DUP + "o yp + "yo IZO}T = [Zp Up O}T

In the second term, the time derivative of a rotation matrix appears. As we know,
for any rotation matrix R, its time derivative is R = (w)”R where (w)” is the skew
symmetric matrix operator, as defined in Chapter 4, applied on the angular velocity

. 1T
of the rotating body. In our specific case wp = [0 0 Gp] . Hence:

d('Ry) | —sin 0p cosfp 0
V0, = (wp)® 'Rrg = 0p | —cosfp sinfp 0| Orp
at 0 0 0

Lastly, for the third term we have:

d(°rg) 9 rp dq
]R _ IR i ey UL
O dt " 0q, Ot
where Jg,,. 1 is the part of the manipulator geometric Jacobian that corresponds to
the linear velocities, i.e. the first three rows. Having said the above, (7.2) becomes:

= IRO OJGm,Lqm

—sinfp cosfp 0

d .
o (r+'Ro’rp) = [p yp 0" +6p | —cosbp sinfp 0| °rg+'Ro Tomrdm (7.3

0 0 0
where:
) —sin ep CcoS 0}3 0 sin(q1 — ep)((l — l182 — l2823 — l38234) )
ep —cosfp sinfp 0 OI'E = | — COS(Q1 + HP)(CL — 1189 — l2823 — l38234) 9]3
0 0 0 0
and:

I 0 sin(q1 —0p)(a—l1s2—l2s23—135234) cos(q1—0p)(l1ca+laca3+13c234) cos(qi—0p)(l2caz+13caza) l3c234 cos(q1—0p) O
RO ]m,L - — cos(q1 _9P)(a_1152_12523_l35234) sin(q1 —0p)(lica+l2c23+13¢234) Sin(q1—9p)(l2023+l30234) l3ca34 Sin(ql—ap) 0
0 —l1s2—l2523—135234 —l2s23—Il35234 —l35234 0
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The angular part J is a bit more difficult to calculate. For this particular purpose
we employ a specific representation of the angular velocities of the end-effector. To
be precise, we cannot construct this part of the Jacobian geometrically and the use of
a representation other than the vector [w, w, w,] will enable us to obtain this part by
differentiation w.r.t. time. As a first approach we use the Roll-Pitch-Yaw (RPY) Euler
angles. If we begin from the complete rotation matrix ‘Rz and its elements r;; we
have:

ap = Atan2(rq, 1) = fa(q)
B = Atan2(—rsy, \/1, +12) = f3(q) (7.4)
vE = Atan2(rs, r33) = f,(q)

Note that the above solution for 3 is in the range (—%, Z) and all solutions degenerate
when cos Sy = 0. Then, only the sum or difference of ap,vz can be calculated.
Regardless, we assume for the time being that this is not the case and 8z # £90°.

The angular part of the Jacobian is extracted then by the below relationships:

) of. . of af. .
a :iq: Cf“ G+ -+ Cf“ Gn
dq dg, dq,
of, af. df.
Ok :,_fjl :,i‘% +ot ..fJ q,
dq dq, dq,
of ar of .
g = b q:iqﬁ +"'+iqn
dq dq, g,

where the partial derivatives constitute the elements of J;. That said, we have:

. . 523455C5 . 523455C5 . 523455C5 . C234 . -
OZE:C]1+1 2 2(]2 1 B 2Q3 1 P 2q4+1 2 2q5_€P (7-5)
— 5234C5 — 5234C5 — S5234C5 — 5234C5
C234Cs . C234Cs . C234Cs . 523455 ) (7.6)

BE:_ q2 — q3 — Qs + —F/————=0q5
v1- 5%34C§ v1- 5%34C§ v1- 5%34C§ v1- 3%34C§

S5 . S5 . S5 . O.5C5 sin [2((]2 + qs + Q4)]

g (1.7

2 2 2
1 — s334¢5 1 — 833463 1 — s33465 1 — s33465

At this point, we have to examine two cases, the Omnidirectional case and the
Non-holonomic case.

1. Omnidirectional case: In this case, the equation (6.3) in in effect. After sub-
stitutions are made so as to replace the DOFs of the platform with the control
variables up,, the parts of the Jacobian become:
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1 0
Ry ]Gm,L|row1 R1 R2 K1 R2

I 0
]ZO - l{0 JGm,L‘row2 —KR3 K3 K4 —Hkyg
I 0
l20 ]Gm,L‘rowS 0 0 0 0
where:
- r T(CL — 1182 — 12823 — 138234) Sin(q 0 )
1— 7 = 1 —
4 Al + 1) !
oy — T T((l - l182 - l2823 - l3$234) Sin(q 0 )
2 — 7 1 —
4 4(l, +1y) b
T 7’((1 — l182 — l2823 — l38234)
K3 = — cos(q1 + 6,)
4 Al + 1) ’
T 7“(& — l182 — 12823 — 138234)
Ky = — — cos(q1 + 6,)
4 A4l + 1) P
1 523455C5 - 523455C5 523455C5 €234 0
+ 1—s334c3 1—s33,c3 + 1—s334c3 * 1—s334c3
|0 ——tesss ___ €234C5 ___ €234C5 523455 0
]A7o - \/1_533453 \/1_5%34C§ \/1_5534‘% A% 1—s33,c3
0 _ 85 S5 S5 0.5¢s5 sin[2(q2+q3+q4)] 0

2 9
1—s334¢5

_ r
where Rg = m

2 9 2 2 2 2
1—s334¢5 1—s334¢5 1—s334¢5

T
Jo= {Jz,j

Ro

0
0

—KRg Ko
0 0
0 O

(7.8)

2. Non-holonomic case: Assuming that the mobile platform is now non-holonomic,
i.e. the relationship (6.6) is in effect and the control variables are up,,,, then, in

the same vein as before

IRO OJGm,L ’rowl Ccos HP

the parts of the Jacobian become:

sin(q; — 0p)(a — l153 — 2523 — I35234)

Jiwn = |"Ro Jom,Llrowz sinfp —cos(qr+0p)(a — lisy — l2S23 — l35234)
IRO 0]Gm,L|row3 0 0

and:

1 + 823485652 + 823455052 - 523455C5 + 02234 .
1—s334¢5 1—s334¢5 1—s334¢5 1—s334¢5
J* 0 ——Ca34Cs ____€234C5 ____C234C5 _ 823485
= 2 2 2 2 2 2 /1_2 2
Anh \/1*5234% \/1*3234‘35 \/1*323405 / 1—5334C5
0 s5 s5 s5 0.5¢5 sin[2(g2+g3-+q4)]
T2 2 2 2 2 2 PR
1—s334¢5 1=s334¢5 1—s334¢5 1—s334¢5

Ij;h — |:Jz,nh:|

]*A,nh

(7.9)

—Kog

0
0
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In these cases, the rank deficiency locus for both Jacobians can be found by utilizing
the methods discussed in Chapter 4. What is worth noting at this point is that (ob-
viously) the new maximum rank of these Jacobians is 6 and the old rank deficiency
locus is a subset of the new one. Despite the fact that the values that reduce the
rank of the manipulator Jacobian are intact, there are two major additions; a value
because of the Euler angle representation that reduces the rank and a value ¢,(6p)
that reduces the rank due to the addition of the platform.

7.3 Inverse Kinematics
As far as the inverse kinematics is concerned, the algorithm follows a few extra
steps compared to the one of the manipulator only. Assuming that the elements of

the homogeneous transformation

Ny Ox Qg Pz

I, — Ny Oy Ay Py
nZ OZ CI’Z pZ
0 0 0 1

are known now, we begin from the relationship:

—ngzcosbp +mn,sinflp —o,coslp+ o,sinflp —a,costp + a,sinbp
IROT [i;] = | —ngysinfp —n,cosfp —o,sinfp —o,cosfp —a,sinbfp — a,cosbp
n, Oy Qaz

where i = n,0,a and j = z,y, z. This relationship equals to the transformation *Rp =
'R,'Rp. If we multiply both sides of the above equations with R we get:

—ng cos(q1—0p)—ny sin(qgi—0p) —og cos(qg1—0p)—oy sin(qg1 —0p) —ag cos(q1—0p)—ay sin(q1—0p)
ng sin(q1—0p)—ny cos(q1—0p) o0g sin(q1—0p)—oy cos(q1—0p) agsin(qg1—6p)—ay cos(q1—0p) =
z Oz az

—C234C5  C23455 —S234
—S5 —Cs 0 (710)

—C55234 S55234 (234

By equating the (2,3) elements of both matrices we obtain two values of ¢; — 0p.
Afterwards, we can obtain two values of the sum ¢ + g3 + ¢4 easily from the elements
(1,3),(2,3),(3,3) and two values of g5 from (2,1),(2,2). Finally, in order to obtain
separately the values of ¢; and 0p we need to backtrack a step and view carefully the
equation:

'Ry [i;] = "Re

The unknown variables of this equation, after substitution of the previously obtained
values, are indeed ¢; and 6p but separated. Hence, if we equate the (1,3) and (2,3)
elements of both matrices we obtain the below system of equations:
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ag cosbp — a,sinfp = —c15934 (7.11)
ag sin0p + a, cosfp = —515934 '

the solution of which is:

Op = Atan2(—a$018234 — (yS159234, —QzS15234 + AyC1S234 = 9P((I1)

and thus, knowing the value of ¢; —0p, it is possible to find both angles. The algorithm
continues exactly in the same manner as the one for the manipulator. Furthermore,
the criterions that are used in the case of the manipulator to determine the existence,
correctness and quantity of the solutions to the inverse kinematics problem can still
be applied since the orthogonality principle that they are based upon is still in effect.

7.4 The Proximity Issue

The last issue that has not been touched so far is the question of "how close can
we go to the values of q that either reduce the rank of the Jacobian or produce

2 9

representational singularities before the matrices “explode” ™.

Let us begin with the representational singularities. When the method of represen-
tation is RPY Euler Angles, then our constraint is c2s3;, # 1. To be precise, c5 # +1
and sy34 # £1 or g5 # 0 and ¢o + g3 +q4 # £5. As a preliminary analysis, we consider
the function:

f(q2,43,q4,q5) = 1 — sin®*(q2 + g3 + qu) cos® gs

After differentiation, we get:

§f = sin 2gs sin?(qa + 3 + qu)0qs — sin[2(g + g3 + q4)] c0s® ¢5(6qa + 53 + 0q4)

which essentially means that the rate of change for ¢o, g3, ¢4 is the same, hence the
sum can be considered as a single variable for the purpose of this analysis. The above
function can be written as:

f(z,y) =1 —cos®xsin’y

By substituting x — 0+ dz, y — 5 + oy we get the variance of f around the point of
interest:

§f =1 — cos? §x cos? §y

and a plot of % (since §f is the denominator of some terms in the Jacobian) is
presented below:
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Figure 7.1: The change in joint angles for Euler angle representation.

As we see from the plot and after experimentation, the admissible values of the
angles are ¢; < Qidanger — 0.03 and ¢; > ¢; danger + 0.03. The above variances were
considered successfully for the rank deficiency neighborhood too by examining the
smallest singular value instead of Jf. These values are subject to change though,

depending on the sensitivity of e.g. the control algorithm that could be used for a
task.

In vector algebra fashion, there is a method to determine what would be the min-
imum 2-norm perturbing matrix A so that the matrix (J* + A) is rank deficient.
Assuming that the SVD of the Jacobian exists, then A is product of the smallest sin-
gular value of the composite Jacobian with the vector product of the two associated
left and right singular vectors, i.e. :

_ T
A= “OminUminUpmin

Consequently, this matrix represents a change in the elements of the Jacobian. If

each element is equated to the corresponding terms of Jacobian, the solution of this
non-linera system respresents the desired change in joint angles.






Chapter 8

Conclusion and Future Directions

This thesis presented a systematic methodology so as to derive the complete kine-
matic model for a KUK A youBot mobile manipulator. We accomplished the following;:

* Derive a kinematic model not only for the manipulator but also for the platform
and for the combined system.

e Examine the cases of two types of platforms: ominidirectional and non-holonomic.
In addition, two representations for the Jacobians were used for the system: the
regular geometric Jacobian (manipulator) and the Euler angle representation
(combined system).

* Analyze the models with the help of the Singular Value Decomposition and its
properties while stressing its importance in Robotics. Among the results were the
inverse differential kinematics model, the magnitude of change in the Jacobian
and its inverse as a function of change in joint angles, a way to determine
if any Jacobian matrix is close to rank deficiency via the singular values and
the minimum values of joint angles as a perturbing matrix that lead to rank
deficiency.

e (Criterions that determine the existence, the correctness and the number of so-
lutions for the inverse kinematic problem, which is also the focal point of the
thesis.

Future Directions

e As far as improvements to the kinematic model are concerned, a particularly
interesting case to examine is modeling with quaternions instead of Euler angle
representation. The unique property of quaternions is that they are not subject
to representational singularities. That said, it is expected that the minimum rank
of that Jacobian would be greater than the one in our case. The price to pay for
that would possibly be more complicated expressions.

e As far as next steps are concerned, the model could be expanded for two or
more manipulators that handle an object. Do the same principles apply? What
singular values are left intact then? Moreover, the possibility of the existence of
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an alternative to the Singular Value Decomposition should be examined in case
the model as a whole or just the equations that produce the eigenvalues are
surprisingly complex.

Explore the possibility of the minimum singular value of the Jacobian matrix
acting as a metric in a control scheme. For instance, in navigation function
control schemes, a manipulability measure, e.g. w = y/det(])det(J7) is used
so as to avoid the manifolds that correspond to rank deficiency. Perhaps, the
properties of the minimum singular value could lead to it being a considered
as a valid alternative.



Appendices

A. Additive Perturbation

Theorem Suppose 4 € C"*" has full column rank (= n). Then

min {lIAlly | A4+ Ahasrank < n} = 7,(4) (minimum singular value)
AeCmH

Proof: Suppose A+ A has rank < n. Then there exists @ # 0 such that [|z]|, =1 and
(A+A)r=0 .
Since Ar = —Aux,

HA-T‘lz = HA-T‘lz
an(A) .

IV

From the properties of induced norms we also know that
1Alllzlly = [|Az],.
Using the fact that ||x]], = 1, we arrive at the following:
1Al
an(4) (17
To complete the proof, we must show that the lower bound from Equation ( 17) can be
achieved. Thus, we must construct a A so that A 4+ A has rank < n and ||A]ly = o, (A4); such
a A will be a minimizing solution. For this, choose

T
A = —ouunv,

where w,,, v, are the left and right singular vectors associated with the smallest singular value
o, of A. Notice that [|A]ls = 0,(A). This choice yields

(A4 A)w,

*
Tply — Ty “n”,! Un
= Oplp — Oplip

= 0.

That is, A + A has rank < n. This completes the proof.
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L4 L4
B. Condition Number

Taking differentials in the defining equation A='A = I, we find

d(A ™A+ 4744 =0,
where the order of the terms in each half of the sum is important, of comrse. (Rather than
working with differentials, we could equivalently work with perturbations of the form A + €P,
ete., where e is vanishingly small, but this really amounts to the same thing.) Rearranging
the preceding expression, we find

(A7l = —A7tga A7t

Taking norms, the result is

la(A™H1 < AT A
or equivalently _
ld(A™)] —1y A
: < LAl
A=) 1Al

This derivation holds for any submultiplicative norm. The product [|A]|||A7}] is termed the
condition number of A with respect to inversion (or simply the condition number of 4) and
denoted by K (A):

K(4) =

LAl

When we wish to specify which norm is being used, a subscript is attached to K{4). Our
earlier results on the SVD show, for example, that

I\vZ(A‘.{) = UJHUJ'/UHHH
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