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Abstract

Lithography has been the most important technology that has revolutionized
the semiconductor and data storage industry. It is used in the fabrication of inte-
grated circuits and microchips. However, conventional semiconductor lithogra-
phy techniques become very expensive and inefficient when the feature size that
has to be patterned is less than 30nm. In order to cross the Rubicon of scale minia-
turization, alternative methods should be studied. One of the most promising
potential candidates is the Directed Self Assembly of Block Copolymers. In order
to guide the selection of the most suitable Block Copolymers for Directed Self As-
sembly applications, apart from experimental work, there is an urgent need for
computational work as well.

The Poly(dimethylsiloxane)-b-Poly(lactic acid) (PDMS-b-PLA) block copoly-
mer is considered to be very suitable for directed self assembly applications due
to its ability to self organize easily into tiny domains. A thermodynamic factor
that describes the thermodynamic incompatibility between two different blocks
in a block copolymer, and therefore controls the appearance of order from dis-
order is the Flory-Huggins interaction parameter χ. PDMS-b-PLA appears to
have a value of χ significantly higher than that of other block copolymers, and
thus, it will possibly enhance the Directed Self Assembly of Block Copolymers
for Lithography purposes. In this work, a lot of attention is paid to estimating the
χ parameter of PDMS-b-PLA. Apart from that, other volumetric, solubility and
conformational properties of PDMS and PLA have been computationally studied
by different simulation methods.

In the first chapter, an introduction is given to the thermodynamics of polymer
blends and block copolymers. Initially, there is a description of polymer blends
and block copolymers. Then, in order to describe the self assembly process in
methematical and physical terms, there is a description of the Flory-Hugins in-
teraction parameter χ that aims to provide the necessary background in order to
understand its importance and the reason why it is taken very seriously when
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it comes to the selection of novel materials. Finally, there is a description of the
phase separation diagram where the appearance of unique phases is connected
with the χ parameter and the degree of polymerization.

In the second chapter, a description is given of the directed self assembly pro-
cess of block copolymers which is expected to provide an alternative avenue for
extending the minimization of the scale features produced by conventional litho-
graphic processes. For that reason, photolithography and directed self assembly
processes are extensively explained. The two experimental methods that are used
to direct the self assembly of block copolymers, graphoepitaxy and chemical epi-
taxy, are described as well.

In the third chapter, the systems that were studied in this work are described.
Initially, the chemical structure, the production process and the applications of
both PDMS and PLA polymers are analysed. Block copolymers that contain Si
groups are expected to offer positive and significantly high values of the χ pa-
rameter, so PDMS-b-PLA and its potential use is analyzed.

In this work, we try to answer how suitable PDMS-b-PLA is by adopting a
computational approach. For that reason there is a description in the fourth chap-
ter of the atomistic simulation methods we used, namely Molecular Dynamics
and Monte Carlo. These methods require an appropriate force field which is also
described. Molecular Dynamics is a deterministic method were the Newton’s
second law plays a crucial role. On the other hand, Monte Carlo is a stochastic
method based on the Metropolis algorithm.

In the fifth chapter, the presentation and a discussion of our results takes place
as well. Volumetric, conformational, dynamical and solubility properties of the
polymers PDMS and PLA have been studied. The Flory-Huggins interaction pa-
rameter χ and the enthalpy of mixing is also presented.

Finally, in the last chapter there is a discussion on the contribution of this
work. The successful force field parametrization of the PDMS/PLA blend took
place that took place in the context of this work will may trigger the computa-
tional study of others as well. For that reason, future plans and work that could
benefit from this present work are presented.
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Εκτενής Περίληψη στην

Ελληνική Γλώσσα

Ο τίτλος της παρούσης εργασίας στην Ελληνική γλώσσα είναι: "Ατομιστικές Προ-

σομοιώσεις Πολυμερικών Συστημάτων Πολυδιμεθυλοσιλοξανίου και Πολυγαλακτικού

Οξέος για Εφαρμογές Κατευθυνομένης Αυτοσυναρμογής".

Η λιθογραφία αποτελεί μία από τις σημαντικότερες τεχνολογικές μεθόδους που

έφερε την επανάσταση στην βιομηχανία των ημιαγωγών και της αποθήκευσης δε-

δομένων. Χρησιμοποιείται δε στην κατασκευή ολοκληρωμένων κυκλωμάτων και mi-

crochip. Ωστόσο, οι συμβατικές μέθοδοι λιθογραφίας καθίστανται ιδιαίτερα δαπανηρές

και εν γένει αναποτελεσματικές όταν η κλίμακα των μεγεθών των δομών που παρά-

γονται γίνεται μικρότερη από 30nm. Προκειμένου να διαβούμε τον Ρουβίκωνα της

σμίκρυνσης των διαστάσεων, πρέπει αναμφίβολα να στραφούμε στη μελέτη καινούριων,

πρωτοποριακών και εναλλακτικών μεθόδων. Μία από τις πιο υποσχόμενες εν προκειμένω

υποψήφιες μεθόδους συνιστά η κατευθυνόμενη αυτοσυναρμογή συμπολυμερών. Προκειμέ-

νου να καταστεί δυνατή η εφαρμογή της καινούριας αυτής τεχνικής, η εξεύρεση και

μελέτη των καταλληλοτέρων συμπολυμερών μέσω πειραματικών αλλά και υπολογισ-

τικών μεθόδων είναι επίγουσα και ιδιαιτέρως αναγκαία.
Το συμπολυμερές Πολυδιμεθυλοσιλοξανίου και Πολυγαλακτικού οξέος (PDMS-b-

PLA), φαίνεται να είναι κατάλληλο για εφαρμογές κατευθυνομένης αυτοσυναρμογής, 
λόγω της αξιοσημείωτής του ιδιότητας να αυτοοργανώνεται σε πολύ μικρό μήκος δι- 
αστάσεων. ΄Ενας από τους σημαντικότερους παράγοντες που περιγράφει τη δημιουργία 
οργανωμένων δομών συμπολυμερών από τις άτακτες, συνιστά ο παράγοντας αλλη- 
λεπίδρασης Flory-Huggins χ. Το συμπολυμερές PDMS-b-PLA φαίνεται να έχει πολύ 
μεγάλη τιμή του παράγοντα χ, ιδιαίτερα σε σχέση με άλλα συμπολυμερή, κατά συνέπεια 
ενδέχεται να παίξει σημαντικό ρόλο στη Λιθογραφία και στη σμίκρυνση των διαστάσεων 
γενικότερα. Στην παρούσα μεταπτυχιακή εργασία, κεντρικής σημασίας υπήρξε ο υπ- 
ολογισμός του παράγοντα χ για το συμπολυμερές PDMS-b-PLA. Εκτός αυτού, άλλες
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ιδιότητες, ογκομετρικές και δυναμικές, όπως και ιδιότητες διαλυτότητας και δομής,

έχουν μελετηθεί και υπολογιστεί μέσω προσομοιώσεων.

Στο πρώτο κεφάλαιο, δίνεται μια εισαγωγή στη θερμοδυναμική των πολυμερικών

μειγμάτων και των συμπολυμερών. Αρχικά, λοιπόν, περιγράφεται η δομή των πολ-

υμερικών μειγμάτων και των συμπολυμερών. Προκειμένου να επεξηγηθεί η διαδικασία

της αυτοσυναρμογής, ή αλλιώς αυτοοργάνωσης, με όρους μαθηματικούς και φυσικούς,

αναλύεται ο παράγοντας αλληλεπίδρασης χ. Η ανάλυση που ακολουθεί, επιχειρεί να

εξηγήσει τη φυσική σημασία του καθώς και τους λόγους για τους οποίους λαμβάνεται

τόσο πολύ υπ' όψιν στην επιλογή και στο σχεδιασμό συμπολυμερών για εφαρμογές στη

λιθογραφία. Η κύρια σχέση, μέσω της οποίας μελετάται ο παράγοντας αλληλεπίδρασης

χ είναι η ακόλουθη:

∆mixH = ϕ1ϕ2kBT
χ

v∗
Στη σχέση αυτή, ο όρος ∆mixH αφορά στην ενθαλπία ανάμειξης δύο υλικών, V είναι ο 
όγκος του σχηματιζομένου μείγματος, ϕ1 και ϕ2 είναι τα κλάσματα όγκου των εν λόγω 
υλικών, kB η σταθερά Boltzmann, T η θερμοκρασία και v∗ ο όγκος αλληλεπίδρασης των 
υλικών. Μέσω των προσομοιώσεων, δυνάμεθα να υπολογίσουμε την ενθαλπία 
ανάμειξης, ενώ οι υπόλοιποι όροι είναι γνωστοί πριν την έναρξη της προσομοίωσης, 
επομένως η παραπάνω σχέση δύναται να χρησιμοποιηθεί στον υπολογισμό του χ.
΄Οπως προαναφέρθηκε, η κατευθυνόμενη αυτοσυναρμογή των συμπολυμερών δύ-

ναται να αποτελέσει μια εναλλακτική προσέγγιση στη σμίκρυνση των διαστάσεων των

δομών που παράγονται μέσω των συμβατικών λιθογραφικών τεχνικών. Για το λόγο

αυτό, η διαδικασία της φωτολιθογραφίας, ως της πιο ευρέως διαδεδομένης λιθογραφικής

τεχνικής καθώς και η αυτοοργάνωση των συμπολυμερών περιγράφονται στο δεύτερο

κεφάλαιο. Ο όρος κατευθυνόμενη που χρησιμοποιείται εν προκειμένω δεν είναι τυχαίος

και αφορά στο γεγονός ότι τα συμπολυμερή ωθούνται να αυτοσυναρμογηθούν. Η

ώθηση αυτή επιτυγχάνεται μέσω δύο τεχνικών, αυτών της γραφοεπίταξης και της χη-

μικής επίταξης οι οποίες περιγράφονται σε αυτό το κεφάλαιο.

Στο τρίτο κεφάλαιο υπάρχει μια περιγραφή των συστημάτων που μελετήθηκαν στην 
παρούσα εργασία. Αρχικά παρουσιάζονται η χημική δομή, η διαδικασία παραγωγής και οι 
εφαρμογές των πολυμερών PDMS και PLA. Βάσει μελετών, έχει εκτιμηθεί ότι τα 
συμπολυμερή που περιέχουν ομάδες πυριτίου έχουν υψηλό παράγοντα αλληλεπίδρασης 
Flory-Huggins και γι' αυτό περιγράφεται το συμπολυμερές PDMS-b-PLA καθώς και οι 
εφαρμογές στις οποίες ενδέχεται να παίξει σημαντικό ρόλο. Δεδομένου ότι η εκτίμηση 
της καταλληλότητας του εν λόγω συμπολυμερούς για λιθογραφικές εφαρμογές γίνεται 
στην παρούσα εργασία μέσω υπολογιστικών τεχνικών, στο τέταρτο κεφάλαιο 
περιγράφονται οι τεχνικές που χρησιμοποιήθηκαν. Οι μέθοδοι αυτές είναι η Μοριακή 
Δυναμική (MD) και η Προσομοίωση Monte Carlo (MC).  Η πρώτη συνιστά
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μία αιτιοκρατική μέθοδο που βασίζεται στην αριθμητική επίλυση του 2ου νόμου του 
Νεύτωνα. Η  μ έθοδος Monte Carlo από την άλλη ε ίναι στοχαστική, και αυτό σημαίνει 
ότι υπεισέρχεται η  χρήση τυχαίων αριθμών. Σημαντικό ρόλο σε αυτή τη μέθοδο έχει 
το κριτήριο αποδοχής Metropolis. Προαπαιτούμενο για τη χρήση και των δύο μ εθόδων 
αποτελεί η  ύπαρξη ενός καταλλήλου πεδίου δυνάμεων το οποίο θα περιγράφει αποτε- 
λεσματικά τις αλληλεπιδράσεις μεταξύ των ατόμων και των μορίων που λαμβάνουν 
χώρα στην προσομοίωση.
Στο πέμπτο κεφάλαιο παρουσιάζονται και σχολιάζονται τα αποτελέσματα της παρούσας

εργασίας. Για τα καθαρά συστατικά, δηλαδή για τα τήγματα PDMS και PLA μελετήθηκαν

ως προς τις ογκομετρικές ιδιότητες η πυκνότητα και η ισόθερμη συμπιεστότητα. Ως

προς τις ιδιότητες δομής μελετήθηκε το χαρακτηριστικό μήκος το οποίο αποτελεί μέτρο 
της δυσκαμψίας για μία πολυμερική αλυσίδα. Ως προς τις δυναμικές ιδιότητες, αυτές που 
μελετήθηκαν είναι η θερμοκρασία υαλώδους μετάβασης, ο μέγιστος χαρακτηρισ- τικός 
χρόνος χαλάρωσης και ο συντελεστής αυτοδιάχυσης. Μέρος του κεφαλαίου αυτού 
αφιερώνεται στην περιγραφή του συντελεστή διαλυτότητας Hildebrand. Στο τελευταίο 
κομμάτι του παρόντος κεφαλαίου, περιγράφονται οι ιδιότητες που αφορούν στο μείγμα 
των πολυμερών PDMS και  PLA.  Αυτές οι ιδιότητες είναι η Ενθαλπία ανάμειξης και ο 
ανάμειξης και ο συντελεστής αλληλεπίδρασης Flory-Huggins.
Στο τελευταίο κεφάλαιο που συνιστά και τον επίλογο αυτής της μεταπτυχιακής 

εργασίας, περιγράφονται όσα επιτεύχθηκαν. Η επιτυχής παραμετροποίηση του πεδίου 
δυνάμεων για το μείγμα PDMS/PLA ανοίγει το δρόμο για νέους υπολογισμούς που θα 
στοχεύσουν στην εκτίμηση και άλλων ιδιοτήτων, σημαντικών για την εξαγωγή
συμπερασμάτων

 
περί

 
της

 
καταλληλότητας

 
του συμπολυμερούς PDMS-b-PLA για

εφαρογές κατευθυνομένης αυτοσυναρμογής.
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CHAPTER1
Thermodynamics of
Polymer Blends and

Block Copolymers

1.1 Introduction
In order to understand the Self Assembly process in physical and mathemat-

ical terms, it is important to initially describe the thermodynamic laws that gov-
ern the appearance of order from disorder. Therefore, this introductory chap-
ter briefly describes the fundamental theory concerning the Thermodynamics of
Polymer Blends and Block Copolymers. Initially, we describe what the polymer
Blends and the Block Copolymers are, and their structural difference as well.
Then an analysis of the Flory Huggins interaction parameter takes place, due
to its great importance to this work. Finally, after analysing the Flory Huggins
Interaction parameter, there is a discussion of the Phase Diagram where the mor-
phology and the shape of the microphase systems are connected with the degree
of polymerization and the composition fractions.
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Chapter 1: Thermodynamics of Polymer Blends and Block Copolymers

1.2 Polymer Blends
A polymer blend is obtained when two or more polymers or copolymers are

mixed and blended together. The new material which is the outcome of the
blending process, exhibits different physical properties. Tailoring new polymeric
materials that have an increased potential use for commercial applications is of
great importance to modern industries, and that is the main reason why polymer
blending has attracted so much attention. Furthermore, the development and
commercialization of polymer blends are not as time-consuming and expensive
as in the case of pure polymers.

There is a classification regarding whether the polymer blends are homoge-
neous, meaning they are miscible at the molecular level, or heterogenous. For
instance, PEO, which stands for Poly(ethylene oxide), and PMMA, which stands
for Poly(methyl methacrylate), are immiscible. On the other hand, the polymer
blend that consists of PDMS, which stands for Poly(Dimethyl Siloxane), and PLA,
which stands for Poly(lactic acid), is more miscible. This classification will also
be discussed in detail below.

Figure 1.1: Structural representation of a polymer blend that consists of two different
polymers [6].

It should be underscored at this point, that selecting correctly the polymer
components is a way of manipulating the properties of the polymer blend [2].
Producing a material that is able to perform sufficiently and achieve its highest
potential, is a result of knowledge of the thermal and mechanical properties of the
polymer blend. Over the past years, many attempts have been made in order to
develop and improve the thermomechanical properties of polymers by blending.
In other words, the blend’s suitability for some applications can be examined by
evaluating thermomechanical properties. This work focuses on a computational
study at the molecular level of the poly(dimethylsiloxane) and poly(lactic acid)
blend.
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1.3 Block Copolymers

1.3 Block Copolymers
When a polymer is made by linking only one type of small molecule, or

monomer, together, it is called a homopolymer. When two or more different
monomers unite together to polymerize, the polymer is called a copolymer. Block
Copolymers (BCs) comprise chemically different polymer chains or blocks that
are covalently bound together. BCs with two or three distinct blocks are called di-
block copolymers and triblock copolymers, respectively. Triblocks, Tetrablocks,
multiblocks, etc. also exist. A structural representation of a block copolymer,
that consists of two different types of monomers A and B, is shown in the figure
below:

Figure 1.2: Structural representation of a block copolymer BC that consists of two differ-
ent monomers A and B.

The properties of block copolymers are similar to the properties of polymer
blends, but the presence of chemical bonds between the different blocks benefits
their stability and prevents their separation with the release of individual compo-
nents. Due to their mutual repulsion as a result of enthalpic interactions, dissim-
ilar BCs tend to segregate into different domain. This demixing procedure leads
to organized periodic formations at the nanoscale, offering a variety of structural
configurations. A structure of a PDMS-PLA diblock copolymer is shown in figure
1.3:

Figure 1.3: PDMS - PLA Block Copolymer structure, generated by MAPS software

Block copolymers are usually prepared by controlled polymerization of one
monomer, followed by chain extension with a different monomer to form AB or

9



Chapter 1: Thermodynamics of Polymer Blends and Block Copolymers

ABC block copolymers.

1.4 Flory - Huggins Interaction Parameter
The most important relationship that describes mixtures of components that

are not similar is the following [34]:

∆mixG = ∆mixH − T∆mixS (1.1)

where ∆mixG is the free energy of mixing, ∆mixH is the enthalpy of mixing (heat of
mixing) and ∆mixS is the entropy of mixing. When ∆mixG is smaller than 0, then
the dissimilar components are miscible. This is a necessary but not a sufficient
requirement, since the expression below must be satisfied as well:(

∂2∆mixG
∂ϕ2

i

)
T,P

> 0 (1.2)

In the equation above, ϕi are the volume fractions and their mathematical
expression is given on equation (1.9), after introducing the entropic term in the
Gibbs energy.

In order to describe the degree of miscibility we provide figure 1.4. The differ-
ent degrees of miscibility are described by three different regions. The first refers 
to the single-phase miscible region between the two binodals. The second refers 
to the four metastable regions between binodals and spinodals, and the third 
refers to the two-phase separated regions of immiscibility, bordered by the 
spinodals. The figure also shows two critical solution temperatures, the lower, 
LCST (at higher temperature), and the upper, UCST (at lower temperature). The 
phase diagram with two critical points is a rule for mixtures of low molar mass 
components, whereas the polymer blends usually show either LCST (most) or 
UCST.

We observe that two regions are separated by the binodals: the metastable and the 
single phase region. On the other hand, the metastable region and the two-phase 
region are separated by the spinodals. The phase separation is governed by two 
thermodynamic conditions. The first refers to the spinodal:(∂2∆mixG

∂ϕ2

)
p,T

= 0 (1.3)

The second refers to the critical points:(∂2∆mixG
∂ϕ2

)
p,T

= (
∂3∆mixG

∂ϕ3

)
p,T

= 0 (1.4)
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1.4 Flory - Huggins Interaction Parameter

Figure 1.4: Phase diagram for liquid mixtures with the upper and the lower critical solu-
tion temperature, UCST and LCST, respectively.

Changes in composition, temperature or pressure force a single phase system
to enter the spinodal or the metastable region.

The Flory-Huggins lattice theory is used to interpret polymer solutions and
blends. According to this theory, the entropy of mixing is expressed by the num-
ber of rearrangements during mixing, and this is the reason why it is called com-
binatorial entropy. On the other hand the enthalpy of mixing is caused by inter-
actions of different segments. The model described at this theory is a mean field
model, and that is, that only average interactions are taken into account.

The most common expression of the entropy in statistical mechanics is the
below:

∆mixS = k ln Ω (1.5)

where Ω is the number of the microstates and represents the summation of com-
binations of arranging N1 and N2 molecules into a regular lattice of N cells. N
satisfies the equation above:

N = N1 + N2 (1.6)

so that Ω becomes:
Ω =

N!
N1!N2!

(1.7)
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Chapter 1: Thermodynamics of Polymer Blends and Block Copolymers

By employing Stirling’s approximation 1 we obtain the following expression:

∆mixS = −kB(N1 ln x1 + N2 ln x2) (1.8)

where xi =
Ni
N , i = 1, 2 and k represents the Boltzmann’s constant. A prerequisite

for this derivation is that 1-1, 1-2, and 2-2 interactions be the same, so that all
configurations of the mixed system have the same energy.

The above expression of enthalpy refers to simple or small molecules. In order
to determine the enthalpy of mixing for macromolecules like polymers, it should
be treated differently. Each i macromolecule (i = 1, 2) occupies volume Vi and
the volume occupied by each monomer unit is Vmer. The total molecular volume,
Vi, is equal to Vmer times the number of mer units. For solvents, the number of
monomer units is 1. The volume fractions ϕ1 and ϕ2 are given below:

ϕ1 =
N1V1

V1N1 + V2N2

ϕ2 =
N2V2

V1N1 + V2N2

(1.9)

The volume V, is given by: V = V1N1 + V2N2. It is also obvious that ϕi < 1 and
∑2

i=1 ϕi = 1. Flory has derived:

∆mixS = −kBV
(ϕ1

V1
ln ϕ1 +

ϕ2

V2
ln ϕ2

)
(1.10)

Since ϕi < 1, the ln ϕi value is negative, so ∆mixS is positive and the product 
−T∆mixS in equation 1.1 has a negative contribution, thus the two polymers are 
more likely to be miscible.

Having finished the discussion regarding the entropic term of the equation
1.1, it is time to proceed to the enthalpic. As stated above, the entropic contribu-
tion to the equation 1.1 is always negative (favorable), but the enthalpic contribu-
tion can be ether positive or negative. Suppose we have two different segments 1
and 2 and that εij is the energy between segments i and j.

Simple lattice models are useful for describing the mixing thermodynamics.
Consider 1 lattice of total N sites and two different types of molecules 1 and 2
[23]. Each site can be occupied by only one molecule due to short-range repulsive
interactions. Molecules that occupy adjacent sites interact through short-range
attractive interactions. The lattice whose coordination will be denoted as z, is as-
sumed fully occupied. The characteristic energies of nearest-neighbour attractive
interactions per pair are w11, w22 and w12. These quantities are negative:

1Stirling’s Approximation: ln N! = N ln N − N
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1.4 Flory - Huggins Interaction Parameter

Figure 1.5: Schematic representation of simple lattice model of a binary mixture of 1 and
2 molecule types.

w11 < 0

w22 < 0

w12 < 0

(1.11)

Full occup1ncy requires:

N1 + N2 = N (1.12)

Let N11, N22 and N12 2e the total numbers of nearest neighbour 11, 22 and 12 pairs
in this configuration. Then the total number of bonds drawn in this way is zN1.
Each nearest neighbour 11 pair carries two bonds, each nearest neighbour-12 pair
carries one bond and no nearest neighbour 22 pair will carry 1 bond. As 1 result:

zN1 = 2N11 + N12 (1.13)

By repeating the connection process around 2 molecules:

zN2 = 2N22 + N12 (1.14)

In order to express the potential energy of the considered configuration we ob-
tain:

E = N11w11 + N22w22 + N12w12 =

zN1

2
w11 +

zN2

2
w22 + N12(w12 −

1
2

w11 −
1
2

w22) =
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Chapter 1: Thermodynamics of Polymer Blends and Block Copolymers

E1 + E2 +
1
z

N12w (1.15)

where E1 = z 
2

N1 w11 is the potential energy of a pure system consisting of N1

molecules and similarly for pure 2. Then the quantity

w = z(w12 −
w11

2
− w22

2
) (1.16)

is called the interchange energy.
The relation between the exchange energy and the enthalpy of mixing is given

by the relation:
∆mixH

V
=

zw
v∗

ϕ1ϕ2 (1.17)

where v∗ is the interacting segment volume and is often referred to as the refer-
ence volume. It is often calculated as the square root of the product product of
the individual segmental unit molecular volumes of the polymeric components
(v∗ =

√
V1V2). Generally, the coordination number assumed as 8, but always

must be in the range of 6 to 12. Depending on whether molecular or molar pa-
rameters are employed, the reference volume v∗ represents the molecular or mo-
lar segment volumes. At this point, it is time to introduce the Flory - Huggins
interaction parameter which can initially be defined as:

χ =
zw
kBT

(1.18)

In case of molar segment volumes, instead of k we use the gas constant R. Com-
bining 1.18 with 1.17 we obtain the useful expression:

v*
(1.19)

It should also be underscored that the following expressions are equivalent with
the second part of equation 1.19 :

χN1n1ϕ2 = χN2n2ϕ1 = ϕ1ϕ2kBTV
χ

v∗
(1.20)

where ni defines the number of monomers in each chain. If we also define the
mass density of each pure polymer as ρi and the molar mass of each segment as
Mi, we may obtain the following new expressions regarding the volume fractions:

ϕ1 =

n1 M1
ρ1

n1 M1
ρ1

+ n2 M2
ρ2

ϕ2 =

n2 M2
ρ2

n1 M1
ρ1

+ n2 M2
ρ2

(1.21)
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1.4 Flory - Huggins Interaction Parameter

All the above lead to a different, yet more useful expression of the Gibbs en-
ergy of mixing per unit volume of a binary system (like the one it is studied at
this work). :

∆mixG
kBTV

=
1
v∗
( ϕ1

N1
ln ϕ1 +

ϕ2

N2
ln ϕ2︸ ︷︷ ︸

entropic term

+ χϕ1ϕ2︸ ︷︷ ︸
enthalpic term

)
(1.22)

There is also another expression regarding the Flory Huggins interaction pa-
rameter, that is very useful for experimental scientists:

χ =
v∗(δi − δj)

2

kBT
(1.23)

where δi is the Hildelbrand solubility parameter of polymer i and Vseg is the actual
volume of a polymer segment. The Hildebrand solubility parameter provides a
numerical estimate of the degree of interaction between materials, and can be a
good indication of solubility, particularly for nonpolar materials such as many
polymers. Materials with similar values of δ are likely to be miscible. This pa-
rameter is discussed on chapter 5.

There is a unique significance of the temperature dependant Flory Huggins
parameter. It describes the free energy cost of contact between dissimilar monomers
that governs the process of mixing. What needs to be emphasized is that self as-
sembly of the polymer system occurs when χ>0. Additionally, positive values
indicate an endothermic heat of mixing leading to immiscibility. Thus, negative
∆Hm values and negative or slightly positive χ values strongly indicate that the
two component system is miscible. Last but not least, it should also be stated that
the Flory Huggins interaction parameter itself is not a true intensive property
of the system, but the deviation with v∗, ( χ

v∗ ) represents the interchange energy
density.

So far, the discussion concerning the Flory Huggins interaction parameter has
only been restricted and focused to a description of the enthalpy. It should also
be stated in fitting the theory to real-life experimental data, it is found that that
entropic effects have an impact on this parameter as well. There has been an
effort to integrate entropic contributions to the Flory Huggins χ parameter [11].
As result, there is a more general expression of the Flory Huggins interaction
parameter which has two terms:

χ =
A(ϕ)

T
+ B(ϕ) (1.24)
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The structure of the system, which is an input to estimate the entropy, affects the
free energy of mixing, and this is described by the second term of the previous
expression, whereas the first one refers to the dependence of the free energy to
enthalpy.

Computationally, in our work, the Flory - Huggins interaction parameter is
estimated by employing the Molecular Dynamics (MD) simulation method. This
method allows us to estimate ∆mixH, v∗, V, ϕi at given T and use the equation
1.19 in order to estimate the χ value. A last comment at this point is that the
entropic part has been ignored in this work. Future plans include the estimation
of the entropic part by using Kirkwood-Buff theory.

Experimentally, there are many methods that can be employed to estimate the
Flory - Huggins interaction parameter. The most important of them are: light
scattering data [43], osmotic pressures [45], secondary ion mass spectrometry,
atomic force microscopy and neutron reflectrometry [47]. One common draw-
back of these experimental techniques is that their results usually demonstrate
significant discordance.

1.5 Phase Diagram

The global parameters governing the phase behavior of the BCPs in terms of
thermodynamics are three: The Flory Huggins interaction parameter, the degree
of polymerization, Ν, and the volume fractions which are expressed in equations
1.9 and 1.21.

Common periodic phases for diblocks, with increasing ϕ1 include bodycen-
tered cubic A spheres in a B matrix, hexagonally packed A cylinders in a B ma-
trix, bicontinuous gyroid, and lamellae [9]. These phases are shown in figure 1.6.
It should also be stated that there are some additional phases which are experi-
mentally observed, but are not thermodynamically stable.

These thermodynamically stable structures on a nanometer-length scale that
are shown on figure 1.6 are guided by the minimization of the free energy dur-
ing the microphase separation. Block copolymer synthesis can easily determine
whether microphase separation takes place, as well as the structure that is adopted,
just by adjusting the degree of polymerization N and the volume fractions ϕi. The
impact of the Flory Huggins χ parameter and the degree of polymerization N, can
be clearly explained by interpreting the figure 1.7.

At this figure, L stands for lamellar phase separation, H stands for hexagonal
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1.5 Phase Diagram

Figure 1.6: Schematics of thermodynamically stable diblock copolymer phases. [9]

cylinders, Qla3d stands for bicontinuous cubic gyroid, Qlm3m stands for BCC
spheres and CPS stands for close-packed spheres. There is also a region at the
bottom of the graph with DIS indication which stands for the disorder phase,
where no phase separation takes place and the polymers are completely miscible.
It is also clear that high values of χ and N lead to a strong degree of phase separa-
tion which is desirable in lithography applications and will be discussed in detail
at the next chapter.

It should also be stated that figure 1.7 provides a theoretical and quantitative
description of the phase separation, but it is efficient on qualitetivley demon-
strating whether the segregation of the polymer domains is weak or strong. It is
obvious that when the product of χ and N satisfies the equation χN ≤ 10.5 (weak
segregation limit) then no actual phase separation takes place. On the other hand,
when χN ≥ 10.5 is satisfied (strong segregation limit) then microphase separa-
tion and strong self assembled formations take place. All the above discussion is
the outcome of the self consistent field theory and is made to describe the impor-
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Figure 1.7: Phase diagram for model block copolymers. [36]

tance of χ in the resolution, which is only controlled by the degree of polymeriza-
tion N and χ.
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CHAPTER2
Directed Self Assembly

2.1 Introduction
The purpose of this work is the computational study of the PDMS/PLA Poly-

mer system, and the estimation of the Flory -Huggins interaction parameter χ. As
discussed in the previous Chapter, this parameter describes the ability of the sys-
tem to self-assemble and to form microdomains. This ability is highly desirable in
the field of nanotechnology, especially in lithographic processes which are used
for the fabrication of integrated circuits and patterns in the micro and nanoscale.
Therefore, this chapter describes the lithography processes and the problems that
modern industries have to cope with as the size scale of device features becomes
ever smaller. Self Assembly and Directed Self Assembly of Block Copolymers are
shown to provide an avenue for overcoming the challenges of diving into smaller
dimensions and this is the reason why they are discussed in this chapter. Finally,
there is also a description of the experimental techniques that are used to direct
the self assembly of block copolymers for lithographic applications.

2.2 Lithography
Lithography has been the most important technology in manufacturing of in-

tegrated circuits and microchips and has revolutionized the semiconductor in-
dustry. It is a key technology that is used to create patterns whose size ranges
from a few nanometers to micrometers and it is considered to be a traditional
"top-down" method.
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All the different lithography techniques can be categorized into to two types,
according to the use of a mask [12]: masked lithography and maskless lithogra-
phy. Masked lithography makes use of masks or even molds to create patterns
over a large area. This category comprises photolithography, soft lithography,
nanoimprint lithography and XUV lithography. On the other hand, maskless
lithography techniques are the electron beam lithography, the focused ion beam
lithography, and the scanning probe lithography. The most widespread of the
above techniques, is photolithography (also known as UV lithograhy). Due to its
importance to this work it will be described below.

A single photolithography procedure includes some steps. The first and prob-
ably the most important step is the thin film’s (usually SiO2) surface preparation,
where typical contaminants must be removed. These contaminants severely af-
fect the outcome of the process and could be dust, lint, bacteria, and photoresist
residue from previous photolithography. The next step includes the photoresist
application where the wafer is covered with photoresist by spin coating. The
photoresist could be negative or positive, the main differences between the two
categories being mainly three: The negative photoresist becomes insoluble after
the exposure, whereas the positive becomes soluble (this may also be described
in the literature as photosolubilization). In the case of the positive photoresist, the
exposed parts become dissolved while in the case of the negative, the un-exposed
parts become dissolved. The process that uses a negative photoresist is cheaper
but offers poor resolution. After the photoresist application, the mask is precisely
aligned to the wafer, and the exposure to UV light takes place. After the exposure
to radiation, the unpolymerized photoresist is removed; this step is called devel-
opment. Then the etching procedure takes pace, where a liquid chemical agent
removes the uppermost layer of the substrate in the areas that are not protected
by photoresist and finally the photoresist is removed. The whole procedure is
shown in figure 2.1.

In general, patterns with features greater than 300 nm are usually produced
by photolithography techniques. For pattern sizes between 300 and 30 nm, elec-
tron beam lithography is one of the most widely used experimental approaches.
However, standard semiconductor lithography techniques are not efficient when
it comes to pattern sizes less than 30 nm. Photolithography will likely never
be abandoned by the semiconductor and data storage industries, but there is a
crucial need to "dive" into smaller dimensions. Conventional photolithography
encounters serious challenges when it comes to continuous miniaturization of IC
in order to follow Moore’s law and to deliver functional nanodevices into ever
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Figure 2.1: Photolithography Procedure . The resist material is applied as a thin coating,
typically by spin coating over the substrate and heated to remove the solvent. The resist
film is subsequently exposed in an image-wise fashion through a mask. The exposed
resist film is then developed typically by immersion in a developer solvent to generate
three-dimensional relief images.

smaller scales. A potential answer to that urgent need of miniaturization could
be given by the Directed Self Assembly of BCs. This technique probably consists
the most appropriate candidate for enhancing and guiding the resolution scaling
of optical lithography. Due to its importance to this work, it will be described
below.

2.3 Self Assembly
It would be an oversight not to describe what Self - Assembly is. Self-assembly

can be defined as the autonomous organization of components into patterns or
structures without human intervention [7]. Self-assembling processes are recur-
rently employed by nature and technology and mainly describe the appearance
of order from disorder. The concept of these processes has been extensively stud-

21



Chapter 2: Directed Self Assembly

ied during the past years and can be applied from the molecular to the planetary
scale.

Given their fundamental importance and technological utility, materials that
have the ability to self-assemble have been seriously considered for applications
into a variety of disciplines such as drug discovery [21] and biology [22]. Another
discipline that self-assemble processes can be applied, is nanotechnology. Inex-
pensive functional nanomaterials and devices have an increased impact and are
extensively used in this field. At the nanoscale, Self Assembly can be described as
a process by which nanoparticles or other discrete components spontaneously or-
ganize into ordered structures. This ability to form structures offers new perspec-
tives to enhance and to develop new nanotechnology applications, because it per-
mits scaling to the atomic scale. In the case of optical lithography though, many
improvements could be made by directing the self assembly of block copolymers,
a novel technique which will probably assist efforts to decrease the scale of essen-
tial geometries for integrated circuits (figure 2.2).

2.4 Directed Self Assembly
There is a distinction between Self-Assembly and Directed Self-Assembly (DSA).

The act of directing implies a form of an "external" control over the self-assembly
that is not present at the simple self-assembly process. The methods that are de-
ployed for directing the self assembly proccedure will be discussed below. There
is a definition for DSA, proposed by Eric M. Furst [24] : The term "directed"
describes self-assembly in the presence of an externally applied field that intro-
duces or modifies the interactions between constituents, leading to structures and
phases that would not otherwise form in its absence. It may also refer to a process
that uses an external means, typically flows or fields, to “nudge” the system into
a desired (and presumably equilibrium) state.

This equilibrium state is governed by thermodynamic laws, as described in
the first chapter. Free energy minimization drives the whole process and gen-
erates symmetric patterns. Conventional lithographic processes that have been
used in the past decades become extremely difficult, and prohibitively expensive
when the size scale of integrated circuits continuously becomes smaller. In par-
ticular, fabrication of integrated circuits and devices that have a feature size less
than 45nm is almost impossible by optolithographic processes. Moore applica-
tions and miniaturization of integrated circuits can be extended and enhanced by
employing the Directed Self-Assembly of block copolymers.
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Figure 2.2: Essential geometries for integrated circuits [17]. The generalized layouts of
the gate layer for some of the most basic circuit components, such as those for NAND2,
NOR2, and inverter operations, require relatively simple pattern geometries. (b) The
essential set of geometries required for fabricating most integrated circuits, as defined
by the Semiconductor Industry Association’s member companies, includes dense and
isolated lines, dense and isolated spots, 90o bends, jogs, and T-junctions.

BCs that are used for DSA purposes are mostly the diblock copolymers, that
is, they only consist of two different polymers that are covalently bonded. The
self organization of the A and B blocks via microphase separation is caused by
the fact that they are thermodynamically incompatible. During this state of sep-
aration, the contacts between similar and dissimilar blocks are maximized and
minimized, respectively. Put differently, connectivity constraints and the incom-
patibility between the blocks lead the block copolymers to self-assemble into
nanometer-sized domains that exhibit ordered morphologies at equilibrium [9].
BCs are expected to merge the"top-down" traditional lithographic approach with
the "bottom-up".
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Figure 2.3: SEM images of the PS/PMMA BC directed to self assemble [17]. Top-down
SEM images of the PS/PMMA ternary blend directed to assemble into (a) nested arrays
of jogs, (b) isolated PMMA jogs, (c) isolated PS jogs, and (d) arrays of T-junctions. In all
the SEM images, the PS domains are displayed in light gray, while the PMMA domains
are dark gray or black.

The ability of BCs to self assemble gives the opportunity to use them as high
resolution patterning materials for defining IC elements. The two major direct-
ing experimental methods to accomplish self assembly in block copolymers are
chemical epitaxy and graphoepitaxy. Both methods relay on prepatterned sub-
strates and enhance feature downscaling by multiplying spatial frequency on the
prepattern. These methods are discussed below.

2.4.1 Graphoepitaxy
In the graphoepitaxy method, topographical features of lithographically prepat-

terned substrates are used to direct the self assembly. Block copolymer microphase
separation takes place between predefined surface structures. Surfaces that con-
sist of lithographically predefined topography, force block copopolymer thin films
to form self-assembled morphologies whose orientation is guided along the to-
pographic pattern directions. This method provides subdivision of the larger
prepatterned lithographic units into sublithographic units, thus the lithography
resolution is enhanced [39].

This method initially includes the formation of topographic structures into
the resist or etching substrate material using conventional photolithography or
electron beam lithography. This predefined template usually consists of SiO2 and
the BCs thin films are applied to its surface and guided with respect to the sur-
face’s orientation. By altering template shapes and block copolymer thickness,
various structures can be obtained. After the deposition of the thin films over the
substrate a spin coating process takes place and high temperature annealing is
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employed. The prepatterned substrate is generally a physical confinement which
forces the self assembly of the block copolymer domains, along the pattern edge.
After the assembly, the nanodomains of one polymer are selectively removed
and the nanodomains of the remained polymer are disposed to retain ordered
functional nanopatterns[26]. The whole process of the graphoepitaxy method is
shown in figure 2.4.

The graphoepitaxy method is mostly used to create cylinder arrays (figure 2.5)
and lamellar formations. As a relatively new experimental method, has its own
drawbacks and needs to be improved. In detail, non-uniform thickness of the
over coating polymer thin films and imperfect predefined topographical patterns
deteriorate the placement accuracy and the microphase separation process.

Figure 2.4: Representation of the graphoepitaxy process for PS-b-PMMA BCs [26]. a .Pat-
terning of negative tone photoresist by a projection photolithography. b. Spin coating
of PS-b-PMMA and thermal annealing for directing the self assembly c. and d. selected
removment of PMMA nanodomains and pattern transfer by selective deposition or se-
lective etching.

2.4.2 Chemical Epitaxy
In the chemical epitaxy method, lithographically-prepared dense chemical

patterns dominate the self assembly process. These patterns consist of chemi-
cally controlled spatial variations. The precise placement of the block copolymer
domains is guided by the chemical affinity between the chemical patterns at the
substrate and the block copolymer domains.

The prepared substrate is a lithographically defined chemically heterogeneous
surface, consisting of alternating pinning stripes of width WP and chemically
and thermodynamically neutral stripes of width WN. Evidently, the pitch of the
sparse chemical patterns (PS) is larger than the pitch of the block copolymer as-
sembly (PBCP) and satisfies the expression [38]:

PS = WN + WP (2.1)
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Figure 2.5: Coexistence of 13 and 14 rows of PMMA cylinders produced by graphoepi-
taxy in a groove with a 536 nm width and cylinder dimeter d=22nm. [40]

The pinning stripe has higher chemical affinity f or o ne b lock, s o a  particular 
polymer domain is located on the pinning stripe, whereas the neutral stripes are 
similarly affinitive to both block d omains. This process leads to the creation of 
perpendicularly oriented block copolymer domains. Frequency multiplication is 
controlled by the factor of PS/PBCP. The final step of the chemoepitaxy method 
includes selective removal of a domain of the block copolymer, usually by oxygen 
reactive ion etch or plasma etch. The removed domains are replaced by spaces in 
the resultant line-space pattern after etch [38, 41]. The whole process is shown 
in figure 2.6.

It should be underscored that the chemistry of the prepatterned surface is a
key feature for a successful DSA procedure. However, this experimental method
needs to be improved since there are some drawbacks. At first, the prepatterned
surface is vulnerable to imaging processes, as in the case of electron beam radi-
ation, so prior imaging may affect or block the DSA process. For that reason,
the materials that comprise the chemical prepattern are usually removed along
with the block copolymer during the etching. Another drawback of the chemical
epitaxy is that it is a prohibitevly expensive method, when it comes to massive
production. This happens due to the fact that the fabrication of the chemical
prepatterns is made by electron beam or extreme ultraviolet lithography, which
are known to have an increased cost [38].
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Figure 2.6: Chemical epitaxy steps [38]. Preparation of a substrate that has pinning stripes
which demonstrate higher chemical affinity for one block. Then the coating takes place
where the block copolymers self assemble. Finally, a selective removal of a specific poly-
mer domain takes place. .
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CHAPTER3
Systems Studied

3.1 Introduction
Probably the most used block copolymer in block copolymer lithography that 

has also been experimentally studied a lot, is Poly(styren)-b-Poly(methyl 
methacrilate). This block copolymer offers a positive interaction parameter χ 
around 0.04, that is it constitutes a good candidate for DSA applications. 
However, in order to enhance and improve DSA applications, there is a need to 
find and deliver new block copolymers that exhibit higher χ values. In other 
words, tailoring and using materials that have the ability to efficiently self-
assemble in smaller feature sizes will give the opportunity to "follow" Moore 
Law and to diminish dimensions for nanotechnology and lithography purposes. 
Silicones (polymers that include any inert, synthetic compound made up of 
repeating units of siloxane) usually demonstrate significantly high χ values when 
they are copolymerized with other polymers, thus, they are of great interest for 
the semiconductor industry. The materials that have been computationally 
studied in this work include two poly-mers, Poly (dimethylsiloxane) and Poly 
(lactic Acid), as well as their blend. Poly (dimethysiloxane) is a silicone, so it is 
supposed to critically contribute to a high χ value of the material. The unique 
properties and applications of these materials are separately discussed below.
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3.2 Poly(dimethyl siloxane)
Polydimethylsiloxane (PDMS -Πολυδιμεθυλοσιλοξάνιο) is a physically and chem-

ically stable, silicon-based elastomer with a potential and wide range of applica-
tions. It is a mineral-organic polymer (a structure containing carbon and silicon) 
of the siloxane family (a word derived from silicon, oxygen and alkane). The
PDMS empirical formula is (C2H6OSi)n, n being the degree of polymerization.

Its structure is unique and can be characterized as semi-organic, with a polar
inorganic backbone Si - O. The bond between the Si and O is long and strong
(bond energy 445 kJ/mol) and the angle of Si - O - Si is wide open. These
bonds enable to obtain a flexible polymer chain with a high level of viscoelasticity,
flexibility and large free volume. Its structure also includes nonpolar organic
methyl substituents. The bond between the Si and the methyl substituents is short
and the intermolecular forces are weak, a common characteristic in elastomers.
As a result, PDMS is a very chemically stable material known for its thermal
stability and it is also able to resist aging, moisture and ultraviolet radiation. As
for its surface activity, having a low surface tension (20.4mN/m), it can easily
wet many surfaces. Plus, its methyl groups align in the most favorable position
leading to a water repellency behaviour making it hydrophobic.

Figure 3.1: United Atom PDMS pentamer structure

Compared to other polymers, PDMS has a unique attribute and that is its
extremely low glass transition temperature (Tg = −125oC). As in most polymers,
the glass transition temperature depends on the molecular weight, but this will
be discussed on Chapter 3. Silicones, like PDMS, also experience high oxygen
and nitrogen permeability. The structure of a PDMS pentamer is shown in figure
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3.1.
As stated above, PDMS is used into a wide range of applications. It can be

embedded in electronic components, which prolongs the lifespan of the chip.
Thereby, PDMS acts as a dielectric isolator and protects the components from en-
vironmental factors and mechanical shock within a large temperature range (at
least from -100oC to 100oC) [27]. In addition, PDMS is a very popular silicone elas-
tomers used in the fabrication of microfluidic devices in numerous lab-on-a-chip
(LOC) applications [28]. Moreover, it is not toxic for cells and its gas permeabil-
ity and water impermeability make PDMS suitable for a variety of biological and
microfluidic applications [37].

3.3 Poly(lactic acid)
Polylactic Acid (PLA -Πολυγαλακτικό οξύ) is one of the most promising biopoly-

mers (polymers used for biological purposes) and can be produced by a large
number of techniques.

PLA belongs to the family of aliphatic polyesters. These polyesters are com-
monly made from α hydroxyl acids, which also includes polyglycolic acid (PGA),
polycaprolactone and polydioxanone. PLA is a copolymer that can be obtained
by the polymarization of LLA and DLA enantiomers. That is, it is one of the
few polymers that has a stereochemical structure that can be easily modified by
polymerizing a controlled mixture of L and D isomers to yield a high-molecular-
weight and amorphous or semicrystalline polymer. What should be underscored
is that the ratio of D to L enantiomers affects many important properties of PLA.
Both D and L enantiomers are shown in figure 3.2. A structural representation of
a PLA pentamer is shown in figure 3.3. Its glass transition temperature is around
335K [42] and as in the case of PDMS and other polymers, it depends on the
molecular weight.

Figure 3.2: D (left) and L (right) enantiomers.

31



Chapter 3: Systems Studied

Polymers that are used for thermoplastic applications have properties such
as thermal stability and impact resistance, that are in general superior to those
of PLA. In contrast, PLA is one of the most promising and extensively used
biodegradable materials. That is, it eliminates the need to remove implants and
provides long term biocompatibility. In other words, PLA is a polymer that can
adapt well to a biological environment without causing adverse effects on tissues.
PLA has also been used in various forming processes, such as injection moulding,
extrusion moulding and foaming, and so on.

Figure 3.3: United Atom representation of a PLA pentamer.

3.4 PDMS/PLA Blend
The widespread usage of PS - PMMA block copolymer derives from the fact

that it may form well defined morphologies at the micro scale, so it is suitable
for DSA applications. However this system has its own drawbacks. The χ pa-
rameter may be positive (that is, the two domains are immiscible) but it is still
relatively low. For that reason, high molecular weights are required to achieve
microphase separation. In order to provide solutions to the problem, Fe and
Si containing groups such as poly(hedral oligomeric silsequioxane) (POSS) and
PDMS have been seriously considered for block copolymer lithography. Block
copolymers that contain the groups mentioned above can achieve microphase
separation more easily since the χ parameter that describes their immiscibility is
higher.

Apart from the higher χ parameter offered by Fe and Si containing groups, as
in PDMS-b-PLA which is studied in this work, there is also another reason why
these groups have attracted attention. Jung and Ross [18] stated in their work

32



3.4 PDMS/PLA Blend

that ideal BCs, apart from high χ value, should also include a domain which
demonstrates high etch selectivity . These selectively etchable domains allow the
pattern to be precisely formed into the material. The Si in the PDMS offers high
etch resistance to O2 RIE, but it can also be selectively etched in the presence of
PLA by fluorinated etchants. Being both eatch resistant and susceptible,it offers
the possibility to form both dot and antidot arrays [29]. In this work we simulated
the PDMS/PLA blend in order to estimate the χ parameter between PDMS and
PLA. The outcome of the simulation will be used to study PDMS-b-PLA.

Figure 3.4: Simulation box of PDMS/PLA Blend, generated by MAPS software

On the other hand, high χmaterials generally need more energy to self-assemble,
thus a longer process time is required. Consequently, it is very important to iden-
tify the best compromise between resolution and processing time. This would
facilitate the selection of the right material. Rodwogin et in stated at their work
that dimensions of 3nm could be achieved by the used of PDMS-PLA-PDMS tri-
block copolymers, thus the PDMS-PLA copolymer constitutes one of the most
suitable candidates for DSA applications.
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Figure 3.5: PDMS - PLA Block Copolymer structure, generated by MAPS software
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CHAPTER4
Atomistic Simulations

4.1 Introduction
Materials modelling and simulations constitute a very important discipline

that has greatly benefited from the advance of computer technology. Complex
computational methods that were impossible to apply due to computer time lim-
itations, have nowadays become an indispensable part of materials science and
engineering, providing an alternative and efficient way of tackling problems re-
lated to modern industrial demands. Material properties can be computationally
studied and predicted, thus the design of novel materials with a potential of ap-
plications is significantly enhanced. As stated in previous chapters, one of the
most important factors affecting the self assembly process is the χ interaction pa-
rameter. Atomistic simulations are able to guide the selection of high χmaterials
and estimate properties that are directly related to block copolymer lithography.
In this work, two different methods have been used: Molecular Dynamics (MD)
and Monte Carlo Simulations (MC). MD is a deterministc method, that is the
configuration of the system at any future or past time can be computed from its
current configuration. MC is a stochastic method and randomly generates con-
figurations by using a special set of criteria. Both of these methods are separately
discussed below.
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4.2 Molecular Dynamics
Molecular Dynamics (MD) is a method that describes the "real" dynamics of

the system, allowing the user to calculate time averages of properties. The main
concept of this method is that Newton’s equations of motion are applied to derive
sets of atomic positions. As a result, MD is a deterministic method, that is the fu-
ture and the past of each state of a system can be predicted from its current state.
Newton’s laws of motion are applied to the initial configuration of the system
and generate future configurations. As a result, positions and velocities of a sys-
tem are specified by a trajectory which is obtained by the following differential
equation, embodied in Newton’s second Law:

∂2~ri

∂t2 =
~Fi

mi
(4.1)

The previous equation describes the motion of a particle of mass mi along coor-
dinates~ri with ~Fi being the force that causes the motion. In order to perform MD
simulations, there is a need of an appropriate force field that would be used as an
input to the Newton’s laws. A description of the force fields is given at the end
of this chapter. The force fields provide a useful expression for the total potential
energy Vi of the system. This is used by Newton’s second law as follows:

~Fi = −~∇riVi (4.2)

Integration of the equations of motion is usually made by the widely used Verlet
algorithm. The Verlet algorithm uses the positions and accelerations at time t,
and the positions from the previous step,~r(t− δt), to calculate the new positions
~r(t + δt). We may write the following expressions for~r(t + δt) and~r(t− δτ):

~r(t + δt) =~r(t) + δt~v(t) +
1
2

δt2~a(t) + ...

~r(t− δt) =~r(t)− δt~v(t) +
1
2

δt2~a(t) + ...
(4.3)

It shoud be noted that a(t) is obtained as
~F(t)

m Adding the previous equations we
obtain:

~r(t + δt) = 2~r(t)−~r(t− δt) + δt2~a(t) (4.4)

The velocities ~v, can be estimated from the previous expressions:

~v(t) =
~r(t + δt)−~r(t− δt)

2δt
(4.5)
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All the previous discussion included the factor δt which describes the time step
we use to integrate. With a very small time step, the system progresses through
phase space very slowly, leading to time consuming simulations. A very large
time step, on the other hand gives instabilities.

In order to run an MD simulation, we need to specify the initial atomic co-
ordinates and velocities. Classical mechanics is deterministic, that is, the initial
state with the interaction potential specify the entire future and the entire past. In
this work we have used the MAPS software [35] developed by Scienomics SARL
in order to do so. The numerical integration, as described above, is a determin-
istic algorithm. This is important because the simulation must be reproducible.
On the other hand, in order to obtain statistically meaningful results, for systems
with long correlation times it is advantageous to run a bunch of different sim-
ulations from different initial conditions rather than running just a single lone
trajectory starting from a single initial state.

Sometimes, balance problems that may create a huge total energy of the sys-
tem are caused by innapropriate initial configurations. In these cases, energy
minimization of the system prior to MD is highly recommended. The energy
minimization takes apart atoms that were extremely nearby, in the initial con-
figuration. The minimization procedure is driven by the derivative of the free
energy with respect to each independent variable. In this work, we have used
the open-source LAMMPS software to run MD simulations. This software in-
vokes the conjugate gradient method 1 to do energy minimization [15, 48]. All
MD simulations conducted on NPT ensemble of constant pressure (1atm) and
temperature.

4.3 Monte Carlo Simulations
The Monte Carlo (MC) method is one of the most widely used methods for

statistical sampling purposes and was firstly applied to a class of stochastic nu-
merical problems by scientists working at the Los Alamos National Laboratory,
in order to develop nuclear weapons [48]. This method was the first to be used
for molecular modelling purposes. Its main difference from other computational

1At each iteration the force gradient is combined with the previous iteration information to
compute a new search direction perpendicular (conjugate) to the previous search direction. The
Polak–Ribière (PR) variant affects how the direction is chosen and how the CG method is restarted
when it ceases to make progress. The PR variant is thought to be the most effective CG choice for
most problems.
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methods arises from the fact that it is a stochastic method due to the use of ran-
dom numbers. The main concept of this method for material purposes, is the
simulation of a thermodynamic system that changes its thermodynamic states,
until it reaches a final state of thermodynamical equilibrium.

In Monte Carlo simulations, thermodynamic properties are estimated by a
stochastic sampling of great number of configurations of a system. The sampling
process of these configurations is governed by the probability density that is im-
posed by the macroscopic conditions on the system. For instance, consider an
MC simulation of N molecules at temperature T in a box of volume V. Each
configuration m is sampled by the grand canonical statistical ensemble density of
probability:

PNVT
m =

e−βVm

∑
all states

e−βVm
(4.6)

where Vm is the potential energy of configuration m and β = 1
kBT , where kB

is Boltzmann’s constant. A move is attempted in each step of a MC simulation
which usually changes the position or the orientation of a specific part of the
system that is studied, leading to a new configuration. The probability αmn of at-
tempting to go to a new configuration n from the configuration m usually satisfies
the expression:

αmn = αnm (4.7)

In many cases, as in the case of this work, simulations that do not satisfy the
previous expression are sometimes more useful. The probability of accepting
the new configuration is min(1, pnαnm

pmαmn
) where pn is the a priori bility of n. As a

result, the conditional probability pnm of adopting the configuration n given the
configuration m is:

pnm = αnm min
(

1,
pn

pm

αnm

αmn

)
=

{ αmn pnαnm ≥ pmαmn, m 6= n
pn

pm
αnm pnαnm < pmαmn, m 6= n

(4.8)

Apparently:
pnm = 1− ∑

m 6=n
pmn (4.9)

In the case of αmn = αnm, the criterion of acceptance above is known as Metropolis
selection criterion [16].

There are different ways of employing the Monte Carlo method, in order to
study a system. Despite their plethora, all the methods have a similar process.
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Polymer melts and systems in general, demonstrate significant complexity and
thus can not be easily studied in total. This happens because many materials
have complex chemical structure (especially when they contain side branches),
are governed by extremely slow system dynamics (as in the case of Poly(methyl
methacrylate)) and might also have coulomb interactions, making the system ex-
tremely difficult and time-consuming for employing Monte Carlo simulations.
Regardless of the complexity, the structure of a polymer chain affects many of
its most important properties. For all the reasons above, instead of performing
Monte Carlo simulations for polymer melts, we employ the single chain Monte
Carlo simulation method. This method is quite useful for estimating some im-
portant conformational properties, such as the charateristic ratio (stiffness) and
Kuhn’s Length.

In single chain Monte Carlo methods we simulate unperturbed polymer chains
that only exhibit local interactions. The term "local interactions" is used to indi-
cate bonded interactions and nonbonded interactios active between sites that are
relatively close along the contour of a chain. Intermolecular interactions diminish
the contribution of the intramolecular ones. As a result, the monomers of a single
chain are not likely to interact with other monomers of the same chain, especially
when they are not relatively close. In order to mimic this behaviour of a poly-
mer system, in single chain Monte Carlo simulations only local interactions of an
unperturbed chain are considered.

Figure 4.1: Local (left) and non- local interactions (right).

One could request more information regarding which monomers are consid-
ered to be relatively close along the chain or what are the intramolecular interac-
tions that are described by the term local. The answer to this question is given by
one parameter that is used as an input from the user, in order to perform single
chain Monte Carlo simulations, and that is ∆npair. Van der Waals and Coulomb
interactions are the intramolecular local interactions that affect the total energy of

39



Chapter 4: Atomistic Simulations

the chain. Instead of considering all monomers in order to calculate these local in-
teractions for a single monomer, a specific number of "neighbouring" monomers
is taken into account, and this number is defined as the ∆npair parameter. In other
words this number is the maximum allowed distance between groups between
which pairwise calculations take place. The higher the value of this parameter,
the more local interactions are used as an input to estimate the total energy of the
chain. If ∆npair number is high, then the chain will collapse to itself [5] . That is,
too many Lennard Jones interactions are considered thus the attractive forces be-
come dominant and the chain takes a globule conformation. On the other hand,
if ∆npair number is low, then the intramolecular interactions can not be used ef-
ficiently as an input to the energy of the system. In order to estimate the most
appropriate value for ∆npair we use an empirical rule, namely that the optimal
value of ∆npair is the one that produces the highest value of stiffness. A reluctant
reader could say that the rule described above is empirical, so it lacks of scientific
integrity. For that reason, a validation with multi chain Monte Carlo simulations
usually takes place. The ∆npair parameter, for a a part of PDMS chain is demon-
strated in figure 4.2.

Figure 4.2: ∆npair demonstration for a PDMS chain. Red circles represent the oxygen
atoms, yellow circles represent the silicon groups and gray circles represent the methyl
groups (CH3)
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It would be beneficial at this point to describe the single chain Monte Carlo
procedure. At first, an initial configuration of a single polymer chain is generated.
We have used the MAPS software in order to do so. Lets consider the system’s
initial energy:

V = Ebond + Eangle + Edihedral + Eimp + ELJ + Ecoul (4.10)

The second step includes a Monte Carlo move where one of the five available
moves is picked. These moves will be described later. After a selected move the
energy of the system becomes:

V ’ = E’
bond + E’

angle + E’
dihedral + E’

imp + E’
LJ + E’

coul (4.11)

And the difference between the initial and the final energy apparently is:

∆V = V − V ’ (4.12)

Then we use Metropolis acceptance criteria in order to determine whether we
will accept the new move or not:

∆V < 0

or

∆V > 0 and ξ < e−
∆V
kBT

(4.13)

Where ξ is a random number, kB is the Boltzman’s constant and T is the tempera-
ture. In the case of accepting the new move, the system configuration is changed
and we proceed to another iteration step. In the case of not rejecting the move,
another iteration step takes place without changing the system’s configuration.
The whole Monte Carlo procedure is shown in Figure 4.3.

Finally, before closing the description of the Monte Carlo method, we should
describe the moves that are used to make the simulation. There are five different
moves. The first is a single atom displacement move and refers to the backbone
atoms of the polymer chain. Initially a united atom along the backbone is selected
randomly. A cubic box in created around the atom and the atom is allowed to
move inside that cubic box. The second move is the flip atom move where an
atom along the backbone is selected and a random angle ω is chosen in order
to rotate it around the axis connecting the atoms on either side of the moved
atom. At this move no bond lengths change and apparently the total bond energy
remains the same. The above moves are shown in figures 4.4 and 4.5.

The third move is the rotate strand move (Pivot). An atom is selected ran-
domly as well as a chain strand to rotate with a rotation angle ϕ. Again no bond
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Generate the initial
configuration of a

single polymer chain

Perform a Monte
Carlo move

Calculate the energy 
difference, ∆    (before 
and after the move)

Apply
Metropolis

Monte Carlo
acceptance

criterion

Update System
Configuration

End

accept move reject move

Figure 4.3: Monte Carlo Flow Process. An initial configuration of a single polymer chain
is generated. The second step includes one of the five Monte Carlo moves and then
the difference in energy before and after the move is calculated in order to apply the
Metropolis Monte Carlo acceptance criterion.

lengths or bond angles change and the total bond and angle energy remain the
same. This move is shown in figure 4.6.

Finally, the two last moves refer to the polymer branch. The first move is
the flip branch move. A branch is selected randomly and is flipped around the
axis by a randomly selected angle ϕ. As in the previous moves, no bond lengths
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Figure 4.4: Single atom displacement
move. A united atom is selected randomly.
A cubic box in created around the atom
and the atom is allowed to move inside
that cubic box.

Figure 4.5: Flip Atom Move. an atom
along the backbone is selected and a ran-
dom angle ω is chosen in order to flip the
atom. At this move the bond lengths do
not change.

change and the total bond energy remains the same. The final move is the rotate
branch where a branch is again selected randomly and rotated by a randomly
selected angle ϕ. As in the previous branch move, no bond lengths change and
the total bond energy remains the same.

4.4 Force Fields
Intra- and inter- molecular forces within a system that is studied are the key

factor to run a successful simulation. All of these forces should be embodied in a
force field V that consists of two contributions, a bonded and a non-bonded one,
as demonstrated in the following equation:

V(~rN) = Vbonded + Vnon bonded (4.14)

At the previous equation, ~rN is the vector of each atom, and the total number
of atoms is defined by N. Bond length deviations and rotations and bond an-
gle deviations from their reference values, lead to energetic penalties, which are
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Chapter 4: Atomistic Simulations

Figure 4.6: Rotate Strand Move (Pivot). An atom is selected randomly as well as a chain
strand to rotate with a rotation angle ϕ.

embodied in the first term of the previous expression. This is of the following
general form:

Vbonded = ∑
bonds

1
2

ki(li − li,0)2 + ∑
angles

1
2

di(θi − θi,0)
2 + ∑

torsions
∑

n=1,5
An cosn−1(ϕ)

(4.15)
From the previous expression we observe that bond and bond angle potentials

have the same Hooke’s law formula in which the energy varies with the square
of the deviation from the reference value li,0 for bonds and θi,0 for angles. The
third term, also known as torsional, refers to rotation around bonds and its for is
obtained by LAMMPS.

The second term of equation 4.14 refers to the non bonded interactions and
usually is given by the following expression:

Vnon bonded =
N

∑
i=1

N

∑
j=i+1

4εij

((σij

rij

)12
−
(σij

rij

)6
)
+

N

∑
i=1

N

∑
j=i+1

qiqj

4πε0rij
(4.16)
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4.4 Force Fields

Figure 4.7: Flip Branch Move. A branch is selected randomly and is flipped around the
axis by a randomly selected angle ϕ.

Figure 4.8: Rotate Branch Move. Aa branch is again selected randomly and rotated by a
randomly selected angle ϕ.

The previous expression refers to pairs of atoms (i and j). The first term refers
to a Lennard-Jones potential, which encompasses a steeply repulsive and a more
gradual attractive term with a well and describes the interaction between pairs of
molecules i and j. εi,j is the depth of the potential well, σij is the finite distance at
which the inter-molecular potential is zero and rij is the distance between the par-
ticles. Instead of a 12-6 LJ potential we may also have a 9-6 form. The second term
of the previous expression refers to Coulomb interactions between molecules of
charges qi and qj. These interactions are estimated using Ewald summation. σi,j
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and εi,j are estimated using the Lorentz-Berthelot rules:

σij =
σi + σj

2
εij =

√
εiε j

(4.17)

For PLA, we used a TraPPE - United Atom force field and the parameters were
taken from papers [30, 31, 32]. For PDMS we also used a TraPPE-UA force field
developed by Curro et al [33]. It this paper, Si and O were treated differently and
different mixing rules than the regular Lorentz-Berthelot were proposed. For the
depth of the LJ potential εij between O and Si containing groups, they proposed
the following expression:

εij =
2σ3

i σ3
j
√

εiε j

σ6
i + σ6

j
(4.18)

and σi,j is given by the expression:

σij =

(σ6
i + σ6

j

2

)1/6

(4.19)

The LJ potentials between Si and O containing groups have the form:

Vij(r) = εij

(
2
(σij

rij

)9
− 3
(σij

rij

)6
)

(4.20)

In the Appendix, we list the LJ parameters used at this work for PDMS, PLA and
PDMS/PLA blend as well as information regarding the partial charges, helping
the reader to reproduce results and to repeat simulations.
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CHAPTER5
Results and Discussion

5.1 Introduction
In parallel with experimental measurements, many material properties can

nowadays be studied and predicted by simulations. Simulations and computa-
tional methods in general have become an indispensable part of modern materi-
als science and engineering due to the fact that they provide an alternative and
often a less costly and time-consuming avenue of studying and predicting the
properties of new materials. This relatively new discipline is also employed to
guide the production of new materials as well as the selection of others in order
to justify whether they are suitable for specific purposes and applications. Volu-
metric, dynamical, solubility and conformational properties are of significant im-
portance and can be studied computationally. In the case of DSA, apart from the
aforementioned properties, the Flory-Huggins interaction parameter as well as
the enthalpy of mixing constitute a crucial criterion in order to examine whether
specific materials are suitable. The block copolymer of PDMS-b-PLA is one of
the most promising candidates for block copolymer lithography, since it may of-
fer formations at the scale of 3nm [29], providing a way of efficiently reducing
dimensions.

5.2 Volumetric Properties
The volumetric properties that have been studied in this work are the den-

sity and isothermal compressibility. Both properties are discussed below for both
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polymers.

5.2.1 Density
The density is commonly defined as the quotient of mass per volume, and is

given by the following simple expression:

ρ =
nM

< V >NpT
(5.1)

Where n is the number of moles and M is the relative formula mass. Compu-
tationally, the density can easily be estimated by dividing the mass of the simu-
lation system by its volume. In order to explore the impact of the temperature
on the density, we performed four MD simulations of pentamer systems at 400K,
450K, 500K and 550K. The results for PDMS and PLA are shown in figures 5.1
and 5.2. Available experimental densities of PDMS and PLA were obtained from
[8] and from [44] respectively. The experimental values for PDMS are available
for short chains while for PLA refer to the long chain regime.

Figure 5.1: Density of PDMS. Black line corresponds to experimental measurements and 
is obtained from [8]. We performed four MD simulations at 400K, 450K, 500K and 550K 
and the values of density that we obtained are shown with the red dots. We then used 
the least squares method in order to find a linear curve that fits the simulation dots.
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5.2 Volumetric Properties

Figure 5.2: Density of PLA. Black line corresponds to experimental measurements and
is obtained from paper [44]. We performed four MD simulations at 400K, 450K, 500K,
525K and 550K and the values of density that we obtained are shown with the red dots.
We then used the least squares method in order to find a linear curve that fits the simu-
lation dots. In order to get an estimate of the impact of the chain’s length to the density
we simulated chains consisting of 10, 15 and 20 mer units as well. We finally emplyed
linear extrapollation in order to see how the experimental results can be described by
simulations.

We observe a significant dependence for the density on the temperature. Ther-
mal expansion takes place in both polymer melts, since the increase in tempera-
ture causes an increase of their volume. An experimental equation of density of 
PDMS was received from [8]. The complete formula of the experimental equa-
tion is:

ρ = 0.9919− (8.925(T − 273)10−4) + (2.65(T − 273)210−7)− (3(T − 273)310−11)

(5.2)
The equation above is defined from 450K to 480K and refers to long PDMS chains.
In the previous expression, density is given in g

cm3 and temperature in K. This
expression might have a complex form but it mainly exhibits a linear behaviour
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as well as the curve that fits the simulation values: 1

ρ = −10−49.8T + 1.265 (5.3)

In the previous expression, density is given in g
cm3 and temperature in K. For

PLA, the experimental equation that describes the dependence of density on the
temperature is found in [44] and it is the following:

ρ =
1.1452

1 + 0.00074(T − 423.15)
(5.4)

The previous equation might also have a complex form but it mainly demon-
strates a linear behaviour as well as the curve that fits the simulation values:

ρ = −10−48.54T + 1.36 (5.5)

In PLA we observe that there is a discordance between simulation and experi-
ment, due to the fact that simulations refer to polymer chains that only consist of
five mer units, whereas the available experimental data refers to very long chains.
For that reason we simulated chains that consist of ten, fifteen and twenty mer
units. We also performed a linear extrapolation to see if the experimental results
can be approached by the simulation ones. In order to do so, we plotted on the y
axis the densities estimated for various chain lengths and on the x axis the frac-
tion 1

mer units . This plot is shown on figure 5.3.
We obtained the following equation:

y = 1.0532− 0.76388x (5.6)

Setting x as zero, we are able to estimate the value of density for very long chains.
This value is included in figure 5.2. We observed that the chain’s length has an im-
pact in simulations as well and the linear extrapolation we performed estimates
a value of density close to the experimental data.

In both polymers simulation and experimental estimations show a strong de-
pendence on the temperature. The slope of the simulation curve in the case of
PDMS is higher than the corresponding slope of PLA, thus a temperature increase
leads to a higher density decrease in PDMS than in PLA. We should also state that
in the case of PLA, the curve that fits the densities obtained by MD methods, is
not consistent with the experimental one, and this is because we simulated PLA
pentamers, while the experimental results refer to PLA macromolecules. For that
reason, we also performed MD simulations for longer chains.

1In order to estimate the equation that fits the experimental dots, we used the famous least
squares method.
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5.2 Volumetric Properties

Figure 5.3: Linear Extrapolation of PLA.

5.2.2 Isothermal Compressibility
At constant temperature, the extent to which the volume of a fluid changes

with pressure is quantified by the isothermal compressibility βT. Its definition is
given below:

βT = − 1
V

(∂V
∂P

)
T

(5.7)

An easily compressible polymer has a large value of βT. In order to estimate
the isothermal compressibility we performed MD simulations because they pro-
vide the values of volume fluctuations during the simulation procedure. As a
result, by using the following expression we were able to estimate βT [49]:

βT =
< V2 > − < V >2

kBT < V >
(5.8)

We may notice from the previous expression that the isothermal compressibility
is related to the mean square volume displacement. Figures 5.4 and 5.5 show the
simulation results for PDMS and PLA. Experimental results for PDMS are also
presented.
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Figure 5.4: Simulation and experimental 
results for isothermal compressibility for 

PDMS [57].

Figure 5.5: Simulation and experimental
results of isothermal compressibility for
PLA.

There is a significant agreement between the computed isothermal compress-
ibilities and the experimental ones in the case PDMS. Unfortunately no experi-
mental results were found in the literature for PLA.

5.3 Characteristic Ratio (Stiffness)
The characteristic ratio is a conformational property. Initially, the stiffness

should be defined. Bond angles and torsional potentials have a great impact on
the flexibility of the polymer chains that constitute polymer melts. The End to
End vector

−→
R is defined as the vector that connects thefirst united atom of the

backbone of the chain, with the last, as is it demonstrated in figure 5.6. The mean
square end to end distance of very long chains is given by the expression:

<
−→
R >= Cnnl2 (5.9)

where n is the number of backbone bonds, l is the bond length and Cn is Flory’s
characteristic ratio. The characteristic ratio is larger than unity (Cn > 1) for all
polymers and reflects the conformational stiffness of the chain. In other words,
the higher value of Cn the stiffer the polymer chains are. There is also a tendency
for polymers that have bulky side branches to exhibit large values of Cn i.e., be
stiffer. The characteristic ratio also increases increasing chain length and reaches
a plateau value C∞ for very long chains. This plateau value is characteristic for
each polymer and reflects its conformational distribution. The dependence of the
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5.3 Characteristic Ratio (Sti�ness)

Figure 5.6: End to End Vector.

Flory’s characteristic ratio on the chain length is qualitatively demonstrated in
figure 5.7.

Figure 5.7: The depence of Flory’s Characteristic Ratio on the Polymer length [34]. Cn

reaches a plateu value C∞ for long chains.

Experimentally, the characteristic ratio is usually estimated by two different
methods and these are the Small - Angle Neutron Scattering (SANS) and intrinsic
viscosity measurements. Computationally, the characteristic ratio is estimated by
application of the Rotational Isomeric State model [15]. In this work, the char-
acteristic ratio is estimated by single chain Monte Carlo method which has been
described in chapter 5. The results for PDMS are shown in figure 5.8.
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Figure 5.8: Characteristic ratio for PDMS. The ∆npair number that is used to estimate the
caracteristic ratio is 2.

The characteristic ratio for PDMS is estimated as 5.68. Both experimental and
simulation results are shown in the table below:

Monte Carlo Simulation Experimental Temperature (K)
5.38 6.25 [50] 298

Table 5.1: PDMS characteristic ratio: experimental and simulation results at 450K.

The simulation results for PLA are shown in figure 5.9.
Simulation and experimental results are different but not significantly differ-

ent. The results for PLA are shown in the table above:

Monte Carlo Simulation Experimental Temperature (K)
6.1 6.7 [58] 413

Table 5.2: PLA characteristic ratio: experimental and simulation results.

In order to estimate the characteristic ratio for PDMS, the value of ∆npair is
2; and above 3 the chain collapses. In the case of PLA, ∆npair is 1 and the chain
collapses when ∆npair > 3. The simulation prediction is closer to experiment in
the case of PLA. It is also obvious that PLA is stiffer than PDMS. The disparity
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Figure 5.9: Characteristic ratio for PLA. The ∆npair number that is used to estimate the
caracteristic ratio is 1.

between experimental and simulated values is caused by the force field we used,
since it seems that it fails to describe accurately the stiffness of the chains.

5.4 Dynamical Properties
In this work the dynamical properties that have been studied are the glass

transition temperature, the longest relaxation time and the self diffusion coeffi-
cient. All these properties are separately discussed below.

5.4.1 Glass Transition Temperature
The glass transition is the reversible transition in amorphous materials and

polymers (or in amorphous regions within semicrystalline materials) from a hard
and "glassy" state into a molten and viscoelastic state, as the temperature is in-
creased. The glass-transition temperature Tg of a material is the temperature over
which this glass transition occurs.

In order to study the glass transition temperature for PDMS and PLA by
molecular simulations, an analysis of the time autocorrelation functions of two
different vectors was made. In the case of PDMS, the vector characterizing the
orientation of the Si-O bond is of great importance, while in the case of PLA a
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crucial role in the segmental dynamics is played by the bond vector of C-O. Let
this vector be denoted as −→v . The time dependence of the second Legendre poly-
nomial term can be expressed by using the vectors −→v :

P2(t) =
3 <

(−→v (t)−→v (0)
)2

> −1
2

(5.10)

where the brackets <> are used to indicate the average of the autocorrelation 

function over all bond unit vectors, −v→ , along the chain for all chains of the system 
and −v→(0) represents the initial vector. The evolution of the vector −v→ through 
time is tracked by MD simulations in the molten state and can be used in order to 
obtain the second Legendre polynomial. P2(t) is well described by a Kohlrausch-
Williams-Watts (KWW) function [56]:

P2(t) = ale
− t

τl + (1 − al )e
−( t

tk
)β

(5.11)

The expression above encompasses two terms. The first describes a fast exponen-
tial decay with amplitude al. This amplitude is associated with the fluctuations
and librations of torsion angles around backbone bonds and with the bond length
fluctuations and bond angle bending vibrations of backbone and pendant bonds,
with characteristic time τl. The second term is not as fast as the first and consists
of a stretched exponential decay. It is associated with conformational transitions
in the polymer chain. tk is the characteristic correlation time of the chosen vector
and β the stretching exponent. The smaller the value of β in comparison to 1,
the more cooperative the dynamics. By using equation 5.10, we are able to per-
form a four parameter curve-fitting test on the MD results in order to estimate
al, τl, tk and β by using the Levenberg-Marquardt algorithm 2. The second order 
Legendre polynomials for PDMS and PLA, are shown in figures 5 .10 a nd 5.11 
respectively for various temperatures.

MD simulations were made for different temperatures for the two polymers.
In the case of PDMS simulations took place for temperatures at 200K, 220K, 240K,
260K, 280K and 300K, whereas in the case of PLA the temperatures were 400K,
410K, 425K, 450K, 475K, 500K, 525K and 550K. That difference emerged from

2The Levenberg–Marquardt algorithm (LM algorithm) is an iterative numerical method, used
to solve non-linear least square problems. Given a set of k pairs (xi,yi), this algorithm tries to
optimize the parameter vector

−→
β of the curve f(x,

−→
β ) in order to minimize the sum of squares

of the deviation: ∑k
i=1[yi − f (xi,

−→
b )]2 . In order to start the minimization, the user makes an

initial guess of the β parameters b. After each iteration, the
−→
β parameters, are replaced by by a

new estimate
−→
β +
−→
δ , where

−→
δ is given in the expression: f (xi,

−→
β +
−→
δ ) = f (xi,

−→
β ) + Ji

−→
δ and

Ji =
∂ f (xi ,

−→
β )

∂
−→
β

is the gradient of f (xi,
−→
β ) with respect to

−→
β .
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Figure 5.10: Second order Legendre Poly-
nomial for PDMS at 200K, 220K, 240K,
260K, 280K, and 300K.

Figure 5.11: Second order Legendre Poly-
nomial for PLA at 400K, 410K, 425K, 450K,
475K, 500K, 525K and 550K.

the fact that PDMS has a very low glass transition temperature in comparison
with other polymers such as PLA, and in order to be able to computationally
study the glass transition temperature we had to perform simulations at lower
temperatures.

Having estimated these four parameters for PDMS and PLA at various tem-
peratures, the segmental relaxation time tc at each one of these temperatures can
be given by the expression below:

tc =
∫ ∞

0 Pk(t)dt = alτl + (1 − al)tk 
1
β

Γ(
1
β
) (5.12)

The estimated al, τl, ts, β and tc parameters for various temperatures are pro-
vided in tables A5 and A6 at the appendix. The well known formula of Williams-
Landel-Fery (WLF) connects the segmental relaxation time tc with the glass tran-
sition temperature Tg as follows:

log
( tc

tg

)
= −

c1(T − Tg)

T − Tg + c2
(5.13)

In this formula, tc and tg are the correlation times at temperatures T and Tg re-
spectively. The temperature dependence of the relaxation times for PDMS and
PLA obtained from MD simulations, as well as the WLF fit according to equation
5.13 are shown in figures 5.12 and 5.13.

The parameters c1, c2, and Tg for PDMS and PLA that were obtained from 
the WLF curve fit, again by using the LM algorithm, are shown in table 5.3.
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Figure 5.12: Temperature dependence of
the relaxation times for PDMS obtained
from from MD simulations through anal-
ysis of the P2(t) autocorrelation function
of the bond’s vector Si-O. Fits to the WLF
equation are also presented, generated by
the LM algorithm. tc is given in ns.

Figure 5.13: Temperature dependence of
the relaxation times for PLA obtained
from MD simulations through analysis of
the P2(t) autocorrelation function of the
bond’s vector C-O. Fits to the WLF equa-
tion are also presented, generated by the
LM algorithm. tc is given in ns.

Table 5.3: Values of c1, c2, tc and Tg of WLF equation four parameter test for PDMS and
PLA. Glass transition temperature for PDMS was estimated as 131.7K and for PLA as
307.8K.

PDMS PLA
c1 14.58 23.05
c2/K 18.21 15.07
Tg (K) 131.7 307.8

The glass transition depends on the molecular weight (Mw) of each polymer
and increases with increasing the molecular weight, but their relation is not lin-
ear. For very high molecular weights the glass transition does not change signifi-
cantly as in the case of small and medium molecular weights. In order to examine
how accurate were the simulation results of the glass transition, we should plot
them with the experimental results that are given for different molecular weights.
In figures and 5.14 and 5.15 the experimental and simulation results are plotted
together for PDMS and PLA respectively.

We observe that the dependence of the glass transition on molecular weight is
significant for small values of the molecular weights. The simulation results for
the glass transition of PDMS and PLA are 131.6K and 307.8K respectively. Exper-
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Figure 5.14: Experimental results against
the simulation result for the glass temper-
ature of PDMS. The simulation result is in
great accordance with the experimentals,
and follows the trend.

Figure 5.15: Experimental results against
the simulation result for the glass temper-
ature of PLA. The simulation result is in ac-
cordance with the experimental [53].

imental values of Tg for PDMS and PLA obtained from [54] and [53], respectively.
In this work, as stated in chapter 3, we simulated PDMS and PLA pentamers of
molecular weight 384.83 and 418.44 g

mol respectively. Unfortunately, there were
no expiremental results of the glass transition temperature for these exact molec-
ular weights. In the case of PDMS we observe that the simulation result follows
the trend of the increase of the glass transition temperature with increasing the
molecular weight. This is a way of validating the forcefield we used, and we
may safely say that it reproduces very well the dynamical properties of PDMS.
In the case of PLA though, the simulation result of glass transition temperature
should have a higher value, since the experimental value of Tg for a PLA chain
of higher molecular weight (=1473) is lower (=300K), but we may say that there
is no significant discordance. Another interesting thing to comment at this point,
is that the WLF parameters (c1 and c2) for the PDMS are in great accordance with
the experimental. Kirst et al [54] performed dielectric spectroscopy for linear and
cyclic PDMS chains of various molecular weights and they estimated the c1 and
c2 parameters. c1 and c2 for a PDMS that consists of 8 mer units were estimated
13.68 and 18.18 respectively. The values of WLF parameters that we estimated by
a four-parameter curve fit of the WLF equation are 14.58 and 18.21K and they are
very close to the experimental values. Unfortunately, no WLF parameters were
found in the literature for PLA. Generally, the overall good agreement between
the calculated and experimental PVT properties for PDMS and PLA is an indica-
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Chapter 5: Results and Discussion

tion of the force field’s efficiency to describe the segmental dynamics of these two
polymers.

5.4.2 Longest Relaxation Time
When the chains consist of a few monomer units and they are in the melt

state, their conformational dynamics can be described by the Rouse Model. In
this model, the chains are envisioned as consisting of spheres (backbone bits)
whose connection is governed by an harmonic potential, as shown in figure 5.16.

Figure 5.16: The Rouse Model. Backbone bits are connected by an harmonic oscillator.
Each backbone bit independately has its own friction coeficient ζ [51].

Given the fact that Rouse Chains have many degrees of freedom, the relax-
ation process is described by some characteristic relaxation times. The longest of
them, is called Rouse relaxation time or longest relaxation time and usually is de-
noted by the symbol τr. Consider again the End to End vector

−→
R EtoE. According

to the Rouse Model, the time autocorrelation function <
−→
R EtoE(t)

−→
R EtoE(0) > is

given by the following expression:

<
−→
R EtoE(t)

−→
R EtoE(0) >∝ exp

(−t
τr

)
for t ≥ τr (5.14)

There is also an expression for τr:

τr =
ζN2b2

3π2kBT
(5.15)

Where ζ is the friction coefficient, N is the number of the backbone spheres, b is
the mean distance between the backbone spheres, kB is the Boltzmann constant
and T is the temperature. From the expression above we observe that there is
a linear relation between the friction coefficient and the longest relaxation time.
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Figure 5.17: The normalized autocorrelation function gEtoE for PDMS (red) and PLA
(black).

Both these factors describe the conformational dynamics of a system, however the
friction coefficient is more useful because it is independent of the chain’s length
and as a result constitutes a conformational fingerprint for each polymer.

Computationally, the longest relaxation time and the friction coefficient can be
estimated by MD simulations. The trajectories of the first and the last backbone
bits for each polymer chain are given for every time step. As a result, the auto-
correlation function can directly be estimated and then by the use of equations
5.14 and 5.15. Usually, instead of using the autocorrelation function, it is useful to
normalize it, by dividing it with the norm of the vectors

−→
R EtoE(t) and

−→
R EtoE(0),

as follows:

gEtoE(t) =
〈 −→

R EtoE(t)

|−→R EtoE(t)|

−→
R EtoE(0)

|−→R EtoE(0)|

〉
(5.16)

The "normalized" autocorrelation function gEtoE apparently satisfies the follow-
ing expressions:

gEtoE(0) = 1

lim
t→∞

(gEtoE(t)) = 0
(5.17)

From the previous figure, we observe that PDMS dynamics is extremely fast
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since the normalized autocorrelation function adopts the null value from the very
first tenths of nanosecond. On the other hand the autocorrelation function for
PLA falls more gradually, yielding slower dynamical behaviour. By using equa-
tion 5.14 we were able to estimate the longest relaxation time. The results are
shown on the following table:

Table 5.4: Estimation of longest relaxation time for PDMS and PLA pentamer melts at
atmospheric pressure and a temperarure of 450K. Errors are presented as well.

PDMS PLA
τr (ns) 0.047 0.833
δτr (ns) 1.6 · 10−4 7.5 · 10−4

The estimated longest relaxation time for PDMS is very low as expected from
figure 5.17 and this consists a strong indication of a very low glass transition tem-
perature. This can be verified by the experimental and computational results that
were presented in the previous section. We observed that PDMS has a very low
glass transition temperature (131.7K) compared to PLA (307.8K). At this point
we are able to use equation 5.15 in order to estimate the friction coefficient ζ for
PDMS and PLA.

5.4.3 Self Diffusion Coefficient
Another important property of polymer melts is the Self Diffusion Coefficient.

It reflects the ability of polymer chains to move among other similar chains. In
order to estimate the self diffusion coefficient, we should at first define the Center
of Mass Autocorrelation function g3. Before so, we should at first describe the
center of mass vector

−→
R CM:

−→
R CM =

n

∑
i=1

mi
−→ri

n

∑
i=1

mi

(5.18)

In the expression above, n is the number of atoms. −→ri is the vector of the atom i
of mass mi. When performing an MD simulation the center of mass vector is not
stable, thus it can be expressed as a function of time (

−→
R CM(t)). At this point, we

may define the Center of Mass Autocorrelation function:

g3(t) =< [
−→
R CM(t)−−→R CM(0)]2 > (5.19)
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In the expression above,
−→
R CM(0) is the initial center of mass vector. It is obvious

that g3 is the mean square displacement of the center of mass function. According
to the Rouse Model, g3 satisfies the following expression [52]:

lim
t→∞

g3(t) = 6DCMt (5.20)

where DCM is the Self Diffusion Coefficient. Polymers that have higher values of
DCM are likely to be self-diffusive. Computationally, the self diffusion coefficient
can be estimated by MD simulations. Given the trajectories of each atom that is a
part of the polymer chains, it possible to estimate the center of mass of the poly-
mer system for every time step. By plotting the center of mass autocorrelation
function over time, we are able to estimate the self diffusion coefficient, by using
equation 5.20. For PDMS and PLA the g3 over time plot is shown in figure 5.18

Figure 5.18: The Center of Mass mean square displacement function  over time for 
PDMS (red) and PLA (Black).

On figure 5.18 we observe that the center of mass autocorrelation function for
both PDMS and PLA obtains a stable slope after a small period of 1ns. This value
of slope equals unity, that is we are allowed to use equation 5.20 in order to esti-
mate the self diffusion coefficient DCM. Our estimations for DCM for both PDMS

63



Chapter 5: Results and Discussion

and PLA are shown on table 5.5. We found that the PDMS value of DCM is almost
ten times higher than the corresponding value of PLA, that is PDMS is more to be
self-diffusive. Before finishing the discussion about the self diffusion coefficient,
we should also underscore that DCM depends on the degree of polymerization.
In this work, we performed MD simulations for oligomer chains which are more
likely to be self-diffusive. In the case of longer chains we expect that the self
diffusion coefficient would be lower.

Table 5.5: Self Diffusion Coefficient for PDMS and PLA pentamers.

DCM [10−10 m/s2]
PDMS PLA

11.1 1.25

5.5 Hildebrand Solubility Parameter
The Hildelbrand solubility parameter δ can be estimated by running a MD

simulation and provides an estimate of the degree of interaction between mate-
rials. Particulartly for polymers, it can be a good indication of solubility. It is
used in the industry to predict the compatibility and swealing between polymers
[55]. In order to offer an expression for δ we should at first describe the cohesive
energy.

Ecoh = Etot.melt − Etot.chain (5.21)

At the previous expression, Etot.melt is the energy of the total melt, Etot.chain is the
summation of energy of each chain as a result of intramolecular interactions. In
other words, the cohesive energy represents the energy of the total attractive in-
teractions between chains. These forces are presumably the electrostatic and the
Wan der Walls interactions. It is equivalent to the amount of energy required to
separate the constituent chains to an infinite distance where the melt’s potential
energy approaches zero. In order to estimate the Hildebrand solubility parame-
ter, we performed MD simulations, and used the following equation:

δ =

√
< Ecoh >NpT 

VNpT
(5.22)

The previous expression states that Hildebrand solubility parameter is the square
root of the fraction of the cohesion energy to the volume. It consists a way to
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measure how strong is the attraction of same chains which are in a melt of volume 
V. The simulation results compared to the experimental [8], are shown on 
figures 5.19 and 5.20.

Figure 5.19: Simulation results compared 
to experimental [8] for the Hildebrand 
solu-bility parameter for PDMS.

Figure 5.20: Simulation results compared 
to experimental [8] for the Hildebrand 
solu-bility parameter for PLA.

We performed four MD simulations for PDMS and PLA melts at 400K, 450K,
500K and 550K. We observed a linear behaviour, an for that reason by using linear
regression we tried to compare the simulation results tha were available at 300K.
We observed a significant accordance between simulation and experiment.

5.6 Mixing Properties
In this section we study the mixing properties of PDMS and PLA melt. Our

primary target is to extract conclusions regarding the immiscibility od PDMS and
PLA. This is described by the Flory - Huggins interaction parameter as described
in the first chapter. The most important equation for this purpose is eq.1.19:

∆mixH = ϕ1ϕ2kBTV
χ

v∗

∆Hm apparently satisfies the expression:

∆mixH = HBlend − HPDMS − HPLA (5.23)

In the previous expression, Hblend refers to the enthalpy of the PDMS/PLA 
blend, HPDMS refers to the enthalpy of the pure PDMS melt and HPLA refers to 
the enthalpy of the pure PLA melt. By running MD simulations we are able
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to estimate ∆Hblend, ∆HPDMS and ∆HPLA by using the fundamental expression of
enthalpy:

∆H = ∆V + p∆V (5.24)

All the MD simulations we run in order to estimate χwere at 450K. The enthalpy
over time graph for PDMS and PLA is shown on figures 5.21 and 5.22, respec-
tively. The value of v∗ is 117.6A3 and taken from [44].

Figure 5.21: Enthalpy over time for one ini-
tial configuration for PDMS.

Figure 5.22: Enthaply over time for three
initial configurations for PLA.

For PDMS, we estimate the average enthalpy form figure 5.21, after 400ns
were the graph’s behaviour is less violent. The estimated value of HPDMS is
456.28 kcal

mol . For PLA, we runned MD simulations for three different initial con-
figurations. We observe that the enthalpy for these different configurations is not
significantly dissimilar thus the initial configuration of a system does not affect
its enthalpy. This is explained by the fact that energy minimization takes place
every time we run an MD simulation, as explained on chapter 4. At this point, in
order to estimate the Hblend, we run an MD simulation for a PDMS/PLA polymer
blend, consisting of 10 chains of each polymer. The simulation result for enthalpy
over time is shown on figure 5.23.
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Figure 5.23: Enthalpy over time for three initial configurations for PDMS/PLA blend.

From the previous graph, the average value of enthalpy is estimated 914.32 kcal
mol .

We are ready at this point to employ equation 1.19 in order to estimate the value
of χ. The result is 1.34 and for ∆mixH is 62.87kcal/mol. The interchange energy
density ( χ

v∗ ) is estimated 0.011A−3. Rodwogin et at [29] at their work suggested
that temperature dependence of χ for the PDMS/PLA blend satisfies the follow-
ing empirical expression:

χ =
360
T

+ 0.21 (5.25)

At 450K, the value of according to the previous expression equals 1.01 which is
different from the value he have estimated. We expected to experience such a
discord, since the force field we used in order to run the MD simulation was
made to describe the separate melts of PDMS and PLA, and not their blend.

Since the force field we used fails to describe the miscibility of the system,
there is an urgent need to parametrize it. In order to make a force field that
would accurately reproduce the mixing property of the blend, we should mod-
ify the Lennard-Jones parameters that refer to the intermolecular interactions be-
tween different chains. The whole parametrization process will be guided by the
following expression:

ε f = (1− λ)εi (5.26)

At the previous expression, εi refers to the initial value of the depth of the poten-
tial well of the Lennard-Jones potential and ε f refers to the final value which will
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Chapter 5: Results and Discussion

be used as an input to the forcefield. The central factor of the parametrization
is λ. In order to overcome the problem that emerged before and to make a new
force field that would describe accurately the miscibility of the blend, we should
find the appropriate value of λ that would finally lead to a correct estimation of
the χ parameter. The whole process of the parametrization will be reinforced by
a graph which will demonstrate the dependence of χ to λ. We initially performed
two MD simulations for λ values 0.1 and −0.1. The results are shown on figure
5.24

Figure 5.24: Dependence of χ on λ.

In order to estimate the value of λ that leads to the desirable value of χwhich
is 1.01, we employed linear interpolation since we observed from the previous
graph a linear dependence of χ on λ. According to the graph then, we observe
that the value of λ that would probably lead to the target experimental value of
χ at 1.01 is −0.019. In order to validate the previous parametrization and run a
new simulation MD simmulation for 800ns using the ε values for the depth of
Lennard-Jones potential as described in equation 5.26. The time dependence of
enthalpy for the new simualtion is given on figure
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Figure 5.25: Enthalpy over time for λ = −0.019.

The enthalpy is estimated 1300.53 kcal
mol . We used this value as an input to the

equation 1.19 and the new value of χ is estimated 1.07 which is very close to the
target experimental value. That is, our parametrization was successful. ∆mixH is
estimated as 29.93kcal/mol and the interchange energy density 0.0089. The Final
graph of dependence of χ on λ is shown on figure 5.26.

Figure 5.26: Dependence of χ on λ with the validation of the parametrization.
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We should somehow provide an interpretation of the previous figure. The
general observation is that low values of λ lead to low values of χ. Lets consider
a simple system of A and B spheres. The system’s interactions are only governed
by Lennard-Jones potentials. An increase of λ leads to smaller values of the well
depth εi, as described in equation 5.26 and the depth is moved upwards. Oppo-
sitely, a decrease of λ leads to an increase of the εi, that is the L-J potential has
a deeper well and the interactions between the different spheres are favoured.
All the above are qualitatively shown on figure 5.27. When the well is not very

Figure 5.27: Qualitative representation of the dependence of the well’s value on λ.

deep (as in the case of ε1), interactions between A and B spheres are not intensive,
and thus they are more likely to separate. On the other hand, deep Lennard Jones
wells favour the interactions between the different spheres and the separation be-
tween them is not likely to happen, so the χ parameter is expected to obtain low
values. To make a conclusion that would interpret figure 5.26 we should state that
low values of λ lead to less interactions between different materials and thus, the
χ parameter is decreased.
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CHAPTER6
Epilogue

6.1 Contribution
In this work, many topics regarding the self assembly of block copolymers

have been covered. Elegant equations that have been part of the Flory - Huggins
theory, provide an avenue of describing in thermodynamic and mathematical
terms the appearance of self-assembly in domains of block copolymers. The sig-
nificant importance of this theory was a main reason to award Flory the Nobel
Prize in chemistry in 1974. This theory has been used a lot over the past decades
in order to extract valuable information regarding the miscibility of different ma-
terials.

A great part of this work was based on Flory’s theory for estimating the χ
parameter by simulation methods. The spearhead of this work was the success-
ful parametrization of the PDMS/PLA blend forcefield. By accomplishing this
parametrization we generated a force field that is able to efficiently describe the
immiscibility between PDMS and PLA. Since the PDMS-b-PLA is considered to
revolutionize the DSA of Block Copolymers for lithography applications, the new
force field will give the opportunity to study other important properties by em-
ploying computational material science methods.

Apart from the χ factor, a lot of effort has been made to study other properties
and to compare the simulation results to available experimental data. By doing
this comparison, we were able to validate the force fields that we used. In most
cases, simulation results were in accordance with the experimental and that is
indication that the force fields were able to describe accurately and efficiently
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the systems that we studied. Many properties of the PDMS and PLA melts have
been studied by this work. Volumetric, solubility, conformational and dynamical
properties were estimated by molecular dynamics and monte carlo simulations.
All of these properties are of great importance and they will play a central role in
guiding the selection of suitable and novel materials for DSA applications.

6.2 Future Plans
Many steps are yet to be taken in order to push DSA to the forefront of lithog-

raphy. The two experimental methods, graphoepitaxy and chemical epitaxy, that
are used to direct the self assembly of block copolymers should overcome many
difficulties, since they are in at an early stage of development. The whole pro-
cedure though will be enhanced by novel materials, and the PDMS-b-PLA blend
consists one of them.

The successful parametrization of the force field of PDMS/PLA blend gives
the opportunity to extend the computational study of these materials and to de-
liver answers regarding their potential use in DSA for lithography applications.
A first step after the parametrization is the computational study of the depen-
dence of χ factor on the volume fractions of the two polymers. Diffusivity be-
tween the two polymers could be studied, delivering valuable information re-
garding their potential use in DSA.

Another work that would also benefit from the parametrization we made,
is the estimation of the stiffness of PDMS-b-PLA by single chain Monte Carlo
simulations. Having estimated the stiffness the Kuhn’s length could be studied
as well. MD simulations could also be employed in order to study the phase
separation of PDMS-b-PLA which is of great importance for lithography because
it is directly associated with the essential geometries that are fabricated.

Last but not least, another future work should also be underscored before
closing the chapter. At this work we simulated oligomer melts of PDMS and
PLA in order to study their miscibility by estimating the χ factor. We did so just
by considering only the enthalpic affects. There is also an entropic affect to the
χ factor. As stated in equation 1.24 the two terms (enthalpic and entropic) that
affect the χ factor are given by the following expression:

χ =
A(ϕ)

T
+ B(ϕ)

Τhe structure of the system, which is an input to estimate the entropy, affects the
free energy of mixing, and this is described by the second term of the previous

72



Chapter 6: Epilogue

expression, whereas the first one refers to the dependence of the free energy to
enthalpy. Efforts should be made in order to integrate the entropic term at the
computational study as well.
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In the following tables Oe stands for ester oxygen molecules, the indication
bn refers to backbone atoms and the indication Ocb to oxygen carbonyls.

Table A1: Lennard Jones Interraction Parameters for PLA

εij σij Interraction Type
0.020 4.680 CH CH
0.040 4.290 CH Cbn
0.062 4.215 CH CH3

0.047 3.740 CH Oe
0.056 3.865 CH Obn
0.043 4.315 CH CH2

0.081 3.900 Cbn Cbn
0.126 3.825 Cbn CH3

0.094 3.350 Cbn Oe
0.113 3.475 Cbn Obn
0.086 3.925 Cbn CH2

0.195 3.750 CH3 CH3

0.146 3.275 CH3 Oe
0.175 3.400 CH3 Obn
0.133 3.850 CH3 CH2

0.109 2.800 Oe Oe
0.131 2.925 Oe Ocb
0.100 3.375 Oe CH2

0.157 3.050 Ocb Ocb
0.120 3.500 Ocb CH2

0.091 3.950 CH2 CH2
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Table A2: Lennard Jones Interraction Parameters for PDMS at 450K

εij σij Interraction Type
0.1310 4.290 Si Si
0.1596 4.010 Si Obn
0.0772 3.940 Si CH3

0.1944 3.730 Obn Obn
0.1247 3.515 Obn CH3

0.0800 3.300 CH3 CH3

In the two following tables, e stands for the charge of an electron which is
equal to −1.602176565 · 10−19 C.

Table A3: Charges of PDMS molecules

Molecule Charge (e)
Si 0.30

Obn -0.30

Table A4: Charges of PLA molecules

Molecule Charge (e)
CH2 0.10
CH 0.15
C 0.40

Obn -0.40
Ocb -0.25

Table A5: al, τl, ts, β and tc parameters for various temperatures for PDMS

T (K) al τl ts β tc

200 -0.37000 2.06000 2.91800 0.56000 5.86013
220 -0.20650 0.47281 0.56498 0.53065 1.13110
240 -0.14130 0.06923 0.11970 0.52612 0.24002
260 -0.10157 0.01838 0.04939 0.51547 0.10116
280 -0.03680 0.26255 0.03279 0.53500 0.05081
300 0.06800 0.03479 0.01695 0.53406 0.03054
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Table A6: al , tl , ts, β and tc parameters for various temperatures for PLA

T (K) al tl ts β tc

400 0.24460 2.01153 0.26292 0.39789 1.16181
410 -0.37801 0.21046 0.28536 0.53322 0.62367
425 -0.18904 0.61572 0.09577 0.41584 0.22483
450 0.24572 0.00279 0.11042 0.64693 0.11508
475 0.18946 0.0979 0.01747 0.43942 0.05561
500 -0.19677 0.01304 0.01630 0.53941 0.03161
525 0.14329 0.03789 0.00780 0.48310 0.01970
550 -0.04893 0.09443 0.00915 0.50799 0.01403
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