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HEPIAHYH

1. Ewayoyn

H moapaxorobnon tov enmédwv padievépyelog oto TepiBaiiov gival amapaitntn ond
TAEVPAG OKTIVOTPOOTAGIOG AOY® TMV OPVNTIKOV ETIMTOGE®V TNG OKTVOPOAlNG oTOV
avBpomvo opyaviopo. [Inyéc puong padievépyelog 6to mepPAALoV amoteloVHV O TPELS
POOIEVEPYEC GEPES TV 25y, B8y, 2T pe ta Buyatpd tovg otoryeion KaBdg Ko GAAo
otoyeio OTWG 10 K, mov eivon Kuplopyo oto Borldccio mepPdrAiov. MEpog TG PLGIKNG
PadIEVEPYELNG OPEILETON EMIONG OTNV KOCUIKY] 0KTVOPBoAior KOOMOE Kot 6€ padtOvVOLKAIOLOL
OV OMNUIOVPYOVVTOL OO OAANAETIOPACELS TNG KOOUIKNG OKTWVOPOAlOG HE TO OvOTEPA
otphpata ¢ atpudcpopac (my. 'Be, 3H). Ye moAAEG meployés, epeavifovror vynid
EMIMESO PLOIKNG PASIEVEPYELNG TTOV OTOSIOOVTAL GTNV OPVKTOAOYIO TNG TEPLOYNG AOY® TV
VYNADV CLYKEVIPMOOEWV 0€ QLOIKA padtovovkAidin (Naturally Occurring Radioactive
Materials, NORM) kot oyetilovion pe m yewpop@oroyio g meptoyns (m.y. kortdouata U).
Katd ™ Bopmyovikn eKpHetdAAenon TETOI®V PLGIKOV TOP®V (0PLKTAH, POUNYOVIKT TPAOTY
VAN), Om®g pHovadeg e€OPLENG UETOALELUATMOV KOl TOPAYOYNS POCPOPIKMV AUTOCUATOV,
TapAyovTal TPoidovta N Taporpoidvia mTAovola oe euotkn padtevépyela (Technologically
Enhanced Naturally Occurring Radioactive Materials, TENORM). H eravénon g
(QULGIKNG PUOIEVEPYELNG OTO TAPAYOUEVO DAIKE TPOKVTTEL AOY® TNG EKAEKTIKNG evamdOeong
OPIGUEVOV PadIOVOVKASI®MV o€ avTd, Ko oyetiletan pe Tig depyaocieg eneéepyaciog g
np®TNG VANG. Tic televtaieg deKaeTies, 6T GLVEICPOPA TG PASIEVEPYELNS GTO TTEPPAAAOV
éxovv mpootebel Kot texvNTA padievepyd oToryeln, EVOEIKTIKA avagépovtal To Bics, 13,
903y, %Co, 1ov ogeiloviar oV avOPdOTIVY SPacTNPLOTNTO. KoL oyetiCovion pe depyacieg
OT®G M oYAoN GE TVPNVIKOVG AVTIOPOAGTIPES, 1| TAPAYMYY| PAOOPAPUAK®OV GE EMTAUYVVTES
Kot ot Tupnvikég dokyés. H mapovsia tovg oto mepidiiov oyetiCeton emiong pe mupnvikd
N GALO POOIOAOYIKA OTUYTLLOLTAL

H pébodog g pacpatoskomiog axtivov-y eival pio TEXVIKN VPEMS SUOEOOUEVT] TOL
YPNOWOTOLEITOL Yot TNV TOPOKOAOVONON TV emMTEdOV padlEVEPYEWS GTO TEPBAALOV
(xepoaio kot Oordooio). H pébodog avtn Ppioket dpeon epapuoyn oy mopdktio {dvn 6€
npoPAnuata mov  oyetiloviol [HE  TOLG  KOVOVIGHOVG  OKTWOTMPOooTaciog (Hoviéda

VTOAOYIOUOV 00GEMV/ YMPIKNG dooTopds padtovoukKAMdiny) aAld Kot g éva gupy medio
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ONUOVTIKOV EPEVVNTIKAOV TPOPANUATOV TOVL a@OPOVV  SOPOPETIKOVS EMLGTILOVIKOVG
KhGdove. Evdewctikd avagépoviar 1 ypron tov padwiyvnmletdv (¥'Cs, “°Pb) otov
TPocdPoHd puORo Wnuatoyéveons (Iew@uoikéc e@aproyEg), n xPNoT POOLOVOVKASimY
(Buyatpikd Tov padoviov 222Rn) oToV TPOGOOPIGUO VTTOOOAACTIOV TTNYDV YAVKOD VEPOU
(Ydpoyewroyia) kot otov eviomiopd vrobardccimv neacteiov (Qkeavoypoeia).

To peydro evdwpépov mov vdpyel YOP® omd HETPNOELS padlevEPYELNS 6To BaAdoaio
TEPIPAAALOYV  AVAOEIKVOEL TNV OVAYKY ovamnTtuéng oG HeBdoov mov va TopEYel
duvaTOTNTOL NG YOPTOYPAPNONG HEYOAWMV TEPOYOV GE WKPO Ypovikd dwdotnuoe. H
TOPUOOCIOKY] EPYOCTNPLOKY ovaivon eivor por péBodog ypovoPfopa kot omontel £1OUKES
EYKOTACTAGELS KOl TEXVOYVOSia Yo TV eneepyacia Tov detypndtov Kot v eaywyn tov
TEMKOV amoteAecpdtov. o To Adyo avtd, Ta tedevtaio xpovia mopatnpeitor adénon Tov
EVOLOPEPOVTOC Y10 TNV OVATTVEN OVIYVEVTIKMOV GCLGTNUATOV Y10 UETPNOELS PUSIEVEPYELOG,
uéow tng in situ paopatookomiog aktivaov-y oto Baddooto mepifdilov. Xapaktnpiotikd
TOPAOELYLLOL OMOTEAEL 1 EPOPUOYT] TNG YO UETPNOEIS TAOV EMUTEO®V POOEVEPYEWNS OE
emPBapovpéve Brounyovikéc meployés Le oTOYO TOV YOPOUKTNPICUO TOVS TPV AL Kot HETE
™MV omoKoTaotoon thg meployns (remediation). H in situ pébodoc emdéyetar AdOyw tov
TAEOVEKTNUATOV TNG, TO 0moia cuvoyilovtal o¢ eENg:

1. H dupeon avéxtnon 1ov amoTeAEGUATOV KOl 1] SLVATOTNTO GUVEXOVG KOTOYPOUPNS
KOl TOPOKOAOVONONG CLYKEVIPOCEMV PadlovVOLKAMSImV o€ emPapvpéves meployés (m.y.
TLUPNVIKE EPYOCTAGIA).

2. H peiwon tov amoapaitmtov ypdvov pétpnone, o€ oxéon He v xpovoPopa
epyaoTNPloKn HEB0OO, OV EMITPEMEL TN YOPTOYPAPNON UEYOA®V TEPLOYDOV GE GLYKPITIKA
HiKpo  xpovikd dwdotnua. To mAeovékmmuo avtd Ppioker dueon €Qoppoyr otV
amokatdotaot enifopvpévav Bropunyavikev tepoyov (remediation).

3. O ypnyopog evtomopds emPapopévov onueiov (my. evtomopos ‘Oappévev’
TUPNVIKOV  OmOPANT®V) ©€ o TEPLOYN, £VAVTL TV  €UPEMS  YPNOYOTOLOVUEVOV
EPYOUCTNPLUKDV TEXVIKOV.

H paydaia avamtoén aviyveutikdv cuotnuatmv yio entomieg (in Situ) petpioeg oto
nedio £xeL 0dNYNOEL GTNV AVENGT TOV EPAPUOYOV TNG IN SitU PACUATOGKOTIOG OKTIVOV-Y GE
dwpopeTikovs  emonuovikovg  topels  (Qkeavoypaeia, I[ewloyia, Yopoyeswhoyia,
Axtwvonmpootacia), emonuoivovtag tn omovdoudtnTo TG HeBOOoL ¢ Eva xpNoo
EMOTNUOVIKO epYaAEio.

o v mocoTKonoinon TV amoTEAEGUATOV Elval OmapPaiTNTOS 0 TPOGOHIOPIGUAG TNG

aVIVELTIKNG omddoons (Pabuovounon), Tov GLGTHLNTOG TOV XPNCLOTOLEITOL GTNY ANy
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QOoUATOV Yoo TN ovykekpuévn pétpnon. H ocvvnong dwdikacio g Pabpovounong
nepopfaver ) ANyn  dedopévov  (pdopato) omd TNYES YVOOTNG OCLYKEVIPMOOTG
PadLOVOUKAMSIWV (NN avapopds) 101wV YopaKTNPIoTIKOV (YEOUETPIL, TUKVOTNTA, VAIKA).
A€gdOUEVOL OUMG OTL O LETPNGELS TPAYLOTOTO0VVTAL 6TO Baddootio mepiBdirov, 1 emloyn
avt Oo omortovoe TV kaTookevy Pabuovounuévng mnyng peydAov Oykov kol apa
kafiotator Wwitepa damovnpr|, TEPUTAEKETOL EMTALOV amO TO YEYOVOG OTL Ol PETPNOELS
yivovtor ©10 vepd kol 1 efopoimorn TtV ovvink®v ovtdv  glval dOVCKOAO va
TpOyLaToTombel 6To EPYNOTNPLO, EVEO EUTAEKEL KOl TPOTLTO, TOV APOPOVV GTOV KOVOVICUO
OKTIVOTTPOOTACiOG (TPOTLTAL OGPUAEING OTN HETOPOPA POSIEVEPYDV TNYDV, TPOTLTA
dwayeipiong padievepy®v amofANTOV).

[Mapd dowov 1o Eekdbapa mieovekthiuoto ¢ IN Situ pebddov, M yevikevpuévn
epapuoyn g meplopileror Kupiwg amd tn dvokoAio evpeong a&lomoTng pebodov yo tov
TPOGdIOPIoHd NG omddoone &vOog aviyvevtn ywo in Situ petprioelg oto Boldooio
nepPArov, evd 101KA Yo LETPNOELS 610 Baddooto inuo M epappoyn ™e nedddov sivar
OKOUN 7O TEPOPIGUEVN, AOY®D NG HeYOANG PiPAoypoeikng éAlhenyne aSldmoTowv Kot
oAOKANpOUEVODY  dedouévev NG  EMOpacNg otV amdd0CT] TOV  OVIXVELTH] TOV
(PLGIKOYNLUK®V YOPUKTNPIOTIKOV TOL NHOTOG, TO 0Ttoio dSopEPovV o€ KAOE Teployn.

O K0plog otdY0¢ TG mapovoas dwTpPng eivar n avdmruén pwog pebodoroyiag yio
TocoTIKEG IN Situ petproelg otov mobuéva g Bdlaccac, 1 omoia dVVOTAL VO TAPEYEL
akppn omoteléopota Otav epapuoletol oe OlapopeTikd mepPdrrovia. Eva onuaviikd
UEPOC TNG OOVAELAG EMKEVIPOVETAL GTNV KATOVONOT TV TPoPAnudtmv mov oyetiCovron pe
T1§ IN Situ petproelg otov Thuéva g Bdlacoac, 6Tov ta dlabiotua dedopéva eivor apotd
Kot 1 aviivon mapepnodiletar amd apketéc mpocheteg mapapsTpovg (oe chykpion ue in
situ petpnoelg oto VAQTIVO TEPIPAALOV), OV oYETICOVTOL KUPIMG UE TIC PUVOIKES 1O10TNTEG
Tov WNUOTOG Kol TN YeE®HOPPoAoyio Tov mepPdArovtog. g €K TOVTOL, O LEYOAN
npoondOelo divetor yuo T SlEPELVNON TEWPAUOTIKG Kol BE@PNTIKA TV TOPUUETPOV TOV
00MYOVV 6€ aAAOYEC TNG aMOO0GNG TOL AVIYVELTH], KOl TPOKLATOLY OO TN LOPPOAOYid TOV
Vo perétn mepdAiovtog, 1 amd SPOPOTOMGELS NG Yewpetpiog HETpNong. Avtd
emtedydnke péow mpocopowwoewv Monte Carlo (MC), extehmvtog 6Oewpntikodg
VTOAOYIGUOVS NG AmOO0GNG TOV OVIXVELTIKOV GUGTNUATOS GTNV VIO UEAETN YEOUETPiOL,
oLUTEPAMOUPAVOVTAG GTNV PTOGOUOIMOT AETTOUEPELG TANPOPOPIES TV PLGIKADV OOTHTOV
tov  Unuatov. Emumdéov, Swelnybnoav ovykpicel pe  avtioTor(o  TEPOUOTIKE
OTOTEAEGLOTO, OE TEGGEPQ JPOPETIKA TEPIPArAOVTA, Yo va a&loAoynBovv ot Bempntikol

voAoYIopOol Kot Vo enekTafoVv 6TO EvePYELOKO £DPOG EVOLUPEPOVTOG,.
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2. OeopnTiké vrofadpo

Aviyvevon axtivoPoiiac-y

H mo ovvnbiopuévn pébodoc yo petprocic padievépyelag oto mepifdiiov glvar 1
puébodog ¢ eacpatookoniog aktivov-y. H eacpatookornio aktivov-y otnpileton oty
aviYveLOT| TOV YEYOVOT®V OV EKTEUTOVTOL A0 TNV TTNYY|, LEG® TNG OAANAETIOpAONG TOV
OKTIVOV-Y LE TO VAIKO TOL aviyveLTr, KoOMG KOl GTNV OVIIGTOYNOT TOV OYUOV TOL
QAGLOTOC (POTOKOPVPES) HE CLYKEKPIUEVO PASIOVOUKAIOLN, LLE TEMKO GKOTO TNV €VPECT
TOV  CLYKEVIPMOE®Y ovTOV. Teyvikég £€yovv  avamtvoyfel 10060 Yo  PETPNOEL
(QOOUATOGKOTIOG-Y IN SitU aAAG TOAD TtepiocdTepn mANpogopia Ppicketan otn Pproypapia

OV OPOPE GE TEXVIKES OEIYUATOANYIOG KOl LETPTONG TOV OEYLATOV GTO EPYAGTIPLO.

MeTpN6Els QUORATOCKOTIOS OKTIVOV-Y 6GTO EPYNOTIPLO

H mapadociokn epyaocmmplokn ovaivon etvor g pébodog ypovoPdpa ko amontel
E0IKEG EYKOTAOTACES KOL  TEYVOYVOGIO Yyl TNV emefepyacio TV SEYUITOV Kol TNV
eCaymyn Tov TEMKOV amotedecpdtov. [a ™ Myn tov detyudtov ypnoyonoteitar fopic
eEoMMoNOC, evdd TOAMEG @opég amatteiton kKot 1 Pondeio e£e1OIKELUEVOL TPOCHOTIKOV
(0vtec). Ta dstypota peta@Eépoviol oTo €pyaotnplo Yoo UeTpnoels. Ot depyocieg
eneEePynciog TOLVG OV AMOLTOVVTOL Y10, T UETPNON PACUOTOCKOTIOG-Y, elval mepimAoKeg
EVD 0 YpOVOG mov pecoAafel péypt T pétpnon Eemepvd Tig tpelg fdopdoes. H pétpnon
(QOGLOTOCKOTOG-Y TPAUYUATOTOEITAL GLVNOMG UE XPNOT AVIYVELTOV VYNANG OLOKPLTIKNG
wavotrag (HPGe). Ot aviyveutikég o10tdEelc pacuatooKomiog-y mov yp1cILoTomOnKay
oV mapovca datpPn eoivoviar 6to Zynua 2.1 eved oto Zynuo 2.2 divovtol PeTPNGELS
padtevépyelag voPddpov ypnolponoumvTog To. 00V0 avTd cvothiuata. To 6vo cvotiuaTo
etvar MoM Pabpovounpéva ¢ TPOg TNV OVIXVELTIKY] TOLG OmAO0GN Yo, UETPNOELS OF

detypata wnuatov o S10POPETIKES YEMUETPiEG 0TS Paivetar 6To Zynuo 2.3.



Symua 2.1: H aviyvevtikn ddtaln pérpnong oetypdrov iuatog oto EA.KE.G.E.

(mavow) ko oto E.MLIT (kGtw).

To mpdTOo PO OV OmoUTEITON MOTE VO €val €QPIKTH 1 TOCOTIKN HETPNON TOV
padtovovkAdiov eivor 1 Pobrovouncn Tov GUGTNUATOS MG TPOG TNV AVIXVEVLTIKY] TOV
arodoon. Ot dudkacieg TOv VAOTOOVVIOL Yo TV  €UPECT TNG OVIYVELTIKNG OTOd00NG,
aPOPOVY GTNV EVPECT NG AmOAVTNG amOd0ong PmTokopveNG (absolute full-energy peak
efficiency) €, oOTIC YOPOKINPIOTIKEG —EVEPYELES  OKTIV@OV-Y TOL  OVIXVELOULEVOL
padlovouKAdiov Yoo Tov Tpocdlopiopd g evepydtntas tov, A (petpnuévn oe Bg/kg 1
Bg/L). H aviyvevtikn amddoon e&aptdtar amd TG QUOIKEG O10TNTEG KOL TO YEMUETPIKA
YOPOKTNPIGTIKA TOV OVIYVELTY] OAAQ Kot TNG TNYNG, €lvarl dNAadn cvuYKEKPUEVT Yo kGOE
oedopévn pétpnon. EmmAéov, epdoov evolapépel n aviyvevon mANO®PAS QUOIK®OV Kot
TEYVNTOV PASIOVOVKAOI®V, 1 aviyveLTIKN amdd0om € xpeldleTol va Tpocdlopiotel o€ kdbe

KOPLOT| TOV PAGUATOC, GE L0 EVpEia TePLoyT| evepyeldv petad 40 — 3000 keV.



no shielding

Counts/(KeV h)
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Yuo 2.2 Metpioeig padievépyelog vroadpov ypNoOTOIOVTOS KATAAANAT OmpdKion
otovg ovo aviyvevtéc Iepuaviov (GEM-FX8530P4) oto egpyoaotipo Padievépyeiag
[Tep1Barirovtog tov EA.KE.Q.E. kot [Tupnvikng ®voiknig otov Topuéa dvoikng tov E.MLIT .
Kot 1 1610 pétpnon yopic Owpaxkion (Elef _15).

GEM-FX 8330P4 (50%)
O Small Disk (NTUA)
——— ®  Small Disk (HCMR)
\g O Big Disk (NTUA)
\ W Big Disk (HCMR)
GCS021 (30%)
//"" bt £ Small Disk (NTUA)
? E A Big Disk (NTUA)
107 y o GCR023 (80%)
- % Big Disk (NCNR)

|

/A
_b l:r-{l#

-
-1
I
I
7

Absolute efficiency
/

L)

5x10* ]

=

100 1000
E, (keV)

Yynuo 2.3: Babuovounon tov aviyveutikdv cvomudtov oto EAKEGE (GEM-FX8530P4)
kow oto EMIT (GC5021, GEM-FX8530P4) ywo petpnocig inudtov o€ SlapopeTIKES
yeopetpieg (Elef_15).
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H mo evpémg drdedopévn péBodog mpoodoptopol g amdd0oNg aviyveuTty givat 1
Babuovounon Aappdvovrog dedopéva  (QAcHa) amd TNYEC YVOOTNG GLYKEVIPMONG
PadOVOUKAIWV (TN avaeopds) 1010V opaKTNPIoTIKOV (YEOUETPia, TUKVOTNTO, VAIKE,
EVEPYENKO €VPOC EKTEUTOUEVOV OKTIVOV-Y) LE TO AYVOOTO OElylo Kot TpoyloTomoteiton
ocuvnlwg oto gpyaotipro. ‘Evag tpomog va emrtevyfel avtd sivor M pérpnon mnyng
avapopdas (T.y. 152Eu) EKTETOUEVOL OYKOL  oOuemvo pe v embountn oteped yovia
pétpnong (£2). Xpnoomoidvtog v T g evepyotntag g mnyng A (petpnuévn oe
Bq/L 11 Bg/kg) o¢ Ty avagopdc, n avyvevtikn andooon € (L, E,) tov cvotmuatog ot pia
ewtokopLEN evépyelog axktivov-y (E,) pe mbBavomta ekmopnng (I,), vmoroyiletar cOppava

pe v mapokdto oxéon (1):

CPSnet (L,Ey)
I, (Ey)-A

e(Q,E,) = L)

Onov N mocdHTNTA CPSnet AVAPEPETOL GTOV GLVOMKO Kabapd (net) pvOud yeyovot®mv oL

OVIYVELOVTOL OTN €V AOY® (QMOTOKOPLPN KOl TPOKVATEL GO TNV AVAALCT TOL PACUOTOG

Babuovéunong.
In situ peTpioelc QUopATOGKOTINS UKTIVOV-Y

To aviyvevtikd cvotnuo KATEPINA (Zyfua 2.4) ypnowuonoteiton yio in Situ petpioeig
pOadlEVEPYEWNS GTO VOGTIVO TEPIPAALOV Kol OMOTEAEL TPOTOTLO GLGTNUO, AVIYVELONG
aktivov-y mov avantoydnke oto EAKE.G.E (Tsab_08), pe oxomd 1t pérpnon
POSIOVOVKABIWV (PUGIKMVY KOl TEYVNTMV) YOUNANG GLYKEVIPMOOTS 6T0 Bahdcsio Tepifariov,
0€ EPOPLOYEG OKEAVOYPAPIOG KOl POSIOTPOSTAGIOS,

To cvomuo amoteleiton and évav 3' x 3' kpvotarro Nal(Tl), mov cvvdéeton pe éva
ootomolraniaciacty (PMT), ue mpoevioyvt) (PRE) xot mapoyn miektpuov pevparog,
poali pe tor KatdAANAo NAEKTPOVIKA Y10 TV EVIGYLOT TOV CNUATOV Kot TNV omoffkevon
oedopévov. H €E0dog tov mpoegvioyvt| cvvdéetar pe evioyvt| (AMP) dwpdpomong
ONUaTOG €W0KA oyedacpuévo yio vroPpiyleg epapproyés. To onua €£660v TOL gvioyLT
glodyetal og mOAOWAKO avaivt] (MCA) Kot 6T GUVEXELD, 0POV TO GNLO UETATPOTEL
oe ynoewkd pe wKoatdAlnio petatponéo (ADC), amofOnkevetor o€ €0 pviun
EVOOUATOUEVY] OTO OCLOTNUA, OCTE va Aswwtovpyel oavtdvopo (xopig ™ Pondeia

VTOAOYIOTN).
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The specifications of the detection system “KATERINA™

Sensor type 3" 3" Nal(TI)

Energy range Adjustable maximum and minimum
energy of detection (with maximum
value of 3000 keV)

ADC Successive approximation 10 bit
High voltage Internally controlled 1001200V
Spectroscopy Adjustable 256, 512 or 1024 channels
Gain amplification, pole-zero Internally controlled and adjustable T:
cancellation, base-line restoration ZE
Dead time <0.5% in aquatic operation mode I
Energy resolution (140.5 keV) 10% x
Energy resolution (661.6 keV) 6.5% H
Operating temperature —5°Cto +350°C T
Consumption 1.2—-14W | \<
Preset time Gross ¢ and y-spectrometry
Output Time, date, cps, spectrum, dead time.
RS232 settings Baud rate adjustable, panty “space”,

flow control “none”
Enclosure Shape “Cylinder”, matenal “Acetal”

Yyua 2.4: To aviyveutikd cvotnua KATEPINA.

To mepifAnua mov ¥PNCOTOIEITOL VIO TNV GTEYOVOTNTO TOV GUGTHLOTOS OMOTEAEITON
and AxetdAn (C7H1407). To moAvpepés KuAvOpIKoL oyNUaTos aktivag 7.8 cm mepiBdAiet
TOV KPUOTOALO, EVMD OVALESO GTO TOAVUEPES KOl OTOV KPUGTAAAO LIAPYEL KEVOG YDPOG
(aépac) 1.8 mm. H emdoyn tov vAKoU 1oV TEPIPANUATOS £YIVE AOY® TMOV YOPUKTNPIOTIKMOV
TOVL OV EMITPEMOVV TNV EANYIOTOTOINGT TNG AMOPPOPNONS TOV OKTIVOV-Y GTO VAIKO TOL
wepPANUOTOS KOODS Kot AdYm TNG avoyns TOV GTIC TEGEIS TOV ONUIOVPYOVVTOL GE PEYAAN
BaOn. To cvotnua dvvator vo etdoel £og kot e BaBog 400 m ot Odlacca (0OVOpaGTIKO
BaBoc). O1 mapdapetpol TV dotdEe®v 610 ECMOTEPIKO TOV KLAIVOPOL (SLAUETPOC, TAYOG,
VAIKO, OvVOEKTIKOTNTA, LEYIOTN QMOKALGT), KAT.) DVTOAOYIGTNKAY GUUP®VO [UE TO TPOYPOLLLLLOL
Seal Design (Apple Rubber Products Inc.), ywa Bértiotn amddoon kor oteyavomoinom
(Tsab_04). To mnAektpovikd eivor KOTOAANAQ OYESOGUEVO (MOTE VO UTOPOVV VO,
eyKatooTafovv péca 610 TPOCTATELTIKO TEPiPAnua dactdoemy 85 mm X 550 mm Kot
®oTE N KATAVOA®OT 000G va. givan pkpn (~1.2-1.4 W).

To ovomua €yet Pabuovounbel g mpog tnv evépyeln (energy calibration), tnv
evepyewokn tov Otakprtikny wavotnro (FWHM calibration) kot v oviyvevtik) tov
amodoon (full energy peak efficiency) yio petpnioelg oTov aépa GTO EPYACSTNHPLO LE YPNOT
ONUEWKAOV TNYOV o€ amodctacn 13.1 cm, mov KaAdTTovV TO gvepyelakd Pdopa Aettovpyiog

tov cvothuotog (Tsab_08). To cuotnpa eivor Babuovounuévo emiong kot Yo LETPNGELS GTO
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vodrtvo mepParriov (Bag_10). To aviyvevtikd cvomuo KATEPINA éxet ypnowomnomOei
EMTUYMOG Y10 LETPNOELS POSIEVEPYELDS 6TO BoAdcT10 TTEPIPAAAOV GE S1APOPESG EPAPUOYES,
evoelkTIKA avapépoviat H mopakorovOnorm, péom g ocvveyols KoTaypoehs, TV
OLYKEVTPOGENDY TV BuyaTpikdv padiovoukidinv tov Padoviov, 222Rn, o€ VOYEWDL VEPQ, Y10l
TNV TOpOKOA0VONoN TV HETAPOADY GTIS CUYKEVIPAOGCELS TOV PASIOVOVKAIIOV anT®V Kot TN
ovoyétion tovg pe eowdueva pukpoosiopkodttag (Tsab 11). H mopakorovbnon twv

, , . 222
Buyatpkodv padiovoukAdiov tov Padoviov,

Rn, ce vmoBordcoieg ekpoég vmoyeiwv
vdatov, ot Meodyelo (Xoikida, Xtovma, Koppog, Cabbe) pe okomd tov €leyyo g
o TTaS  (EVPEOT] EMIMESWV  POOIEVEPYEWNG, TOGOTIKOMOINGON  YALKOD  vepol)  TNG
vroBardooiag mnyng (Tsab 10).

To obomua oev eivor Pabuovounuévo vy petpnoelg oto Ooidoocwo ilnua. H
TOoOTIKOTOINo™N TV N Situ petpioemv oe mbuéveg Bahacodv (ilnua), Tpodmobitel Tov
TEPOUATIKO TPOSOI0PIoUd TG amddoons Tov aviyvevti. H eéopoimon dpmg tov cuvinkov
g in sSitu uétpnong oto epyaoctiplo Tapovclalel oNuUAvVTiKEG dVoKoAieg Tov cuvoyilovtat
TOPUKAT:

1. Ady® g oYeTIKd PEYAANG O1EIGOVTIKOTNTOC TOV OKTIVOV-Y, KOTA TIG LETPNOELS
010 BoAdooio mepPAALOV KataypApovTot YEYOVOTa 00 OmOGTAGES £m¢ Kot 1.6 m paxkpid
OO TOV OVIYVELTH), N KATUYEYPOLUEVT TANPOPOPic. ONAaOT TPOEPYETOL OO VoL LEYAAO OYKO
010 Vo peAétn mepiParrov (mnyn). H dadikacio avtr, yio T0ug 6KOTOVG TG £pyaciag, Oa
amoutovoe TNV Koataokevn Pabuovounuévng mmyne 1GAMOTOC Kol VTEPKEIUEVOL VEPOD
peydaov 6ykov. H emhoyn dpmg awt) kabiotatal 1d1aitepa moATAOKN Kol OATavnpn VO
EUMAEKEL KOl TPOTLTO. OV OPOPOVV GTOV KOVOVIGHO  OKTIVOTTPOOTAGiaG (TpoTuTaL
OCQOAEIDG OTN  UETAPOPE  POdIEVEPYDV TNYDV, TPOTLTO. OlXEIPIONG  pOdlEVEPYDV
amoAMTOV).

2. IIépav tov peydimv daotdoewy g TyNs, 1 Vmapén 600 SUPOPETIKOV HECHOV
(vepd, inua) pe ta omoio 01 AKTIVEG-Y OAANAETIOPOVV TPV OVIXVELTOVV, TEPITAEKEL OKOUN
TEPIGGOTEPO TNV OVATOPOLYWYT TOV TPOYUATIKMOV GLVONKAOV LETPNIONG GTO EPYAGTIPLO.

3. Ta yapaxmpiotikd tov Bordcoiov Tubuéveov (c0oTaoT, TukVOTNTE, TOPDOES)
Tapovctdlovy HEYEAN TOWIAOHOP®Ia, Kol 00NYOUV 6TV ovdykn Onuovpyiog Kot ¥pnong
TOAVAPIOUOV TPOTLTI®V TNYADV OV VO TEPIKAEIOVY T YOPAKTNPIOTIKE OVTA, KAOIGTOVTOG
£TG1 TPOKTIKA aOVVOTN TV TOPOUCKELT] TOVS (G€ CLVOVAGHO HE TNV AVAYKN HeydAov dyKov
TNYQV) KO T LETPNOT) GTO EPYAGTIPLO.

Mo tovg Adyovg awtovg ta amoTeAESHOTO TOV ANEONKAY oTo. TAAICLO THG TOPOVCAG

dwtp1Png otnpilovran Katd Kopo Adyo oe BempnTikoHS VIOAOYIGHOVS, KAVOVTOG XPNoN NG
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pebodov mpocopoinong péocw Monte Carlo vroAoyiotik®v kmdikewv. H a&loAdynon opwmg
TV 0EOPNTIKOV OMOTEAECUATOV HECH OVTIOTOW®OV TEPIUATIKOV dedopévev (validation)
kptveton emiong amopait. o 10 okomd owtd mpaypoTomoMONKaY  OVTICTOLYES
TEPOUATIKEG PETPNOES OTO EPYASTNPO OAAE Kot 6T0 TEedio, Omwg cuiNTOHVTAL AVAALTIKA

otV gvotta S.

3. Monte Carlo mpocopoimon

H 1eyvikn Monte Carlo sivon pio ototiotiky] péBodog mov ypnoiponolel akoAovdieg
Toyoiov oplumv yio vo mpocopoldcoel To mlavé yeyovoto piog owdikaciog. H
oAANAemidopaocn TG aktvoPoAioc-y e TNV VAN €ivol (ol GTATIOTIKY Ol00KOGI0 Kol 1
Tpocopoiwon ™G He TV TeYVIKN ovtn eivon epiktn. Kdébe yeyovog Bewpeiton og pa
Eexyoplot) 1otopia. mov mopakorlovbeitar oe KABe GTAOI0 TNG TOPEING TOV MG TNV TANPN
armoppdenomn tov. H mopeia ¢ kdbe otopiog kabopiletor amd katavoués mBavoTnTog TOV
EMAEYOVTOL HE TLYOHO TPOMO YPNOLOTOLOVING Odouéva mov  AauPdvovtor  omd
BAobnkec. To mo xpiocywo Puo 6TOLE VTOAOYIGUOVG CVTOVG OTOTEAEL 1) AETTOUEPNG
TEPLYPAPT OTOV KMOOIKO 0) TOV TOPUUETPOV TNG TPAYLOTIKNG LETPNONG Tov EMNpedlovV T0
amotélecpo (amdd0oT TOV aVIXVELTY]), Kot ) TNG VTOKEIUEVNC PLGIKNG TOL TTPOPANUOTOC.
H tedevtaio amaitmon eivor 1o KOPO KpITNPlo 6TV EMAOYN TOV KOTAAANAOL KOOIKO
Monte Carlo kabmdg vmdpyovv mOAAOL 0EWOTGTOL KAOOKEG HE OWLPOPETIKY  OHMG
e€edwevpévn ypnon. H pébodog mpocopoimong pe ) ¥pNoN VIOAOYICTIKOV KOITK®OV
(vevikol kor e€edikevpévol KDdkeg) amotelel pio ypnyopn Kot €véAktn péBodo mov
napéxel aS0MOTO ATOTEAEGLOTA.

H emidoyn tov xatdAiniov kddwa MC Baciletor 6Tov 6T0Y0 TG EKAGTOTE EQOUPLOYNG,
KaOdg kaOe kMO MC mapéyel SopopeTiKés SuVATOTNTEG GTOVS TEAMKOVG YPNOTEG. TNV
napovca gpyacio ot kwdtkol MCNPS, MCNP-CP kot FLUKA ypnoworomnkav yuo thv
ektipnon g amddoons eotokopvens tov ovotuatog KATEPINA oto Ooidocoio
nePPAALOV.

O xwdwog MCNPS peta@opdg VveTpovimv Kol @®OTOVIOV YPNCIULOTOLEITOL Yol TN

OLId00N-LETAPOPE VETPOVI®MVY, MAEKTPOVIOV, QOTOVIOV 1 TN HETOPOPE GLVOLACLEVOV
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ootoviov/ vetpoviov /miektpoviov. Ta mieovektnuatd tov £vavit GAAOV Olo0éciumy
Kodikov eivor 1 duvatdTTo dnpovpyiag meEPITAOKNG Ye®UETPIOG amOTEAOVUEVNG OO
TOALDL YEOUETPIKG OTOLKEID OTMOC GLVOVTATAL GLVNO®G G€ €va TPAYUOTIKO TEipapa, M
EVKOAOL GTN XPNON TOL HE TNV TOPOYN ETOUDV GLVOPTNGE®V VIOAOYIGHOV, Kol 1 EVpeia
oLALOY BPAMoONKOV pe evepyEG SOTOUEG Kat AAAL XPNOLLa OEd0UEVA. O KOIKAG TOPEYEL
™M SLVVUTOTNTO TPOCOUOIMONG TNG UETAPOPAS copatdimv pe evépyeteg and 1 keV uéypt
100 MeV og vAkd tov omoiwv Ol TAPAUETPOL OTMOC EMPAVELX, YEOUETPIKY £KTOOM,
mokvotta, 0éon kabopilovroar amd Tov yprotn. ‘Etot o ypriotng xabopilet ta dedopéva tov
mpofAuatog KaBdg Kot O To GTOXEIR TNG PULGIKNG TOL GYETILOVTOL LE TO EKAGTOTE
TPOPANUa. XtV TEPINT®OON TOL UEAETATOL 1 UETOPOPE POTOVIOV O KOJKAG AauPdvel
voéyn ™ odupwvn okédaon Rayleigh, ™ okédaon Compton, TN @EOTONAEKTPIKY
AmTopPOPNOT KoL TO POIVOUEVO TNG OidVUNG YEVEDTG.

O KOG YPNOOTOEL ETOYES GUVOPTNGEIS OTMG EIVOIL O1 EIKOVIKOT avViYVELTEG VYOG
moilpov (F8 tally), petpntéc unkovg owdpoung F6, F4 toug omoiovg ypnowpomnotet yio va
VToOAOYiGEL TNV TOGOTNTA TOV (NTNONKE OO TOV YPNOTN Y. PEVUO GE LU0 ETPAVELD, PON
ocopaTdiov amoTféuevn evépyela, erayouevn OBepudtrta oe o meployr] Ko dAia. To
anotéleopo tov MCNPS cuvodehetonr amd o mocOTNTA G OV OMOTEAEL TO OYETIKO
oQAALO TNG HETPMONG, OX/X, 0poV TO amoTéAecua VTOPANOel o€ oTatioTiKOVG eAéyyovs. H
peiowon g moocdtTOg G emTLYYAveTrolr pe TV avénon tev yeyovotwv N mov
ONOVPYOLVTOL Kot TOPaKoAOVOOHVTAL GTOV KOJIKAL.

O kwdwag MCNP-CP amotelei po avaPaduiocpévn £ékdoon tov kddwko MCNP. TToapéyet
oTOV YPNOTN TN OLVATOTNTO TEPICGOTEP®Y VTOAOYICUMOV KOl YPNOWOTOLEL emmALoV
BBAoOKeC TOV GTOYXEVOLVY BTNV AWENGCT TG a&loTioTiog TV LToAoYIoU®Y. Ot 600 KOPIES
TPocONKeg TOL KOOKA oVToH OGOV 0EOPE OTNV  TAPOKOAOVONGCY QPMTOVIOV 7OV
xpnowonombnkav oty  moapovca dwTpPn etvar o) M duvatdTTo  TOVTOYPOVNG
napaKorovdnong mePlocOTEPOV TOL €vOG copatwdiov, kot B) - ANyn  dedouévav
amodiEyepong amd KoTt@AAnAeg PiPrlodnkec yio TV TOLTOXPOVN OVOTOPOY®OYT KoL
TopakoAovOnon OAwV TV OKTIiVOV-Y TOL eKmEUmOVIOL amd kéOe padlovoukAido
Aappdvovtag vwoyn Tig avtictoryeg TOAVOTNTEG AmTOIEYEPOTG.

O kddwag FLUKA mapéyet tig id1eg ovvatdtreg pe tov kodwkoe MCNP-CP oty
napaKorovOnon eotoviov Kot emmAEoV  omoTeAEl TOADTIUN EVOAAOKTIKY ADOT Yo
TEPIPUALOVTIKEG EQPOAPUOYES, AOYD TOV OQEMU®V YOPOKTNPIOTIKGOV TOV. AVTd gival o) 1
WKOVOTNTO, VO EVOMUOTAOVEL GTOVG VTOAOYICUOVG €EmTepkég povtiveg (poutiveg mov

kaBopilovtar amd to xpnot), B) 10 KEPAOG GE VIOAOYIGTIKO XPOVO, TOGO GTN GYESINCT| TOV
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povtéAov MC 660 Kot GTNV EKTEALECT] TOV TPOGOUOIDGEMY, YPNCILOTOIDVTAG TO YPUPIKO
nepPailov Flair, amd 1o omoio 6Aa to Prjpata g TPOGOUOIMoNG UTOPOVV Vo EAEYYOOLV
amoteheopoTikd, Kot y) o kddwag FLUKA dwvépetor dmpedv oTnv EMIGTNUOVIKY Kot
KOO UOTKT KOVOTNTA.

Ot mopamdve kKodkeg MC gpappoéoomkay yoo v extipmon g amddoong  Tov
ovotiuatog KATEPINA yw petprioeic oto vdativo mepipdirov kot oto Bardooio ilnua. H
aflomiotio TOV Oe@PNTIKGOV VTOAOYICUOV €E0PTATAL TPOTOPYIKG OO TNV AETTOUEPN
TEPLYPAPT] OTOV KMOWKO NG TEWPAROTIKNG pETpnone. o petpnoelg oo Baidocilo
TePPAAAOV OVTO EMTVYYAVETOL OVATOPAYOVTOS LE TOV KOOKO TNV TEWPAUATIKT UETPNON
TEPLYPAPOVTAG AETTOUEPDG OAES TIG TAPAUETPOVG TOL UIopEl va. emnpedlovv To BempnTiKd
amotéleopo  (TNYyr, aviyvevtikd ovotnua, mepiailovtag yopoc). H oroxkAnpopévn
TEPLYPAPN TNG TEWPOUOTIKNG HETPNONG TEPAAUPAVEL TNV EIGAYMYN GTOV KOOIKO TOV
KOPL®V oTolEl®V amd To. omoio amoteAeiton KAOe TOPAUETPOS (EMPAVEIES, YEWUETPIKY
€KTOoT, TUKVOTNTO, GVOTOON).

Me oxomd v avémtuén tov poviédov aviyveuty yw. 1o ovotnua KATEPINA,
glodyovtal otov Kmdika, o kpvotairog Nal(Tl), o avaxiactipag Al,O3, o1 dvo punyavicpoi
oTPIENG Kol mpootaciag tng owdtaéng, to mapdbvpo arovuwviov Al yopo amd TOV
KPOOTAALO Kot To VAIKO oteyavomoinong (housing) omd Axetdin C7H140; (acetal). Ta pépn
™G avvELTIKNG OdTaénG mov avamapactadnkov oto MC poviého, moapovoidloviol 6To
Yymua 3.1 Kabdg Kot 01 S100TAGES Kol 01 TUKVOTNTEG TOV EMUEPOVS oToLKEiwV. o v
OVOTTOPOY YN TOV VAIK®OV Kol TOV SUGTACENDY TOV GUGTILLOTOS EIGAYOVTIOL GTOV KOOIKO TOL

otoyyeio OTMS divovTtal amd TOV KATOUGKELUOTY).

8.77 cm AlyO; -reflector
Tukvérra =0.55 gr/em?
1.6 mm mdyos

Nal
KpOosToiloc Al -ropdBupo
Tokvémro=2.94 gr/em?
0.5mm miyos

57.76 cm

Acetal - CzH; 704
P Mukvétnre = 0.825 gr/em?
7.8 mm mdyog

.
7.

Zyua 3.1: To povtédo tov aviyvevtikob cvotiuatog KATEPINA otov kddwa MCNPS.

H cwot) meprypaen g mnymg €ykertot oty €bpeon ™G amdGTACTG ad TNV omoio dSvvatat vo

QTAoOVV GTOV Oviyvevutn yeyovota. H amdctaon mov pmopel vo dtavidoel pio aktivo-y
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evépyewg E, péoa oto inpa €mog 6tov anoppoendel mAnpwe ovopdletar evepyos axktiva
(effective radius Xe) ko xaBopiletor péom ™G oyéong 2, GLVOPTNGEL TOL OAKOD

ypappkod cvvtedeotn eacBévnong 1 (Z,E) yia éva cuykekpiévo vAKo :

Xert = IN(10000)/p = 9.21/p1. ()

‘Etol yuoo Tov voAoyiopd g amddoons €y tov in Situ GLOTANATOC GE PETPNOELS GTO
Bardootio mepidArov, amatteiton vo peretnBei n evdo-omoppdenomn ¢ axtivoBoriac-y 6To
VAKO g YN (vepd, inuo) GuvaPTNGEL TOL OYKOV. ZTOV KOJUKO dSNADVOVTOL EMIONG WG
TOPAUETPOL 1] EVEPYELDL TOV COUOTIOION KoL 1 YNHIKT] cOGTOOT) TOL PHEGOL aAANAeTidpaonc. [a
KGOe SPOPETIKN EVEPYELD POTOVIOL OV HEAETATOL, YEVVIOUVTOL 6ToV KMdwka MCNPS
yeyovota o€ Tuyaieg Béoelg péoa otov 6yKo 0 0moiog VTOAOYILETOL KATOAANAO, OO TIG TIES
ocvvteheotov eacBévnonc. Me avtdv tov tpomo vroAoyiletor BempnTiKd 0 evepyOdg OYKOG
aviyvevong onAaodt], o OYKog amd Tov 0moio edv ekmepPOOVY aKTIVEG-Y €YOLV UM UNOEVIKN
mOovOTNTO VO AAANAETIOPAGOVY LE TOV KPUGTOAAO TOV GVIXVEVLTY] TPOTOV amoppoPnBovv
Tpws. Epdcov ta apyikd eotdvia mapdyoviol 1I00TPOTIKA 6ToV KM UmTopel vo btoTtedel
Ot N amdotacn avt) Ba ivon 1) O 68 OAEG TIC KOTELOBVVOELS (GPOPIKT] GLUUETPIOY) Y10l L0
OULYKEKPLEVT] EVEPYELDL PMTOVIOV, Kot Bor aAAALEL HOVO e TNV EVEPYELD KoL TO HECO S14000MG
AOY® TV SPOPETIKOV CAANAETOPAGE®V TTOL Bal AapBdvouy ydpo ot S1aPopa. LESH LEXPL VO
amoppoenBel. ' T0 AOYO oLTO M TNYN TEPLYPAPETOL OTOV KMOKO (G £VAG GPAPIKOS OYKOG
YOP® Omd TOV GVIYVEVLTH GTNV TPOCOUOIMOT TV UETPNoE®V 610 BaAacovod vepd (Zynua 3.2),
KoL G VOGS NHIGQAPIKOS OYKOG GE ETOPT| LLE TOV AVIYVELTY] GTNV TPOGOLOIMON TOV LETPNGEDY
oto inuo Emuo 3.3). H evepydg oaxtiva, mov opiletor og 1 amdotoon omd TV omoio
KatapOavouv yeyovota 6Tov KpOoTaALo, mpocdopileton e ™ Porbeia Tov Tpoypappatog X-
COM (Berg_10) mov vmoloyilel tov olkd palikd cvvteleotr e€acbévnong (total mass
attenuation coefficient) p oe povadeg cm?/gr yia Ta yAPOKTNPIGTIKG TNG EKGGTOTE TNYHG.

Ot 0vo kddkeg MCNP-CP kot FLUKA ypnotpomomOnkay yio v €0PECT| TG amdo06Ns
tov ovotquatog KATEPINA yw petpnoelg oto vodtwvo mepifdiiov. To poviého
TPOGOUOIMONG OV AVATTOYONKE Y10, TOLG VIOAOYIGHOVS TEPAAUPAVEL TOV OVIYVELTY], 10l
oQUIPIKN TMYN YOP® OmO TOV OVIYVELTH OTNV ONOoiol ONUIOVLPYOLVTOL TO TPOG
napaKolovOnon copatidl KoOMG Kol £vo TEMEPACUEVO YEMUETPIKO YOPO £E® amd
opaipa avty, mov kobopilel ywpwd To Opla ™G mpocsopoimong. H ovykpion tov
OMOTEAEGLATOV TMV 300 Kodikov divetat oto Tyfua 3.4 ypnoomowdvrog mnyh 226T1, 2B

60 . . . . ]
kot~ Co. Ta avaAivtikd amoteréspota topovotdlovior otov [livaka 3.1. T'a v extiumon
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mg amddoong tov ovotnuotoc KATEPINA oe petpioelg oto Bordoowo  ilnua
ypnoporomonke o kmdkag MCNPS.

| - = Nal p= 3.67g/cm?
B = Acetal p=0.825¢/cm?

= Air p= 0.0012g/cm?
[ =Mgo p=0.55g/cm?
H-n p= 2.94g/cm®

Yymua 3.2: AvamopdoTtocn Tov HOVIEAOD TPOGOUOIMONG Yo TNV €VPECT TS ATAO0CNG TOV

aviyveutikov cvotnuotoc KATEPINA yio petprioeig 6to vodtivo meptBdArov.

seawater

Zyua 3.3 AvaropdoTtoot ToV HOVIEAOL TPOGOUOIMONG Yo TNV EVPECT] TNG OTAS00NG TOV

aviyveutikov cvotinotos KATEPINA ywo petprioeig oto inuao.
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FLUKA
—— MCNP-CP
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Yyua 3.4: Avaroapdotaon tov omoteAespatov Tov 000 kwdikov FLUKA kot MCNP-CP
Y10 HETPRAGELS 6T0 VEGTVO TEPBAALOV ypnotomotdvTaS Tyés °Co (a.), 2°T1 (b.) kou *Bi

(c.)
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Mivaoxog 3.1: X0ykpion TOV anoTeElecpdtOV TOV Yeyovotmv (Counts) mov Katoypaeoviol
OTIC KOPLEG POTOKOPVPES TV °CO , 2T kar #Bi yuo petprioeic oto vdGTvo meptBiiov,

OT®G TpoEKLY OV XPNCILOTOIOVTOS TOVS KOdkeg FLUKA kot MCNP-CP.

Iy Evépysuw  ‘Eviaon  T'eyovota  I'eyovota R
keV 1,% FLUKA  MCNP-CP
®Co 1173.24  99.97 3744 (2) 3754 (2) 1.00 0.03
1332.5 99.99 3638 (2) 3482 (2) 0.96 0.03

208 277.35 6.3 241 (7) 248 (6) 1.03 0.09
510.77 22.6 644 (4) 600 (4) 0.93  0.05
583.19 84.5 1963 (2) 1928 (2) 0.98 0.03
763.13 1.8 44 (16) 36 (16) 0.82 0.18
860.56 12.4 256 (6) 255 (6) 1.00 0.09
261453  99.0 1434 (3) 1465 (3) 1.02 0.04
214Bi 609.32 46.1 4243 (2) 3973 (2) 0.94 0.02
768.36 4.94 337 (5) 390 (5) 1.16 0.06
1120.29 15.1 1017 (3) 1155 (3) 1.14 0.05
1238.11 5.79 317 (6) 384 (5) 1.21 0.09
1764.49 15.4 916 (3) 882 (3) 0.96 0.04
220421  5.08 255 (6) 233 (7) 0.91 0.06

2TIC eVOTNTEC TOL OKOAOLOOVV TTEPTYPAPOVTOL AVOAVTIKA, 1) EPOPLOYY] TOV LOVTEAOD Y10,
™ Paduovounon tov in Situ cvetiuaTog 6T0 VEPO, Kot 1 nebBodoroyio Yo THV €QOPUOYN
TOV HOVIEAOV GTNV EKTIUNOM TNG €y, TOL OPOPE GE PETPNOELS padieveépyelng o Baldooio

iCnpa.

4. ®oopotockomia-y ypnoipomor®d@vrag Ty teXvikn Full Spectrum Analysis

o v avdivon tov eacpdtov, omv mpdén ypnowonowdvtar 6vo pébodol: m
avOiAVG EOTOKOPLE®V N gvepyelakdv mapabvpov (peak or window analysis) kot m
texyvikn Full Spectrum Analysis (FSA). Me v mpom pébodo mpoodiopiletar m
OLYKEVTIPMOOT TOV POdOVOUKADIOV eketvev mov epeavilovtal o€ emAEYUEVO EVEPYELOKE
napdBupa yOp® amd HEHOVOUEVEG KOPLEEC. Xt dgbtepn néBodo to oynua Kabdg Kot To

KOTOYEYPOUUEVO YEYOVOTA TOV GLVOAMKOV GACHATOG AapPdvovtal vTdyn oty aviivon. Ot
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dvo pébodot dapépovy pe v €vvola OtL pe T pébodo twv windows pdévo o mepLoyn
EVOLAPEPOVTOC TOV PACUATOG HEAETATOL ZVVIHOMOC EMALYOVTAL TPELS TEPLOYES YOP® OO TIG
o eEEYOVOES KOPLOES TOV PAGLOTOS Kl OvVTIOTOYoVY oTo, padtovovkAidia 2%, “K kat
214Bj. Avtiferta, N texvikn FSA kaAdmter oxeddv mnpwg to gvepyelokd acpa. Emumiéov,
omv pébodo twv windows, HOVo 0 KaBapdg aptBprdc YEYOVOT®OV KAT® amd TO EMAEYUEVA
mapaBvpo GUUUETEYEL oV avAAvon, evad pe v texvikn FSA mepihapfPdvovior otnv
OVOALCT TOV QAGHATOG OYL LOVO TO KATOYEYPOAUUEVA YEYOVOTO OTIG ELPAVICOUEVES KOPLOES
OAAG OAOKAN P M HOPPN HE OAO TOL YOPUKTNPLOTIKA TOV PACUATOC Kot 0 OMKOG aplBpog
KOTOYEYPOUUUEVOV YEYOVOTMV.

H mo dadedopévn teyvikn yio tnv aviivon tov gacudtov in situ petpioenv ivol n
window analysis. Qotdc0, VIdp)oVV OPIGUEVE. KPIGILO LEIOVEKTAOTO TTOL O)ETILOVTOL [E
LTIV TNV TEYVIKY], Ko 1 aviivon mapepmodiletor amd Tpelg mapdyovtes: o) v vropén
OAANAETIKOADTTTOLEV®OV KOPLP®DV OV OVTIGTOLYOVV GE SLOUPOPETIKA POSIOVOLKAIOIL EVTOGC
TV evepyelokov mopabipov (windows), B) v oalomoinon meplopGUEVNG  HOVO
(QOGUOTIKNG TANPOQOPIoG Kot Y) T SLOTNUATIKY ofefotdotnto mov amoppéel and Tnv
agaipeon tov vroPabpov (Compton continuum). To 7O CNUAVTIKO UEOVEKTNUO. Elvar 1)
advvopio g peBoOdov Yoo TV aviyvevon/avayvapion OTPOGUEVEOV  PadIOVOLKAMOIMY
(Cac_12) mov umopel va copfdrovy otov petpnuévo aplBud yeyovotwv 6to €TAEYUEVO
evepyelako mapabvpo kot 0ev cvvvmoroyilovior otnv avaivon. Katd cvvémewo, ooty n
TEYVIKN avTikaTofioTatal otadlokd amd TNy avtayovioTikn texvikn FSA pe v omoio
Tpaypoatoroleiton - wANPNG avaivon tov @douatog (FSA). Tnv tedevtaio dekaetia,
viomomnkav evpémg teYVIKEG Poaciopéve otnv FSA, yio O10p0peTikKd oviyveuTIKA
CLOTAUOTO Kot O& SlopopeTikég spappoyéc (Mahm_13; Cac_12; Graaf 11; Kovler 13;
Mauc¢_04; Guil_01; Hendr_01; Minty_92).

H FSA rteyvu Paoileton oty mopoywyn mpdtunov @acpdtov yw. Ola  To
POSLOVOVKAIdIL eVOLPEPOVTOG, TOL AauPdvovtorl €lte TMEWPOUATIKA, TPOYULOATOTOUDVTOS
petpnoelg Pabuovounong (Cac 12; Hendr 01), v Beopntkd, mpaypatomoidviag MC
npocopoinoels (Graaf 11; Vlastou_06; Mauc¢ 04), cvumepirapfdvovtag kot otig d0o
TEPUTTAOGEIG TNV KPP YEOUETPIOL KoL TO AETTOUEPT YOPAKTNPIOTIKG TG VO UEAETNG N
situ pétpnong. H teyvikn Pooiletoar oty mpocappoy] TtovV mpoOTLIOV QPACUATOV,
YPNOWOTOUDVTOG KATAAANAEG EAVOEPEG TOPAUETPOVS, GTA TEPAUATIKA dESOUEVO KOL TNV
eAaIOTOTOINOT TOV S0POPDV HETAED TOV BE®PNTIKOD KOl TOL TEWPAUATIKOD PAGLOTOG
HEG® TOVL GTOTIOTIKOV KPiTnpiov )(2. H vnd pelém pérpnon (mepapotikd @acuo)
AVIUITPOCMOREVETOL AMO €VO YPOUUIKO GUVILAGUO TOV TPOTLT®V (POGUATOV OTov KaOe
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TPOTLTO Paopa ToAAamAactaleTon pe TG dbéoiueg ehevbepeg MAPAUETPOVS TTOL HE TNV
0AOKAM PO TNG S1001KAGT0G AAUPAVOUY KOTAAANAEG TYES TETOLEC MOTE VAL LLEYICTOTOEITOL
N ovykhon petaéd tov 600 eoacudtev, tov Bswpntikod (FSA) kot Tov TEPAPATIKOD
(exp.). Ot Bértioteg TWég TV elebbepmv TaPAPETPOV AaUBAVOVTOL XPTOUYLOTOIDOVTOG
PO PETIKES aplBunTIKéEG HeBOSOVE Yo TNV EKTEAEST] TNG OAOIKAGTIOG EANYLGTOTOINONG Kol
v enitevén g ovyKkAonc. Ot avtioToyeg TIéEG TS cLYKEVTPMONG KAOe padiovovkiidiov
vroAoyilovtot PLETA Omd TIC TAPAUETPOVS AVTEG.

Toa 0@éAn amd v epappoyn g texvikns FSA sivar o) 1 peimon tov ypdvov amdrtnong
amouteiton yu Vv enitevén enapkovg axpiferog (Hendr 01), B) n adlomoinon g nAnpng
€KTOONG TOV QACUOTOC OV TPOCPEPEL, TN OLVOTOTNTO TOGOTIKOTOINCNG TEPIGGOTEPMV
POOIOVOVKMSI®MV Kot T SuvaTdOTNTO TNG EMAANOELONG TOV OMOTEAEGUATOV AmO O1APOPES
KOPLPEG TOL 1010V  POdIOVOVKALDIOL GTO QAGHO, Y) O EVIOMIGUOS OVOUIMAOV OCTO
TEPOUOTIKO QAGHO (TT.). OVOYVAOPLIoT TNG TOPOVGING EMUTAEOV POSIOVOLKAMSI®MV TTOV dgV
ocoumepMEONKay oty avdivon) kot 0) M ypnyopn Ofaywyn TOV UETPNOEWMYV, TOV
amotelel TAeovEKTNIA €EEYOVGOG CNUOGIOG EOTKA GE TEPUTTAOGELS OOV AUECES ATOPAGELS
wpémel va ANeOovV (T, TUPNVIKE TV LOTOL).

Yto mAaicle G mapovoog owtpPne  avamtdydnke pebBodoroyion avdivong TV
QocUaTeV Tov Aapupdvovol pe v TovTion Tov aviyveuTiko cvothuatoc KATEPINA oto
voatwvo mepPdriov, mov Paciletor otnv texyvikn FSA. Ot kdpleg dwpopéc oty
pebodoroyion mov avamtOyOnke oe oyéon pe dAkeg pebodoroyieg mov Pacilovtor otnv
texvikn FSA kot €govv ypnoipomombel oto mopeAbov eival: o) n Tapaymyr TV TpOTLTOV
eoacpdtov ypnopomotwvtog tov kKodwka MCNP-CP o omoiog avamapdyst avtdpato OAeg
TIG EKTMEUTOUEVEG OKTIVEC-Y amd KAOe PodlOVOUKAIO, OTOOUGOUEVEG ®G TPOG TNV
mOavOTNTO EKTOUTNG TOVS, YPNOYOTOIDVTAS TO. aVTIoTOYX0 dedopéva amd KATOAANAES
Bprodnkec ko moapakorovBel Olo ta yeyovota €¢ TNV TANPN AmOPPOPNCT TOVG
Aoppdvovtog emumAéov vmoyn eawvopeva mpayuatikng ocvumtoong (True Coincidence
Summing), ) n EVOOUAT®OT GTOV VIOAOYICUO TOV KLPLOPY®OV PUGIKOV POSIOVOVKASI®V
OV AMAVIOVTOL 6T0 TEPPAAAOV (GUVOAO 10 S10POPETIKOV padtovouKAdimY amd TN GEpd

238 232
U xot

Th xa 10 kvpiopyo ot0 Ooddooo mepPdirov “°K), tov omoimv ot
CLYKEVTPOOELS Bewpovtar eviehmg avelaptnres (8e Aapupavetatl veoyn a priori n vVmapén
PadLEVEPYOV 160PPOTHOG HETAED TV PadIOVOLKAMII®mV NG 1010G GEPAC) Kat ¥) 1 dadikaciol
MG TMPOGUPUOYNS TOV Oe@pnTkol QACUATOS OTO TEWPOUOTIKG Oedopévo PEC® TNg
eAaLoTOTOINONG TV HETOED TOVG H10POPDV, YIVETAL TPOOJEVTIKA GE JPOPETIKA Prypatal

nov kobopilovtar amd tov ypnot (emheypéva evepyelokd Tapdbupa Tov KOAVTTOVY OAO TO
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EVEPYELOKO €DPOC TOV TEPAUOTIKOD QACUOTOC), UE OMOTEAEGUO TN HEYIOTOMOINGY TNG
oLyKAMonG HeTa&d TV dV0 QOCUAT®V OKOUN Kol 0€ TTEPLOYES HE YounAn ototiotiky. Ta

Brpata g pebodoroyiag FSA mov avarntiydnke cuvoyilovtar oto Zynua 4.1.

MC raw histograms H(E);
for j = 1...M radionuclides <r‘:| [ MCNP-CP ]

U

MC normalized histograms
multiplied by Vegand T (=time)

Rebinning Algorithm Convolution Algorithm
ADC calibration > ﬁ —— Gaussian broadening

MC Standard Spectra (MC;) J

= MINUIT |<¢=——-—=——-—~- A

>
Experimental Spectrum ]

\

Proceed
to the next
window

Stepwise 2 minimization in selected windows

1 N M -
= | ‘Z“"MC“>

i=1 =1

for the progressive determination of a; SRR |

Final optimum simulated spectrum SS; = ¥}, a; - MC;;
and
final @; values (Bq/l)

Zyua 4.1: Avanapdotoon tov fnudtov g teyvikng FSA.

To Bewpnrikd edacpoTo Tov TpokvLIToVy and TNV ektédect) Tov K®dtKo MCNPS yo kabe
padlovouKAIdo, mpocsapudloviol 6Tl PLOUICES TOL TEWPOUATIKOV QAcUaToS (XpOVOg
uétpnong T, evepysiokn Pabuovounon (Rebinning), Babuovounon dakpirikig kavotnTog
(Gaussian broad.)). Ta mpoétvma ovtd @dopata godyovior poli pe To  ovTicTOr(O
nepapatikd 6to mokéto MINUIT 6nov mpaypatomoteiton 1 eAayiotomoinomn tov d1opopmv
petalld Tov BepnTikod Kot TOV TEPOUATIKOD QAGLOTOS LEGM TOV GTOTIGTIKOV KPLTNpiov

2 ’ ’ r r r ,
x°. H ehayrotonoinon ekteleiton 6e GUYKEKPULEVES EVEPYELNKES TTEPLOYES TOV TELPAUATIKOD
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eaopotoc (windows) og Eeywplotd PrLOTO XPNCLOTOOVTOS [0l EXAVOANTTIKY Sladikocio
omwg meprypdopetor oto Zyfua 4.1. O apBpoc tov kavaldv Tov Topadvpov 610 0Toio
TPOYUATOTOLEITOL KAOE (OPA O VTOAOYIGUOC, eMAEyeTAL ad TOV YPNOTH. Xe kdbe Prua
(mapdaBvpo), mpocdopiletor 1 GLYKEVIPOON & TOL OVTIGTOLOL POSIOVOLKASIOL. XTO
Zyua 4.2 eaivovrotl to 10 mpdtuma pacpaTo Tov XPNCILOTOMONKAY GTOVG VITOAOYICUOVGS
Kot TEPLOUPAVOVY PAGLOTA TNYOV QLUGIKMY POSIOVOVKAMSIOV Kol GUYKEKPILEVO TO, 214pj,
214pp 234py 225Ra kon *’Rn GEPAG TOV 238, ta 2TI1, 28 Ac, #2Bi kat 22Pb ™G GEPAS TOL
22Th xat 10 “K. Zto S0 OYNUO OTTOTVTTAOVOVTIOL Kol TO evepyelokd moapdbupa mov

EMAEYOVTOL Y10l VAL YIVEL 1] TPOGAUPLOYY| xz Kot TV ektéheon tov makétov MINUIT.

2nd 1t minimization
1000000 ydr

100000
@
=

S 10000
S

1000

100

I ¥ T .
400 600

Channels

1 1
800 1000
Yyuo 4.2: Arewkovion tov 10 Beopntikdv eacudtov (1 Bg/L) mov ypnopomomdnkay
omv teyvikn FSA kol tov evepyslok®v mopabbpwv oto omoio TPoyUaTOTolEiTol 1|
glaylotomoinon tv Seopdv HeTAEh TOv Be@PNTIKOD KOl TOV TEWPAUATIKOD PAGLOTOG

. , L2
UEG® TOV GTATICTIKOV KPLINPiov x°.

Yty mpotewvopevn pebodoroyio, n dwdikacio erayiotomoinong Eekivd and TG KOPLPEG
VYNNG EVEPYELNG TOL PACLOTOG KOl OAOKANPOVETOL OTOV KOl 1) TEAELTAIO KOPLPT] TOV
BepnTiKoL PAGHOTOC (ONAOON, N oYU HE TN YOUUNAOTEPT] EVEPYELN) TPOGOPUOGTEL GTO
TEPALATIKO OEGOUEVAL.

Y10 Zynua 4.3¢ mapovstdleTor n EPAPUOYN TG TEXVIKNG, PriLa mpog Prina, ot emieypéva
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evepyeloka mopabvpa yio éva tumikd @dcpo oto Boidcooto mepifdiriov. To onueio
exkkivnong g owdikaciog (dnAadn To TPOTO evepyelakd mapdbvpo) Ppioketar otV
TEPLOYN TOL PAGLOTOC VYNADY EVEPYELDV Kot EMAEYETAL VO, €IVOL TO SUCTNUO LETAED TV
00 TPOTOV KOPLE®V OV eUPAVIfOVTAL GTNV VYNAN EVEPYELNKT] TEPLOYN TOV QPAGLOTOG

(amd 1o kavél epinov 650 og 990).

Channcls

El - ; ; ‘ P D)
-]
=
] z
.= =
i 3
S
} E v : v r v
0 0 1000 1500 2000 2500 3000
Encrgy (keV)
w—— FSA
100000 - — D,
10000 4
2 z
- g
8 8
~ ~
1000 4
L T T T
200 400 600 800 1000
T - . T -
o FSA
100000 - — P,
g 10000 3, 10000 4 J
£ 2
E :
v o
1000 E 1000 4
T T T T - . - i . :
200 400 600 800 1000 200 480 o8 500 1060
Channcls Channels

Yyuo 4.3: Anewkovnon a) evog TUTIKOV TEWPAUATIKOD Gdopatog (eXp), b) tov tpdturmv
(QOGLATOV TOV YPTCLOTO0VVTOL GTHV TEYXVIKT] FSA Kot C) TG 6TadKNG TPOSAPIOYNG GE
rpata (evepyswokd mapdbupa) tov Bewpntikod EAGHATOS (YPOUUIKOG GUVOLACUOS TV

TPOTLTLOV PAUCUATMV) GTO AVTICTOLYO TEWPAUATIKO HES® Tov TakéTov MINUIT.

H 6\n dwdwacio elvar ypinyopn kot 1 cOykhon emrvyydvetor péca o Alyo Aemtd,
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avaloyo pe tov apiud Ttov mopopétpov o kot tov  mapaddpov  (Pnudtov)
ehaylotomoinong. Ot Tiég TG GVYKEVTP®ONG KABE padlovouKAdion TUTAOVOVTOL CVTOLOTO
omv 006vn oe kdBe Prpo. To teElkd amotélecpa g ddikaciog eivor to Bewpntid
eaopo mov amoptiletor amd TV ABpolon TV TPOTLIWV PAGUATOV UE TIS PEATIOTEC
OLYKEVIPAOOELS PASIOVOVKASI®OV OT®G avTég mposkvyay UEGa omd Tn Odkacio. Tov
TEPLYPAPNKE.

H pebBodoroyio FSA epapupdotnke yio v aviivon eacpatov oto Balacotvd vepd ta
omoia mapOnkav movtilovrog to cvotnuo KATEPINA c¢ tpeig S1opopetikés meployés e
Mecoyeiov, cuykekpyéva oto Apdvt Bactukod otnv Kompo (site 1), oto Apdve tng
Iepiooov ot XaAkidwkn (Site 2) kot Xtovma Meoonviag otny Ilehomdvvnoo (site 3). H
TEPLOYN NG Xtovmag, otn votwoduTikn [lehondvvnco yapaxtnpiletor amd TV mopovcio
nolapiBuwv vrobaidooiwv mnyov avapivong yivkov vepov (Submarine Groundwater
Discharges, SGD). Xg avti tn UETpNom TO AVIXVELTIKO GVOTNUO HTav Tomobetnuévo o€
Kovivn amootacn omd poe tétow myn. H pebodoroyia mov cvlnmbnke mopamdvo
EQUPUOOTNKE GE OAEC TIC TEPUTTMOELG.

Y10 Zynuo 4.4 otvetow 1 ovykplon petabd Bewpnrtikod (FSA) kol mepopotikov
eaopatog (exp) vy v mepoyn perétng site 1. Xto Zynua 4.5 mapovoidlovrarl ta
avTioToo. OmoTEAECHATA Yol TV TEPLoYN ueAétng Site 2. Onwg gaivetoar 1 cvuovia
HETOED TOV OEmPNTIKOV Kol TOV TEWPAUATIKOV OEG0UEVOV EIVOL IKOVOTOMTIKY GE OAO TO
€0POG EVEPYEIDV TOV PAGUATOC, OTIS OVO TEPOYES HeAétng. Xtov [ivaxa 4.1 cvykpivovrtol
To. OEPNTIKA OMOTEAEGLOTO TMV GLUYKEVIPMOENDY TOV POOIOVOLKMOIIOV TOV Tpoékuyay
amd TNV TPOGOPUOYT] TOL OBepnTikoD @ACUATOC GTO TEPOUOTIKA OEOOUEVA, HE TIC
OVTIOTOYEG CLYKEVIPMGELS TOV TPOEKLYOV OO TNV OVAALGT TOV PAGUAT®V UE PO TOL
roywopkov SPECTRW  (Kalf 16), otig 0o avtég meployés MeAétng. Xe OAeg Tig
TEPIMTAOGELG 01 amokAMoels Ppédnkav wkpotepeg and 10%.

H {610 pebodoroyio epopudotnKe Kot 6TV meploy] HeAEG Site 3, o6& GLVILOGHO UE po
emmAéov ektédeon g teYviKNG FSA, vmobétoviog otnv mepimtwon oavt Vmapén
padievepyoy 1coppomiog petaEh TV padtovoukAdimv g dwg oepdg. Ta v
ovykekpipévn extéheon ™ FSA pebodoroyiag, ypnowomomdnkav pdévo tpio mpdTLTQ
(AGLOTO, GUYKEKPLUEVO TOV K kon &0 aKOUN QAGUOTO TOV GEPDOV TOL 28 kon *2Th
cvpmepapfivovtag 6ha to otoveio ke oepdg (Z1Bi, 2Pb, *Pa, “°Ra xar %’Rn kat
208T) 2Bc, 212Bj a1 22Pb), vmoBETovVToC {58C GLYKEVIPMOOELS Y100 OAL ToL GTOLE D TNG 1B10C

oelpdg (vdBeon padievepyoL 1G0PPOTIOG).
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ynua 4.4 Zoykpion petald Bewpntikod (FSA) kot mepapatikod eaoportog (EXp) yio tnv
neployn neréng site 1 (Awdvi Baothkot, Kompog).
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Yynua 4.5 Xoykpion peta&d Bewpntikod (FSA) kot mepapaticon (EXP) @ACUATOC Yio TV
neployn perétng site 2 (Ieptoodg XoAKidKng).
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Mivoxog 4.1: XOykpon petoald mepopatikdv  (in situ) ko Oeopntikdv  (FSA)

AMOTEAEGLATMV GLYKEVTPMOGE®MV padtovoukAdimv (Bg/L) otig dvo meproyés (Site 1, 2).

sites 1 2
Nuclides In situ FSA % In situ FSA %
(Bg/L) (Bg/L) (Bg/L) | (Bg/L)
K 18.10 (6%) | 16.80 8 15.06 (8%) | 13.85 9
214Bj 0.26 (21%) | 0.24 8 0.34 (19%) | 0.31 10

>10 EyMua 4.6 divetar  GOYKPION TOV OCUATOV (BempNTIKN, TEPAUATIKY]), Y10 TIS dVO
dwpopetikéc exktedécel; e FSA pebodoroyiag, Onmc e@apudoTnKe vIOOETOVTOC
padievepyd ooppomia petald tov padovovkhdiov g doc oepdc (1% run), kar om
denTEPT EKTELEOT (an runj émov axolovdnOnke n pebodoroyio Tov EPAPUOGTNKE GTIS dVO
dAAeg meproyéc perémnge. Xrov Ilivaxka 4.2 cvykpivovion to avticTolo OmOTEAECUOTO TOV
OLYKEVIPAOOEDV TOV PAdIOVOLKMSIOV Tov Tpoékvyay omd Tig 600 extedéoelg g FSA
pebodoroyiag petalld Toug, aAAE KOl PE TO AVTIGTOLYO OMOTEAEGLOTO TOV TPOEKLYAV Ot
™V avdivon tov eacpdtov pe ypnorn tov Aoywouikov SPECTRW (Kalf 16). Xmnv npo
extéleon (Vmapén padievepyovs 1coppomiog) ™ FSA teyvikng, m mpocoppoynq o©to
TEPOUOTIKO QAGHA OEV EIVOL TKOVOTOMTIKY], EPOGOV TOPOTNPOVVTOL CUAVTIKEG O0POPES
0€ OLAPOPEC EVEPYEINKES TEPLOYEG TOV QAGLATOG. ALTO MTOV OVOUEVOUEVO, KaBMG glvarl
YVOOoTd OTL 1| VTOOEGT PASIEVEPYOVS 1COPPOTIOS GUYVA OEV IKOVOTOLEITOL GE OLVOUIKA
ocvotnuota kKot wwitepo 0to0 Boddooto mepPaiiov. Ot dpopés petal TV 60
QOCUATOV 0QEIAOVTOL KUPIMG GTNV LIEPEKTIUNGT TNG GLYKEVIPOONG TOV 234pa (Kopvon
YOp® omd kavéiia 260-328) kot tov 28T evid TAVTOYPOVO TOPOATNPELTAL VTOEKTIUNGN TNG
GLYKEVTPWOGNG TOV 219Bi. Ta BepNTIKA OMOTEAEGUO TOV GLYKEVIPAOGEWDV TOPOVGIALOVY
HeYOAES amoKAIGES, amd o avTIGTOLKM OEOOUEVE TTOV TPOEKLYAV OO TNV OTAN AvAALOT
TOV PAGLOTOC, EWIKE GTNV TEPITTMOT TOV R (AN AOETIKAAVTTTOLEVES PMOTOKOPVPES TV
padovovikhdiov *Bi, 2Pa, “®Ac, “°K), 6nwc eaivetar otov Hivaka 4.2 (1% run). Ot tuég
TOV GLYKEVIPMOE®MV oTNV 0g0TePN ektéheon (vmdbeon un a priori vmoapéng 1oppomiog)
Bpébniov ce mOAD KOAY CLUEOVIC LE TO TEWPAUATIKO dedoUEVA Y. OAOL TOL AVIXVEVOLEVOL

padlovovkAida, dmwg eaivetar and tig TS tov Ilivaka 4.2.
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Yynuo 4.6: Zoykpion peta&d Oempntikod (FSA) kot mepapatikod (EXP) @ACUOTOS Yo TNV
nepoyn ueiétng site3 (Etovma Meoonviag), vrofétovtag padievepyd tcoppomion peta&d
TOV  podlovoukMdiov g dwg ogpdg () kot ypnoomoidvtag to 10 Bewmpntikd

ave&aptnto paopata (b).
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Mivoxog 4.2: Xoykpion Oeopntikov (FSA) amotelecpdtOV TOV  GLYKEVIPOGE®DV
padtovovkMdiov (Bg/L), yua v meployn pnekéng site 3 (Xtovma Meoonviag), vrobétmvtag
apyIKd. padievepyd 16oppomio. LETaED Tav padtovoukidiny g idtag oepdg (1% run), kot

ypnotpomowdvTac ta 10 mpdtuma eaopata (2™ run).

1% run 2" run
Radionuclides In situ FSA % FSA %
(Bg/L) (Bg/L) (Bg/L)
K 6.40 (6%) 10.38 62 7.02 10
21%pp 3.27 (9%) 3.35 2 3.39 4
21Bj 4.20 (5%) 3.35 20 4.30 2
2087 0.30 (13%) 0.35 18 0.32 7
“8Ac 1.05 (10%) 1.06 1 1.20 14

H otatiotikn oafefoatdotro tumkdv petpricemv oto Bodacowvd vepd KupoiveTon
ovvnBwg and 6% £mg 20%, avdioya e ta enineda padievépyelag oty vd HEAETN TEPLOYN,
TOV XpOVO ANYNG dedoUEVOV Kol TNV omdO0GT TOV OVIYVELTIKOV GULOTNUOTOC GE KAOe
evépyela axtivov-y. Ocov agopd Tic mpocopoiwoelc MC n ototiotiky] afefaidtnta
KpotOnke K4t and 5% oTig evepyelakéc mePLoyEg YOP® amd TIC PMTOKOPLYES GE OAES TIG
exteAéoelg TOL KDOKa. 'ETol 1 ouvolikn| otatiotikn afefatdotnra Si€netal Kupiog amd
OTOTICTIKN] T®V YEYOVOT®V MOV  KOTAYPAPOVTOL OTNV TEWPOUOTIK pétpnon. H
eEA10TOTOINGCN NG CLOTNUOTIKNG OofePoOTNTOG TOV EIGEPYETOL GTOVS VLTOAOYIGUOVE
EYKETOL 0T AEMTOUEPT KOl a&IOMOTN TEPLYPAPT TNG TEPAUATIKNG HETPNONG KOOMS Ko
OTN OMGCTH TEPLYPOPN NG eveEPYEWKNG PabLovOuncnsg Tov GLGTHWOTOS GTO HOVTEAO
npocopoinonc. H agomortia tov arotehecpudtov eaptdtat o peydlo Pobud tov apbud
TOV YPNOULOTOOVUEVOV TOPAUETPOV Kol TV mapabddpwv glaylotomoinong. H ypnon
TOAADV TOPOUETPOV 0 KOl ETAPKOV TopadOpwv, 68 KOTAAANAN ETAEYUEVEG TTEPIOYEG TOV
(AGUOTOC, LE TN XPNON TOV OTOLMV 1] TPOGAPLUOYN TOV TPOTLTMOV PAGUATOV ETTVYYAVETAL
oe Pnuota, otabepomoldvioag o kbbe Prpo, TIC PEATIOTEG TIWES CLYKEVIPOOE®MV TMOV
avtiotoryywv padovoukAdiov, avéavouv v  oaflomotic tov  Oswpntikov  (FSA)

OTOTELEGLATMV.
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5. Metrpniosig oto ilnpa pe to cvotnuo KATEPINA

5.1 [leprypopn mepapatikng owdtaéng kot pebodoroyiog yio in Situ petpnoelg oe
moOpéves BoAGoOV XPNGIHOTOIOVTAS TO oviyveLTIKO cvotnuo KATEPINA

H tomoBétnon 1ov ocvomuotog evtog tov Wnuotog oe Pdbog tétoro, dote TO
vrepkeipevo  inuo va  omoppo@d  TANPMOC TG OKTIVEC-Y TOL  EKTEUTOVIOL  OTd
pad10VOVKAIdIL 6TO vePD, Ba NTav M Wavikn yeouetpio pétpnong otov mubuéva. Me tov
TPOTO aVTO 10 cvotnuo Bo peTpovce eviog Tov 1KUATOG YEYOVOTO OV Ba TPOoEpyovTan
OTOKAEIGTIKA OO TNV amodIEYEPCT POOIOVOVKASImV 7Tov Ppickoviol 6Tov OYKO TOV
nuatog, otn Péitiotn yewpetrpia pérpnong, omd mAgvpd avénong Tng OTATIGTIKNG.
Qoto6c0, o TETOW YEOUETPior omoutel TOAOTAOKEG TEXVIKA Ol00IKAGIEG Kol €101KO
TPOGMOTIKO YL TNV TOVTIOT KOl TNV TOToHETNGN TOV GLGTNUATOS KAT® OO TNV EMPAVELL
tov mhuéva. Emumpoobeta, T YEOUOPPOAOYIKE yapoKTNploTikd mubuévav (okinpod
vrdéoTpopa) o KabioTovcay o TETo10 TPOSTADED OKOLO TTO TOAVTAOKT KOl O 0oV pY].
[Na tov Adyo avtd emdéyBnke N KaTakOPLPN TOTOOETNON TOV GLOTHUATOG LE TETO0 TPOTO
(MOTE TO OVIYVEVTIKO GUGTNLO VO, AKOLUTTA 6TO inua ympig va e1oympet € ot (Yempetpio
enapng). H otabepomoinon tov aviyvevty ot 0éom avt kot 1 akpiPng andotacn tov and
TOV TUOUEVO EMITLUYYOAVETOL YPNOUOTOIOVTOS KATOAANAO mAaiclo otipiEng ot1o omoio
TPOoGapUOLETAL Ko TO GOGTNUO TOPOYNG TACTG TOV OVIYVEVLTIKOV cuotiuatos. H vioBétnon
LG TETOW0G YEOUETPIOG Oev amoutel TOADTAOKEG TEYVIKEG TOVTIONG GTOGO, TO GUOTNO
KOTA TN OLAPKEWL TNG UETPNONG AVIYVEVEL OKTIVEG-Y TPOEPYOUEVES OO Eva OYKO 10 LOTOG
VO L0 NHGPALPIKT] YEOUETPIOL 0ALG KOt OKTIVEG-Y TPOEPYOUEVES OO TO VITEPKEILEVO VEPD
og po e&icov Nuoeapiky yeopetpio (Zynpa 5.1a).

Eivor Aowmdv avayxaio n €0peon TV yeYOVOT®V TOL TPOEPYOVTAL OO PUIOVOVKAISIOL
07O VEPO, LLE GKOTO TNV apaipecn Toug and ) pérpnon oto inua. Avtod Tpoypatomoteiton
Aoppdavovtog emmAiéov éva @dopa kot oto vepd (Zynua 5.1b). Tw ™ pétpnon oto
VIEPKEIEVO vEPO TO choTNUa TomobeTeitan og peydAn andotoon amd tov mubuéva (~ 1.5
m). Zmmv emleypévn yeopetpio. £T61 1| GLAAOYT YEYOVOT@V YIVETOL OMOKAEIGTIKG omd
padlovovkAida Tov Bpickovtal 6T GTHAN vEPOD o€ €vav YKo vepol mov ePPAALEL TOV

OVL(VELTY] LTO L0 GOUPIKT YEOUETPIOL.
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Yymua 5.1: dotoypagieg and Tig movticelg tov cvotuatog KATEPINA yw petproeig 6to

Boldooto ilnua (a) kot oto Bokacowvo vepo (b).

KaBwmg, 0o ocuvolkog palikdg ocvuvieheotg e£acBEvNoNG Lot 0TO OVO VAIKA (VEPO Kol
inua) dwpEpet, 1 AmOCTOCT TOL [0 oKTiva-y OlvhEl 6 KABe éva LAIKO HEYPL va
aroppoenBel TANP®C (refr) 0ALALEL. Q¢ amotédeoua o1 OYKOl vepoL Kot 1AUATOS amd TOVG
0mo{0Vg GULAAEYOVTOL OKTIVEG-Y amd TO CUOTNUO JPEPOLY AOY® T®V OLOPOPETIKMV
YAPOKTNPIGTIKOV TV dV0 VAKOV. Ta opaktnpioTikd autd a@opodv 6TV TukvOTNTO Kot
01N GVGTOCT TOL VEPOL Kol Tov Wnpatos. H oynuatikn avamapdotaon tng TEPAPOTIKNG

dTaENG TV dV0 LETPNGE®V 6TO vePO Kot 6To inua divovtorl oto Zyfua 5.2.

seawater seawater

Nal (TI) crystal

Nal (T1) crystal s

Zyqua 5.2 AvamapdoTtoct) TG TEWPOUATIKNG d1dTaéng TV d00 HETPNoE®V 6To veEPD (de€1d)

kot 6710 inua (apiotepd).

-32-



5.2 Melém svausOnoiog g amdooong tov cvotiuatog KATEPINA vy petprioelg o

moOuéveg Baraoconv péom Monte Carlo npocopoimong

H omddoon &vOG GLOTAHOTOS (QUGHOTOCKOTIOG OKTivov-y eEaptdtol o) omd tnv
EVEPYELDL TOV EKTEUTOUEVOV OKTIVOV ) amd TG PLOIKES 1O10TNTEC TOGO TOV VAIK®V TOL
araptilovv To aviyveuTikd cvoTNUo OGO Kol TS TNYNG (TEPITTMOOT TNYDV UE TEMEPUGUEVES
dlotdoelg) kot y) and 1t oteped yovia pétpnonc. To mpdPAnua mov dnpovpyesiton Aoutdv
otV avantuén KatdAAnAng pebodoroyiog yi v gbpeon g amddoong (Pabuovounon)
evog in situ aviyvevtikod cvoTUATOG, €ival 0Tl 1| TocoTNTA OV, e€optdton amd To.
YOPOKTNPIOTIKA TOL WHOTOG, TO Omoiot Tapovoldlovy HEYOAN TOWKIAOHOPPIo Kot
dlakvpdvoelg akoun Kot otny idw mepoyn. o tov Adyo avtd, Tpv TV €QAPUOYN NG
uebodoroyiag mov avantvydnke oto TAaictlo TG Tapovoag dtaTpPrg yo in Situ TOGOTIKEG
petpnoelg o€ mobuéveg Bolacomv, TPUYHOTOTOMONKE O EKTETANEVT] KOL GUGTNHOTIKT
HEAETN TOV TOPOYOVIWOV TOL EVOEYXETAL VO EXNPEALOVY TNV ATOS0GT TOL GUGTIUATOS Kot
npocolopiotnke o Pabudg g emidpaong kabevog amd avtovg. Ot mopdyovieg mov
HEAETNONKOV APOPOVV O) GTA PUOIKA YOPOUKTNPIOTIKE TV InHdToVv Kot B) o aAlayEc o
veouetpia pérpnong (oteped yovia). H perétn ovt Paciomke omoxAelotikd o€
npocopowvosl; Monte Carlo ypnowomowdvtag tov kddika MCNP5 copgove pe
pebodoroyia TOV TOPOVGIACTNKE GTNV EVOTNTO 3. ZVYKEKPIUEVA LEAETHONKOV:

A) H enidpaon oty amdd001 T0L GUGTHLATOS G OAAAYEG TNG CVLGTOCNC TV KLPI®V
otoyeiov and Ta omoio amoteleiton to Wnpa.

B) H eridopaon oty andd00m TOV GUGTHUATOG GE AAAAYEG TG TLKVOTNTAS (VYPY]) GTO
iCnpa.

I') H enidpaon otnv amd3001 TOV GUGTHLOTOS GE AALNYEG TNG TEPIEKTIKOTNTOS GE VEPD
(mocdotmon vepoh W/W) oto Bardooto inua.

A) H enidpoaon oty amddoon Tov GueTHUATOG 68 oAlayEG TG andotaong (0-6.5 cm)
petald g emoedvewg tov mobuéva Kot g Béong Tov mapabvpov TOL AVIXVELT
(amoxAicels and T yeopeTpio ETAPNG).

E) H enidpoaon ommv amdO0cN TOV GLUGTHUATOG GTNV MEPINTMON KEKAUEVOL PuBoh
(amoxAicelg and v kdbetn tomoBEnon tov cvoTHHATOS) AapPdvovtag VoY KAIGN TOL
TOUEVOL TTOV AVTIGTOLYEL 8 YwVieg petal&d Tov d00 empaveldv £mg kot 5°.

Ot mpocopodoelg mpaypotomombnkay yoo éva peyddo €bpog evepysidv (238-2614
keV) koi tudv yio kdbe mapdpetpo, 6to omoio mephapPavovtol ot mOAVES TIES OV

cuvavtdvtal 6to Bardocto mepiPaiiov. H emmdéov mapdpetpog mov petofaireton oe kbbe
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EKTEAEDT] TOV KAOJIKO €tvar 1 gvepydg aktiva TG YNNG, kabmg n Ty avtng eoptdton amd
10 YPOUUIKO cLvTEAESTY] e€acBEVIIONG Kol ETOUEVAG AO TNV EVEPYELD TNG EKTEUTOUEVNG
OKTIVOG-Y KOl TOL PUGIKA YOPAKTNPIoTIKE TOV 1{AHaTog (cvotact, Tukvotnta). Ta poviéda
TPOGOUOIMONG TOV YPNCIULOTOMONKAY GTNV EKTIUNGN TNG ATOS0CTG TOV OVIYVELTN G KAOE
nepintoon napovotdloviar oto Zynua 5.3. Xtov Ilivaxka 5.1 cuykevrpovoviot ta dedopéva
MG oVoTAoNS KOPLWV GTOYEI®V TOV WUATOG TOL YPNCLOTOWONKAY Yoo TNV TTEPTYPOOT
™G myNS WNpHotog oto poviého mpocopoimong. To cvykevipotikd amoteléopoto TV
TPOCOUOIMGE®V Tapovatalovion ota Tynpato 5.4-5.7 kot 5.9-5.10 kabo¢ kot otov [Mivaka
5.2. Ta amotehéspata TG HEAETNG €015V OTL O1 OVO TAPAUETPOL TTOV OALALOVY OPACTIKA
TIG TIEG TG amOS0CTG TOV AVIYVEVTIKOD GUOTHHOTOG GE OAO TO €DPOG EVEPYELDV, Eivar M
avénon g oamootaong petasL  mubuéva kot mwapabfOpov  TOv  avivevuT, OTOL
wapatnpnOnke peimon g amddoong péEYpPL kot €vog mapdyovia 3 kot 1 aAlayég otV
TUKVOTNTO TOL W NUOTOG 01 OTOIEG EMPEPOLY OALAYT) TNV AOO0GT TOV 1COOVVAEL LLE TO
10000TO peTaPoAng g mukvotntoc. H avénon g xiiong tov mubuéva emeépet peiowon
™G amddoong €m¢ kol 10%, evd avénorn ¢ mocdoT®Mong VEPOL TOL WKHUATOG EMPEPEL
peimon g amddoong pikpdtepn amd 8%. H ailoyn ot cdotacn tov 1Gfpatog gaivetal va
emnpedlel mo éviova TV amdd0on TOL CLGTNUATOS OTIG XOUNAES evépyeles (w¢ 300 keV).
H aMhayéc oty mopdpetpo avt) oivovtol Vo ETQEPOVY ATOKAGES 6TV 0mdd00T TOV
aviyveutn mov kvpaivovron petad 5 kot 30% otic younAég evépyeteg, eva dev Eemepvoiv

10 10% oo evepyeraxd evpog 500 — 1000 keV.
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semwater

Zymua 5.3: AvomapdoTtaoT) TOV LOVTEA®MY TPOCOUOIMOoNG Yo TV EVPECT TG AmdOO0CNG TOV
aviyveutikov cvothuatog KATEPINA ywo petprioeic oto ilnpa oTig mepummtdcels 6mov 1o
ocvotnpa tomobeteiton oe yempetpio emaeng (mhveo) Kor oe omdOcTacn 2 CM omd TOVv
moBuéva g BdAacoag (KATm) YPNOLOTOLDVTAS Y10 TV TEPLYPUPH THG TNYNGS (8) KdAovpo

kovo kat (b) v akpiPn yeopetpia.

IMivakag 5.1: Xvotaon nudtov (kdplo otoryeion kol mTOGOGTOON VEPOD W.C.) TOL
YPNOWOTOMONKE TN PEAETN EMOPACTG TOV YOPUKTNPLOTIKMY TOV 1HUATOG STV amdO0oN
0V cvotniuatog KATEPINA.

Major elements (wt. %) w.c. (%)

A|7_03 SlOz P,Os K,O CaO TIOZ Fe,O3 Na,O MgO SO, MnO H,O

sed 1 26 553 0.1 0.6 8.5 0.3 8.4 1.2 2.6 51 0.5 15.0
sed 2 85 145 0.1 24 340 03 17.0 1.2 2.6 4.0 0.5 15.0
sed 3 85 85 0.1 2.6 264 08 315 1.2 2.6 1.7 1.2 15.0

sed 4 65 432 004 03 139 05 9.4 0.8 6.7 3.5 0.1 15.0
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Yymua 5.4 Amotehécpato TPOCOUOImoNg NG OmdO00oNG TOV OVIXVELTIKOD GUGTNIATOG
KATEPINA (e, (L)) ovvaptioer g evépyewag, AauPavoviog vmoyn OlopopeTikeg

TOGOOTOOELS VEPOD ToL 1Ratoc, cvykekpuévo 0.1, 0.25 kot 0.5 wiw.
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Zyue 5.5 Amotedéopato TPOGOUOI®MoNS NG amdd0CNG TOV OVIXVELTIKOD GUGTNHOTOS
KATEPINA (g, (L)) ocuvaptioet TG evépyetag, AapuPavovtog voyn d0o SopopeTIKEG TIUEG
VYpNG mukvoTNTOaG Tov 1patog (d), cvykekpyéva d=1.4 g/cc ko d=1.9 gl/cc, 6tav 10

ocvotnpa torobeteital 2 M amd Tov Tubuéva ™ BIAACTOG.
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Yymua 5.6 Amotedécpato TPOCOHOImMOoNG NG OmdO00NG TOV OVIXVELTIKOD GULGTNIATOG

KATEPINA (gy (L)) cvvaptioetl TG eVEPYELNS, Y10, SOPOPETIKES TILEC VYPNG TLKVOTNTOG

tov lnuarog (d), oto didotnua 1.1 - 2.4 g/cc, og yewpeTpio emagng.

T 1 T 1 v T L)
m 05cm
0.048 - § § e 25cm | A
§ A 45cm
v 6.5cm
0.040 - ) .
e
5 .
< oo *¢ . i -
o ®
0.024 ¢ ¢
0241 zz 4 : i
Sl A
v ¥ : )
00164 Y Y E ¥ \
v w v
0.008 - B
0.000 T T T T T
0 500 1000 1500 2000 2500 3000
Energy (keV)

e 5.7 AToteAécHOTO TPOGOUOI®MONS TNG amOd0CTG TOV OVIXVELTIKOV GUGTNHHOTOS

KATEPINA (ey (L)) cvuvaptioetl g evéPyelng, Yo SIUPOPETIKEG OMOOTAGELS LETOED TOV

GLGTNLOTOG KoL TNG EMPAVELNS TOL TuBuéva, cuykekpuéva 0.5 cm, 2.5 cm, 4.5 cm kot 6.5

CM AV amd TNV EMPAVELL TOV TVOUEVAL.
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Yyuo 5.8: Avamapdotoon e YPOUUIKNG e£ApTNoNG TS VYPNS TUKVOTNTOS TOL WKNHOTOG
(pw) amd 10 mMOpdIeg (POrosity) avtol Yo SPOPETIKEG GLVNOES TIHEG TLKVOTNTAS Py

Wnudrov ( pg=1.7 -3.16 g/cc).

1 T T T T T T T T T T T
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Zyue 5.90 AnoteAéopata TPOGOUOIMoNS NG amOO0CNS TOV OVIXVELTIKOD GUGTHUOTOG
KATEPINA (ey (L)) ocuvoptioel TG EVEPYELNS, Y10 OLOPOPETIKG YOPOKTNPIOTIKA 1CALOTOC
(vypng mukvoTTOS TOL 1 HaTOS (p) Kot TocOGTOONS vEPoL (W.C.), Aappdvovtag vToymn to

dedopéva Tov oyNpaTog 5.8, og yempetpio ETOENC.
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Yyuo 5.10: AmoteAéopata TPOGOUOIMONG TG AmOJ0CTG TOL OVIYVELTIKOD GUGTNHOTOC

KATEPINA (&y (L)) cvuvaptioetl TG evEPYELNS, GE MEPIMTOOELS VIAPENG OmoKAIcE®V (€

yovieg 0°, 2 ° kot 5 °) and Vv ka0t ToM0OETNOT TOV GLOTAUNTOS GTNV EMIPAVELL TOV

mouéva dtav avtdg Tomobeteiton oe YEOUETPIO ETOPTG.

Mivaxkoag 5.2: Osopntikd oamoteAécpato g omddoong tov cvotiuatog KATEPINA
CUVOPTNOEL TNG EVEPYELNG, YIOL EVOL LEYAAO EVPOC OAPOPETIKDOV YOPUKTNPLOTIKAOV WNUAT®V
TOL OTAVTMOVTOL 6TO OOAAGG10 TEPIPAALOV.

Energy MC detection efficiency
(keV) ev (L)
p=1lglcc p=12g/cc p=1l4glcc p=16g/cc p=18glcc p=2.0g/cc p=24g/lcc p=2.6g/cc
w.c.=0.86 w.c.=0.63 w.c=053 w.c=0.38 w.c=032 w.c=026 wc=0.09 w.c=0.06
351 |0.0876 (3)| 0.0798 (3) |0.0694 (2)|0.0630 (2)(0.0587 (2)|0.0489 (2)|0.0426 (2)| 0.0405 (2)
600 |0.0750 (3)| 0.0698 (3) - 0.0542 (2) - 0.0415(2) - 0.0355 (2)
800 |0.0696 (3) - 0.0581(2)| 0.0511(2) [0.0454 (2)|0.0400 (2) |0.0339 (2) -
1120 |0.0690 (3)| 0.0659 (3) - 0.0469 (2)] 0.0277(2) - - -
969 - - - - - 0.0397 (2) - -
1460.8 - 0.0629 (3) [0.0485 (2)|0.0438 (2)|0.0397(2) - 0.0317 (2){ 0.0277 (2)
1765 ]0.0602 (3) - - 0.0422 (2) - - - 0.0279 (2)
2000 [0.0582 (3)| 0.0551 (3) - 0.0407 (2) - - - 0.0277 (2)
2614 - 0.0567 (3) |0.0474 (2)[0.0407 (2)|0.0388 (2){0.0338 (2) [0.0280 (2)| 0.0239 (2)
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5.3 Iepopatiky emPePainon TtV OBe@pNTK®OV VIOAOYICUOV NG OTOS0CNS TOL

ocvotuotog KATEPINA yo petprioeig e mubuéveg Bolaccov

>10 Iynuo 5.11 gaivovtol ot weployég HEAETNG KOl ONUEIDOVOVTOL T oNueio. OTOL
npoypoatoromOnkoy ot in Situ petprioelg oto inua. Tvykekpuévo mpoyuatomomonkoy
TovTicelg 6g 4 JPoPeTIKEG TEPLoYES, otny mapario. O&vyovov oto Aadpio (Site 1), otig
neployés leproodg (site 2) ko Ztpotmvi (Site 3) Xoikidwkng kot oto Costinesti tng
Povpaviag (site 4). e 0leg TG TEPOYES, EKTOC TG LETPNONG oTO Inuo. £yve Kot GLAAOYT
eaopatog oto Bolacovd vepd oto 1610 onpeio. Ot in situ petpioelg oto ilnuo ota
emieypéva  onpeio, mpaypotorombnkav movtilovtag 1o ovotnuo KATEPINA otov
mobuéva o€ SPOPETIKEG AMOGTACELS amd avToOV, &EeTAlOVIOoG LE TOV TPOTO LT
TEPOALATIKA TNV ETLOPACT NG AWENONG NG OMAGTACNG HETOED GLOTHLOTOS Kol TuOUEVaL
oV amdd001m T0V GuoTNHATOC. Ot 0mooTAGEIS TOV TNPNHONKaY NTav 2.5 ¢cm, 2.9 cm kot 6.0

cm ot Teployég Site 1, site 2, 3 kau site 4 avtictoryo.

Romania

Ploiesti
.

Bucharest

Bulgaria

.
Plovdiv
lnoeave

Thessaloniki
OE00AAOVIKN
Ve

Greece

Athens
ABiva

sitel

Chani.

Zyua 5.11: Xdaptng meploydv petpriicewv Baduovounong v 1o cvotnpo KATEPINA.

Yta oynuota 5.12 og 5.15 cuykevipdvovtal To pAcUATo OTMG LETPNONKOY 6TO vEPO Kot

oto inua ypnowonowwvtag o cvotnuo KATEPINA otig vd pehétn mepoyés.
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Syuo 5.12: Arewcovion @acudtov i HOTOC Kot VEPOV OTTMC HeTPNONKaY e TOo cHOTN A
KATEPINA xovovikomompéva otov id1o ypdvo (61517 sec), oty meployn perétng site 1

(rapario O&vyovov, Aavpio).
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Zyua 5.13: Anewcovion gacpdtov WKIOTOS Kot VEPOL TG HETPNONKAV e TO cVOTNUO
KATEPINA kavovikomomuéva otov i010 ypdvo (7200 sec), otmv meproyn peiéng site 2
(Ieproodg XaAkidkng).
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Yymua 5.14; Anewcdvion goacpatov 1K Hatog Kol vepold O0Twg LeTpndnkay pe 1o cvoTnuo
KATEPINA kavovikomomuéva otov id10 ypdvo (6587 sec), otnv meproyn peiéng site 3
(Zrpatdvi XoAKIOIKNG).
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Zyua 5.15: Amewcovion acpdtov WHOTOS Kot VEPOL OTTMC UETPNONKAV e TO CVGTN L
KATEPINA kavovikomompéva otov 1610 ypovo (57585sec), otnv meployn peréng site 4
(Costinesti, Povpavic).
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Extég amod Tig in Situ petpnoeic oto medio, cuAAEYONKav deiypata WNpatog 6€ Ol Ta
onueioc  YPNOWOTOIOVTOG KUTAAANAOLG  ‘Oetypotolnmreg  apmoyng’ (Sites 2, 4) 7
TUPMVOATTTES Y1o. TN cLAAOYY delypatog npatog and éva Pabog wg 60 cm péoa otov
mobuéva (sites 1,3). Xto delypoto avtd mpoyuatomomnkay UETPNOES PAGHOTOCKOTIOG
aKTivov-y oto gpyactplo o€ Pabuovounuévo aviyvevty) HPGe kot mpocdopiotnray to
YOPOKTNPIGTIKA TOL TVOUEVE GE KADE TEPLOYN LETPOVTOS GTO EPYNCTNPLO TN GVGTACT] GE
KOplo GTOLYElD, TNV LYPY] TLKVOTNTA KOl TNV TOGOGTMOOT VEPOD T®V detypdtov 1lnnatog. Ta
OTOTEAECUOTO TOV UETPNCEDV GuYKeVTpdvovTal otov Ilivaka 5.3 ko Ilivaxa 5.4 yio tov
TPOGOIOPIGHO TV YOPOKTNPIOTIKOV — TOL  WUOTOC  KOL  TOV  GLUYKEVIPMOGEMV
padtovovkMdiov avtiotoya. H derypotomoinon tov mupivov inatog €yve avd 2 ¢m kot
ava 1 cm otig meproyég site 1 ko site 3 avrtiotoya (Zynuae 5.16). Ta amoteléopota TV
LETPNOEDV PUGLOTOCKOTIOG AKTIVOV-Y GUYKEVTP®VOVTOL 6T Zynuata 5.17 kon 5.18. Ztov
VTOAOYIGUO TNG OmAO0GNG TOLV GUGTHLOTOG Yo, LETPNGELS 0TO Inua ypnoipomomdnkay ot
péoeg TWEG TV peTpnoev ovt®v. Opolog tor dedopéva TV YOPOKTNPIOTIKOV TOL
nuatog (cvoTaon KHPL®V GTOYXEIMV, LYPT TUKVOTNTO KO TOGOGTOGT VEPOV TOV W LLOTOG)
7oV gloNyONoav 610V Be®pPNTIKOVG VITOAOYIoHOVG, LEcw Monte Carlo mpocopoimong, yio
v BepnTik) extiunon g amddooNg TOV GLGTNUATOS OMOTEAOVV TIG UECES TIUEG TOV

VTOAOYIGTNKAY A0 TNV AVAALGT OA®V T®V dEIYIAT®V TOL TVLPN VO INHOTOG EEXMPLOTAL.

Mivaxkog 5.3: AmoteAéopato TOV  YOPOKTNPIOTIKOV TOV VIO peAétn  nuitov,
oLYKEKPIUEVO 1 oboTaon KOplov ototyeiov (Mmajor elements), n vypn/oteyvny mokvotnta
(pd, pw) Ko M TOGOGTMON VEPOD (W.C.), O™ awTd peTpidnkav oto gpyacthiplo, otig 4

neployég pehéng (sites 1-4).

Major elements (wt. %)

w.C. Pw Pd AlLO; S0, P,Os K, O CaO TiO, Fe,0; NaO MgO SO3
% g/cc glcc

site 1* | 0.26 | 1.88(4) | 1.57(4) | 3.49 28.34 01 069 1991 03 1455 112 1.96 11.34
site2 |0.21]22@3) |174(3) | 968 65.04 0.09 216 8.65 0.28 1.01 2.89 1.25 0.07
site 3* | 0.35| 1.71(5) | 1.26(3) | 10.78  48.31 0.16 293 9.96 035 1339  1.88 3.52 7.73
site4 | 0.6 | 1.78(6) | 1.12(3) | 1217  60.83 023 211 5.86 0.83 4.38 1.69 1.97 0.82

*Uéoeg TIWES oo TOV TVPHVA. IGIHLOTOS
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La

Yuo 5.16: Asgtypoatomoinon tov mupnvev WCNUOTOS OV cLAAEXONKOV OTIg
neployég site 1 (8e&idr) kau site 3 (apiotepd).

A . (Ba/kg)
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0 A 0 1 ] 0 L
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— @ ™ L]
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Syfua 5.17: Katavopr cvykévipoong padtovoukhdiov At (Ba/kg) yia to K (a) kot Tig
8o puowkés padievepyéc oepéc 28U (b) kar 22Th (c) cuvaptioet Tov Padoug (Depth) tov
mobuéva, Onwg peTprdnkoy oto gpyastiplo Aapupdvovtag mupniva 10patog oand 1o onueio
novTiong tov cvotnuatog KATEPINA oty neployn perétng site 1 (Andr_16a).
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Tyfua 5.18: Koatavopr cvykévipomong padovovkidiov At (Baskg) yo ta K, 2B, 28I,
kar *’Cs, cuvaptioet Tov Padouc (Depth) Tov TuOpEVa, OTmS HETPHONKOY GTO EPYOSTHPLO
Aappdvovtag moprva npatog and to onpeio movriong tov cvotnuotog KATEPINA oty

nepLoyn nerétng site 3.
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Mivoxog 5.4: Amotedéopoato  ovykévipoong padlovoukidiov Aer (Bg/kg), Omog
petpndnkav oto gpyactplo Aapupdvovtag detypata npatog omd 1o onueio mOVTIoNG TOV

ovotuatog KATEPINA, otig meproyéc perétng site 2 (Iepiocdc) ko site 4 (Costinesti).

Sites Site 2 | Site 4
Series
Energy At (Ba/kg) + % At (Ba/kg) + %
(keV)
28y 20pp = 46.5 - - 60 20
2lpj 1764.5 18 10 22 7
24pp 351.9 19 6 21 6
22Th  *%8Ac 911.2 15 9 39 8
2087 583.2 15 8 34 5
212pj 727.3 20 18 33 21
212pp 238.6 19 6 40 6
- 0K 1460.8 509 5 561 6
- 137cs 661.7 0.62 26 24 6

oviyvevtko obotnua (Ortec GEM-FX8530P4)

Ola T Topoamdve amoTteAEGHOTO ¥PNOOTOWONKAV Y10 TNV TEPOUOTIKT Pabuovounon tov
ovotiuatog KATEPINA otic vid pehétn mepoyés. Ta dvo Poaoikd peyédn (cps, Aver) mov
YPEWALOVTAL GTOVG VLIOAOYIGHOVS TNG GVIXVELTIKNG amddoons oto ilnuo mpoodiopictTnray
OO UETPNGELS GTO TTEDI0 KOl GTO EPYACTIPIO KO TEPIAAUPAVOLV :

A.) Tov vmoAoyiopd tov puOpov yeyovotwv (CPS) Onmg aviyvedovior oto. in Situ edopota
TOV HETPNoE®V 6T0 vEPO (CPSw) Ko oto ilnua (CPSs) o€ pio. CUYKEKPIEVT] KOPLET Kot
0PEIAOVTOL OTNV EKTOUTT OKTIVOV —y EVOG POOTOVOLKASIOV.

B.) Tnv gdpeon tov cuykevipdoemy TV padlovoukAdimv (Arf) oto dstypo (KnHotoc, mov
ocLMEyetat 610 onueio Pabpovounong tov in Situ GLGTAUATOG, Ol OTOlEC ATOTEAOVV TIUEG
avVaPOPAC.

O mepopatikdg TPocsdoPIGHOS TS amddooNg Tov aviyvevtikod cvotiuotos KATEPINA
YL TO YOPaKTNPIoTIKE Tov 1patog mov Ppédnkav ce kdbe vwod peAétn mepoyn Kot
veopetpio pétpnong mov emAéybnke oe kdbe onueio, mpaypoatomombnke péc® TOV

TOPOKATO CYEGEDV:

NetcpssE'i
| %4 IyE'l'Arefl ( )
Netcpsy; = Ncpss— (1 +cont.,; ) - (1/2 - Ncps,,) 4
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Omov:

&y : H aviyvevtun anddoomn oto idnpo oty evéPYelo TOV AVTIGTOLYEL 0TV VIO avAAVoT
KOPLO).

I, : H mBovotnta ekmounic TG oxtivos-y Tov padiovovkiidiov i 1o onoio cuppetéyel otov
CYNUOTIGUO TNG KOPLOPTC.

Ncpsg : Ta yeyovota (vepd kot inua) avd povada xpovov GTny Kopuern 6To GAGH. TOV
Nnotog, Tov 0OPEIAOVTAL ATOKAEIGTIKA GTNV EKTTOUTT OKTIVOV-Y 0O TNV 0mod1EyEPON TOV
POSIOVOLKASIOV .

Ncps,, : Ta yeyovota (vepd) avd povado ypoévov otnv kopven (1460) oto @dopa tov
vEPOV, OV OQPEIAOVTOL OTOKAEICTIKG GTNV EKTOUMN OKTIVOV-Y a0 TNV OmodOlEYEPOTN TOV
POSIOVOLKAMSIOV .

Aref3 H ovykévipoon poadiovovkidiov oe povadeg Bg/L, omwg mpoodiopictnke o610

gpyaoTtnPLo ota delypato IKNHOTOG .

Netcpsg : Ta xaBapd yeyovota (inua) avd povédo ypdvov otnv Kopver| 6To GAGRA TOV
Nnotog, Tov 0PEIAOVTAL ATOKAEIGTIKA OTNV EKTOUTT OKTIVOV-Y OO TNV 00d1EYEPIT TOV
Pad1ovovKASion | kot vroAoyilovtal pe THV KATAAANAN 0QOipeEcN NG GLVEICPOPAS TOV
@acpatoc vroPdbpov (acua 6to vepd).

cont.,;: EmnpooBeroc O6pog S ovvelwspopds tov @dcpatoc vmofdabpov Otav To
VIYVELTIKO cvoTNUO ToTtobeteiton oe amdotactn peyolvtepn tov 0 M ond tov Tbuéva

(cont.,,; =0 o€ yeopetpio emang).

H extipmon g amddoong tov aviyvevtikov cvotiuotog KATEPINA péow MC
TPOGOUOIMONG, YOl TO YOPUKTNPIOTIKA TOV WNpHatog mov Ppeénkav ce Kabe vd peré
TEPLOYN Kot TN yeOUETplo PETpnons mov emhéyOnke o Kabe onueio, mpaypotomomdnke
ypnowonowwvtog tov Kodotka MCNPS, cOoppova pe t pebodoroyio mov mapovoidotnke
otV evotnta 3.

Ta omoteAéopoto TOV TPOGoUOUDGE®MY Topovcstdlovtal ota oynuota 5.19 mg 5.22
OOV OMUEIOVOVTAL KOl Ol TEWPOUATIKEG TIHEG (EXP.) pe o aviioToya cediuata. Ommg
eaivetor oto oyfuato ovtd, ot Bewpnricoi vroroyispoi MC cvykAivouv pe to avtictoryo
TEWPAUATIKO ATOTEAEGLOTO EVTOS TOV 0PIV TOV GOOAUATOV, GE OAO TO EVPOG EVEPYEUDV.
To peydlo TEPAUATIKA COAALATO OPEIAOVTOL GTI YOUNAT GTOTIGTIKY] TOV UETPNCEDV GTO

EPYNOTNPLO.
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Syuo 5.19: Zdykpion mepopatiknig (exp.) - Osopntiknig (MC) KopmdANg aviyveLTIKNAG
amddoong (gy) tov cvotiuatog KATEPINA yia th pétpnon oto ilnuo otnv nepoyn Site 1
(meproym Aavpiov).
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Yynua 5.20: Xoykpion mepapatikng (exp.) - Oeopnrikng (MC) kapmdAng aviyvevTikng
am6ooong (&) Tov cvotnuatog KATEPINA ya ™ pétpnon oto ilnua oty meployn Site 2
(Teprocdg XoAKidKng).
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ynua 5.21: Edykpion mepopatikng (exp.) - Oeopnrikng (MC) kapmdAng aviyvevTiknig

amodoong (&) T0v ovotnuatoc KATEPINA ya ™ pétpnon oto ilnua otnv mepoyn Site 3

(Etpotdvi XoAKIOKAG).
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Yyuo 5.22: Xoykpon mepapotiking (exp.) - Beopnriknig (MC) kapumdAng aviyvevutikng
am6ooong (&y) Tov cvotnuatoc KATEPINA yo ™ pétpnon oto ilnpa oty meployn Site 4

(Costinesti, Povpavic).
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6. Xopmepdopoara - [poomtikég

H pebodoroyion Full Spectrum Analysis mov avoartoybnke ota mlaicio g Topovcog
dwatpPrg ko Paciletan oe mpocopowoel Monte Carlo ypnoponoudvtag tov KMk
MCNP-CP, a&lohoynOnke ypnolponomvtog TO60 TEWPAUNTIKG OCO Kol OovVTIoTOr(O
Oewpntikd dedopéva  ypnowomowwvtag tov MC  kddwa FLUKA. X ovvéysw
epopuoOoTNKE ©€ peTpPNoelg oto Oaldoclo meEPPAAAOV, TOPEXOVTOG UKOVOTOUTIKN
CLUP®VIO LE TO AVTICTOLYO TEIPOUOTIKO OMOTEAEGULOTA GE OAES TIC TEPUTTAOGELC.

O xoowag FLUKA amodeiynike moAdTyun evoAloktikny Abomn vy mepBariloviikég
EQOUPUOYEG, AOY® TMOV TAEOVEKTIKAOV TOVL YOPOKTINPIOTIK®V, TO omoia sivor (o) tnv
KAVOTNTOA VO EVOOUOTOVEL GTOVS VITOAOYIGHOVS povTives mov kabopiloviot amd 10 ¥pnoTn,
(B) 10 képdog tov YPOVOL, GTOV GYESCUO TOL HOoVTEAOL MC, ¥pNGILOTOIOVTOS TO PIAKO
pog To YpHotn Ypaekd mepiPdirov Flair, péom tov omoiov Ola Tor PrjpoTo TNG
npocopoiwong (poviého MC, AaOn ot yeopeTpia, €KTEAEON TOV KOOIKO) HITOPOVV VO
eleyyBovv amotedecpatikd, kot (y) 1 Owpedv O1G0ecr] TOL OV EMICTNUOVIKY] Kol
KOO LLATKT KOWVOTNTO.

Ta mheovektnuota g TeVIKNG FSA o ouyKkpion pe Tig cupPatiKé Texvikég mopovv
va a&lotomBovv e o tAnBopa epappoymv. H mpotewvdpevn pebodoroyio FSA Ha
dokluaotel mepATEP® o€ Ppoyumpodecuec Kol HoKpompOOECUES EPOPUOYES YO TOV
EVIOTMIOUO KOl TN YPOVIKN] HEAETN OLOLPOPETIKOV WKEAVOYPOUPIKMDY (QOIVOUEVOV TOV
napatnpovvIol oe duvautkd tepiPdiiovra (SGD, pockmarks, cold seeps, mud volcanoes,
faults).

Avapopikd pe i in Situ petprioeic otov mubuéva g Oadhaocog (Bardooto inua), 1
JdKaGio. TOGOTIKOD TPOGIOPIGHOD TOV PadovOLKAiov mpoimobétel T yvdon g
amOd00NG TOV GLGTHLATOC, N omoia €EUPTATUL OO TO YOUPAKTNPIOTIKAE TOL 1{AHatog (ov
pmopet va motkidovv o peydro Pabud axodun Kot otnyv 0o Teployn HEAETNG). 10 TAAIGL0
™G mapovoag SwTpPrng peremOnkav ot Poacikés mopapeTpor mov emnpedlovv TNV
aviyveuTikn amddoon tov cvotnuatoc KATEPINA. H peiétn Paciotke anokielotikd 6to
MC mpocopowwdoels, Aappdvovtag vroyn 115 QLOIKEG WOTNTEG TV WNUATOV (YNHK)
oLGTACT, VYPN  TUKVOTNTO, TEPLEKTIKOTNTO GE VEPO) KOl OLLPOPETIKES YEWUETPIES
HéTpnong.

H pebodoroyio mov avomtdydnke ywo in Situ petpnoelg otov mubuéva g Odlaccag pe

m xpnon tov ovotuotoc KATEPINA, emtpémer v aviyvevon moAAATAGDV
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POSIOVOVKAOIV KOl TOV  TOVTOYPOVO TPOGOIOPICUO TOV  GUYKEVIPOCE®Y  TOVG,
YPNOWOTOLDVTOG OAES TIC KOPLPEG TOL Qdopatog. EmumAéov, mopéyel pio oukovouKd
amodoTik Abom, eEodeipovtag T ypovoPopeg Sudikacieg  delypaTOANYiNG Kot
gpyaomnplokng avaivong. Toa amotedéopata ¢ dwrppng, kabiotodv dSvvarty v
vAomoinon In Situ petpioemv otov mubuéva ™ Odhacoag ce po PEYAAN TOKIAiaL
EQUPLOYADV.

Avalvtikdtepa, To Pooikd cvumepdopato ¢ OwTpiPng oxetikd pe tnv in Situ
QOCGLATOOKOTIO aKTiveVv-y o€ TuOpéveg Bohaccdv cuvoyiloviol TapakdTm:

* EmttevyOnke n Pabuovounon g aviyveutikng anddoong tov cvotipotog KATEPINA yw
petpnoelg oe Boddcow Wnuota. H perétn g emidpaong TV OSOKLVUAVGE®V T®V
YOPOKTNPICTIKOV TOL 1WUATOG OTNV  amOO00T] TOV GUOTHUOTOS OVESEEE TNV VvYPN
TLUKVOTNTO TOV W UOTOG MG TNV MO CNUOVTIKT TOPAUETPO TOL EVOEYETOL VO EMNPECCEL TA
amoteAéopoTo, KoOoTOVTOG £TGL TN YVOOTN NG MocoTNnTog outhig (LYpn TLKVOTNTA)
aropoitmt mpwv oand kébe pétpnon. H oamddoon 1ov cvotiuotog ennpedletol moAd
Myotepo and petaforég oTiS TIHEG TOL TOPMOOVS TOV WNUATOV (T0cOGTMOT VEPOV). AVTEG
01 TocoTNTEG (LYPN TLKVOTNTA, 1 TEPLEKTIKOTNTO GE VEPO) UTOPOVV VO TPOGOIOPIGTOVV
ebkoAo. oTo Tedio, omoPevyoviag £Tol TG XPOovoPOpeg OdIKAGIES OEYUATOANYING
UNUATOV Ko TNG EPYACTNPIOKNG OVAALONG OVTAOV. Q¢ OTOTEAEGLA, Ol GUYKEVIPDGELS TOV
PadOVOLVKMSi®Y, ypnolpuonotdviag thy in Situ uébodo, pmopovdv va TPocdlopleTOVY GE
OpaoTIKA pewpévo ypdévo. H Aqyn goaopdtov ypovikng meptodov 2-3 wpdv odnyel
oLVNO®G G EMOPKN GTATIOTIKY] TOV LETPTCEMV.

* Ocov agopd v emidpacn TG VTAPENG OVOUOLOYEVEIDY GTO TPOPIAL T®V GUYKEVTPDCEWV
TOV PadloVOLKAMOImV GuvapTHGEL TOV BABovg Tov TLOUEVE, OmOLTEITOL L0l TTO GUGTLATIKN
pEeAETY).

* H npotewvopevn mepapatikny Sidton v g petpioelg 6to ilnpo:

a) EEaceariler v yvoon g axppois andotacng tov mapaddpov aviyveutn amd tnv
emeavela muhuéva g BAhaccos Tpv and T PETpNon.

B) Mapéyet o paktikny Kot ypryopn petdfoon petasd tov dVo LETPce®mV 6To BoAacovo
vepd kat 6to Bardoacio inpa.

Ocov agopd to Borkdoco mepiBdirov, ot peBodoroyieg mov avamtuyOnKoy amoteAovv
éva moAOTIHO gpyOAreio Yo plio TOKIAo EQAPLOYDY TOL GyeTilovTan e TV TopakolovOnon
TOV EMTEOMV PASIEVEPYELNG, KOl TTAPEXOLV TN duvatdtTnTa dnpovpyiog peydAng Paong
OedoUEVMV OYETIKA e TEPIPOAAOVTIKEG LEAETES, TOV APOPOVV:

e XV ektipnon pvlupod d6ong
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* 2NV XpNomn TeV 4ed0UEVOV G HOVTELD JUGTIOPAS TOV PAOIOVOVKAMSIWV

» Ye yewhoywég peréteg (SGD, pockmarks, mud volcanoes, faults) mov Bacilovtol ot
YPNOMN PadI0ixVNOETMOV.

* TV TOpoKoAOVON O™ TOV EMMES®V PASIEVEPYEWNG GE TEPLOYEG OTIS OTOIEC AEITOVPYOVV
TLPNVIKOL aVTIOPACTNPEG TY/KO GALES Propumyavies.

* 2tov éleyxo TV padlevepywv amoPAntov mov amelevbepdvovior oto Hordooio
nepPALlOV Kol GTOV YapoKTNPIoHO TtV Tnydv avte@v. H in situ uébodog omotelel
povadlky] Avorm Otav  amorteitor  dpeomn Opdcn, eV TavTOypova  Sc@aAilel v
elo1oTomoiNon TOV dOCEMV TOV AAUPAVEL TO EMGTNUOVIKO TPOCMOTIKO.

O1 MC mpocopoidoelg mov vAomomdnkoy yio in Situ petpnioelg otov mobuéva g
OdAhacoag, pumopovv vo enektafovv MCTE VO KOTOOTEL SLVATOC O TPOGOIOPICUOG TMV
GLYKEVTIPAOCEWV PASIOVOLKAMOIOV GE TEPUTAOGEIS TPOCPUTWV EvVOTOBEcE®VY (TT.y. EKADGELS
B7Cs omo TopnviKa atvynuata). Exuiéov, kar ot dvo pebodoroyieg mov avomtdybnkav
umopov va. vAomomBovv Ge JPOPETIKE GLOTHUOTO aviyvevong (Y. KPLGTAAAOVG
CeBr3), avéavovtag £Tol aKOUN TEPIGGOTEPO 1 EPapUOYN NG IN Situ pebddov, dedopuévov
OTL 01 KPOOTAALOL AVTOV TOV THTTOV OTOTEAOVV TO TAEOV AVTAYMVIOTIKO epyaAgio yio in Situ
LETPNOELS OE TEPIPAALOVTIKES EQAPLOYEC.

Ady® tov mheovekTnuatwv g teXvVikng FSA, n pebodoroyia mov avoartiybnke Ha
aomromBei  emiong yw in situ  petpnoslgc oe  mobuéveg Oaracowv  (ilnua),
TPOYLOTOTOLDVTOG EKTETAUEVEG TPOoGoUoldcel; MC. T'a 1o oxomd avtd o kddikag FLUKA
Oa ypnoomombet yio v mpocopoimon g akpiPng yempetpiag e mnyng wWnuartog (pne
xpNomn eEEOIKEVUEVOY povTivev Tov Kabopilovtarl amd to ypnotn), Aaupdvoviog vroyn
OTNV TPOGOUOIMOT OAEG TIG AETTOUEPELES TNE TEWPAUOTIKNAG UETPNONG (PLOIKES 1810TNTE
tov nuatov, yeouetpio pétpnong). H enékraon g texvikng FSA yia in situ petprosig
otov muBuéva g Bdloocoag, avopévetal vo avENcEL TEPATEP® TNV OEOMCTIO TMOV

OTOTEAEGLATMOV KO KOTA GUVETELN VO O1EVPVVEL TO N VTLAPYOV TESIO EPAPLOYDV.
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CHAPTER I:
Introduction

1.1 Motivation and objectives

1.1.1. Sources of marine radioactivity

lonization radiation sources can be divided into two main categories, the natural
sources and the sources arising from anthropogenic activities. The first category includes
naturally occurring radionuclides either present on the earth's crust (primordial or
terrestrial) or produced in the upper atmosphere due to the interaction with cosmic rays
(cosmogenic). Cosmic radiation is an important contribution of the natural radiation
background and is a collection of many different types of radiation from charged particles
or sub-atomic particles to heavier nuclei and photons. Some of the most abundant
cosmogenic radionuclides are °H, **C, ***®Ar, "™°Be *Al and *Na. Primordial
radionuclides exist since the time of the formation of the earth and are still present due to
their very long half-lives or due to the constant production in decay chains from progenies
with long half-life. The main components in this category in terms of contribution to human
exposure, are the decay series of *®U and ?**Th, the radionuclide “°K and to a lesser extend
the radionuclides associated with the decay series of ?°U (approximately 0.72% of the
natural U) and the singly occurring ®'Rb.

The second category includes both natural radionuclides as Technologically
Enhanced Natural Occurring Radioactive Materials (TENORM) and artificial ones.
TENORM can be associated with some involved activities of different industries during the
processing of the raw material, such as coal industries during mining and combustion
(Karst_07; Landa _07; Rouni_01), oil and gas (Nab_16; Landa 07), metal mining
(Landa_04; Sal 95; Heat 95), fertilizer (Bol 95) and recycling industries (Bah_07;
Mas_06). In all the above cases the processing of the raw material leads to large quantities
of by-products that may contain enhanced levels of certain radionuclides, depending on the
raw material composition and the process involved. These by-products are stored in open

plants either in solid (e.g. fly-ash tailings) or in soluble form (e.g. phosphogypsum stacks).
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The expansion of industrial activities near coastal areas poses the risk of direct leakage of
these material into the sea (either by underground paths or weathering) thus affecting the
involved ecosystems.

In addition to the natural radiation sources, large amounts of anthropogenic
radionuclides have been added to the environment. Some of these elements are radioactive
isotopes of H, C, Cl, I, Te, Xe, Cs, Sr, Am, Pu. The artificial radionuclides present in the
marine environment can be associated with various human activities (IAEA_91):

» The explosion of nuclear weapons either in the atmosphere or during underwater
testing, from which several radionuclides such as “°Sr, 2%#%py, 3’Cs, *1Am, °H
and **C are still present in measurable quantities.

» The controlled release of low level radioactive materials from nuclear power plants,
reprocessing plants, industries, hospitals, scientific research centers and nuclear
weapons facilities.

» The disposal of radioactive wastes directly into the ocean.

» Accidents occurring directly at sea, involving potential releases of radioactive
materials into the marine environment, (e.g. the loss of a vessel of a nuclear
powered submarine, or losses of submarines carrying nuclear fuel or nuclear
weapons, or the re-entry of a satellite containing nuclear materials).

The three main sources of anthropogenic radionuclides (observed in the ocean) are, nuclear
weapons testing in the atmosphere, the power plants’ accidents (i.e. Chernobyl, Fukushima)
and water-borne discharges from nuclear reprocessing plants, notably Sellafield in the UK
and Cap de la Hague in France. Other sources contribute orders of magnitude less to the
contamination of the world ocean than the three major sources (IAEA_05a). The oceans
may receive radioactive fallout directly from the atmosphere, or by discharges into the
ocean as liquid waste or from dumped solid wastes, and indirectly as runoff from rivers
(IAEA _05a). Some radionuclides stay in the water in soluble form, whereas others are
insoluble or adhere to particles and thus, are transferred to marine sediments. Due to
variations in the source inputs and subsequent path (dispersion, mixing and transport) in the
world's oceans, one region differs from another according to the predominant source and
transport path. Although the ocean contains most of the anthropogenic radionuclides
released into the environment, the radiological impact of this contamination is still low
compared to radiation doses from naturally occurring radionuclides in the marine
environment (e.g. “°Po), that are on the average two orders of magnitude higher

(IAEA_05a).
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In particular, the Mediterranean Sea exchanges water with the Sea of Marmara
(through the Dardanelles Strait) the Black sea (through the Bosporus Strait) and the North
Atlantic Ocean (through the Strait of Gibraltar). The majority of anthropogenic radioactive
releases in the Mediterranean Sea have originated from the Chernobyl accident and nuclear
weapon tests. Nevertheless, to a small extent, part of the overall output has originated from
nuclear plants operating in other European countries. Nuclear facilities in the Mediterranean
basin are mainly located along rivers and therefore the potential radioactive releases are
subjected to riverine geochemical processes that delay the discharge to the sea. Nowadays,
two nuclear plants are planned to be commissioned close to coastal areas in Turkey at Sinop
(construction start is planned for 2017 and operation from 2023) and at Akkuyu
(construction is expected to begin at the end of 2017). In addition to the anthropogenic
radionuclides, releases from oil transportation accidents and industrial solid wastes
(consisting of slag from coal mining, coal processing and steel making, sludge from the
processing of ores, dust or combustion ashes, mine tailings) end up in the Mediterranean
Sea, since a large number of industries is located along the coast and at the catchment
basins of rivers.

As nuclear and industrial activities continuously grow and accidents still occur (a
recent example is the accident at the Fukushima Daiichi nuclear power plant (Stein_14), the
environmental radioactivity monitoring has been practiced for many decades now.
Moreover, in recent years the original focus of monitoring the environment for artificial
radioactivity has shifted into the control monitoring of releases from nuclear installations
and has extended to naturally occurring radionuclides (Engel 08). The radioactivity
monitoring program for the marine environment varies according to the purpose, the source
of radioactivity and the studied environment. A first classification among the different
categories may distinguish between monitoring in emergency conditions and under normal
operating conditions. In general, the monitoring planning addresses in three different
situations, routine monitoring, emergency readiness and emergency monitoring (Engel_12).
While sporadic measurements of high accuracy are sufficient in the first case, continuously
monitoring, even with a compromise in the precision, is necessary in emergency monitoring
for rapid assessments in order to quickly inform the involved authorities but also to verify
the effectiveness of the actions taken (Engel _12). On the other hand, the strategy followed
regarding emergency readiness requires continuous measurements in order to detect an
emergent event but also temporal measurements of many different parameters

(radionuclides concentration, temperature, salinity values, distribution coefficient Ky) in
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order to determine the environmental impact of the event. Nowadays, the continuous
monitoring programs in the marine environment consist of in situ observations, satellite
data for key oceanographic parameters (including *¥'Cs) and sophisticated numerical
models (Harms_03). Concerning numerical models, there are two types: a) hydrodynamic
circulation models (HD) that give estimates on the three-dimensional flow field and (b)
transport models able to estimate the dispersion of a radioactive contaminant in the aquatic
systems. These models can be used separately, however frequently the transport models use
the results of the HD models to extrapolate the event in space and time.

To evaluate the environmental impact of the radioactive release to the oceans,
activity concentration measurements are required both in the seawater column and on the
seabed either as reference data, e.g. for the execution and/or validation of numerical
models, the characterization of a radiological incident/accident or for clear radiation
protection purposes, e.g. dose estimations. One of the most widely used techniques for the
determination of the activity concentrations is y-ray spectroscopy, which is also utilized in

this work.
1.1.2. Radio-tracers and applications

Despite the hazardous effects of radiation to the human health, the wealthy presence
and the diversity of non-stable elements in the environment offers the possibility to use
them to study a great variety of dynamic physical, chemical and biological processes in
soils, air, freshwater and oceans. Moreover, radionuclides have been extensively used as
tracers in industrial activities (IAEA_04) and nuclear medicine. The selection of a certain
radionuclide as a radiotracer depends primarily on the chemical association of the tracer to
the elements involved in the studied process and the radionuclide’s half-life that should be
in relevant time-scale with the studied process. Some of the most extensively applied
radionuclides in environmental studies and the corresponding processes are summarized in
the work of Santschi and Honeyman (1989), Lal (1999) and Santos et al. (2008). The most
extensively used radionuclides of cosmogenic or anthropogenic origin in environmental
studies, are *C, *H, "°Be, *Sr and Cs (****Cs), I and Pu (**®****Pu) isotopes (Lind_10;
Pov_10). In addition, a great variety of naturally occurring radionuclides mainly from the
28y and *Th series complements the large list of the available radiotracers for
environmental applications. In this section a brief discussion on the available radiotracers

and its association to various processes is made, focusing on the applications in the marine
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environment.

'Be has been widely applied in studies of atmospheric circulation (Loz_12;
Garc_12). Moreover, it is also used in sediment studies (Tayl 13) but the data are derived
for much shorter time periods due to the very short half-life (53.3 days) (Chop_13). *C has
been used for archeological, geological, and biological dating. The first application of **C
as a tracer was to estimate the age of deep-sea sediment cores was performed in 1951
(Arrhe_51) while archeological dating has been reported in literature since 1949
(Libby_49). Furthermore, the concentration ratio of certain radionuclides has been used for
dating geologic materials (Bré_93, 04, 05), such as “°K/*°Ar for igneous (plutonic) rocks
and ¥'Rb/®’Sr for metamorphic and sedimentary rocks (Chop_13).

Several anthropogenic radionuclides have been applied for soil erosion and
sediments aging, deposition and accumulation rates (lakes, marine sediments, stream
sediments). However, most studies have been focused on the use of *¥'Cs (Pap_13;
Mab_13; Tsab_15) which has originated primarily from nuclear weapons testing and
nuclear accidents (fallout was first detected in the early 1950s, reached a peak in the early
1960s and rapidly declined to low levels till 1986 where significant inputs were received in
several European countries as a result of the Chernobyl accident). This time-variable input
of *¥'Cs can be traced in soils and sediments through depth profiling. In the depth (vertical)
profile, at least one or more regions containing high **’Cs concentrations (peaks) are
formed that can be directly associated with the fallout of nuclear weapon tests and the
Chernobyl accident. By attributing the peaks present in the vertical profiles to the dates of
these incidents, the chronology of sediment deposits and thereby the estimation of
sedimentation rates is possible.

Increasing usage of alternative radionuclides for soil and sediment aging and rate
studies, particularly ?°Pb and "Be, has led to the improvement of the quality and accuracy
of the results when multiple radiotracers are used (Mar_10). For instance, ?°Pb profile
measurements are frequently used complementary to **’Cs ones in many applications, while
in other studies, the profile of the anthropogenic radionuclide ***Am, is also included
(Smith_97; Beks_00). #°Pb has been widely applied in studies concerning rates and
patterns of soil redistribution and sediment deposit dating (Abril_92; He 97; Mab_14).

Concerning the marine environment, radionuclides have been widely used as tracers
in different applications, providing basic insight into a variety of oceanic processes
(IAEA _05a). Moreover, radiotracers have been increasingly used in studies in aquatic

reservoirs associated with oceans, such as rivers, lakes or groundwater sources, in order to
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investigate different processes and their space scales (e.g. flow rates, transfer, settling or
mixing rates, residence times or reservoir age and size, pathways of transfer). The first
implementation of a radionuclide as a tracer in oceanic investigations was the application of
226Ra to study the vertical diffusion in the water column (Koc_58) and the renewal time of
water masses in oceans (Koc_62). Different Ra isotopes (*°Ra, “*Ra, %*Ra, and **Ra)
have been used independently or in correlation to determine water age and mixing
(Pov_05).

Another example of great interest is the utilization of **C and tritium in studies on
the rates of ocean mixing. **C is particularly useful since, due to the slow radioactive decay
(half-life of approximately 5.700 y) and the slow mixing and ventilation of deep-ocean
waters, it can provide information about the source and age of deep water masses and
validate global ocean circulation models. On the other hand, *H is a tracer for modern
groundwater (due to the relatively short half-life 12.32 y) studies and it has been widely
used for estimating residence time distributions of groundwater and surface water
(Viss_16).

Anthropogenic radionuclides have been widely applied as tracers in oceanographic
studies. For instance, Pu isotopes have been used to study water mass transport (advection
and convection), particle fluxes and scavenging, and are used for validating purposes in
various global circulation and biogeochemical ocean models (Lind_10). Plutonium isotopes
and '?°I have been utilized as historical indicators for the transport of seawater,
contaminated with radioactive waste from nuclear fuel reprocessing plants (Yam_12;
Coop_01; Yiou_94). *Sr, *¥'Cs, *H and other fission products have been utilized as tracers
of water movements from land via lakes and rivers into the sea, as well as for exchange
between surface and deep waters studies in the oceans (Tsab_14; Del_14; Mir6o 12;
Schlo_91).

A different application of Ra isotopes and its progenies is found in studies of
freshwater discharges into the oceans through underground paths. Subsurface discharge of
water from coastal aquifers, called submarine groundwater discharge (SGD), has been
recognized as an important component of the hydrological cycle. SGD is an important
factor in the understanding and sustainable management of coastal fresh water aquifers,
especially in highly populated areas of the world. In addition, SGD is a significant pathway
for material transfer between the land and the sea (Char_08). As a noble gas, *’Rn can
diffuse out of soils and sediments and thus has been extensively used for determining

exchange rates across both air-sea and sediment-water interfaces as well as in studies
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related to SDGs into the coastal zone. ?’Rn and its progenies have been widely used for
tracing possible location of SGD sources or determining SGD fluxes or
freshwater/saltwater mixtures (Tsab_12; Burn_06; Pov_06a,b). Continuous monitoring of
the 2Rn progenies has been also utilized in pre-earthquake studies (Plast_10; Das_06).

Another application of great importance is the utilization of radiotracers for studying
the accumulation of toxic or radioactive substances entering the marine environment and
tracking the flux and fate of both dissolved and particulate matter (Bues_90). Radioactive
isotopes of Th have been used for studying the removal behavior of potential pollutants as
they present a similar chemical behavior with Fe, Po, Pb, Am, Cr (Ill) and Hg (Sants_80).
2%4Th has been used as a particle scavenging tracer to determine particle residence time and
transformation rates in seawater (Gust_98; Sants_89). The export rate of particulate organic
carbon (POC) has been determined from the export flux of Th using the ?*Th/?%U
disequilibrium (Bues_92).

Different elements and measurement types and techniques are used depending on
the studied process, the radiotracer abundance and the emission type (alpha, beta, y-rays).
The benefit of exploiting the y-ray emission of a radiotracer is that y-rays are highly
penetrating and therefore can be easily detected, in many applications even without
pretreatment of the samples that is oftentimes mandatory in techniques using alpha or beta
spectroscopy. Therefore, an advantage of using y-ray spectroscopy is that the measurements
can be held directly on site (depending on the studied process), giving a better
representation of the studied environment. Moreover, y-ray spectroscopy provides the
possibility of continuous monitoring that is required in many applications (e.g.
characterization of an SGD, seismicity studies). More importantly, a significant part of the
available radiotracers, including the extensively studied **’Cs and many naturally occurring

radionuclides, can be detected through their y-ray emission.
1.1.3. Insitu and laboratory based y-ray spectroscopy techniques

As mentioned above, the most widely applied method for radioactivity measurements
in the environment is the y-ray spectroscopy. Measurements have been performed either on
laboratory or directly in the field (in situ measurements). Different techniques have been
developed for both in-situ and laboratory measurements but much more information is found
in the literature related to the latter. There are some applications in which laboratory

measurements are irreplaceable (e.g. applications of ultra-low activity concentrations) and
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others, in which one technique has been implemented complementary to the other. For
instance, laboratory measurements have been implemented in order to experimentally
perform calibrations of detectors used for in situ measurements (Mau&_04; Bag_10). On the
opposite side, in situ measurements are often used for optimization and focusing in the
sampling procedure that is required for laboratory measurements (Osv_99). Nevertheless,
there is an extended field of applications in which the exclusive utilization of one method or
the other is possible, and in such cases the appropriate method is selected according to its
beneficial characteristics. In general, laboratory-based measurements are preferable when
high-precision measurements are essential, nevertheless in many applications the in situ
method is the only option, as in cases where mapping of large areas or measurements on a
continuous basis are required.

Laboratory measurements are performed in stationary high resolution detectors
mounted with the necessary electronics for signal processing. Traditional laboratory
analysis is a time- consuming technique that involves many different processing procedures
before obtaining the results. The overall procedure includes several steps, starting with the
collection of the samples and their transportation to the laboratory, where they are stored
under controlled conditions. The samples in many applications (soil, sediment samples)
have to be further processed before performing the measurement. This procedure involves
moisture removal by oven or freeze-drying, sieving and pulverization of the samples in
order to be homogenized and shielding in air-tight containers prior to the measurement. In
other applications, even more time-consuming pre-concentration procedures are required
(e.g. **’Cs measurements in water samples).

Although the laboratory technique can provide high-accuracy measurements and can
simultaneously identify many radionuclides (usually laboratory facilities are supplied with
high-resolution detectors), it suffers from many disadvantages. Starting with the sampling
procedure, this is a time-consuming operation sometimes involving expensive and heavy
equipment for sampling, especially for applications in the marine environment, or
difficulties in accessing the samples (unreachable sites for divers), while the collected
samples may not be representative for covering large areas. An additional drawback is the
loss of radioactive gasses during the sample transport and preparation (Benk_00). Another
important disadvantage is the increased acquisition time that is necessary to obtain spectra
with adequate statistics (typical time is ~24h). It has been reported that the laboratory
counting time must be increased by 20 times in order to give a similar statistical accuracy to

the one obtained using the in situ method (Finck_76). The enhanced counting time can be
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associated with the smaller quantities involved, since laboratory measurements are
performed on small samples while the information is collected over a wide surface or
volume using the in situ method. It has also been reported that the minimum detectable
activity can thus be reduced by approximately 6 times (Finck_76) or more (Elef_13) in a
field measurement.

On the contrary, the in situ method is a two-step procedure, thus reducing the
requirements for sampling expeditions and laboratory-based analytical work (Hamil_94;
Pov_97). The detection system is deployed directly on the field in the studied area and the
results are obtained in a considerably reduced time. The prompt availability of the results is
a significant advantage that can be exploited in many different applications. An additional
advantage over laboratory-based measurements is that the measurements are performed in
large volume samples and additional depth information is obtained, while minor
inhomogeneities are averaged out (Allys_94). Therefore, the in situ method is more
sensitive and provides more representative data since the measurements are performed
directly in the studied environment.

Nevertheless, for in situ y-ray spectroscopy applications in soils or sediments, the
separate knowledge of the activity distribution with depth, as well as the density, water
content and the chemical composition are required in order to perform accurate
measurements (Beck 72), since variations (lateral or vertical) of these parameters may
affect the detector response (Beck 72; Tyler_94). Moreover, a re-calibration procedure is
mandatory each time the physical characteristics of the studied environment or the
measurement geometry change. These are the most important disadvantages that limit the
applicability of the in situ method.

Despite these drawbacks, in situ gamma-ray spectroscopy has clear advantages over
conventional laboratory measurements when applied in the aquatic environment for a
number of applications (Pov_08) that are summarized below:

> It allows time-efficient mapping of the levels and distributions of natural and/or
anthropogenic radionuclides, in large areas like rivers, lakes and on the seabed used
in many applications, such as in geological mapping, mineral exploration and
contamination assessment studies.

» When used in conjunction with a sampling campaign, it provides an efficient and
cost-effective method to guide sampling in order to achieve a more representative
sampling from the studied area, especially in cases where hot spots are present.

» It can offer real-time information on large scale (spatial and temporal) about the
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1.2

presence and levels of radionuclides, thus replacing the time-consuming laboratory
measurements

It offers the unique ability of providing information on the presence and nature of
radioactive material contained in sunken or dumped radioactive wastes. Using
underwater monitoring systems, potential releases can be under surveillance and
control (Harms_99).

It can operate on a continuous base, monitoring gamma-ray emitters in seawater and
fresh water. This operational mode can provide early warning at nuclear facilities
with authorized discharges to the aquatic environment (e.g., nuclear reprocessing
plants, nuclear power plants), at underwater nuclear waste dumpsites or in cases of
accidental releases to the marine environment.

It can provide rapid information of contaminated areas in emergency situations
related to accidental releases from nuclear facilities, by estimating possible
increases in the radionuclide levels both on seabed sediments and on water columns
as well as the evolution in time and space) of the pollutant.

The continuous monitoring of natural radionuclides is essential in many tracing
applications, such as the investigations of 2Rn progenies in groundwater, pre-
earthquake studies and submarine groundwater discharge studies or the use of “°K

and Ra isotopes to study various marine and coastal processes.

Scope of the thesis

Due to the great variety of applications of radionuclides and their relation to human

welfare either through radiological and environmental science surveys or industrial

exploitation, y-ray spectroscopy on the laboratory basis has been practiced for nearly a

century now and is a well-established technique. However, soon after the first nuclear

weapon tests, the need of field measurements led to the development of the in situ y-ray

spectroscopy.

The main reasons that have led to the increasing interest for in situ measurements

can be attributed to some advantages that are crucial in radiological surveys, such as:

» The ability of continuous monitoring, that serves as an alarm system in large

industrial facilities.

» The benefit of rapid assessments that is essential for a) quantifying accidental

releases and routine emissions from nuclear power plants, b) site characterization
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applications in cases of remediation and decommissioning of nuclear and other

industrial facilities.

» The ability to obtain large scale (temporal and spatially) data which are crucial for
hydrodynamic and dispersion models.

Nowadays, the implementation of in situ measurements is continuously growing, in
an extended field of applications, as it is a cost-effective technique, able to provide
immediate results or long-term observations (Pov_08). Moreover, the unique ability to
provide real-time information, under real conditions, leads to a better representation of the
studied environment.

During the last decades, several in situ systems consisting of different types of
detectors have been widely employed for studies in air (Allys_98; Tyler_08; Casan_14) or
soils (Beck _72; Boson_08; Gonz_12). A review of the development and implementation in
the environment of in situ and airborne y-ray spectroscopy techniques can be found in
literature (Tyler_08; Jones_01; Hendr_01). While analytical techniques are available and
high accuracy results can be obtained using in situ or aerial techniques for soil
measurements there are still some unresolved issues. The prior knowledge of the vertical
activity distribution and - to a lesser extend - the moisture content, density and chemical
composition of the soil (Tyler_99; Tyler_96; Beck 72) are important parameters affecting
the accuracy of the analysis when the in situ method is implemented for quantitative
measurements in soils. The main parameter affecting the accuracy of the results using aerial
techniques is the complexity of the geometry of the measurements (buildings, trees, rocks).
In many cases, the surroundings can add to the total detected photon flux (buildup due to
surrounding materials, background radiation) or act as a shield, screening the radiation
(Boson_08).

Regarding the marine environment, there is an increased interest for radioactivity
monitoring that can be associated with the expansion of industrial activities and nuclear
power plants near coastal zones. In addition, the development and application of models for
the dispersion of radionuclides proved the necessity of large scale radionuclides
concentration measurements in order to validate these models. Despite the clear advantages
of the implementation of an in situ method instead of laboratory-based measurements for
radiological surveys, relatively few applications concerning in situ measurements in the
marine environment are reported in literature. Among them only a small number is
addressed in applications in marine sediments including mapping surveys for:

a.) Anthropogenic radionuclides (Miller_82; Noakes 99; Osv_99; Kob_99; Osv_01) as well
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as for natural radionuclides (Hendr_01; Graaf_07; Andr_15).

b.) Investigation of **'Cs-containing radioactive particles offshore (Mau¢_04).

c.) Radiological investigation at dump sites (Hamil_94; Pov_97).

d.) Continuous distributions of **'Cs and '**Cs released from the Fukushima Daiichi
Nuclear Power Plant (Thorn_13a).

In the water column, studies related to monitoring of anthropogenic and natural
radionuclides in the seawater column have been performed (Aak_95; Wedek 99; Pov_01;
Meij_02; Put_04; Osv_05; Sart_11; Zhang_15), while a substantial part is focused on
monitoring natural radionuclides for applications of SGD characterization (Pov_06a;
Pov_06b; Tsab_08; Tsab_10; Tsab_12).

The sparse reported data can be associated with the rise of complexity when
performing measurements in the marine environment both due to the requirement of special
equipment (water-tight mounting, low power consumption, stand-alone operation) and due
to the introduced implications related to the detector response, especially for seabed
applications, which are discussed below. The aim of the thesis is to investigate problems
associated with underwater vy-ray spectroscopy and provide solutions for accurate
measurements both on the seabed and in the seawater column. Regarding the aquatic
environment, y-ray spectroscopy has reached a high level of analytical performance
(Tsab_11; Bag_10; Pov_08; Tsab_05; Jones_01). The most commonly used approach, is to
monitor broad spectral windows that include the photopeaks of the radionuclides of interest.
Nevertheless, there are some important drawbacks inherent in the window analysis
technique, starting from the fact that only limited spectral information is exploited and
sometimes large uncertainties may occur due to the existence of convoluted peaks, since the
majority of the available in situ systems consist of low resolution crystals (e.g. BGO, Nal).
An additional crucial drawback is the inability of the technique to identify unexpected
radionuclides (Cac_12). The presence of additional unexpected features in the spectra,
would lead to erroneous results in the activity concentration measurements (Guil_01). The
window analysis has been gradually substituted by more promising techniques that exploit
the whole spectral information and can overcome the aforementioned disadvantages.

A widely implemented technique is the full-energy peak analysis over the whole
spectrum. Using this technique, a calibration performance over a wide range of energies is
required (Bag_10; Zhang_15) in order to derive the activity concentrations. Recently, a Full
Spectrum Analysis (FSA) technique that utilizes the full spectral shape (full-energy peaks,

Compton Continuum) has been employed and applied in soils (Cac_12), sediments
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(Mau¢_04) and airborne studies (Guil_01; Hendr_01; Minty_92). This technique requires
reference spectra, which exactly match the properties of the measurement (materials,
geometry setup) and can be experimentally obtained or via theoretical simulations (Monte-
Carlo codes). Therefore, the spectrum of the actual measurement is represented by a
theoretical spectrum formed by a linear combination of these reference spectra. Using this
technique, the optimal activity concentrations are derived by fitting the theoretical spectrum
to the measured one via y* minimization calculations in a straightforward manner. The great
benefit of this technique is that the time-consuming analysis is substituted by the
convergence of the utilized code, which is usually reached within a few minutes.
Nevertheless, the currently developed FSA techniques take into account only a
minimum number of radionuclides and additionally assume that the secular equilibrium is
ensured for the natural radionuclides of the same decay series. The main purpose of this
work regarding in situ measurements on the aquatic environment was to develop a time-
efficient method using the FSA technique, able to provide accurate quantitative results,
regardless of the existence of any type of equilibrium. The steps in developing the proposed
FSA technique included the implementation of general purpose Monte Carlo codes
(Chapter I11) to perform a theoretical calibration of the detector, the evaluation of the
theoretical results (using both experimental and data obtained using a different MC code)
and the application of the technique in the marine environment in several different test
cases. The proposed technique and the obtained results are discussed in detail in Chapter V.
Regarding measurements on the seabed, additional factors hinder the quantification
procedure in addition to the large volumes and complex geometry setup measurements that
are always related to in situ y-ray spectroscopy measurements. A first implication is that
events arriving from radionuclides present both in the seawater and the sediment are
recorded during the measurement. The contribution of the recorded events attributed to
radionuclides present in the seawater column constitutes a source of background radiation
that should be properly subtracted. Moreover, photons are highly attenuated both in the
seawater and in the sediment and thus, the selection of a close source to detector measuring
setup is mandatory. This selection leads to the detection of radionuclides present at deep
sediment layers lying well beneath the detector. Therefore, the understanding of the
radionuclide concentration vertical distribution, the attenuation properties of photons on the
source and surrounding materials, the sediment physical properties as well as the effect of
these parameters to the detector response (detection efficiency) is crucial in order to

perform accurate measurements. A major drawback to the difficult task of quantification is
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the fact that the aforementioned parameters can change from one environment to another or
even within the same environment. The unknown distribution of the radionuclides in the
sediment matrix prior to the measurement remains a problem up to date, since extreme
inhomogeneous profiles can drastically affect the results, however partial solutions have
been proposed by implementing different approaches (Feng_12; Tyler_08; Korun 91;
Korun_94). However, this problem concerns only a few cases, while the distribution of
natural radionuclides in the sediment in undisturbed environments is rather homogeneous.

A major drawback of global range, that remains a challenging problem, is the lack of
a generalized calibration procedure able to provide accurate quantitative results in different
environments. The influence of the sediment physical characteristics to the response
(detection efficiency) of the detector (Groot _09; Graaf _07) renders the calibration site-
specific, related to the sediment characteristics. Therefore, the influence of the sediment
geophysical characteristics to the detection efficiency should be thoroughly studied in order
to obtain accurate results. As a consequence, the need for independent recalibration
procedures occurs which limits the applicability of the in situ spectroscopy as an absolute
method (Tyler_96).

The main objective of this thesis was thus also to develop a methodology for
quantitative in situ measurements on the seabed able to provide accurate results when
applied in different environments. The description of the adopted methodology and the
obtained results are discussed in Chapter V. A substantial part of the analytical work is
focused on understanding the problems associated with in situ measurements on the seabed,
where the available data are sparse and the analysis is impeded by several additional
parameters (compared to in situ measurements in the aquatic environment), related mostly
to the physical properties of the sediment and the geomorphology of the environment.
Therefore, a lot of effort is given to investigate experimentally and theoretically a wide
range of associated problems that lead to corrections of detector responses and calibrations,
arising both from the morphology and the physical properties of the studied environment as
well as from the implementation of different geometry setups. This was accomplished via
Monte Carlo simulations, by performing theoretical calculations of the transport of photons
in the studied geometries including detailed information of the sediment physical
properties. In addition, comparisons with experimental results were performed to evaluate
the theoretical work, by deploying the detector in four different environments.

As a result, a calibration approach for in situ y-ray measurements on the seabed is

presented, in full spectral range (instead of window analysis) exploiting the advantage of
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the simultaneous detection of more than one radionuclides (calibration in full spectral
range). The parameters affecting the detection efficiency were determined, and their effect
on the detector calibration was systematically studied, via MC simulations. Moreover, an
alternative approach of conducting an experimental calibration was accomplished by
performing in situ y-ray measurements on the seabed along with complementary laboratory
measurements. The advantages and disadvantages of the two methods are thoroughly
discussed. The aspects of the optimization of the proposed techniques as well as future

applications are discussed in Chapter V1 along with the main conclusions of this thesis.
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CHAPTER II:

Theoretical aspects of y-ray spectroscopy in the marine environment

2.1.  Introduction

In the following sections a description of the properties of sediment and seawater, related to
radionuclide concentration measurements is given. Moreover, the instrumentation utilized for
y-ray spectroscopy measurements is discussed along with the arising implications in the
determination of the activity concentrations when dealing with voluminous environmental

samples.

2.2.  Sediment and water properties

2.2.1. Properties of marine sediments and the ocean

The ocean covers 71% of the surface of earth. The seawater is composed of a
mixture of water with salts (mostly constituents of chlorine, sodium and sulfate, as well as
magnesium, sulfur, calcium, and potassium) and smaller amounts of other substances,
including dissolved inorganic/organic materials, nutrients (e.g. silica, phosphate, and
nitrogen compounds), as well as a great variety of dissolved mineral solids and a few gases
originating from the Earth’s crust or extraterrestrial activity (Ste 08; Tall 11). In general,
seawater follows the properties of pure water; however it exhibits some distinct properties
mainly attributed to the salt content. The ocean circulation is influenced by the Coriolis
force, the atmospheric circulation (prevailing winds), but also by the morphology of the sea
bottom (e.g. ridge, trench Continental shelf and slope). The current patterns and
hydrodynamic properties of the ocean affect the transport and mixing processes in the water

column which in turn, tend to homogenize the physical properties and the chemical
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composition of the seawater.

The most important physical characteristics are the salinity, temperature,
conductivity and density. Due to the salt content of seawater, its density is slightly different
from the density of pure water 1.0 g/cc at 0°C and at atmospheric pressure, but it is rather
homogeneous, exhibiting only slight variations with a mean seawater density value of 1.024
g/cc. The seawater density depends on the salinity, pressure and temperature properties.
Density increases with depth due to compression in the water column and can vary from
1.021-1.07 g/cc in the open ocean; while pressure values exhibit variations up to 2%. Due
to various oceanographic processes, temperature, salinity and pressure vary with depth
according to different types of water masses, while seasonal variations are also observed.
Several physical phenomena (evaporation, precipitation, river inflow, phase change)
influence the distribution of temperature and salinity at the ocean’s surface. Lateral
differences in surface waters salinity may result from evaporation and dilution by
freshwater (e.g. rain, river runoff, and groundwater). The temperature values found in the

ocean basins vary approximately from -1.7 °C to 30 °C. Salinity values, derived from

conductivity and temperature measurements, typically vary from 33 to 37%.The

determination of the aforementioned properties in the aquatic environment, combined with
the radio-tracing methods that involve key radionuclides, provide a valuable insight on a
great variety in oceanic processes.

The marine sediment is formed by weathering (air, water, ice) and erosion of the
continents, or volcanic eruptions, by chemical processes within the oceanic crust
(groundwater, mud volcanoes, turbidity), by biological activity (accumulation of shells of
dead organisms) and by extraterrestrial (cosmic dust, meteors) deposits. The sediment
generation processes and their distance ranges depend on the primary shape, size, and
weight of particles as well as the velocity of the transporting medium (Cruz_13). The ocean
constitutes the end path of the transport, through precipitation, river flow and underground
paths, of a large list of substances and is responsible for their redistribution within the
seawater column and the seabed. A schematic illustration of several different paths resulting

in the sediment generation is depicted in Fig. 2.1.
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Fig. 2.1: Schematics of different paths leading to the generation of the marine sediment.

The sediment structure and properties, therefore, depend on the transport distance,
the ocean fertility and the conditions of the depositional environment conditions (depth,
temperature, and dissolved gas, calcium carbonate, and silica concentrations) (Ten_14). The
great variety and complexity of the processes involved in the creation of sediments, leads to
their diversity; therefore sediments consist of mixtures of different mineral, clastic and
fossil particles, and the relative proportions can greatly vary both laterally and with
sediment depth. The sediment diversity leads to variations in its physical and geochemical
properties. Different classifications of sediments have been established. Sediments can be
subdivided according to the particle size (grain size) from which they are composed and the
origin (mode of formation) of the sediment. An additional classification based on location
can distinguish between neritic (near continental margins and islands) and pelagic (deep-
sea) sediments which usually exhibit different characteristics.

The classification according to the particle size distinguishes the sediment grains in
different ranges, defined by the grain diameter assuming a close to sphere geometry for all
the grains. The different classes include gravel, sand, silt and clay, as well as mixtures of the
above, since marine sediments are usually composed of mixed types of grain sizes
(especially coastal sediments). The characterization of the sediment type according to the
grain diameter (Wentworth Scale), is presented in Fig. 2.2 along with the logarithmic phi
(¢) scale (p=In(d), d in millimeters). The transport distances according to the sediment

grain size and transport mean velocity are depicted in Fig. 2.3.
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Fig.2.2: The sediment classification according to grain size (Wentworth Scale).
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Fig. 2.3: Different sedimentation processes defined by the sediment grain size and transport

medium velocities (Hjulstrom’s diagram).
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Clays are typically less than 2 um in diameter and are formed by the chemical weathering
of primary minerals, while clay minerals larger than 2 um and clays consisting of various
minerals can also be found, as well as particles (colloidal fraction of clays) smaller than 0.1
um (Grab_11). Silt consists of intermediate size grains (2 pm to 63 pum), while mixed silt
and clay particles (mud) are frequently found. Sands are mainly composed of mineral
quartz ranging from 63 um to 2 mm.

The grain distribution in marine sediments is described by sorting; large variations
in grain diameters indicate poorly sorted sediment and reflect the multiplicity of transport
processes, while well-sorted sediments are composed by slightly varying grains (Fig. 2.4).
Sorting occurs due to differences in settling and pick up of grains composed of different
size, density and shape and depends on variations in local hydrodynamic conditions, such
as currents, waves and/or wind that tend to concentrate certain sediment types at specific
locations (Koom_01). Fine particles (small diameter) are transported in suspension in

longer distances from the coast compared to coarser particles and a decrease in sediment

grain size with the increasing coastal distance is observed (Grab_11).

VERY WELL SORTED

MODERATELY SORTED POORLY SORTED

Fig. 2.4: Representation of the differences in sediment sorting (Anst_74).
Several classification schemes have been adopted to describe approximate relations

between the different size fractions. In Figs. 2.5 and 2.6 the classification by Folk (Folk _54)
and by Shepard (Shep_54) are presented.
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Fig. 2.6: Representation of the Shepard’s classification system.

From the grain size distribution (granulometric analysis), the average grain size can be
estimated, which reflects the energy of the depositional environment according to the
Hjulstrom’s Diagram (Fig. 2.3). Sorting can reflect both the sediment source and the way of
transport. Aeolian transported sediments are well sorted, while glacial sediments lie among
the most poorly sorted (Encyc_16).

Origin classification divides sediment into five distinct categories, which are:

» Terrigenous (or lithogenous) sediments: They consist of particles transported from
land (continents, volcanoes, islands) by water, wind, or ice.

» Biogenic sediments: Substances originating from the biological activity of marine
organisms.

» Authigenic (or hydrogenous) sediments: They include mainly pyrites and non-
biogenous carbonates which are produced by chemical processes in seawater (e.g.
submarine gas hydrate, submarine eruptions).

» Volcanogenic sediments: Pyroclastic sediments that are formed as the primary or
secondary result of volcanic activity and are transported like terrigenous sediments

but aeolian transport prevails.
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» Cosmogenic sediments: Cosmic dust, micrometeorites and tektites. Cosmogenous
sediments consitute a minor component of ocean sediments.
Nevertheless, marine sediments consist always of different mixtures of the above
categories, due to the multiplicity of the sedimentation properties, thus they are classified
using the 30% rule (when there is more than 30% of any type of component in the sediment
it will be classified as such). In Fig. 2.7 the four major sediment types according to their
origin are presented along with a description of the various processes involved in the

sediment generation.
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Fig. 2.7: Sediment classification according to the sediment origin (Truj_14).

Despite their diversity, as marine sediments are formed by greatly varying physical
mixtures, only a few lithological end-members are found in sediments, each exhibiting a
relatively restricted chemical composition range (Plank 98). Therefore, a further
classification according to the different sediment mixtures can be made based on their
different mineral composition (lithology) to determine the sediment type. There are five
marine sediment lithologies constituting the most distinctive sediment types which are:
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Calcareous ooze: These are biogenic sediments composed of calcareous nanofossils
and/or foraminifers, while they also contain a SiO, component greater than
30%.They cover~50% of the ocean floor.

Siliceous ooze: These are biogenic sediments composed of diatoms, radiolarians,
sponge spicules, and/or silicoflagellates, while they also contain a CaCOj3
component greater than 30%. They cover~15% of the ocean floor.

Red clays: These are very fine terrigenous sediments that often contain siliceous
microfossils, fish teeth, Mn-Fe micronodules, and/or volcanic glass.

Terrigenous sediment: These are substances originating from the weathering of
continents or volcanic islands.

Glaciomarine sediment: Sediment containing terrigenous sand, pebbles, or cobbles

transported to the sea by ice melting.
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3 Siliceous oozes Terrigenous sediments I:l Continental-shelf deposits

Fig. 2.8: Distribution of sediments in the deep-sea (Davi_76).

In any type of the above marine sediment types, volcanic ash may also form a minor

lithology, more pronounced in biogenic oozes and deep-sea red clay. These sediment types

are again found in mixtures of different components and are therefore classified using the

30% rule. The distribution of these lithologies in the different compartments of the ocean

(deep sea) is depicted in Fig. 2.8. Apart from lateral variations, these lithologies can also
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change within a sediment core (abrupt or gradual changes from one to another reflecting
different sedimentation processes).

There are several physical characteristics of marine sediments, significant for the
majority of environmental applications. These are the sediment water content, porosity,
dry and wet bulk densities, grain density and mineral composition (major and trace
elements). The mineral composition and physical characteristics of marine sediments are
the result of a complex interaction among geological, oceanographic, and biological
processes (Ten_14). Therefore, these quantities exhibit large variations; however they are
correlated and, to some extent, relationships among them have been extracted as well as
between physical and textural parameters (Casas_04, 06; Komi_11; Weber_97).

Porosity

In marine sediments a large portion of the pore space is occupied by saline water while a
small fraction within grains (void pore) may not be filled by water (Breit_06). The porosity
(p) in a water-saturated sediment is defined as the ratio between the water pore volume, Vy,
and the total volume, V; of an undisturbed sediment sample expressed as a percentage (%)

and is calculated using the following equation:

<

w
p =100 - V_s

(2.1)
In the above equation, a correction to the water volume V,,, for the mass and volume of the
salt precipitated from the pore water during drying must additionally be applied (Gealy 07;
Encyc_16). Instead of calculating directly the different volumes (pycnometer method), an
alternative calculation is based on the knowledge of water content and water density
(Blum_97a, b). Nevertheless, in marine sediments the assumption that the whole void pore
space is filled with water is quite often insufficient, and in such cases the void volume
should also be calculated. The marine sediment’s porosity can vary from below 0.2 (20%)
to 0.95 (95%) (the porosity values range between 0 and 1). The sediment’s porosity is the
result of a number of complex, interrelated factors; among them the size, shape distribution,
mineralogy and packing of the sediment grains are the most important (Hamil_70). The
porosity generally varies as a function of depth, lithology (grain size and composition),
diagenesis, and local conditions (Komi_11). Dependence of porosity on lithology is related
to the size of the pore space and the amount of water adsorbed onto particles. Trends of

increasing porosity with increasing sorting and decreasing grain size are well-established
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for marine sediments (Hamil_74; Bryant_81). A diagram of the porosity dependence on the
sediment grain size and sorting is presented in Fig. 2.9.
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Fig. 2.9: Dependence of porosity on grain sizes and their distribution (Ency_16).

Finer grains in a sediment matrix of mixed components are more affected by compaction
than the coarser ones (e.g., Scherer_87; Pittman_91). Porosity increases with increasing
abundance of clay-sized particles because i) their high specific surface (surface area per unit
mass) results in greater adsorption of water on particle surfaces and ii) they tend to be
arranged in open structures, while both these characteristics depend on the composition of
the clay fraction (Prell_91). Therefore, clays, silts and sediments rich in organic carbon
(Carbon mixtures originating from marine organisms) contain substantial amounts of water
at the time of deposition (Encyc_16). Organic matter abundance affects porosity through
the formation of clay-organic aggregates (Pusch_73; Reime_82) and adsorption of water on
its surface (Pusch_73).

Surface sediments up to a 10-20 cm depth may contain large and variable amounts
of water up to 95% (IAEA _03). Ageneral trend of an exponential decrease of porosity with
respect to sediment depth (mostly for high depths, above 10 m) has been observed in many
different studies, while the exponential correlation of porosity with depth is well established
for great depths. Nevertheless, different exponential curves apply in different sediment
cores, rendering the relation site-specific. Recently, a study that correlates the depth profile
of the porosity with different sediment types was conducted providing different exponential
trends for different lithologies (Komi_11). The decrease of the sediment porosity with depth
can also be related to the increased compaction of sediments with depth (Encyc_16).

Compaction is the decrease in the sediment volume, resulting primarily from an expulsion
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of water due to the sediment accumulation after its deposition and the compression of the
overlying sediment (Encyc_16).

Wet bulk density
The wet bulk density ps is defined from the mass of a water saturated sediment sample (Ms)
divided by the volume of the sample (Vs):
M
pPs = V_s
(2.2)
Although Eq. 2.2 offers a direct calculation of the wet bulk density, other formulas have
been additionally used relating the wet bulk density to the dry bulk density or water content
(Encyc_16). The wet bulk density, however, can also be calculated on the basis of various
assumptions concerning the physical properties of sediment and seawater. The wet bulk
density (ps), porosity (p) and grain density of minerals (pg), in a gas-free system, are linked

through the following equation (marine science2):

Ps=Pw P+ pyg-(1-p)
(2.3)

where

pw. is the density of seawater

pg- IS the average grain density of the minerals composing the sediment

p: is the fractional porosity (volume of pore space / total volume), assuming a water-
saturated (pore space filled with water) sediment.

Wet-bulk density varies as a function of porosity and grain density, while both of these
parameters vary with sediment lithology (Prell_91). Despite the dependence of bulk density
upon the particle grain density (Nafe 57), porosity and wet bulk density are strongly
inversely related (Ve _01) and in fact they are related through a linear regression equation,
as it can be derived from Eq. 2.3. In many cases, the porosity and wet density data can be
fitted with fixed values, theoretically determined by the estimation of the mean grain
density and the known seawater, only slightly varying, density values. Therefore in the
work of Nafe and Drake (1957) a single linear regression equation, assuming a mean grain
density and seawater density of 2.68 g/cc and 1.0 g/cc respectively, was utilized to fit a
large list of data (porosity, wet bulk density) arising from different sediment lithologies

resulting in an excellent correlation. This was attributed to the small variations in the mean
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grain densities, since a large variety of minerals with different textures (soil, sand,
sandstone, limestone, clay and shale) fall within the same grain density (Ahre_95). The
linear dependence of the wet bulk density to porosity is a well established relation,
nevertheless, the constant values vary, from 1.0-1.04 g/cc for the seawater density and 2.1-
2.9 g/cc for the mean grain density in different studies (Gealy _07; Komi_11) rendering the
correlation site-specific. Moreover, in several sediment cases, deviations from the straight
line could be observed due to the presence of minerals, which exhibit a large deviation,
from the mean grain density of 2.6 g/cc, within the sediment matrix.

Bulk densities of water saturated sediments range approximately between 0.8 g/cc
(when gases are also present within matrix) and 2.8 g/cc. The lateral density distribution
depends primarily on the mineral composition and transportation distance (general
equations). A general pattern of decreasing wet bulk density of surface sediments with
increasing ocean depth has been established. This trend may be attributed to the following
issue: Coarse particles (gravels and sands) form mostly near-shore deposits, while the grain
size typically decreases offshore with clays occupying the deep-ocean basins, since lighter
and fine particles are transported at longer distances. The wet bulk density may also vary
within the sediment depth (sediment core) and a general trend of increased density values
with higher depths is observed for large distances (0-2 km) inside the seabed as shown in

Fig. 2.10, that could be related to the opposing inverse porosity pattern (see Fig. 2.10).
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Fig. 2.10: Depth profile of marine sediment wet bulk densities (left) and porosities (right)
for different lithologies (Komi_11).
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Grain density

The grain density is defined as the average density of the minerals forming the
sediment, excluding the density of the pores. Grain density values depend on the mineral
composition and thus vary with sediment lithology (Prell_91). Quartz and Calcite exhibit
grain density values of 2.65 and 2.71 g/cc, respectively. The grain density of biogenic silica
has been determined to be in the range of 1.70-2.05 g/cc (Hurd_77). For terrigenous clays
these values may vary from 1.8-2.2 g/cc. Some biogenous sediments exhibit lower grain
density values due to the presence of large quantities of organic matter, with values ranging
from 2.41 to 2.51 g/cc, while even small amounts of such components can significantly
reduce the bulk density. Grain density values for the minerals that constitute the prominent
components in the marine sediment, present smaller deviations (with some exceptions) as
compared to wet bulk densities. Moreover, unlike the wet bulk density, which increases
with depth, the grain density has a rather homogenous vertical profile (the mean grain
density varies between 2.4-2.7 g/cc in common lithologies).

Table 2.1: Grain densities (g/cc) of different minerals.

Sediment type Minerals Chemical composition pg (g/cc)
Terrigenous Potassium Feldspar KAI,SiOs(OH),4 2.54-2.6
Plagioclase Feldspar (Na,Ca)(Si,Al)408 2.6-2.8
Biotite Mica KMg3AISizs010(0H), 2.7-3.1
Quiartz SiO, 2.65
Dolomite CaMg(COs3), 2.87
Kaolinite A|28|205(OH)4 2.63
[lite (K,H30)(AlLMg,Fe)»(Si,Al)s | 2.64-2.69
O10
Biogenous Opal SiO; - (H20) 1.9-2.3
Calcite / Aragonite CaCOs 2.71/2.9-3
Barite BaSO, 4.5
Apatite Cas(PO4)3(F,OH,CI) 3.16-3.22
Authigenous | Gupsum / Anhydrite CaS04(H20),, CaSO, 2.3212.94
Pyrite FeS, 5.0
Zeolites Hydrous alumino-silicates 2.1-2.2
Halite NaCl 2.1-2.6
Arsenopyrite (Fe,Co)AsS 5.5-6

A parameter that tends to increase the grain density values to a value higher than 2.7 g/cc is

the presence of iron sulphates. In Table 2.1, the grain density values for several different

minerals found in marine sediments are presented.
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Water content

The absolute water content refers to the amount of interstitial fluid contained in a
unit mass of water-saturated sediment and is defined as the mass of water relative to the
mass of the water-saturated sediment (Encyc_16). It is usually expressed as a percentage
value (weight %) and is mathematically formulated as :

M M;—M
w.c.= 100 - v _ 190 . Ms—Ma)
M, M,
(2.4)

where

W.C. : is the absolute water content (weight %),

M, : is the mass of the pore water, defined by drying the water-saturated sediment sample
and the subtracting of the obtained mass before and after drying the sediment sample,
corrected for the mass added by the precipitated salt.

M:s : the total mass of the water-saturated sediment sample

My : the total mass of the dried saturated sediment sample

These values can vary from 0% to 100%. The water content concerns the mass of water,
while porosity concerns the volume of water within the sediment. As a result, these two

quantities are related and one can be defined from the other.

Dry bulk density
The dry bulk density pq, is defined from the mass of dry solids of a water saturated
sediment sample (M) divided by the total volume (V) of the sample, as shown in the

following equation:

M,

Pd=V—s

(2.5)

In saline environments, a correction for the salt content in the pore water has to be
implemented. Again, different relations can be applied for the dry density calculation. The
dry bulk densities can be calculated from the wet bulk ones, and vice versa (Flem_00). The
dry and wet bulk densities can be indirectly calculated solely from the water content value,
due to the high correlation between the bulk densities (both wet and dry) and the water
content for typical terrigenous sediments (mean grain density of 2.65 g/cc), while these

calculations have a universal character for such sediments (Flem_00).
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Major elements

The major element composition of marine sediments is ruled by the fractions of the
different minerals forming the sediment matrix. The major elements that constitute the
sediment matrix are usually given in the form of oxide percentages and are determined by
X-Ray fluorescence spectrometry (XRF). Among the most prominent detected elements are
Si, Al, Fe, Ca, Mg, K, P, Na, P, Ti, Mn and Ba.

Although the majority of the physical sediment parameters are traditionally
determined in the laboratory, on-board or shore-labs based measurements have also been
conducted. Moreover, several sensors have been developed which enable the in situ
measurements of several parameters. For instance, bulk-density measurements can be
obtained in situ by using geochemical methods or multi-sensor core loggers (Weber_97;
Jacob_09; Fortin_13).

2.2.2. Disequilibrium in the radioactive decay series

There are three naturally occurring radioactive decay series; each one starts with an
actinide radionuclide, namely #*®U, #*U and #?Th, each one exhibiting a long half-life
(tuz> 0.7 Gy). All these elements decay (by alpha or beta emission) to a different
radioactive element which in turn decays to another, forming this way a large series of
radioactive nuclides, with half-lifes ranging from ps to 10° y, which is terminated with the
production of a stable isotope of Pb at the end of each series (Fig. 2.11). In this way, each
element in the series (progenies) is constantly formed by the previous one in the series
(referred to as the parent nuclide) while at the same time it continuously decays to the next
element in the series. The state in which the activity of a progeny has become equal to the
one of its parent is known as ‘secular equilibrium’ and this is realized under the condition
that the half life of the parent nuclide is greater than the one of its decay product. This
depends on the progeny formation and the parent decay rate and the time after which
equilibrium is reached can be defined through Bateman equations (Bate 10). In many
undisturbed natural environments, which are referred to as closed-systems, the activities
between products of radioactive nuclei have reached secular equilibrium (i.e. the ratio of
the activities (A.R.) between the parent and progeny radionuclides is unity). In practice, this
can be accomplished, if in a material the decay chain remains undisturbed for a period of

approximately 6 times the longest half-life, intermediate radionuclide in the chain
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(Bourd_03). Nevertheless, for reasons that are described below, in the majority of natural

environments deviations from secular

radionuclides in the same series.
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Fig. 2.11: Representation of the naturally occurring radioactive decay series.

The U- and Th- decay series contain different radioactive elements as well as

different isotopes of these elements. These elements exhibit quite distinct physical

properties and chemical behaviors and thus, the degree to which these elements participate

in physical, chemical and biogeochemical processes on the Earth greatly varies (Krish_08).

The different geochemical properties of these elements, lead to fractionation among the

members within the same decay chain, in different geological environments. The isolation

of a radionuclide from its parent renders the particular nuclide the head of the decay chain

and thus, results in the sequential appearance of radioactive disequilibrium among the

radionuclides of a series. This means that the activity of the parent radionuclide is no longer

equal to the one of its progeny. In fact, the ratio of the two activity values can range from
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values of several orders of magnitude below unity to several orders of magnitude above
unity. This is a non-steady state condition; however, the return to equilibrium can greatly
vary in time and it is mostly controlled by the half-life of the daughter nuclide.

Fractionation among the radionuclides of the same series is attributed to two
different correlated mechanisms; the first associated with the weathering and more general
water-rock interactions and the second with the decay properties. Fractionation can happen
during processes that discriminate according to the chemical behavior, such as degassing,
oxidation/reduction, partial melting, crystallization, partitioning, desorption, adsorption,
and surface complexation (Porc_08; Chab_08). For instance, a pair of radionuclides
exhibiting disequilibrium due to the different solubility fractions is the case of ***U/?®U;
although the decay mechanism, discussed below, is also significant in this case. In waters,
especially in oxidizing environments (such as surface waters) **U atoms are leached into
solution faster than 23U ones due to the different oxidation states of the two isotopes and
therefore waters are more enriched in ?**U compared to **®U (Bor_14). Especially in the
marine environment, deviations of activity concentrations due to disequilibrium processes
are large (Bor_14). Excesses in 2*U over 2**U are observed also (Nu_15; Coc_86) in some
sediments (e.g. sediments with high organic matter contents), nevertheless deficits in 2*U
compared to **®*U concentrations from loss of uranium with preferential **U-leaching are
expected in soils or sediments (Bor_14; lvan_94). In Fig. 2.12 the different transport
processes causing fractionation and variations in the **U/?*®U ratio are depicted.

In contrast to U, Th isotopes are mobilized mostly by particulate transport in ground
and surface water systems (Ivan_94). In the marine environment, highly reactive particles
in seawater (e.g., Th, Pa, and Pb), which are produced by the decay of relatively soluble
parent radionuclides (e.g., U, Ra, and Ac) can cause a daughter/parent disequilibrium in
several different compartments (Pov_12; Loeff 99; Coc_84; Krish_08). ?**Th produced in
seawater from decay of dissolved #*®U, is rapidly scavenged onto particles and removed to
bottom sediments (Coc_05). The residence time of Th ranges from extremely rapid values

in shallow coastal environments to days-weeks offshore (Kauf _81).
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Fig. 2.12: Different transport processes causing fractionation and variations in the **U/*®U

ratio (Ivan_94).

The removal of Th from the water column is governed by particle concentration and flux
(Sants_80), as well by particle size and type (Sants 89; Quigley 02). Moreover, the
different Th isotopes exhibit large variations in their residence time in water (scarce
solubility of Th in water). In seawater, long-lived Th isotopes, such as 2°Th and ***Th, are
deposited on the bottom, while short lived ones, such as »*Th, prefer to decay while they
are still in the water column. In groundwater, adsorption and precipitation tend to reduce the
concentrations of 2°Th and #*2Th more than those of shorter-lived ?*Th and **Th. Thus,
along the major flow pathways, higher 2*Th/?**Th and ***Th/>**Th ratios are found in fresh
groundwater, due to its more intense interaction with rocks (Luo_00).

Pa isotopes are insoluble and are affected by surface complexation from hydroxide
complexes or polymers similar to Th. Nevertheless, Pa has strong affinities for organic
complex ligands and can be more soluble in natural waters (Bourd 03). For instance,
281pa/2°Th disequilibrium has been observed in the oceans and it is attributed to the longer
residence time of **'Pa in seawater (Hend_03) and to the lower reactivity of *'Pa (10 times
approximately), that allows it to be transported laterally over larger distances than **Th
before being scavenged (Loeff _01).

An example of disequilibrium due to fractionation by melting procedures and
subsequent crystallization is the case of *°Th/?®U and #°Ra/**®*U disequilibria after
volcanic episodes (Sant_02). The same applies to *'Pa/*°U disequilibrium (Peate_05).

225Ra/*'%Pb disequilibrium has been reported in the deep sea since 1970, attributed to the
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rapid scavenging of the latter by organisms from the sea surface to deeper waters. In marine
sediments, the migratory behavior of **Ra, as well as ?’Rn, from sediments to seawater
(via pore water exchange and diffusion) due to their high mobility, leads to Pb excess (Pbex)
activities in surface sediments, while a similar behavior has also been reported in soils.
Furthermore, ??2Rn/?'°Ph disequilibrium can be found due to the **’Rn loss from the system
by degassing or due to the preferential removal of the insoluble #*°Pb in aqueous systems
(Bourd_03). ?°Po/ #°Pb disequilibrium can be found in the seawater due to the different
isotopic biogeochemical behavior, although both radionuclides are particle reactive
(Lin_14). ?°Po (the immediate product of the “*°Pb decay) has a strong affinity for organic
materials and cytoplasm and thus, high **°Po /**°Ph activity ratios can be found ranging
from 3 in phytoplankton, to 12 in zooplankton due to the bioaccumulation of ?°Po
(Loeff_01).

?*Ra is continuously produced from the alpha decay of ?*Th, which in marine
environments, is strongly bound to sediments. During mixing with seawater, ***Ra actively
migrates across the sediment—water interface into the overlying seawater and disequilibrium
between ***Ra and ?®Th in near-surface sediments is anticipated (Cai_12). Moreover, in
freshwater, ?Ra is strongly bound onto particle surfaces; however, whereas increases
during mixing with seawater (estuarine environments, SGDs), desorption occurs and ?**Ra
is released in the seawater (Swarz_03).

Fractionation can also take place as a result of a radioactive decay. The recoil effect
occurs as a consequence of momentum conservation during radioactive decay, and the
effect is especially important for alpha decay (Chab_08; Porc_03; Coc_92; Hend_03). The
released energy from the decay is distributed between the emitted a-particle and the
produced (daughter) nuclide. This causes the daughter nuclide to be displaced from its
original site and to be found in distances far from the crystal lattice (in a solid) where the
parent nuclide is positioned. Therefore, the daughter nuclide is less related to the structure
of minerals and can easily diffuse to the surface of mineral grains and through the cracks
(Bor_14). The extent of this displacement is a function of the decay energy and the density
of the solid phase and in common mineral phases, the recoil range can vary from 40 to 70
nm. (Chab_08). In water saturated materials the disequilibrium caused by the recoil effect is
even more pronounced, as in the case of 2*U/?®U disequilibrium. In water-saturated
materials the displacement of **U (produced from the ?**U decay) in the water porous
between grains is highly possible (depending on the grain sizes and density) from where it

can diffuse, as it is easily leached in solutions. This mechanism is referred to as the recoil-
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induced vulnerability to leaching (Ivan_94). Other radionuclides subject to the recoil effect
in natural systems (Coc_08) are “*Th (produced from #*®U), Ra isotopes **® Ra, ® Ra, **
Ra, %* Ra (produced from ?*°Th, #2Th, ?*’Ac and ??®Th, respectively) and ?*’Rn (produced
from °Ra).

Among the different environments, in oceans, marine groundwater sources and
hydrothermal fluids compose environments with prominent disequilibria characteristics.
Within hydrothermal fluids and groundwater, *Rn activities are enriched by three orders of
magnitude (or more) and disequilibrium is observed with its distant parent and progeny
radionuclides (*°Ra, #*°Pb), mostly due to the recoil effect during rock-water interaction
(Coc_08; Burn_03). *°Pb/??°Ra, 2*Th/***Ra, ?*Ra/***Th and #°Th/?*U disequilibria have
been observed in sulfide- and barite-containing hydrothermal deposits on the seafloor. In
submarine groundwater discharges, high disequilibria have been reported among different
pairs, such as 2*U/?®U, 2*Pb/??’Rn (~0.2-0.3) and *Pb/**°Pb (~10°), as well as extremely
low, such as Z°Th/?*U (~10?), #°Pb/*?Rn (~10°-107) and **Th/***Ra (~10?) (Luo_14;
Luo _00; Porc_08; Coc_08).

The disequilibrium among the U- and Th-series radionuclides is the basis for the
utilization of a great variety of the naturally occurring nuclides as tracers for applications in
earth sciences (Krish_08). The extent of disequilibrium between different parent—daughter
pairs and the time needed to return to equilibrium provide valuable information about the
transport and reaction of several geological and oceanographic processes, as well as about
their time-scales, in ranges from days to 10° years (Pov_12; Krish_08; Bourd_03). Such
processes involve the determination of water mass circulation, particle fluxes (**Th/*®U,
210pq/210ph, 21%pp/22°Ra and 2?®Th/??®Ra disequilibrium), residence time and the estimation
of sediment accumulation rates (**°Th/?*U, Pbey) (Pov_12), as well as, the age estimation of
geological and biological materials (*°Th/?*U, #'Pa/?°U, 2 Th/*%U and **Ra/?®v)
(Stirl_09; Schul_04; Sant_02).

Disequilibrium between U- and Th-series radionuclides found in the environment
can also be related to anthropogenic activities. For instance, large disequilibria appear in
by-products of various industries during the different steps of the ore material processing.
Large quantities of such materials are produced and can be redistributed in soils and in the

marine environment by different paths.
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2.2.3. Photon interaction theory

Photons interact with matter by elastic scattering and inelastic processes. In all the
involved processes the interaction leads to the attenuation of the photon, while the latter
also include energy absorption. The three dominant interactions between photons and
matter, in the energy range from 50 to 3000 keV, which is interesting for environmental
applications, are the photoelectric absorption, the Compton scattering and the pair
production. These are all inelastic processes in which the photon loses part or all of its
energy. Elastic scattering also occurs, but these effects are significant only for low photon
energies. The interaction of the photon through Rayleigh and Thomson scattering causes an
alteration in the direction in which the photon is transmitted, but the energy remains
unchanged (elastic processes). Thomson scattering usually involves an interaction with
loosely bound electrons and is independent of the photon primary energy, nevertheless it is
a process occurring only when the photon energy is considerably less than the rest mass on
the electron. Rayleigh scattering is an interaction of the photon with the atom as a whole
(coherent interaction with all the electrons of the atom) and becomes significant only at
very low photon energies, typically below a few hundred keV (Kn_00). The probability of
this interaction depends on the photon primary energy and the atomic number of the
interacting material. The probability increases with heavier materials (large atomic number
Z) and the deflection angle decreases with increasing energy.

The photoelectric absorption is an interaction of the photon with one of the bound
electrons in an atom. The necessary condition for the realization of this interaction is that
the primary photon energy is larger than the binding energy of a shell. The energy of the
photon is transferred to the ejected electron as kinetic energy, reduced by its binding energy
to the shell from which it is ejected. Usually the e is ejected from the K shell, but if the
photon energy is not sufficient, an L or M electron is ejected instead. With the removal of
the bound electron, the atom is left in an excited state. To counterbalance the excess of
energy and reach an equilibrium state again, two phenomena prevail, namely the X-ray
fluorescence and the Auger emission. The vacancy caused by the interaction of the y-ray
with the atom, may be filled by a higher level electron followed by a characteristic X-ray
emission (X-ray fluorescence). The characteristic X-ray may travel some distance before it
is reabsorbed by further photoelectric interactions emitting characteristic X-rays, until,
ultimately, all of the excess energy is absorbed. Alternatively, the excess energy caused by

the vacancy can be redistributed between the electrons in the atom. In this process, the
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excess energy, after the vacancy substitution with a higher level electron, can be transferred
to another bound one that has enough kinetic energy to be ejected from the atom (Auger
electron). In the photoelectric absorption, the secondary produced high-energy electrons
have a total electron kinetic energy that equals the incident gamma-ray energy and are
quickly reabsorbed inside the material. The basis of the detection of y-rays, is the deposition
of all their energy inside the detector, so that the deposited energy can be directly associated
with a certain radionuclide. Therefore the photoelectric absorption is a significant process
regarding y-ray spectroscopy. The probability of a photon interaction through photoelectric
absorption depends on the primary photon energy and the atomic number Z of the medium
and mainly occurs for low-energy photons and high-Z materials.

The prominent photon interaction in a wide energy range (50-5000 keV) for
relatively low-Z materials is the incoherent Compton scattering. This interaction occurs at
photon energies greater than the electron rest-mass energy and therefore concerns less
tightly bound electrons. In this interaction, the photon gives up a part of its energy that is
transferred to the electron and undergoes scattering, moving in a different direction.
Photons may be scattered in any direction, however forward scattering prevails at energies
higher than 100keV (Klein-Nishina differential cross-section). The photon energy left after
the interaction E,", depends on the photon energy E, , the angle of impact as described in

the following formula:

Ei — E)’
Y 1+ (E,/mc?) - (1-cosB)

(2.6)
The probability of Compton scattering at a given primary photon energy is linearly
dependent of the atomic number Z. For a given material the probability reduces as the
incidence photon energy rises.

The pair production is a process that occurs in the field of a nucleus of the
interacting medium and corresponds to the creation of an electron-positron pair
simultaneously with the disappearance of the incident gamma ray photon (Gilm_08). A
minimum energy of 1.024 MeV is required to make the process energetically possible since
the primary photon energy must be 2 times the electron rest energy to create the electron-
positron pair. Usually, when pair production occurs, the primary photon energy exceeds this
value and the excess energy appears in the form of kinetic energy shared by the electron-
positron pair. The positron, as a positively charged particle, will quickly interact with an

electron resulting in their mutual annihilation and the simultaneous emission of two photons
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with an energy that equals the electron rest mass (511 keV) in opposite directions
(annihilation photons). The annihilation can be regarded as instantaneous with the pair
production event due to the very short time of the process (~1ns). Pair production is the
dominant mechanism of interaction at energies greater than 10MeV (Gilm_08). A different
mechanism of photon interactions with matter involves photonuclear processes, but such
interactions are insignificant for photons exhibiting energies of less than 5 MeV.

The relative importance of the three dominant interactions between photons and
matter described above for different absorber materials and gamma-ray energies is
illustrated in Fig. 2.13 (Evans_55). The two lines represent the equal probability of the
photoelectric absorption and Compton effect (left line) and the Compton effect and pair
production (left line), at a given energy as a function of the interacting material atomic

number.

2.2.4. Photon attenuation in the seawater and sediment matrix

When photons pass through matter they interact via the aforementioned processes
until they are fully-absorbed. Considering a narrow beam of photons passing through a

material, the degree of the attenuation follows an exponential law (Beer-Lambert law):

I=1, e XHix
(2.7)

Where:

I, : is the incident beam intensity, I is the intensity transmitted after passing through the
thickness x; of the i material (absorber) and p; are the attenuation coefficients that give the
probability of each interaction. The attenuation coefficients y; are given in units consistent
with the thickness x, in cm™ (linear attenuation coefficients) or in cm?/g (mass attenuation
coefficients), when the thickness is given in units of mass/area. The linear attenuation
coefficients vary with density and thus, the mass attenuation coefficients is more widely
available. From this data the linear attenuation coefficients can be calculated by dividing
with the corresponding density value. For real geometry problems, scattering in the
surrounding materials should also be taken into account and therefore, an additional
multiplication parameter should be added to the above equation, which is called the build-
up factor, B (Singh_14; ANSI_91).
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Fig. 2.13: The relative importance of the three dominant photon interactions.

Both the attenuation coefficients and the build-up factor can be calculated using
analytical formulas. Nevertheless, for complicated geometries, accurate calculations require
the implementation of Monte Carlo simulations, since such codes are able to track and
calculate the interactions in different materials in each step, from the generation till the full
absorption of a particle or photon. Moreover, different software programs have been
developed, based on analytical calculations and a large library of reference data, able to
provide accurate estimations of the mass attenuation coefficients in cases of simple
transportation of a narrow photon beam for different materials (elements, mixtures or
compounds)over a wide range of y-ray energies (Oku_07; Now_98; Ber_87). Among the
available codes, a web program called XCOM (Berg_10), can provide the cross sections
and attenuation coefficients for elements, compounds and mixtures as needed, at energies
between 1 and 100 GeV. The program provides total cross sections and attenuation
coefficients, as well as partial cross sections for the following processes: incoherent
scattering (Com), coherent scattering (Ray), photoelectric absorption (photo) and pair
production in the field of the atomic nucleus (pair_n) and atomic electrons (pair_e). In Figs.
2.14 and 2.15 the mass attenuation coefficients for the different interactions are presented
as a function of energy for two different elements, namely water (H,O compound as the
main constituent of seawater) and quartz (SiO, compound as the key constituent of

sediment).
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Fig. 2.14: Mass attenuation coefficients (cm*g) for H,O calculated using the X-COM

software.
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Fig. 2.15: Mass attenuation coefficients (cm?/g) for SiO, calculated using the X-COM

software.

As it can be seen from the graphs, the dominant interaction is the incoherent scattering
(Compton Effect) which equals the total attenuation coefficient (sum of all processes) over
a wide energy range. The differences in the incoherent scattering were small regarding the
incoherent scattering probabilities, even for large variations in the Zq value (maximum
difference of 45% for H,O (Zesr =7.2) and sed 0 (Ze=13.3) among the absorbers. The

different SiO, absorbers exhibited reduced incoherent scattering coefficients compared to
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the H,O absorber. The maximum differences (more than one order of magnitude) were
observed for the photoelectric absorption coefficients (high Z dependence), again between
H,0O and sed_0. From the two graphs, the low probability of pair production for both
materials can be seen, while again it is higher for the sed_0 absorber by approximately
comparing factor of two compared to the H,O absorber. In Fig. 2.16 the total mass
attenuation coefficients for the different interactions are presented as a function of energy
for 4 different elements, namely water (H,O compound), quartz (SiO, compound), a typical
sediment matrix (mixture of Al,O3 (4.66), SiO; (37.79), P,Os (0.079), K;0 (0.623), CaO
(31.28), TiO, (0.18), Fe,0O3 (0.895), Na,O (0.94), MgO (1.17), SO; (0.26), MnO (0.036))
and of a water-saturated sediment (water content 50% w/w) with the same matrix,
respectively.
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Fig. 2.16: Total mass attenuation coefficients (cm?/g) for H,O calculated using the X-COM
software, for 4 different absorbers, namely water (H,0), quartz (SiO,), a typical sediment

matrix (sed_0) and a water saturated sediment matrix (sed_50).

The maximum relative differences (mean value of 10%) of the total mass attenuation
coefficients were found between the H,O and SiO, absorbers in the studied energy range.
The maximum relative differences between the sediment (sed_0) and the SiO, absorber was
found to be ~3% around 200 keV and quickly dropped to 1% above 400 keV. The water
saturated absorber exhibited values lying below the ones of H,O and above SiO, as
expected, due to the addition of a high attenuation material (H,O) in the matrix.

In Fig. 2.17 the total linear attenuation coefficients are presented as a function of
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energy for the 3 different absorbers, namely, water (Z.#=7.22, p=1.026 g/cc), SiO,
(Ze=10.8, p=2.65 g/cc) and the water-saturated (water content of 50% w/w) sediment
matrix (Ze=10.25, p=1.4 g/cc). In Figs. 2.18 and 2.19 the photoelectric absorption and the
pair production linear attenuation coefficients are presented as a function of energy for the
same 3 absorbers.
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Fig. 2.17: The total linear attenuation coefficients are presented as a function of energy for

the 3 different absorbers.
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Fig. 2.18: The linear attenuation coefficients (cm™) for photoelectric absorption are

presented as a function of y-ray energy for the 3 different absorbers.
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Fig. 2.19: The linear attenuation coefficients (cm™) for pair production (pair_n) are
presented as a function of y-ray energy for the 3 different absorbers.

The linear attenuation coefficients take into account the density of the absorber and
therefore the differences are expanded and actually the H,O absorber exhibits the lower
values in every interaction process. As it can be seen in Fig. 2.17, the density of the material
plays a defining role, compared to the Zes differences, regarding Compton scattering, as the
similar behavior of water saturated sediment to H,O can be attributed to their density values
proximity (p=1.026, 1.4 g/cc). On the contrary, the photoelectric effect is governed by the
Z-dependence as shown in Fig. 2.18. The same pattern, to a lesser extend however, applies

also to the pair production (Fig. 2.19).

2.3.  Utilized detectors for y-ray spectrometry applications

The detection of y-rays relies on the transfer of their energy to electrons and the
subsequent measurement of the ionization created as the high-energy electrons move
through matter. Therefore, a detection system is designed according to the interaction
processes of y-rays with matter in the energy range of interest (Eber_08). Thus, materials of
high atomic number (Z) and density, as well as adequate dimensions, to ensure the
deposition of energy inside the detector and the restriction of radiation escape are

preferable. Different types and sizes of detectors have been used in y-ray spectroscopy.
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There are principally two detector types most widely utilized in y-ray spectroscopy: i)
inorganic scintillators, and ii) solid state semiconductors. Their beneficial characteristics in
y-ray spectroscopy differ and depend primarily on differences in their properties and the

process of the ionization collection.

2.3.1. Semiconductor detectors

Semiconductors have some interesting properties that are beneficial for y-ray
detection. Crystals of adequate dimensions for y-ray spectroscopy are commercially
available and a large variety of semiconductors exhibit moderate to high-Z and density
values. Different semiconductors have been tested so far, such as Si, Ge, GaAs, CdTe,
CdznTe, TIBr and Hgl,. Generally, the principle of operation of a semiconductor detector is
based on the collection of the charges (electrons and holes), created by the primary photon
interactions in the crystal active volume which is the depletion region. This is a region
stripped of free charge carriers created by adding proper impurities in the crystal and
applying reverse high voltage bias. For y-ray spectroscopy applications, the active volume
of the detector needs to be maximized and therefore a high voltage bias is applied. Through
the application of the external electric field the electrons and holes, created by the primary
photon interactions, move in opposite directions towards the electrodes (anode and cathode
for electrons and holes, respectively). The movement of the electrons and holes causes a
variation of induced charge on the electrodes and therefore a direct electrical signal. The
signal created from the collected electron—hole pairs is directly related to the absorbed y-ray
energy. Semiconductors exhibit a small energy band gap between the conduction and
valence band zones and therefore the energy of just a few eV suffices to create an electron—
hole pair. This property of semiconductors constitutes their great advantage for y-ray
spectrometry, since the small energy band gap leads to an efficient collection of the primary
radiation. Moreover, the small energy band gap leads to nicely separated pulses with respect
to the primary y-ray energy and therefore, to a high ability of distinguishing neighboring
peaks (i.e. high energy resolution).

From the available materials, Ge crystals have a superior energy resolution due to
their small band gap (~0.67 eV). Nevertheless, the small band gap of Ge favors the thermal
excitation of electrons and therefore the production of electronic noise. This process can
only be sufficiently suppressed by cooling to low temperatures (approximately around -

196.15° C). Liquid nitrogen is the most common medium used for cooling the Ge crystal,
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however, recent advances in electrical cooling systems have made electrically refrigerated
cryostats a viable alternative for many detector applications (Canber_14). Despite this
implication of cooling, Ge crystals are still favorable compared to the other semiconductors,
especially for laboratory-based measurements, due to their superior resolution and their
high efficiency over a wide y-ray energy range. Nevertheless the necessity of cooling
complicates the use of Ge detectors and in some cases limits their application, especially
when measurements are held directly in the field. The electrical cooling requires high
power consumption and thus continuous measurements for long time intervals are not
possible.

GaAs, CdTe, CdZnTe and Hgl, present a medium to high Z matrix, which promises
a good peak-to-total ratio. In addition, the band gap is large enough to operate the detectors
at room temperature; however the energy resolution is again significantly improved when
cooling is performed. The aforementioned detector crystals are not well-suited for high
quality y-ray spectroscopy due to their limited efficiency (small crystal sizes) and energy
resolution, which is about a factor of three worse than the one of a Ge detector (Eber_08).

2.3.2. Scintillation detectors

Scintillators rely on the conversion of the absorbed energy, caused by the interaction
of incident rays with the crystal, to optical photons. The incident y-rays interact with the
crystal material producing a secondary emission of high energy electrons which
subsequently interact with the less bound electrons in the atoms causing ionizations and
excitations in the crystal. The de-excitation in such materials is accomplished with a
simultaneous emission (10® sec) of optical photons (scintillation). The scintillation
mechanism depends on the structure of the crystal lattice which forms the available energy
states. In many cases, small amounts of impurities (activators) are added to the crystal in
order to cause changes in the energy states, thus permitting the de-excitation. The emission
of scintillation light is isotropic in all directions. Therefore, a reflector is mounted around
the crystal to assure that a larger fraction of light is collected. The output from a
scintillation crystal can be converted into an electrical signal by different pieces of
instrumentation, while the most common technique is the use of a photomultiplier tube
(PMT). Again, a high voltage bias is applied for the electrical signal collection, however a

much lower voltage supply is required compared to semiconductor detectors. The PMT
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consists of a photosensitive cathode which converts the visible photons into photoelectrons
and a set of dynodes, in which the electrons are repeatedly multiplied. The produced
photons inside the crystal are collected in the window of the PMT. The photons strike the
photocathode, thus producing electrons by the photoelectric effect. These produced
photoelectrons are accelerated towards the first dynode by applying a positive potential
with respect to the photocathode. The electrons are sufficiently energetic to cause secondary
electron emissions, which are accelerated towards the next dynodes by increasing in each
dynode the bias voltage, where a similar process occurs, and eventually, an amplified signal
is produced in the anode. The resulting signal is proportional to the incident y-ray energy.
The resolution of scintillation detectors is relatively worse compared to that of
semiconductor detectors, owing to the combined effects of scintillation efficiency, light
loss, and in the statistical spread in the number of photoelectrons produced at the
photocathode.

The most widely utilized scintillation detectors are Nal(Tl), Csl (pure or doped with
Tl or Na), and BisGe3012(BGO), due to their high efficiency (high Z materials) and
tolerable resolution. Among them BGO detectors exhibit higher efficiency (due to the
higher density, 7.13 g/cc) but much lower resolution, while Csl detectors have again larger
density (4.51 g/cc) compared with Nal(TI) detectors but are rather slow (thus they are
avoided for high count-rate applications) and exhibit lower resolution values. Scintillation
detectors are mostly used for in situ y-ray spectrometry applications due to their compatible
sizes, lower cost and high detection efficiency. Lately, Lanthanum (LaBr3(Ce), LaCls(Ce))
and Cerium (CeBr3) based crystals are also commercially available. These are very
promising scintillating materials for y-ray spectroscopy due to their superior resolution and
efficiency properties. Nevertheless, their use for environmental applications is still limited
due to their high intrinsic activity, especially in the case of La detectors (Quar_13), where a
high intrinsic count-rate (compared to measured environmental count-rates) within the
crystal is always present (from the **La radioactive decay). However, CeBr; detectors with
a very low intrinsic activity are also commercially available and constitute a competitive

alternative for environmental applications using the in situy-ray spectrometry.

2.3.3. Detectors in underwater y-ray spectrometry

Several detection systems have been developed from different research groups and

have been deployed in the sea for in situy—ray spectrometry. These instruments consist of
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different types of scintillators, such as BGO (Jones_01; Graaf_07), a variety of different
size Nal (Osv_01; IAEA 99; Tsab_08, Tsab_12; Cine_16; Zhang_15), fluorides (e.g., CsF
and BaF2), Csl or semiconductor detectors which do not require external cooling (e.g.,
CdTe, CdznTe, Hgl2, and GaAs). Nevertheless, such systems have not yet become
competitive to Nal(TIl) and HPGe detectors for applications in the marine environment
(Pov_12), mainly due to their lower efficiency or resolution properties in the energy interval
30-3000 keV. HPGe systems have been applied (Pov_96; IAEA 99; Sokolov_99) in the
marine environment, nevertheless small acquisition times (autonomous operation) were
achieved, ranging from 20min, to 24h, due to the necessity of electrical cooling. On the
contrary, Nal systems can operate continuously for 3 months without maintenance and their
power consumption is relatively low (1.0 — 2.0W) (IAEA_10b).

2.4.  Signal processing, calibrations and implications

2.4.1. Signal processing

Apart from the detector, there are several units needed for the signal amplification
and processing in order to obtain the final pulse-height spectrum. Such units include the
high voltage bias supply necessary for the operation of the detector, a preamplifier (which is
attached to the crystal and is usually provided by the manufacturer) and an amplifier, a
Multi-Channel Analyzer (MCA) unit and a PC unit, in which appropriate software for the
display, analysis and storage of the spectrum is incorporated. A simplified diagram of a
typical electronic set-up for y- spectrometry is depicted in Fig. 2.20. The preamplifier is
responsible for producing a pulse with amplitude proportional to the collected charge and
converting the initial signal (collected charge) in appropriate units so that it can be
recognized by the pulse shaping amplifier. The preamplifier is placed in close contact with
the detector to maximize the signal to noise ratio. The pulse exiting the preamplifier is
driven to the amplifier input gate. Shaping is the primary function of the amplifier, while it
also magnifies the amplitude (coarse and fine gain) of the output preamplifier pulse, so that
the maximum voltage output of the amplifier matches the MCA voltage range (Gilm_08).
Moreover, additional features are incorporated within the amplifier to provide pole-zero
cancellation, baseline restoration and pile-up rejection (Gilm_08). Adjusting the optimal
shaping is vital to the production of high-quality spectra, as it is responsible for the

optimization of the energy resolution and the minimization of overlaps between the pulses.
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The Multi-Channel Analyzer MCA consists of an analog-to-digital converter (ADC), a
control logic, a memory and a display. The ADC is located at the MCA input and is
responsible for the conversion of the voltage pulse coming from the amplifier to a binary
number that is proportional to the amplitude of the input pulse. The accepted pulses are
controlled by the lower and upper discriminator levels. Each produced number is addressed
to a memory location, and one count is added to the contents of that memory location. MCA
collects and sorts the pulses coming from the amplifier into a large number of contiguous,
equal-width, user-defined bins (channels). The number of available channels varies from
256 to 16384 in different MCA units.

High voltage X
supply Cmm e m I

Multichannel
analyser

h

Detector Preamplifier f » Amplifier

Preamplifier supply

Fig. 2.20: A simplified diagram of a typical electronic set-up for gamma-ray spectrometry.

After collecting data for some period of time, the memory contains a list of numbers
corresponding to the number of pulses at each discrete voltage. The MCA collects pulses in
all voltage ranges at once and displays this information in real time. The memory is
accessed by a host computer, equipped with appropriate software for the control of the
MCA and the display of the final representation of the pulse-height spectrum.

Although the procedure of producing a pulse-height spectrum is common in both
semiconductor and scintillation detectors, the electronic units (high voltage units,
preamplifiers, amplifiers) utilized in each case exhibit different characteristics. Moreover,
digital electronics are progressively used nowadays; nevertheless, the above discussion was

limited to analog electronics which were utilized in the present work.
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2.4.2. Calibration procedures

Prior to performing a measurement, several steps are required concerning the
calibration of the detector and electronics in order to obtain reliable results. As a first step,
the electronic setup is fixed in a way to achieve the best signal to noise ratio and assure that
the detection is performed in the desired energy range. After the electronic setup
performance, an energy calibration is required, so that each radionuclide present in the
sample can be recognized from its corresponding full energy peak (photopeak) in the
spectrum. The energy calibration is the determination of the slope (keV/channel) and offset
(keV) calibration constants. It is usually performed using standard (calibrated or not)
sources covering the whole energy range of interest. The next step is to perform the
resolution calibration which can again be performed using standard sources. The charge
collection efficiency is a crucial property of a radiation detector that strongly affects the
energy resolution. High charge collection efficiency ensures a good energy resolution.
Generally, the energy resolution of a radiation detector is mainly influenced by the statistics
of the charge carrier generation (Fano factor), the electronic noise and the charge collection
process. A measure of the energy resolution is given by the full width at half maximum
(FWHM) of the amplitude of the photopeak and can be quoted in terms of energy or by the
full width at half maximum (FWHM) divided by the peak centroid energy and given as a
percentage. The resolution of the system provides a measure of how well two neighboring
peaks can be distinguished. Therefore, the performance of the resolution calibration enables
us to detect hidden features in the spectrum. For instance, resolution values larger than the
expected ones could indicate the presence of convoluted peaks in the spectrum or artifacts
attributed to electronics.

The determination of the activity concentrations requires a prior knowledge of the
detector efficiency. Therefore, the most important calibration procedure, which enables the
determination of the activity concentrations, is the absolute photopeak (or full energy peak)
efficiency calibration, also referred to as ‘detection efficiency’. This is a measure of the
detector sensitivity to an incident y-ray according to its energy. The absolute photopeak
efficiency , ¢, is calculated by the ratio of the counts detected in a photopeak to the expected

emitted counts in a certain solid angle as shown in the following equation:
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(2.8)

Different methods that rely either on relative measurements, or analytical calculations, both
absolute and semi-empirical, have been applied for the detection efficiency calibration
(IAEA_10Db). Originally, relative measurements constituted the first and only technique that
could provide quantitative results for quite a long time (IAEA_10b), and still constitute the
most widely applied technique for laboratory-based measurements. The detection efficiency
values are derived from a measurement of a source with a known activity concentration
(calibrated source) which exhibits the same geometrical and physical characteristics with
the sample under study and contains radionuclides with multiple y-rays emissions in the
energy range of interest. By analyzing the obtained spectrum, the detected counts under a
photopeak are calculated. An additional blank measurement is required to quantify the
contribution of the ambient background in the photopeak and subtract the corresponding
counts. By this subtraction the detected net counts are calculated. The efficiency values are
derived using Eq. 2.8, where g, is the only unknown quantity, since the emitted counts can
be derived from the activity concentrations. The measurement therefore results in discrete
efficiency values, which correspond to y-ray energies emitted from the radionuclides
present in the calibrated source. In order to expand the experimental results in a wide range
of energies, the experimental data is fitted with an appropriate function. Different
polynomial or exponential functions have been used, while the most commonly used among
them is the one proposed by Debertin and Helmer (1988).

This technique that relies on a relative calibration is indeed the most accurate, but is
also inflexible. This is because a variety of samples are required for its implementation,
exhibiting different geometrical and physical characteristics, depending on the
measurement. Moreover, any calibration source should contain y-rays emitted in a wide
range of energies covering the available detection range. In addition to the problem that
such sources are not widely available, a recalibration performance is required each time the
measurement geometry (solid angle according to different measuring geometries e.g.
Marinelli beaker or petri, or distance from the detector) or the physical characteristics of the
source (density, chemical composition) change. In fact, in order to achieve accurate activity
concentration results the calibration source should ideally exhibit characteristics that

exactly match the properties of the real sample. Nevertheless, the problem of
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heterogeneities among the samples and calibrated sources is easily resolved, as corrections
can be applied to account for differences in the physical characteristic between the
calibrated source and the samples through efficiency transfer techniques. Despite the
aforementioned difficulties, the technique based on relative measurements assures accurate
results, thus limiting the probability of systematic errors and thus constitutes the most
widely applied technique for laboratory-based measurements.

On the contrary, this technique is not well suited for in situ spectrometry for various
reasons. First of all, it is not easy to produce realistic calibration sources (IAEA_10b) due
to the complex geometries, as well as the implications of real conditions involved when
measuring in the field. In addition, large amounts of a powder radioactive material are
required with known activity concentrations (calibration source), ideally exhibiting similar
characteristics to the studied environment and such sources are not widely available. Even
if such sources were available, the calibration procedure would lead to large quantities of
radioactive waste. Moreover, while the calibration would be valid only for the physical
characteristics (e.g. density, composition) of the material utilized, the need for independent
recalibration procedures would arise. This is a serious drawback limiting the application of
this technique for in situ spectrometry (Tyler_96). Nevertheless, there are some reported
works in the literature that have performed relative measurements for the efficiency
calibration using complementary laboratory measurements.

An absolute calibration via Monte Carlo (MC) simulations is better suited for in situ
measurements, since a better representation of the actual conditions is possible
(IAEA_10b). MC simulations have been widely applied to reproduce experimental results,
even in very complex geometries, both for in situ and laboratory-based measurements
(Elef_13, Mau¢_09; Askri_08; Roden 07; Hendr_02). The excellent reproduction of the
detection efficiency experimental data for a wide range of different applications using y-ray
spectrometry rendered the MC simulations a robust and reliable technique. Nevertheless, it
requires the precise knowledge of the measurement details (detector, source and
intercepting layers geometry characteristics, as well as, chemical and physical data).

Codes using semi-empirical methods for the efficiency calibration are also available,
combining advantages and minimizing drawbacks of the two previous calibrations. These
methods can be accommodated in a great variety of measurement situations and are broadly
applicable. More details on the available codes are given in sections 2.4.3 and 2.4.4. The
aforementioned calibration procedures need to be periodically repeated for an individual

detector and geometry set-up, since, drifts in the detector active volumes along with long-
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term changes in the charge collection efficiency and in the electronic set-up, can lead to
variations in the results, affecting the activity concentration calculations (especially in the
case of the detector efficiency calibration).

2.4.3. Coincidence summing effects

Coincidence summing effects occur when two or more y-rays interact with the
detector and deposit all of their energy within a time that is short compared to the response
time of the detector or the resolving time of the associated electronics. As a result, the
events cannot be distinguished and are recorded as a result of a single interaction. This
means that the energy transferred to the detector and finally recorded in the spectrum is the
sum of the energy arising from all the individual interactions. There are two types of
coincidence summing effects, random coincidence summing or pile-up and True
Coincidence Summing (TCS).

Pile-up concerns events that originate from more than one decaying nucleus and is
ruled by the statistical probability of simultaneously detecting two or more incident y-rays
as a single event. Its occurrence is therefore dependent on the available number of nuclei
and therefore, the activity of the source. If pile-up is present, it can be observed in the
spectrum through the appearance of a peak with an energy that equals two times the energy
of the photopeak. Moreover, a large continuum of sum events will also occur at lower
amplitudes (between the sum peak and the photopeak) due to the summation of partial
energy loss interactions. Random coincidence summing is related to high count-rates and is
usually not present in environmental sample measurements (low count rate). Pile-up effects
can be reduced by limiting the source activity (Pb shielding, increase of the distance
between the source and the detector). In cases where it is not possible to reduce the

counting rate, a correction for the lost events should be applied.
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Fig. 2.21: Diagrams of the cascade decay schemes of 2°®T1 (up) and ?**Bi (down).




TCS concerns events arising from the emission of multiple photons or X-rays within
a single decay of an unstable nucleus (cascade nuclides). 2®TI and ?“Bi exhibit a rather
simple and much more complicated cascade decay scheme, respectively, as shown in Fig.
2.21. True Coincidence Summing or ‘cascade effect’ is realized when the lifetime of the
intermediate state is generally so short, that the events (y-, X-rays) are emitted in
coincidence, meaning that a single output pulse will be generated as the charge collection
time is much greater than the corresponding nuclear lifetimes. Therefore, cascade summing
occurs for nuclides which emit two or more y-rays in coincidence, or X-rays in coincidence
with the emitted y-rays within the solid angle subtended by a y-ray detector. The result of
the TCS effect is an output signal from the detector that equals the sum of the energy of the
emitted y- and X-rays. These events will therefore be interpreted as a full energy peak (sum
peak) in the spectrum at an energy that equals the sum of the cascade photons, followed by
the loss of counts in the full energy peak for the y-rays participating in the sum peak as well
as an increase in counts in the spectrum background at higher amplitudes than those of the
full energy peaks (again due to the summation of partial energy loss interactions). The
aforementioned description of the loss of counts in the full energy peak is known as the
‘summing out’ effect (Bri_14). Nevertheless, a process with opposite results in the full
energy peak may also occur. This means that the sum peak coincides with one of the
photopeaks present in the spectrum. This leads to an ‘artificial’ increase of counts in the full
energy peak for the y-ray that exhibits the exact energy of the sum peak. This is known as
the ‘summing in’ effect (Bri_14). An example can be shown for ?*Bi (Fig. 2.21). The sum
of the two cascade y-rays, namely 1120 and 609 keV, coincides with the emission of the -
ray at 1730 keV and therefore, the sum peak will be displayed together with the full energy
peak of 1730 keV in the spectrum.

Opposed to pile-up, TCS effects occur within the same nuclei exhibiting a cascade
decay scheme and do not depend on the activity of the source. On the contrary, it always
occurs when cascade radionuclides are present in the sample. The occurrence of TCS
depends on the properties of the source (density, composition, size) when voluminous
samples are involved, the measurement setup and the properties of each particular
radionuclide (decay scheme properties). In more detail, concerning the detector-source
geometry (measurement setup) and the nuclides present in the source, TCS effects are
controlled by the branching ratio of the y- or X-rays, the angular correlation that may exist
between them, the emission probability of each y-ray, and above all, the solid angle

subtended by the detector and the sample, as well as, the type of the detector and more
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particularly the material of the detector window (more prominent with a carbon fiber
window). TCS effects are drastically reduced when the source is placed far from the
detector window and are negligible for detector-source distances larger than approximately
10 cm.

TCS effects play an important role in environmental samples measurements since
the majority of the naturally occurring radionuclides exhibit a complicated cascade decay
scheme. Moreover, the measurements are usually held in touch geometry between the
detector and the source, in order to reduce the time necessary to acquire adequate statistics.
Unfortunately this detection geometry maximizes TCS effects (Deb_79; Deb_88). Although
in laboratory measurements, the samples could be placed in far distances, this would be
accomplished at a severe expense of the acquisition time and thus is usually avoided.
Moreover, TCS effects strongly affect the performance of in situ measurements in the
aquatic environment in touch geometries.

The increase or decrease in the full energy peak counts leads to erroneous results in
the activity concentrations. To obtain the correct activity concentrations for a cascade
radionuclide, a correction must be applied to the full energy peaks for the y-rays of the
corresponding radionuclide. An experimental way to eliminate TCS effects is to use, for the
detection efficiency calibration of natural or artificial radioactivity peak yields, a calibrated
source of the same radionuclide, having the same radioactivity (which can be found within
IAEA reference materials). TCS effects influence the same way both the count-rates of the
peaks of the efficiency calibration measurements and the ones of the peaks of the sample to
be investigated. Therefore, when the latter are converted into activity units by means of the
efficiency calibration coefficients obtained from the former, the results are automatically
corrected for TCS effects.

In cases where calibrated sources with the exact physical properties are absent,
correction factors for TCS effects need to be determined and included in the activity
concentration calculations. Different techniques have been widely applied to account for
TCS corrections and can be found in the literature. These techniques involve experimental
calculations (Qui_95), derivation of analytical expressions (Nov_07; Kor_92), semi-
empirical calculations (Yiic_10; Fel 00; Fel 02), or the implementation of general-purpose
Monte Carlo codes (Bri_14; Dec 96; Zhu 08). Often, combinations of the available
techniques have been utilized, mostly based on semi-empirical calculations combined with
Monte Carlo codes (Lépy 12; Vid 11; Lépy 07; Sima 96,01; Piton_00). The
aforementioned technique offered the possibility of developing software programs that
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provide TCS corrections for a variety of detector crystal types, detector sizes and shielding
material, as well as, for different samples properties for a wide list of radionuclides. There
are several developed software programs including either commercially available or home
products (IAEA_02). One of these programs, the EFFTRAN code (Vid_05), is implemented
in the present work to estimate the TCS factors for the efficiency calculations, as well as the
activity concentrations concerning the laboratory measurements. The TCS effects regarding
in situ measurements are treated using the Monte Carlo codes MCNP-CP and FLUKA. The
principles of MC simulations, as well as the characteristics and differences of the two MC

codes are discussed in the next chapter.

2.4.4. Detection efficiency influence by sediment properties

It has been seen that seawater presents rather homogenous physical characteristics
(density, chemical composition), whereas this is not the case for the physical properties of
marine sediment samples, whose density, texture, porosity and chemical composition can
greatly vary. As a direct consequence, the detection efficiency values would also vary
according to the different characteristics (Ra_99) especially for the large voluminous
samples (typically > 14 cm®) used in laboratory y-ray spectrometry. For this reason, a
standard sample pre-treatment procedure has been established according to IAEA
guidelines (IAEA _03). In brief, this procedure includes drying, sieving and pulverizing the
sediment samples prior to the final measurement, in order to obtain a more uniform
distribution concerning the bulk density, water content (which is totally extract), pore space
and grain sizes. Nevertheless, the differences in the chemical composition and especially in
the sample’s dry density imply deviations in the efficiency for every sample. Therefore a
correction factor related to the differences in density and composition should be calculated
and applied to the final calculation of the activity concentrations. There are several
developed software programs based on efficiency transfer calculations able to provide
accurate efficiency calculations for different sample sizes and properties. Among them,
there are both commercially available programs, such as GESPECOR (Semk 15) and
ANGLE™ (Bell 12), or publicly available codes such as DETEFF (Diaz 08) and
EFFTRAN (Vid_05). The software developed by Vidmar et al. (2005), which can also
account for TCS effects, was utilized in the present work to correct the efficiency values

both for TCS effects and for differences between the sediment samples and calibrated
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sources properties, according to each sample physical characteristics. Moreover it was
implemented to correct the activity concentration results, as discussed in the previous
section.

The differences in the physical characteristics of the marine sediments can greatly
affect the photopeak efficiency of the detectors used for in situ measurements on the
seabed. In such measurements the differences in the attenuation of photons are even more
pronounced due to the larger volumes involved. Moreover, the presence of water within the
sediment matrix (water-saturated) in the real environment is a significant parameter
contributing to the diversity of sediment physical properties. The influence of sediment
physical properties to the detector photopeak efficiency is thoroughly discussed in chapter
V.

2.4.5. Data quantification

The most commonly applied technique in laboratory y-ray spectrometry for the
derivation of the activity concentrations requires the analysis of the photopeaks present in the
pulse-height spectra of the measured sample and of a background-level measurement
performed under the same conditions, to account for the ambient background radiation
(cosmic rays, building material, detector shielding effects, Rn in air, unidentified sources).
The activity concentrations A (Bg/kg) in sediment samples are derived by calculating the

specific activity (the activity per unit mass of the sample), using the following formula:

Ns_Nb

A= ,
I, € T-C;-M

(2.9)
where:

Ns : the counts detected under the net peak area (after the subtraction of the Compton
continuum background) of a photopeak in the acquired spectrum for the sediment sample

Ny : the counts detected under the net peak area (after the subtraction of the Compton
continuum background) of the same photopeak in the spectrum of the background-level
measurement, acquired in the same time interval and under the same conditions

¢” the measured photopeak efficiency ¢, at the photopeak centroid energy, corrected for

differences in the physical properties between the sample and calibration sources (relative
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measurements), using a correction factor C, and corrected for TCS effects for the
corresponding y-ray, taking into account the physical characteristics of the sediment sample,

using a correction factor Crcs, (in case of emission in cascade mode)

E =& 'Cp'CTCS

(2.10)
T : the acquisition life time in seconds
M : the mass (kg) of the measured sample
I, : the emission probability or the y-ray forming the corresponding photopeak
Cs : A product of several correction factors accounting for
Cf :CI'CZ'C3'64
(2.11)

Cy, is the correction factor for the elapsed time from the sample collection to the
start of the measurement (=1 except in cases of small half lives Ty,)

C,, is the correction factor for the nuclide decay during the measurement (=1 except in
cases of small half lives T1,)

Cs, is the correction factor for random summing (=1 except in cases of high count-
rates)

C,, is the factor for TCS effects correction (=1 except in cases of y-rays emitted in

cascade)

2.5.  Detection systems utilized in the present work

The y-ray spectroscopy measurements on the seabed and in the seawater were
carried out by deploying the in situ underwater y-ray spectrometer KATERINA (Tsab_04;
Tsab_08). Additional measurements by means of laboratory high-resolution spectrometry
using different HPGe detectors have also been conducted. These measurements were
performed on collected samples from the studied sites in order to derive the activity
concentrations. The measurements were held on the laboratory facilities of the Hellenic
Centre for Marine Research (Marine Environmental Radioactivity laboratory-MERL,
Institute of Oceanography) and the Nuclear Physics Laboratory at the National Technical

University of Athens (NTUA). The laboratory-based measurements were implemented for
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the evaluation of the in situ data regarding the efficiency calibration results, as well as, the
estimated activity concentrations in several different applications. The specifications of the
utilized detection systems are described in the following sections, while details on the
measurements and the corresponding results are thoroughly discussed in chapter 4
regarding the measurements in the seawater and in chapters 5 and 6 regarding the

measurements in the seabed.
2.5.1. The underwater detection system KATERINA

The underwater y-ray spectrometer KATERINA utilized in the present application
for y-ray measurements in the seawater column and on the seabed was developed at the
Hellenic Centre for Marine Research (Tsab_04; Tsab 08). The system consists of a
commercial 3”x3” Nal(TI) scintillation crystal, connected to a built-in photomultiplier tube,
a preamplifier and a power supply for the detector operation (high voltage bias), together
with the electronics for signal amplification, data acquisition and storage. A representation

of the system is presented in Fig. 2.22.

=

data

data interface
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unit

15237 ] power

=

Fig. 2.22: The representation of the underwater y-ray spectrometer KATERINA, including

the detector and coupled electronic units (Tsab_08).

The output of the preamplifier is connected to a shaping amplifier, especially designed for
underwater applications, where a low gross counting rate occurs (~10-40 cps). The output
of the shaping amplifier is introduced to a Multi Channel Analyzer and the serial output is
connected to a PC. The specifications of the system are depicted in Fig. 2.23, along with a
photo of the system. The electronic modules were especially designed to fit inside the
detector housing (85 x 550 mm). A special memory and microcontroller is incorporated in
the system in order to be independent of any computer connection, allowing for

measurements in autonomous or real-time mode.
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The specifications of the detection system “KATERINA™

Sensor type 3" % 3" Nal(Tl)

Energy range Adjustable maximum and minimum
energy of detection (with maximum
value of 3000 keV)

ADC Successive approximation 10 bit
High voltage Internally controlled 100-1200V ]
Spectroscopy Adjustable 256, 512 or 1024 channels ‘
Gain amplification, pole-zero Internally controlled and adjustable T:
cancellation, base-line restoration z:’:."
Dead time <0.5% in aquatic operation mode -
Energy resolution (140.5 keV) 10% x
Energy resolution (661.6 keV) 6.5% H
Operating temperature —5°C to +30°C T
Consumption 1.2—-1.4W X
Preset time Gross y and y-spectrometry
Output Time, date, cps, spectrum, dead time.
RS232 settings Baud rate adjustable, panty “space”,

flow control “none”
Enclosure Shape " Cylinder”, matenal **Acetal”

Fig. 2.23: The underwater detection system KATERINA (Tsab_08).

A water-tight cylindrical enclosure (housing) has been designed, consisting of a low density
(p=0.825¢g/cc) polymer, namely Acetal (C;H140,). The housing is used to protect the
detector along with the electronics and was designed to offer continuous operation up to
400 m water depth. A different housing material is also available that offers secure
operation up to a depth of 3000 m.

Some of the advantages of the detection system KATERINA, are the ability of
autonomous operation for long-time periods (approximately for 4 months), the relatively
low power consumption, the operational depth at sea (400m), the low-Z material used for
the detector water-tight shielding, and the ability of installing the system on oceanographic
buoys and seabed platforms. The system KATERINA is calibrated for radionuclide
concentration measurements in the aquatic environment and has been successfully deployed
in lakes, rivers and in the marine environment (Tsab_10, Tsab_11). The efficiency
calibration for measurements in the water column was experimentally performed at the
NTUA laboratory facility. The system was deployed in a calibration tank of 5.5 m® in
capacity. The tank was filled with still water and a solution of diluted calibrated sources of
¥mTc (photopeak at 142 keV), *¥'Cs (photopeak at 662 keV) and “°K (photopeak at 1460
keV) was added. At the bottom of the tank an electric pump was placed and operated before

the measurements. The pump was used to circulate the water and therefore to ensure that
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1) the measurements be performed under homogeneous conditions

ii.) the sedimentation of the radionuclides in the bottom of the tank is avoided.
Additionally, an acid environment was created to limit the adhesion of the radionuclides in
the tank walls by adding appropriate amounts of a nitric acid (HNO3) solution. The
experimental efficiency calibration was performed by deploying the detector in the middle
of the tank to acquire spectra in different time intervals. More details concerning the
experimental calibration can be found in Tsabaris et al., (Tsab_04), Bagatelas et al.,
(Bag_10) and Vlastou et al., (Vlast_06).

The efficiency calibration was subsequently extended in a wide range of y-ray
energies by performing Monte Carlo (MC) simulations using the GEANT4 code (Bag_10;
Vlast_06). Initially, the simulation results were validated by comparison with the
experimental photopeak efficiency data and subsequently several runs were performed over
a wide range of y-ray energies (200-3000 keV) with a step of 100 keV, to estimate the
efficiency values in the y-ray energy region suitable for environmental applications (150-
3000 keV) using Nal(TI) detectors. The MC estimated volumetric efficiency values (in
units of m®) along with the experimental values are depicted in Fig. 2.24, along with a

schematic illustration of the experimental calibration measurement.
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Fig. 2.24: Schematic of the experimental efficiency calibration (left) along with the

corresponding experimental and simulation results (right) (Bag_10).

2.5.2. The HPGE system at the Hellenic Centre for Marine Research

The detection system at the HCMR facility consists of a HPGe detector connected to

a liquid Nitrogen dewar of large dimensions (cooling system) along with the necessary
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electronic units including

) a high voltage bias supply for the detector operation at 4.8kV (TC950A,
Tennelec)

i) an amplifier unit for the signal amplification and shaping (2020, Canberra)

1)) a computerized MCA system (SpectechUC530) for the data acquisition and
storage

iv) a PC connected to the MCA output equipped with an appropriate analysis
software (Spectech driver).

The measurements are performed by a p-type coaxial High Purity Ge (HPGe)
detector of 85mm in diameter x 64 mm in length, with an ultra-thin entrance window of
carbon fiber foil (model GEM-FX8530P4), constructed by ORTEC®. The detector has a
50% nominal relative efficiency and a resolution of 2.1 keV at 1.33MeV (warranted value
at 1.9 keV) along with a computerized MCA system for the data acquisition. In order to
reduce the ambient gamma-ray background a lead shielding (58.5mm thick and 21mm
height) is placed around the detector (Fig. 2.25).

Fig. 2.25: The HPGe detector (left) and the Pb shielding (right) at the facilities of the
HCMR.

2.5.3. The facility at the National Technical University of Athens

The detection system at the NTUA facility consists of a HPGe detector connected to
a compact liquid Nitrogen dewar (cooling system) along with the necessary electronic units
including:
)] a high voltage bias supply for the detector operation at 3.5 kV (FAST ComTec,
NHQ 205M)
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i) an amplifier unit for the signal amplification and shaping (627, Ortec)

i) a computerized MCA system (Canberra Model 8715) for the data acquisition
and storage

iv) a PC connected to the MCA output equipped with an appropriate analysis
software (Genie2000, Canberra).

The measurements are performed by a p-type coaxial HPGe detector of 67mm in
diameter x 67 mm in length with an entrance window of a 1mm thick Al foil (model
GC5021) constructed by Canberra®. The detector has a 50% nominal relative efficiency and
a resolution of 2.3 keV at 1.33MeV (warranted value at 2.1 keV) along with a computerized
MCA system for the data acquisition. A key difference compared to the HPGe detector at
HCMR is the use of Al for the detector window having a thickness ofl mm. This results in
reduced photopeak efficiency values for low to medium y-ray energies due to the high
attenuation in the Al window which is a relatively high Z material. A detector shielding is
again used to reduce the ambient gamma-ray background consisting of a horizontal cylinder
of three different layers, an outer layer of Pb 50 mm thick, cadmium (Cd) layer of 2.5 mm,
and a copper layer (Cu) of 2.5 mm. The cylinder is hollow inside and a hole of 16 cm in the
front side allows for the positioning of the detector crystal inside the shielding, while
performing the measurements. The detector and its shielding are depicted in Fig. 2.26. In
Fig. 2.27 the background-level measurements acquired in the same time using the HPGe
detector in the two different shielding systems are presented along with a measurement free
of shielding. The efficiency calibration for the two utilized systems, Canberra GC5021
(NTUA) and ORTEC GEM-FX8530P4 (HCMR), for measurements on sediment samples is
depicted in Fig. 2.28.

Fig. 2.26: The SEGe detector (right) and the Pb shielding (left) at the facilities of the
Nuclear Physics Laboratory at the NTUA.
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Fig. 2.27: Background-level measurements acquired in the same time using the two

different shielding systems (at HCMR and NTUA) are presented along with a measurement
without shielding (Elef_15).
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Fig. 2.28: Absolute efficiency calibration of the two stationary detectors at HCMR (GEM-
FX8530P4) and NTUA (GC5021) for sediment samples measurements (Elef_15).
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CHAPTER III:

Monte Carlo codes utilized in the framework of the thesis

3.1. Introduction

In this chapter a description of the Monte Carlo (MC) method and the MC codes
utilized in this work is given, followed by the evaluation of these codes in specific
applications.

The implementation of Monte Carlo (MC) codes started with the pioneer work of
von Neumann, Ulam and Metropolis (Metro_49) and the development of high performance
computers. Nowadays, the MC statistical method has become a powerful auxiliary tool for
treating complex problems that are either difficult to solve analytically, or for which an
alternative experimental treatment would be rather cost-inefficient, or impractical.

Monte Carlo simulation is a method that relies on random sampling and on
probability statistics and utilizes random number generation algorithms, to imitate the
propagation of complex systems and uses mathematical functions to estimate the desired
quantities, through an iterative procedure. Concerning nuclear applications, the MC method
is implemented for solving complex problems, involving particle transport and their
interactions as they pass through matter. In such problems, a MC simulation probes a
physical system by tracking the history of a single primary particle and all secondary
generated particles, from their generation till they are fully absorbed (energy below
threshold), using probability density functions to randomly determine the result of the
interaction in each step of the particle track. The final simulation result is obtained by
repeating the procedure for a large number of primary particles and is calculated from the
average of all the generated particles.

As a consequence, the accuracy of the result highly depends on the number of the
primary particles and is improved by increasing this number at the expense of computing

time. Concerning the precision of the results, crucial systematic uncertainties may arise
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reflecting missing or incorrect features in the MC modeling description. These include the
poor reproduction of a) the underlying interaction physics, b) the details (geometry,
physical properties) of the instruments and the surrounding environment modeling, c) the
incident source (or background) particle distribution description (Kippen_04). Although
there is a large list of available MC codes, the steps that need to be followed in order to
carry out a reliable simulation are common and involve:

> Modeling the geometry of the system: All the information of the real environment that
will affect the results should be described in detail, including the object dimensions, shape
and the materials forming the real environment as well as the boundaries of the simulation
geometry.

> Defining the particle generation (source), including the number of generated events,
the particle type, size, direction, position, energy and intensity.

> Correctly describing the underlying particle interaction physics, by including all the
processes involved in a specific problem according to the generated particles (primaries,
secondaries).

> Specifying the information needed to be estimated (scoring).

The MC simulations are well established as a powerful tool in nuclear physics
applications. Among the different applications, MC simulations have been extensively used
in y-ray spectrometry for detector characterization. MC simulations have been widely
applied to reproduce experimental results even in complex geometries (Elef_13; Mau¢ 09;
Askri_08; Roden_07; Hendr_02). In the present work the MCNP5, MCNP-CP and FLUKA
codes were utilized for the photopeak efficiency estimation of the system KATERINA in
the marine environment. In general the selection of the appropriate MC code relies on the
purpose of a specific application, as each MC code provides different capabilities to the end
users. A brief description of the characteristics and physics settings of the different codes is
given in the following sections along with a comparison of the estimated results for specific

test cases.

3.2 MC codes utilized in this work

3.2.1. The MCNP5 code

Among the available validated MC codes, the Monte Carlo N-particle transport code
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(MCNP) code is a general purpose MC code able to perform a statistical simulation of the
transport of neutrons, photons, and electrons separately or coupled (multi-type source) in an
arbitrary three-dimensional geometry (X-5_03). The MCNP5 code is a user-friendly code
and has been extensively used in y-ray related environmental studies (Réden 07;
Hendr_02; Cine_16), providing accurate results. The MCNP5 code contains different
estimators (tallies) according to the studied quantity such as, surface current and flux, track
length, point or ring detectors, particle heating, fission heating, pulse height estimators for
energy or charge deposition, mesh tallies (spatial distribution of different tally results in a
designated zone), and radiography tallies. For radiation applications the most commonly
utilized estimators are the pulse height (F8 tally) and the energy deposition (F6 tally) ones.
The simulated processes are based in evaluated data for energy ranges from 10-11 to 20
MeV for neutrons, with data up to 150 MeV for some nuclides, 1 keV to 1 GeV for
electrons, and 1 keV to 100 GeV for photons.

Regarding the transport of photons, the code takes into account by default,
incoherent (Compton) and coherent (Thomson) scattering, the possibility of multiple
scattering, fluorescent emission after photoelectric absorption, absorption in electron-
positron pair production with local emission of annihilation radiation, and bremsstrahlung
emission. Electron/positron transport processes account for the angular deflection through
multiple Coulomb scattering, the energy loss with optional straggling, and the production of
secondary particles including K x-rays, knock-on (Meller scattering) and Auger electrons,
bremsstrahlung and annihilation y-rays from positron annihilation at rest (X-5_03).
Photonuclear physics is also available but for a limited number of elements. Electron
transport does not include the effects of external or self-induced electromagnetic fields. A
disadvantage of the code is that it can generate only a single particle per event. This means
that it cannot account for correlations among particles, such as TCS (True Coincidence
Summing) effects. In problems that such effects become important, other MC codes should

be utilized instead.

3.2.2. The MCNP-CP code

The MCNP-CP code is an upgraded version of the general purpose Monte-Carlo N-
Particle transport code MCNP4c (Briesm_97) that was developed by Dr. Andrey Berlizov
(Ber_06). It is a validated code which reproduces experimental data for various applications
(Szent_13; Ber_10a; Zhu_08), including environmental ones (Jader 15; Ber 10a; Ber 08).
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In environmental vy-ray spectrometry applications TCS effects for cascade
radionuclides are always present. Moreover, numerous radionuclides with complicated
decay schemes contribute to the measurements and therefore an efficient simulation of all
the corresponding emitted y-rays is necessary. The great benefit of this upgraded version is
its ability to incorporate in the simulations a source of correlated nuclear particles based on
the Evaluated Nuclear Structure Data File (ENSDF) (Tuli_87). Using this code, the direct
simulation of all the prominent emitted y-rays (exhibiting an emission probability > 0.3%)
along with the corresponding intensities for each radionuclide is achieved via a single
command card (ZAM option, extension of the SDEF card), offering a considerable time and
effort saving from having these values manually inserted by the user. Therefore, a source
consisting of a particular radionuclide, can be accurately and efficiently reproduced,
consisting of all the emitted y-rays and taking into account the corresponding intensity
probabilities for each y-ray emission. Moreover, more than one photon per event can be
generated and simultaneously transported in every step of the simulation and therefore
offers the possibility to account for true coincidence-summing (TCS) effects using again a
single card (Correlated Particle Source settings card CPS). Both of the aforementioned
advantages are critical for environmental y-ray spectrometry applications (measurements
performed in contact geometries between a multi-nuclide source and the detector).

In addition to these advantages, there are several other improvements within this
extended version of MCNP regarding both physics and scoring (tallies). The low energy
photon transport physics (X-5_03) has been extended, based on the GEANT Low-Energy
Compton Scattering package (Kippen_04), to account for the Doppler shift simulation of
scattered photons and the detailed physics of Compton scattering in the low-energy regime,
where bound electron effects become important. These features are controlled by two
different cards, namely DEC511 and GLECS, respectively. Moreover, a versatile multi-cell
coincidence/anticoincidence pulse height tally (extension of the F8 tally) was incorporated,
which enables detection efficiency estimations in cases of complex detection systems, such

as phoswich, cluster detectors, Compton suppression spectrometers, etc.

3.2.3. The FLUKA code

The FLUKA code (Batti_07; Ferra_05) is a general purpose Monte Carlo code able
to simulate the interaction and transport of about 60 different particles including photons

and electrons, neutrinos, muons and hadrons in arbitrary materials (Batti_15). It is a free,
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open source code and its physical models are continuously upgraded and benchmarked
against experimental data (Batti_15). For historical reasons, FLUKA is best known for
applications involving hadronic and electromagnetic interactions (Batti_15; Fasso_03) and
is particularly reliable in treating problems in the fields of radiotherapy and radiation
protection (Fasso_03). However, it is a multi-purpose, multi-particle code that can be
applied in many different fields (Fasso_03), from proton and electron accelerator shielding,
to target design, calorimetry, activation, dosimetry, detector design, radiotherapy,
Accelerator Driven Systems, cosmic rays or neutrino physics. Regarding electromagnetic
interactions, the energy range covered using the FLUKA code is very wide, ranging
between 1 PeV and 1 keV for photon and electron transport, while photonuclear reactions
are implemented from threshold up to energies of about 20 TeV (Fasso_03).

The FLUKA code can easily handle problems involving very complex geometries
due to the efficient structure of SimpleGeo (additional supplied algorithm) and the
incorporated powerful Graphical User Interface (Flair). Flair (Vlach_09) is a user-friendly
graphical interface for the FLUKA code providing an environment to the user with which
one can control and to some extent automate the processes involved in all the stages of a
simulation, including the creation of an input file, the debugging (by incorporating user
written routines), the execution, the status monitoring, the data processing and the plot
generation (Batti_15). The geometry specification structure is very similar to the MCNP
code and in fact Flair is capable in importing and exporting in various file formats including
the MCNP input format (Batti_15). Nevertheless, this option should be performed with
caution, as differences in the material properties (default settings) from the required ones
could be present. The simulation model (input file) has a similar structure as compared to
MCNP, meaning that the commands/options are driven by simple data cards properly
selected by the user. However, contrary to the MCNP code, in FLUKA the relevant physics
(scoring, sources, thresholds) are fully user-specified and therefore special attention is
required in order to fully include the correct underlying physics in a problem. Although, in
general, the majority of the problems associated with simulations do not require
programming by the user, the great benefit of the FLUKA code is the ability of efficiently
(using Flair) incorporating in the simulation any user-defined routine.

Regarding the photon transport physics, a detailed transport of electrons, positrons
and photons is considered, including the photoelectric effect and the secondary fluorescence
and Auger production, the pair production with energy dependent angular distribution

(while it additionally accounts for differences between electron and positron scattering), the
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Rayleigh and Compton scattering including bound electrons effects (Compton profiles),
while Thomson scattering is not taken into account. Moreover, two additional features of
great importance for environmental applications are the ability (a) to account for TCS
effects and (b) to create a source of correlated nuclear particles based on the ENSDF, as
when using the MCNP-CP code.

FLUKA has not been widely implemented for environmental applications, although
it offers several advantageous capabilities strengthening its utilization. The generation of all
the emitted y-rays along with the corresponding intensity probabilities of a specific
radionuclide is performed automatically, by sampling all the involved emissions according
to the decay scheme of a specific radionuclide, based on information obtained from the
National Nuclear Data Center at Brookhaven National Laboratory (Evaluated Nuclear
Structure Data File (ENSDF)) (Tuli_87). Another advantageous feature is that it can both
generate and simulate multiple particles in a single event; therefore primary and secondary
particles can be correlated. More specifically, for problems that involve y-ray detection,
TCS effects are thus taken into account. Another critical advantage is the ability of this code
to easily incorporate a user-defined routine. This capability can be crucial when sources
with complex geometry (e.g. representation of a soil or sediment source) or particle energy

distributions are involved in the simulations.

3.3. MC code selection for different applications

The three presented general purpose MC codes exhibit differences both in the
underlying physics incorporated in each one, as well as in the capabilities provided to the
end users. Therefore a main objective was to perform an evaluation of the different codes
capabilities and the obtained results, prior to the implementation of each one in a specific
application. This study aimed at assisting to the selection of the most appropriate MC code
with respect to the thesis purposes.

One factor affecting the activity concentration results is the presence of True
Coincidence Summing (TCS) effects. The occurrence of TCS depends on the properties of
the source (density, composition, size) when voluminous samples are involved, the
measurement setup (including the detector geometry and materials as well as the
measurement solid angle) and the decay scheme properties of each particular cascade
radionuclide. These effects are always present when the source is placed close to the

detector (distance < 10cm). In such cases, correction factors (CF) should be included in the
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analysis; otherwise, if TCS effects are not taken into account, a systematic uncertainty may
be introduced in the activity concentration, in cases where cascade radionuclides appear in
the spectrum. Regarding in situ measurements in the marine environment, TCS effects are
always present since the measurements are performed with the detector positioned in close
contact with the source.

The evaluation of the significance of TCS effects concerning in situ measurements
on the marine environment using the detection system KATERINA was performed via the
MCNP-CP code. This was accomplished by performing two separate runs (by activating
and de-activating the CPS card). The methodology details and the obtained results are
presented in the following section 3.3.1. The MCNP-CP code is a reliable code in the field
of y-rays and the TCS results have been validated using experimental and theoretical data,
by implementing other MC codes (e.g. GEANT). However, no data were available until
recently in the literature (Andr_16b) concerning applications in the marine environment.
For this reason an evaluation of the obtained results was performed with corresponding
simulations using the FLUKA code. As no data are reported regarding the utilization of
FLUKA for y-ray applications in the marine environment, a comparison of the two codes
was considered mandatory, before deciding, which is the most suitable one. The comparison
results are presented in section 3.3.2. It is important to note here that comparisons between
the MCNP5 code and its extended version MCNP-CP were not performed as the only major
difference between them (for the specific applications) is the inclusion of TCS in the latter.

In the end of this Chapter a brief discussion is given on the final code selection
utilized in the developed quantification methods for in situ measurements in the seawater

column (presented in Chapter 1V) and on the seabed (presented in Chapter V).

3.3.1.  Evaluation of TCS effects using the MCNP-CP code

In order to estimate the TCS correction factors, for measurements with the system
KATERINA both in the seawater and on the seabed, MC simulations were performed using
the MCNP-CP code. The TCS correction factors were estimated considering two different
cascade radionuclides as a source, namely ?**Bi and 2°TI, which are prominent in the
marine environment. Moreover, the detector and the surrounding materials characteristics
(density, composition, size), were properly introduced in the simulations. In the following

sections the simulation details and the obtained results are discussed.
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3.3.1.1.  Simulation setup

The MC model consisted of the detector, a spherical volume source surrounding the
detector, where the primaries were generated and a spherical cell (object) larger than the
source, representing the marine environment (seawater) and defining the geometrical
boundaries of the problem (Fig. 3.1). Separate runs were performed for each radionuclide

by automatically sampling all the emitted y-rays using a spherical source.

seawater

B =nNal  p=3.67g/cm?
B = Acetal p=0.825g/cm?*

= Air p= 0.0012g/cm?
....... =Mg0 p=0.55g/cm?®
) HW-a p= 2.94g/cm?

Fig. 3.1: The described MC geometry model used in the simulations including the

detector, the source and all the utilized materials.

Additionally, different radii values were utilized for the source description in each run (each
radionuclide), with respect to the emitted y-ray with the highest energy for each
radionuclide. The spherical shape of the source represents the maximum distance, from
which a generated event in the seawater column can reach the detector and get recorded in
the spectrum (Andr_15). The maximum distance (radius of the spherical source) was
calculated using the total attenuation coefficients derived from the software XCOM
(Berg_10) and the Beer-Lambert exponential attenuation law, assuming the condition that |
>0.0001 lo. The described geometry model used in the simulations including the detector,
the source and all the utilized materials is presented in Fig. 3.1 for the case of “®TI. The
volumetric source is represented by a sphere surrounding the detector having a radius that is
calculated using the software XCOM based on the emitted y-ray which exhibits the

maximum energy for each radionuclide.
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Regarding the simulation setup for measurements on the seabed the utilized
geometry is depicted in Fig. 3.2. In the selected geometry setup, the detector window is
positioned in contact with the seabed. The volumetric source is represented by a
hemisphere, as only the events arising from radionuclides that are present in the seabed are
of interest. To a complete analogy to the measurements in the seawater column, the radius
of the hemisphere regarding the measurements on the seabed is defined as the maximum
distance, from which a generated event in the sediment can reach the detector and get
recorded in the spectrum.

Again, different radii values were utilized for the source description, in a separate
run for each radionuclide, with respect to the emitted y-ray with the highest energy. The
radius of the source (re) each time was calculated using the total mass attenuation
coefficients derived from the software XCOM and the exponential attenuation law,
assuming the condition that I > 0.0001 lo.

seawater

Fig. 3.2: The described MC geometry model used in the simulations including the detector,

the source and the surrounding environment.

In order to calculate the correct mass attenuation coefficients a typical sediment
composition consisting of Al,O3 (5.67%), SiO, (37.65%), P,Os (0.04%), K,0 (0.24%), CaO
(12.08%), TiO, (0.40%), Fe,O3 (8.18%), Na,O (0.73%), MgO (5.86%), SO; (3.09%) and
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MnO (0.07%) with a water content (H2.0) of 26% was introduced in the XCOM software.
In the final radius calculation of the hemisphere using the exponential attenuation law, a
sediment density of 2.1 g/cc was assumed. The same values for the density, composition
and water content of the sediment material, were also utilized in the MC model description.

The utilized geometry setup, with the detector placed exactly on the seabed, was
selected as the most commonly applied setup for in situ measurements on the seabed and
moreover, using this configuration setup, the TCS effects are maximized (smallest distance
between the detector and the source).

In order to estimate the TCS correction factors, the MCNP-CP code was executed
twice for each simulation model, assuming a fully uncorrelated source in the first run,
where TCS are not taken into account and a fully correlated source (inclusion of TCS
according to the radionuclides decay scheme) in the second run. This was accomplished by
changing the value of the first entry of the CPS card, from a negative to a positive number,
in the physics description. In more detail, a total of eight runs were executed, of which a
total of four runs (two for each radionuclide) were utilized to estimate the TCS correction
factors (CF) for measurements in the seawater column and on the seabed, respectively,
considering as sources the radionuclides *®*T1 and #**Bi. Regarding the physics settings, the
default values were used and the F8 pulse-height tally was utilized to derive the
corresponding spectra for each run. The actual detector energy resolution was excluded
from the simulations in order to detect the differences between the two runs for the same
radionuclide. A different number of primaries were considered in each run, ranging from 1
to 6:10° particles. The MC statistical uncertainty was kept below 5% in the most intense y-
rays of the two radionuclides. The CF were estimated for all the emitted y-rays of the
corresponding radionuclides, as the ratio of the net counts (after the Compton continuum
subtraction) detected in each photopeak, in the spectra obtained using a fully uncorrelated

source, to the ones detected using a fully correlated source.

3.3.1.2. Results and Discussion

The simulated spectra for the case of a °®T| radioactive source for the configuration
of the measurements on the seabed are depicted together in Fig. 3.3 as obtained using a
fully uncorrelated source (uncor.) and by turning on the CPS card to take into account TCS
effects (corr.). The estimated CF results for the most prominent peaks of 2Tl and #“Bi in

the spectra are summarized in Tables 3.1 and 3.2 for the measurements in the seawater
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column and on the seabed respectively. The CF (ratios) ranged from 1.05 to 1.16 for the
prominent y-rays of both radionuclides for the two measurement configurations. The largest
CF values were found for the 583and 2614 keV y-rays from the 2®*TI decay and for the 609
keV y-ray from the?*Bi decay.

10000
] uncor.
corr.

1000
z
=
=
S

100 5

10 -

| dOI dSI d6l 09 12 15 1.8 21 24 27

Energy (MeV)
Fig. 3.3: The MC spectra obtained using the MCNP_CP code for a 2®TI radioactive source
and the configuration (MC model) for measurements on the seabed, assuming no
correlations between the primaries (uncor.) and by enabling the simulation of TCS effects

using a correlated source (corr.).

The estimated CF values (ranging from 4-16%) for both measurements on the
seabed and in the seawater column, were found roughly comparable to the typical
experimental measurements statistical uncertainty (~10%, depending on the acquisition
time, specific site and y-ray energy).

As a result, even if the TCS corrections are excluded from the activity concentration
calculations, the obtained results would usually remain reliable within the total estimated
statistical uncertainty (in cases of low counting rates). Nevertheless, a systematic error for
cascade radionuclides occurs if the TCS effects are excluded from the MC simulations,
biasing the corresponding estimated efficiency values.
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Table 3.1: Correction factor (CF) values for the prominent y-rays of the ?*Bi and “*°TI

radionuclides, estimated using the MCNP-CP code for measurements in the seawater

column.
Source Intensity  y-ray Energy Counts Counts CF uncertainty

% (MeV) (uncor.) (corr.) (ratio) %

05T 6.31 0.277 813 (6) 736 (6) 1.10 8
84.5 0.583 5845 (2) 5304 (2)  1.10 3

12.42 0.860 720 (6) 690 (6) 1.04 8

99.0 2.614 4367 (3) 3778(3)  1.16 4

214Bj 46.1 0.609 5655 (1.6) 5329 (1.3)  1.06 2
15.1 1.120 1552 (3) 1465(3)  1.06 4

2.92 1.729 270 (7) 295 (6) 0.91 9

15.4 1.765 1318 (3) 1415 (2) 0.94 4

Table 3.2: Correction factor (CF) values for the prominent y-rays of the *Bi and 2Tl

radionuclides, estimated using the MCNP-CP code for measurements on the seabed.

Source Intensity  y-ray Energy Counts Counts CF uncertainty

% (MeV) (uncor.) (corr.) (ratio) %
2087 6.31 0.277 731(8) 685 (8) 1.07 10
84.5 0.583 5326 (3) 4674 (3) 1.14 4
12.42 0.860 710 (8) 611 (8) 1.16 11

99.0 2.614 4084 (3) 3815 (3) 1.07 5

214Bj 46.1 0.609 3584 (3) 3283 (3) 1.09 4
15.1 1.120 1079 (5) 1016 (6) 1.06 8

2.92 1.729 * - - - -

15.4 1.765 970 (6) 1038 (5) 0.93 8

*large MC statistical uncertainty below acceptance.

Concerning the MC results for the case of measurements on the seabed, they only
provide a measure of the CF values, as TCS effects depend on the source characteristics that

can greatly vary in marine sediments. Nevertheless, the estimated CF resulted in
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comparable values for both configuration measurements, as it can be seen from the
comparison of the results presented in Tables 3.1 and 3.2, showing a relatively low
dependence on the material (density, composition) change, for the two utilized materials

(sediment, seawater).

3.3.2. FLUKA evaluation for photon transport in the marine environment
3.3.21.  Test cases

The effect of TCS for cascade radionuclides was further studied for the detection
system KATERINA and for the studied measurement in the seawater column using the MC
code FLUKA. In more detail, these runs were performed to evaluate the code
function/capabilities concerning a) the simulation of photon transport in seawater, b) the
automatic generation of a radionuclide source based on ENSDF and c) the simulation of
TCS effects. The results were compared with corresponding runs using the MCNP-CP code.
In the simulations different sources were considered. Three different radionuclides were
generated within the source, including the artificial ®*Co, although it is rarely detected in the
marine environment, and the naturally occurring *®TI and ?“Bi. A separate MC run was
executed for each radionuclide using both MC codes. These three radionuclides were
selected due to the differences appearing in their decay schemes (from the simple cascade
case of ®°Co, to the most complex case of #Bi). Moreover, “®T| and ?*Bi are naturally
occurring radionuclides from the ?**Th and #*®U series, respectively, and are two prominent
radionuclides present in the marine environment in concentrations that are detectable by an

in situ y-ray spectrometer.

3.3.2.2.  Model description and Physics settings

The two codes (FLUKA, MCNP-CP) were implemented to estimate the pulse height
spectra of the underwater y-ray detection system KATERINA for measurements in the
seawater. The detector resolution was again excluded in all the simulations, and a small bin
width of 1 keV was selected instead, in order to ease and enhance the accuracy of the
comparison results between the two codes.

The simulation setup for measurements in the seawater column is already discussed

in section 3.3.1.1 and was kept the same (Fig. 3.1) also in these runs. Three different
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radioactive sources were considered. Separate runs were performed for each radionuclide
by automatically sampling all the emitted y-rays using a spherical source of different radius
with respect to the emitted y-ray with the highest energy. The physics settings were
carefully tuned in order to properly simulate the underlying physics, including in the
simulations the relevant interaction processes for photon and electron transport. For this
purpose, the FLUKA simulations were performed under the EM-CASCAde default, which
allows for a detailed transport of electrons, positrons and photons. Additionally, in order to
adjust the production and transport energy thresholds to the proper settings (1 keV for both
photon and electrons), the EMFCUT cards were required, as well as the implementation of
a DELTARAY card, for the delta rays production.

Regarding the utilized spherical volumetric source, a user-routine was developed
and incorporated in the simulation, since this type of sampling is not available among the
FLUKA default options. The developed user-routine for the correct sampling of the
generated particles within the volume of the source was written in FORTRAN. The
radionuclide sampling within the source, using the FLUKA code, was handled through the
HI-PROPE card, in which the properties (mass and atomic number) of the primary heavy
ion are defined. The simulation of the radioactive decay was controlled by the RADDECAY
card in the semi-analog mode along with the accompanied SCORE and DCY SCORE cards.
The final spectra were obtained by using an EVENTBIN scoring card to estimate the
energy deposited in the detector for each event, and converting the results to spectra, using
again a 1 keV binning.

In order to perform a valid comparison between the FLUKA code and the MCNP-
CP code, all the MC run features, including the geometrical features, dimensions and
material composition were kept exactly the same in both simulation codes. As mentioned
above, this was efficiently managed through the FLUKA code graphical interface Flair,
which is capable to import and export geometries in various file formats, including the
MCNP input format. Nevertheless, the material properties should be examined with caution,
since the FLUKA pre-defined materials could be different from the desired ones. The
physics options provided to end-users were carefully tuned in order to perform a consistent
comparison.

Concerning the MCNP-CP code physics settings, the transport energy cutoffs are by
default set to 1 keV for both photons and electrons, allowing also for delta rays production.
The direct simulation of all the prominent emitted y-rays was achieved via a single
command card (ZAM option, extension of the SDEF card) based again on the ENSDF. The
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Correlated Particle Source card CPS (Ber_10b) was activated to account for TCS effects.
The final spectra were obtained using a pulse-height estimator (F8 tally), which scores the
number of detected counts per initial event, accompanied with an E8 card, in which again a
1 keV binning was applied.

The same seed number regarding the random number generator was utilized in both
codes. The number of generated particles (primaries) was kept the same in both codes and
ranged from 1 to 5-10° depending on the utilized radionuclide. These large numbers of
generated particles were required in order to obtain sufficient statistics (i.e. uncertainty
lower than 10%) in the prominent photopeaks of the simulated spectra.

3.3.2.3.  Comparison, results and Discussion

A very important difference regarding the radioactive decay of naturally occurring
radionuclides was observed between the two codes in the present work. In FLUKA, when
the simulation of a radioactive source consisting of naturally occurring radionuclides within
a radioactive series is requested, the radioactive decay simulation includes the production
and transport of y-rays from all the daughter nuclides of the series till a stable nuclide is
reached. This is demonstrated in Fig. 3.4 panel a, for a %**Pa source, where it can be seen
that in the output of the EVENTBIN card, interactions of y-rays not only from the ***Pa
decay, but also from other daughter nuclides of the series are recorded in the spectrum, in
this case the photopeaks of ***Pb, #Bi, ?°Ra decay can be observed, as opposed to the
MCNP-CP code, which is strictly limited to y-rays, following the beta decay of **Pa.

This is highly inconvenient for environmental applications, where disequilibria
among parent and daughter radionuclides are present and therefore a separate treatment of
each one is required. As a first approach, this defect was manually solved, in order to obtain
the free-of-daughter spectrum in the case of ?**Pa, as described below. The procedure
involved the following steps: Initially, separate simulations for the parent (total spectrum)
and immediate daughter radionuclides (daughter radionuclide spectrum) were executed.
Then, the probability distribution of the generated daughter radionuclides in the parent
simulation was calculated by estimating the ratios of the detected counts in a photopeak of
the total spectrum, to the detected counts of the same photopeak in the daughter
radionuclide spectrum. Subsequently, a spectrum for the daughter radionuclide was created
using the corresponding probability. The parent, free-of-daughter, radionuclide spectrum is

then obtained by subtracting this spectrum from the total one. Although this is a
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straightforward procedure, the required computing time to get a reliable result and the
corresponding total uncertainty drastically increase. Moreover, the spectra subtraction may
yield unphysical results in the Compton continuum region, in cases of low statistics.
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Fig. 3.4: Simulated spectrum of a ***Pa source using the FLUKA code without using the

developed routine (panel a) and after the activation of the developed routine (panel b).

Therefore a modified version of the user-routine usrmed was utilized which
restricted the generation and transport into only first generation particles, meaning that the
decay was successively stopped in the first daughter radionuclide (e.g. **U for a ***Pa
source), as in the MCNP-CP code. The result (MC spectrum) of the same run by activating
the user-defined routine is depicted in Fig. 3.4 panel b, where it can be seen that y-rays
solely from the ***Pa decay are recorded in the spectrum.

In FLUKA, when a radioactive decay is requested, all secondary particles/nuclei are
transported carrying a time stamp (age), while a different “track number” is associated to
each “new” particle. In the developed routine the simulation of only first generation
particles was accomplished by checking the time stamp (associated track number) of each
“new” particle and terminating the process when this number differed from the one
associated with the primary particle. Moreover the generation and transport of the followed
alpha or beta decay is excluded from the simulation using this routine, thus dramatically
reducing the required computing time. This developed routine is readily available to the
scientific community involved in environmental applications upon request.

In this work, the developed routine was utilized only for the simulation run with the
214Bj source, while for the 2°®T1 source it was not necessary, since the radioactive decay of
this particular radionuclide leads directly to the stable 2°®Pb. The simulated spectra using
the two codes (FLUKA, MCNP-CP) are depicted together in Fig. 3.5, for ®°Co, 2°*Tl and

21Bij, in panel a-c, respectively. A satisfactory agreement was observed between the two
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codes in all cases. Nevertheless, the differences between the results of the two codes
appeared larger in the case of the ?*Bi source. This could be attributed to the inadequate
MC statistics, as a lower number of primaries, namely 3-10°, were utilized in these runs.

The evaluation of the FLUKA code in all cases was performed by calculating the
ratio of the measured counts under the most intense photopeaks to the corresponding
estimated results using the MCNP-CP code. The summary results are presented in Table
3.3, for ®°Co, 2®TI and #“Bi together. The uncertainty of the calculated ratio was
determined by error propagation according to the MC statistics, denoted in the parenthesis
next to the detected counts expressed in percentage.

A quite satisfactory agreement was observed from the comparison in all the involved
runs, in the energy range from 0.3 to 2.6 MeV, yielding a maximum difference of 10%
between the two codes (including uncertainty) regarding the photopeak regions of the
prominent y-rays (intensity probability > 6%) for all three radionuclides. The comparison
regarding the low intensity probability emissions yielded ratios ranging from 0 to maximum
25% within uncertainty; however these higher values could be drastically improved by
increasing the MC statistics (increase of the generated primaries number) — at the expense
of computing time.

More particularly, concerning the ®°Co source a ratio of 1.0 and 0.96 was calculated
for the two photopeaks, at 1173 and 1332 keV respectively, as demonstrated in Table 3.3.
An excellent agreement was also observed for the 2°®TI source as well, regarding the
comparison results in the most intense (1, > 6%) photopeak regions. A reasonable agreement
within uncertainty (a ratio of 0.92 + 0.26) was observed also for the sum peak of the
spectrum (peak at 2505.74 keV) where statistics was low. Regarding *Bi, a quite
satisfactory agreement (differences < 15 %) was observed for the photopeak regions of the
most prominent y-rays, with the exception of the 1238 keV y-ray, for which a ratio of 1.21
with an uncertainty of 9% was observed.

Overall, the code comparison yielded quite satisfactory results, and a similar
behavior between the two MC codes regarding TCS effects was observed from the
comparison of the recorded counts in the photopeaks formed from cascade emissions. The
comparison was restricted for high intensity y-rays only, due to the inadequate statistics of
the MC results both for the sum peaks and for low intensity y-rays. The results render the
FLUKA code a valuable alternative for various applications, in which the study of the

transport of low-energy single or cascade photons (below 3 MeV) is important (e.g. detector
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physics, environmental applications). More importantly, the ability of incorporating user-
defined routines in the simulations, especially in cases of problems exhibiting complicated
source geometries (Askri_08), distinguishes FLUKA as a highly competitive MC code.
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Fig. 3.5: The simulated spectra of the FLUKA and MCNP-CP codes for a spherical ®°Co.
(panel a.), 2°®T1 (panel b.) and ?*Bi (panel c.) radioactive source, respectively.
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Table 3.3: Comparison results of the estimated detected counts under the most intense
photopeaks for a ®°Co, 2Tl and #*Bi source using the MC codes (FLUKA, MCNP-CP)
and the corresponding counts ratio.

Source  Energy Intensity ~ Counts Counts ratio  uncertainty
keV 1,% FLUKA  MCNP-CP

®Co 1173.24  99.97 3744 (2) 3754(2) 1.00 0.03
13325  99.99 3638(2) 3482(2) 0.96  0.03

208 27735 6.3 241 (7) 248 (6) 1.03  0.09
510.77  22.6 644 (4) 600 (4) 093  0.05
583.19 845 1963 (2) 1928(2) 0.98  0.03
763.13 1.8 44 (16) 36 (16) 082 0.18
860.56  12.4 256 (6) 255 (6) 1.00  0.09
2614.53  99.0 1434 (3)  1465(3) 1.02  0.04

214Bj 609.32  46.1 4243 (2) 3973(2) 094  0.02
76836  4.94 337 (5) 390 (5) 1.16  0.06
112029 15.1 1017 (3)  1155(3) 1.14  0.05
1238.11 5.79 317 (6) 384 (5) 1.21  0.09
1764.49 15.4 916 (3) 882 (3) 096 0.04
2204.21  5.08 255 (6) 233 (7) 091  0.06

To summarize, in this work, the effects of TCS in the detection efficiency for
measurements both in the seawater column and on the seabed were evaluated for the
prominent cascade radionuclides Tl and #“Bi, found in the marine environment. The
results were evaluated by corresponding simulation runs using the MC code FLUKA, for
measurements in the seawater. As a result, it is concluded that, the implementation of MC
codes such as MCNP-CP and FLUKA which can incorporate the TCS effects is preferable
over simpler ones, such as MCNP, when such effects become important. However, the
decision of which is the most appropriate MC code for a specific application, depends
exclusively on its purposes, and the inclusion of TCS effects should be selectively utilized,
as it requires a drastic increase of the necessary computing time and is therefore rather
inconvenient.

In the following Chapter (IV), a quantification methodology for in situ
measurements in the seawater column is presented based on MC simulations, using the Full
Spectrum Analysis technique. The simulated spectra for in situ measurements in the aquatic
environment were reproduced using the MCNP-CP code taking into account TCS effects.

On the contrary, in Chapter V, where a sensitivity study of the in situ detector efficiency for
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measurements on the seabed detector with respect to alterations in the sediment physical
properties and different configuration setups is performed, the MCNP5 code was utilized
instead, in order to achieve reasonable computing times, since a large number of
simulations was required in this case.

The observed satisfactory agreement between the two codes (MCNP-CP, FLUKA)
lead to the consideration of the alternative utilization of the FLUKA code, in future
applications regarding simulations for in situ measurements in the marine sediment. The
advantageous capability, to incorporate user-defined routines, is deemed to provide a better
representation of the geometry of the sediment source which can be rather complex as
thoroughly described in Chapter V.
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CHAPTER IV:

In situ spectrometry based on the Full Spectrum Analysis technique

4.1. Introduction

The development and the implementation of in situ systems for direct measurements
in the environment continuously evolve, as in situ measurements constitute a cost-effective
technique and the measurements are much faster compared to laboratory ones and more
representative of the studied environment. The most widely applied approach for the
analysis of the in situ spectra is to monitor broad spectral windows that include the
photopeaks of the radionuclides of interest. Nevertheless, there are some crucial drawbacks
related to this technique, as it exploits only limited spectral information (typically the
analysis is performed in three selected energy windows) and the analysis is impeded by two
factors: a) the existence of convoluted peaks within the windows and b) the uncertainty
arising from the background counts removal. The most crucial drawback is the inability of
the method to identify other radionuclides (Cac_12) that may contribute to the count rate in
the corresponding window interval and are not taken into account in the analysis. As a
consequence, this technique has been gradually substituted by more promising ones that
rely on the Full Spectrum Analysis (FSA).

The FSA technique is based on producing separate standard spectra for the
radionuclides of interest, either from different calibration measurements (Cac_12;
Hendr_01), or by MC simulations (Graaf_11; Vlastou_06; Mau¢_04), taking into account
the exact geometry and features of the actual in situ measurement. The experimental
spectrum (actual measurement) is represented by a linear combination of the standard
spectra multiplied by arbitrary parameters that are fixed in appropriate values using x?
minimization. The optimal values of the unknown parameters are derived by fitting the
simulated spectrum to the measured one, using different numerical methods to perform the

minimization procedure and reach convergence. The corresponding activity concentration
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values for each radionuclide are then calculated from these parameters. The benefits of the
utilization of the FSA technique are (a) the decrease of the acquisition time required to
reach sufficient accuracy (Hendr_01), (b) the exploitation of the full extent of the spectrum,
that offers the possibility to quantify more radionuclides, to crosscheck the results from
different peaks and to detect anomalies (e.g. identify the presence of other radionuclides
that were not considered in the analysis) and c) the fast derivation of the activity
concentration results, which can be crucial in cases where immediate actions need to be
taken (e.g. nuclear accidents). During the last decade, techniques based on FSA have been
widely implemented, for various in situ detection systems in different applications
(Mahm_13; Cac_12; Graaf_11; Kovler 13; Mau¢ 04; Guil_01; Hendr_01; Minty_92).

In the present work, a method using the FSA technique has been developed, able to
provide rapid estimations of activity concentrations for in situ measurements in the aquatic
environment using the underwater detection system KATERINA. There are several
differences of the developed methodology compared to other techniques used in the past
which are: a) the production of the standard spectra using a MC code that takes into account
TCS effects, b) the inclusion of all the prominent radionuclides (a total of 9 different
radionuclides) from the *8U and ***Th series, whose activities are considered to be totally
independent (absence of radioactive equilibrium) in the calculations and c) the progressive
performance of the minimization procedure in steps (in selected energy windows covering
the whole range of the experimental spectrum) to derive the optimal activity concentration
results. The steps of the developed methodology and the evaluation of the obtained results
are thoroughly discussed in this chapter. In more detail, the description of the simulations
and the utilized routines to derive the standard spectra are presented in sections 4.2.1 to
4.2.3. The steps of the minimization procedure are given in detail in section 4.2.4, while the

results of the application of the FSA technique are presented in section 4.3.

4.2.  Methodology
4.2.1. MC simulations

The MC method is a powerful auxiliary tool suitable for simulations of particle
transport, especially in complex-geometry, multi-layer problems and thus, it is widely
implemented for detection efficiency calculations in various areas of applied nuclear and

particle physics, as well as in FSA applications. In the present work the MCNP-CP code
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was implemented for the reproduction of the required standard spectra (Jader 15).

The MCNP-CP code was selected due to its ability to incorporate in the simulations
a source of correlated nuclear particles based on the Evaluated Nuclear Structure Data File
(ENSDF). Therefore, the MC spectrum for each radionuclide was accurately and efficiently
reproduced, consisting of all the emitted y-rays, taking into account the corresponding
intensity probabilities and true coincidence-summing (TCS) effects. As numerous
radionuclides with complicated decay schemes contribute to the in situ measurements in the
marine environment, the utilization of the MCNP-CP code offered an efficient simulation
tool, reducing the effort and time spent by the user.

The reproduction of the MC spectra was assessed using the pulse-height estimator,
F8 tally (X-5_03), which gives the pulses per initial event recorded in an energy window
selected by the user. A histogram over an energy window ranging from 0 keV to 3000 keV,
with an 1 keV binning step, was generated. The small energy binning enhances the accuracy
of the obtained results, although the necessary computing time to reduce the statistical error
per bin increases. Nevertheless, it should be noted here that the generation of the MC
histograms is carried out only once, for each radionuclide, since the simulation of the
electronic setup and detector resolution effects is assessed via external algorithms as
explained in section 4.2.2. The utilized initial events (histories) per run (MC execution)
ranged between 1-10° to 8-10%, in order to achieve a statistical uncertainty below 5% in the
main photopeak regions (y-rays with emission probability >1%), in the MC simulations for
all the radionuclides. In order to eliminate any possible systematic uncertainty, the
simulation modeling was carefully tuned to match the experimental conditions, by
introducing in the simulations the exact geometry and the materials involved in the
experimental measurement.

In more detail, the ‘infinite’ geometry of the measurement is represented in the
simulation by an extended water source having the shape of a sphere (Andr_15; Zhang_15),
as explained in Chapter 3. The effective radius (res) of the sphere, in which the photons are
generated, was calculated using the Beer-Lambert law (exponential attenuation law) and the
derived total mass attenuation coefficients from the software X-COM (Berg_10) assuming a
seawater density of p=1.026g/cc and a seawater composition of 87.15% O, 10.98% H, 0.7%
Na and 1.1% CI. Various effective radii were calculated at different y-ray energies.
However, since each radionuclide is simulated as a whole, taking into account all the
emitted y-rays, only one single effective volume had to be defined in each MC execution.

The proper dimension of the sphere representing the source was calculated considering the
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following argument. The volumetric detection efficiency (g-V) is the product of the volume
of the source (V) and the full-energy peak efficiency (e), provided from the MC output (F8
tally).If the volume of the source is larger than the effective one but thenumber of generated
events per units of volume (N/V) remains constant, the volumetric detection efficiency does
not change within the estimated uncertainty. This has been confirmed elsewhere via
different MC codes (Zhang_15; Bag_10) and also in this work for the case of 2°®T| at 583
keV. As shown in Fig. 4.1, the volumetric detection efficiency (&-V) reaches a plateau
around the effective radius (~ 128 cm) and remains constant even if the radius is further

increased.
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Fig. 4.1: Schematics of the effect of the source radius to the detection efficiency (- V) of

photons from ?®TI having an energy of 583keV.

This is a reasonable result, since, by definition, the photons generated outside the
effective volume cannot reach the detector. Therefore, in each standard spectrum, the
spherical volume representing the source (effective volume) was calculated with respect to
the y-ray with the highest energy. The simulated geometrical setup considering a 2®TI

source is shown in Fig. 4.2.
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Fig. 4.2: Schematics of the measurement setup in the marine environment (Andr_15).

The naturally occurring radionuclides present in the marine environment, namely
208T) 8¢ 212Bj 22ph (series of 2Th), 2¥Bi, ?*Pb, Pa, **Ra, ?’Rn (series of **U)
and “°K were included in the simulation. Regarding the artificial radionuclide *¥'Cs, the
activity concentrations in the Mediterranean Sea (where the developed technique was
applied) are below the system detection limits, however the simulation (‘standard’
spectrum) was also performed for this radionuclide, and can be utilized in the FSA

calculations in cases where it is needed.
4.2.2. External algorithms for the energy and resolution calibration

In order to accurately reproduce the experimental spectrum, it is necessary that the
detector energy resolution and the energy calibration are precisely introduced in the
simulated ones. Both parameters are essential to the FSA calculations. The MCNP-CP code
offers the possibility to include these parameters in the simulation. Nevertheless, the
inclusion of these parameters in the MC input file would lead to inefficient and time
consuming repetitions, since both the detector resolution and the behavior of the electronic
components can vary from one measurement to the other.

The alternative, which was adopted in the present methodology, was to use external
algorithms in order to introduce these quantities in the simulated spectra. Therefore, a
Gaussian broadening was externally applied to the obtained MC histograms, using an

appropriate exponential Gaussian broadening algorithm (see Appendix A). The detector
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resolution can be determined either by using directly the experimental spectrum or by using
standard reference sources. In this work, the energy resolution values were calculated from
the experimental spectrum. The results were fitted by an arbitrary exponential function
which was subsequently introduced in the algorithm to perform the Gaussian broadening.

Moreover, a second external algorithm was developed in order to introduce to the
simulated spectra the experimental energy calibration. Therefore, using this algorithm (see
Appendix B), the simulated spectra were reformed according to the experimental binning
and energy calibration of the spectrum, namely the calibration constant (keV/channel) and
the energy offset (keV), assuming a linear energy function. The algorithm can in principle
incorporate the possibility of a non-linear rebinning of the MC spectra but the effect of such
energy non-linearities in the experimental spectra were found to be negligible.

The calibration of the MC spectra is a crucial step to the overall FSA procedure and
a necessary step before the minimization procedure, since both the experimental and the
MC spectra are introduced as input (in counts per channels) in the MINUIT package.
Precise calculations of the experimental energy calibration are mandatory in order to match
the gain settings of the experimental spectrum, as gain mismatch can drastically affect the
activity concentration results. The same also applies to the experimental energy resolution
calibration, although miscalculations in the Gaussian broadening would mostly affect the
fitting results and not the activity concentrations, as the ¥* minimization is performed by
comparing the counts in a selected channel integral containing the whole photopeak.

In Fig. 4.3 the steps of the described procedure are illustrated for the MC spectrum
of the radionuclide “**Bi. The normalized MC spectrum (after the multiplication with the
effective volume and the acquisition time) assuming 1 Bg/L activity concentration is
depicted in Fig. 4.3 panel a, along with the result of the implementation of the external
convolution algorithm (Gaussian broadened spectrum), while the gain calibration procedure

using the external rebinning algorithm is demonstrated in Fig. 4.3 panel b.
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Fig. 4.3: Representation of the ?*Bi standard spectrum in all processing steps. The
normalized MC spectrum, assuming 1Bg/L activity concentration, is depicted along with
the corresponding spectrum after the implementation of the Gaussian broadening (MC

broadened), in panel a, and after the rebinning procedure, in panel b.

4.2.3. Standard Spectra

The final spectra implemented to simulate the marine environment consist of 10
separate standard spectra from the *®U and ***Th series along with “°K, assuming an initial
1Bg/L activity concentration. These spectra are presented in Fig. 4.4 panel a for the
radionuclides of the “**Th series along with “°K and in Fig. 4.4 panel b for the
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radionuclides of the ?®U series, assuming typical values for the electronic calibration
(energy resolution and binning). The emitted y-rays are reproduced according to the decay
scheme for each radionuclide. In the case of “°K, although only a single y-ray at 1460.8
keV is emitted, additional features are present in the spectrum. These are artifacts attributed
to low MC statistics in those areas. In Fig. 4.4 panel c, all the standard spectra (10 spectra)
are presented together.
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Fig. 4.4: Representation of the 10 standard spectra for the radionuclides “°K and the *Th
series (panel a) and the *®U series (panel b), along with the total MC spectra (panel c)

assuming equal 1Bg/L activity concentrations for all the radionuclides.

The appearance of convoluted peaks in practically every energy region (Fig. 4.4
panel c), is attributed to the inherent low resolution of the employed detector (Nal(TI)

crystal).More specifically, starting with the high energy part of the spectrum, the first peak
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(at about 2600 keV) is a convolution of the 2®TI (2614 keV with 99% intensity) and #*Bi
(2447.86 keV with 1.6% intensity) photopeaks, while the second one consists of the 2®Tl
first escape peak (2103 keV), the “°*TI Compton edge (2381 keV) and the ***Bi photopeaks
(most prominent one at 2204 keV with 5.1% intensity). Moving to the left (lower energy
part) the complexity rises, as more radionuclides contribute to each peak formation. The
peak present at 1760 keV is mostly attributed to the y-rays of ?“Bi (at 1729 and 1765 keV)
while a notable contribution arises to the left side from the ?Ac photopeaks (1588 keV is
the most prominent photopeak with 3.2% intensity) and from the “®*TI second escape peak
(1592 keV). Additional peaks with reduced contributions are the **Pa and “*?Bi ones, while
several sum peaks could be hidden under the convoluted peaks due to the ?*Bi and ***Pa
complex cascade decay schemes (e.g. summation of the ***Bi 609 and 1120 keV y-rays).
The “°K photopeak (1461 keV), which is always present and usually predominant in spectra
obtained in the seawater column, strongly interferes with the Compton edge of the 1764.5
y-ray (1541 keV) and several ?“Bi photopeaks (most prominent at 1377 keV with 5.1%
intensity) and much less with %**Pa photopeaks (most prominent at 1394 keV with 2.1%
intensity). The complexity in the medium energy part of the spectrum rises due to the
presence of many y-rays from various radionuclides, while the situation is much improved
in the lower energy part of the spectrum where the photopeaks of **Pb (241, 295, 352 keV)
and “*?Pb (239 keV) are well separated from contributions originating from other
radionuclides.

The presented standard spectra were subsequently utilized in the FSA calculations
through y* minimization. A schematic diagram of all the steps involved in the presented
FSA technique is illustrated in Fig. 4.5. The methodology procedure steps are summarized
as follows: Separate MC runs are performed for the radionuclides of interest to estimate the
pulse-height spectra of the detector KATERINA for measurements in the seawater column.
The results are multiplied with the necessary constants to be converted to spectra in
appropriate units (gammas/(Bg/L)/channel).The experimental calibration is applied to the
MC spectra via external routines that are executed to automatically derive the final standard
spectra using the calibration values (both energy and resolution) are provided by the user
(operator). The gain calibrated, broadened and rebinned MC standard spectra (counts per
channel) are introduced along with the experimental one in the MINUIT package. Then, the
user-defined routine incorporated in the MINUIT package automatically performs a
summation of the standard spectra by implementing a linear combination using different

initial parameters o; for each standard spectrum in order to derive the optimal values that
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accurately fit the experimental spectrum using x> minimization. A detailed description of the
¥*> minimization performance, which is utilized in order to derive the activity concentration

values, is described in detail in the following section 4.2.4.
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Fig. 4.5: Schematic of the steps involved in the adopted FSA technique from the MC
simulations to the *> minimization performance.

4.2.4. Activity concentration calculations using y? minimization

The key aspect of the FSA technique is the implementation of the y*> minimization in
order to derive the optimal activity concentration values (unknown parameters o;) for the
experimental measurement. The estimation of the unknown parameters is accomplished by
minimizing the difference between the simulated and the experimental data, with the former
being represented by a collective function F(o;), where o; are the unknown normalization
factors (James_94; James_75). Among the different minimization algorithms, the MINUIT
package (developed at CERN by the CN/ASD Group, 1993), utilized in this work, is
designed to handle any function F(X) offering the possibility to incorporate user-defined

subroutines and has been successfully implemented in a great variety of different
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applications in the past.

A user-defined routine was developed and incorporated in the MINUIT package, to
perform the minimization procedure and determine the optimal values of the unknown
parameters o;, which are in fact the activity concentrations. The developed routine performs
a summation of the standard spectra (gain calibrated, broadened and rebinned MC spectra)
by implementing a linear combination using different initial scaling factors (o; parameters)
for each standard spectrum. Each factor aj, represents the activity concentration (in units of
Bq/L) for the specific radionuclide. These unknown parameters o;are determined through 2
minimization, to accurately fit the experimental spectrum. The optimal «; values are
obtained when the y? value is minimized and the best fit to the experimental spectrum is
obtained. The minimization was performed according to the following reduced chi-square

(%?) equation (James_04):

1
N-M

2
i

N M
2
X =

ES; —
1

= =
Where:

i=the channel (up to N, usually equal to 1024 for standard Nal(TI) scintillators)

M= the total number of standard radionuclide spectra (from j=1 to 10 in the present case)
ESi= the measured experimental yield (counts) in channel i

aj=the activity concentration of each individual radionuclide, in units of Bg/L

MC;i= the yield of the final gain calibrated, broadened and rebinned MC spectrum of
radionuclide j in channel i, in units of counts/(Bg/L).

Since the measurements are performed in the seawater column, well below the sea
surface, no ‘background’ spectrum or any other additional external contribution need to be
subtracted. The contribution of the cosmic radiation to the Compton continuum in the
experimental spectra is negligible, since the cosmic radiation is drastically decreased when
the detector is placed at several meters below the sea surface (Bag_10; Andr_15).
Moreover, the intrinsic radiation of the detection system (crystal, enclosure) is also
negligible (Tsab_10). In fact, Nal(TI) is one of the cleanest scintillators (Quar_13),
exhibiting small amounts (< 0.5 ppm) of K in the crystal. This concentration contributes to
the Compton continuum in the whole spectrum till 1.35 keV but the estimated count rate is
extremely low (~ 107 counts/sec/channel) as compared to the counting rate measured in the

marine environment.
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The minimization is performed in specific channel regions of the experimental
spectrum (windows) in steps using an iterative procedure. The number (regions)of the
channels is selected by the user, according to the features of the experimental spectrum,
including all the prominent peaks. The minimization procedure starts from the high energy
part of the spectrum and is completed when the last peak (that is, the peak with the lowest
energy in the spectrum) is fitted. By starting from the high energy region (low count rates)
the minimization procedure is focusing in these low statistics areas and is thus forced to
converge; thus the precision of the results regarding their physical interpretation is
strengthened. Additionally, in the high energy part region the presence of convoluted peaks
is limited, allowing for more reliable results. The y* minimization, in each step, is
performed by calculating and comparing integrals in the selected channel regions
(windows). In each selected channel region, the optimal activity concentration results of the
corresponding radionuclides contributing to the existing peaks are fixed.

The minimization procedure and the selected windows are schematically shown in
Fig. 4.6, where the standard MC generated spectra for each radionuclide are given in typical
activity concentration values found in the aquatic environment. The starting point (i.e. the
first minimization window) lies in the high energy region of the spectrum and is selected to
be the energy interval under the first two peaks exhibiting the highest energy values (from
approximately channel 650 to 990). The only radionuclides contributing to the formation of
these peaks are 2®Tl and **Bi. By slightly changing the minimization window (3-4
channels) the best fit solution is obtained and therefore the activity concentrations for 2°Tl
and #“Bi, are fixed, allowing only for a slight variation around the obtained value (within
~5%) till the whole procedure converges. The remaining parameters (activity
concentrations for the remaining radionuclides) are determined by repeating the same
procedure after changing the minimization window, gradually moving towards the lower
energy part regions. Therefore, the next minimization window is selected to be around the
peak at 1460 keV (*°K photopeak), including the first two peaks on the right (***Ac y-ray at
1588 keV, 510 to 570 channels) and left (*°K Compton edge,?*Bi y-ray at 1238 keV,410 to
440 channels and %**Pa y-ray, 420 to 450 channels).

- 148 -



3rd 2nd 15t minimization
window
1000000 o
7 Y 2287 ¢
. 214p, *'Pa A L
100000 - & AA 234p,

M ; 212g; | A 214p;
? A\ g : : 40K =2
E 10000 \ 1M
2 2 . 208T]

1000 \ : ‘

100

R
000 O O 00 00005S

Pl
1
xxxxé

b osocoee

l. ® T b 1 ' L)
200 400 600 800 1000
Channels
Fig. 4.6: Representation of the 10 standard spectra and the minimization windows assuming

typical values for the activity concentrations of the radionuclides.

In the third minimization window (220 to 343 channels) the activity concentration
of **?Bi (220 to 260 channels), ?**Pa (251 to 328 channels, most prominent peak at 934
keV) and 2?®Ac (271 to 343 channels) are fixed, since the contributions in the selected area
originate from the y-rays of the aforementioned radionuclides and others that are already
fixed (*°K, *Bi, °®®TI). In the last (4"™) minimization window, which includes the first three
low-energy peaks in the spectrum (y-rays from 2**Pb and #*2Pb), the parameters for ?“Pb
and **?Pb are fixed. Usually the photopeaks of ?°Ra (186 keV) and ?’Rn (511 keV) do not
appear in the spectrum due to their low emission probabilities and high MDA values. In
cases, however, where these peaks are evident in the experimental spectra, two additional
minimization windows should be selected around the corresponding energy values.

The overall procedure is fast and the results are obtained in a few minutes,
depending on the number of the o; parameters and minimization windows. The activity
concentration values are automatically printed in the screen in each step. The final output of
the y* minimization execution (apart from the printed activity concentration values) is the
simulated spectrum with the activity concentrations incorporated therein.

In this work, the y*> minimization is handled by performing a biased chi-square

minimization step by step in different selected windows and fixing the corresponding o
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values (for the radionuclides that contribute to the peak) in each step. If one uses a single
large minimization window (including all the spectral information), the minimization
procedure would be mostly focused in the high count rate regions of the spectrum (low
energy regions) and the convergence would be hindered by the high Compton continuum
background interfering in these areas.

4.2.5. FSA uncertainty derivation

Concerning the reliability of the utilized FSA technique, both statistical and
systematic uncertainties are taken into account. The statistical uncertainty is estimated by
taking into account the photopeak counting statistics of the experimental spectrum and the
statistical uncertainty of the MC results. The statistical error in experimental yields typically
ranges from 6% to 20% depending on the activity concentrations, the acquisition time and
the y-ray energy, while, regarding the MC simulations the uncertainty was kept below 5%
in the main photopeak regions for all the standard spectra. Thus the total statistical
experimental uncertainty is mainly governed by the counting statistics.

The systematic uncertainty on the other hand may be attributed to the simulation
modeling (geometry measurement, materials), the energy and resolution calibration and to
the minimization process (selection of the minimization windows). The systematic
uncertainty arising from the selection of the minimization windows was estimated to be
considerably less than 10%, by changing the energy range of the selected windows. All the
other contributions were considered to be negligible, since they were carefully tuned
according to the experimental data. Nevertheless, the systematic uncertainty critically
depends on the accurate determination of the energy (gain) calibration, while possible
miscalculations in the Gaussian broadening (energy resolution calibration) would mostly
affect the shape of the fitted spectrum and not the activity concentrations, since the
minimization procedure is performed by count integration in the selected regions.

The accuracy of the results strongly depends on the number of the utilized
parameters and the minimization windows. The usage of many parameters aj, and the
performance of the minimization in steps, in properly selected regions of the spectrum, by
fixing in each step the activity values of the corresponding radionuclides, increases the
number of the available equations to perform the minimization procedure and therefore the
possibility of obtaining a unique, ‘more physical’ solution. Nevertheless, regardless the

number of the utilized standard spectra (for different radionuclides), the FSA technique can
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give reliable results only for the radionuclides that contribute to the formation of a peak in

the experimental spectrum.

4.3.  Application of the FSA technique and results

The FSA technique was initially applied to reproduce the data (experimental
spectrum, activity concentration results) of the experimental detection efficiency calibration
of the system KATERINA for measurements in the aquatic environment held at the water
tank in NTUA. The details of the experimental calibration were given in section 2.5.1. In
section 4.3.1 some technical aspects related to the experimental measurement are discussed
along with the results of the FSA technique. After this first evaluation, the developed
technique was subsequently applied in three different test cases, to reproduce experimental
data obtained from the deployment of the in situ system KATERINA in the marine aquatic
environment in different areas of the Mediterranean Sea, namely at Vasilikos port (Cyprus)
(sitel), lerissos Gulf (Greece) (site 2) and Stoupa Bay (Greece) (site3). The different
measurement setups (acquisition time, gain calibration) utilized in each deployment were
properly introduced in the standard spectra. The discussed methodology was applied in all
cases and the theoretical results were compared with the activity concentrations derived by
analyzing the experimental spectra using the SPECTRW software (Kalf_16). An additional
FSA performance test was conducted in site 3, assuming secular equilibrium between the
radionuclides of the same series. For this particular test case, only three standard spectra
were utilized, namely the standard spectra from *K, #*U (summation of the standard
spectra from the radionuclides **Bi, ***Pb, ?**Pa, *°Ra and %’Rn) and %**Th (summation of
the standard spectra from the radionuclides “*TI, ?®Ac, 2Bi and **?Pb). The comparison of
the spectra (theoretical, experimental) and the corresponding activity concentration results

are presented in sections 4.3.2.1 to 4.3.2.3 for the sites 1 to 3, respectively.

4.3.1. Implementation of the FSA technique in the laboratory

The FSA technique was applied to reproduce the results of the experimental
calibration of the KATERINA detection system (Tsab_12; Tsab_08) for measurements in
the aquatic environment. The system KATERINA was deployed in a 5.5 m® water tank
containing diluted sources of the radionuclides “°K, **™Tc and **'Cs having known activity

concentrations (as shown in Table 4.1). Details on the experimental calibration procedure
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can be found elsewhere in the literature (Tsab_08; Vlastou_06). To reproduce the
calibration spectrum, the MCNP-CP code was implemented to simulate the three
aforementioned radionuclides according to the exact existing experimental conditions. The
three standard spectra (“°K, *™Tc and **'Cs) were linearly combined to form the simulated
spectrum. The theoretical activity concentrations were derived directly through 2
minimization, using the MINUIT package, by fitting the simulated spectrum to the
experimental one. The experimental spectrum is depicted with the simulated one after the
minimization procedure in Fig. 4.7a.

The activity concentrations derived via the FSA technique are compared with the
nominal ones in Table 4.1. It is evident that the reproduction of the experimental spectrum
is poor (Fig. 4.7a) and the comparison of the activity values exhibits large differences, up to
40% for the radionuclide **™Tc (Table 4.1). This is attributed to the ambient background
radiation (cosmic radiation, building materials) as well as to background contributions from
the water constituents of the tank, which are not subtracted from the experimental spectrum.
Moreover, the observed discrepancies at the low energy peak (the case of **™Tc) are
attributed to pile-up effects that were present due to the high activity concentration of the
%™Te calibration source. The pile-up contribution in the experimental spectrum was
calculated to 10%.

Therefore, the x> minimization was repeated, after the inclusion in the calculations
of two additional standard spectra (total of five), for the radionuclides **Bi and 2°®TI, since
the corresponding photopeaks of these radionuclides were evident in the experimental
spectrum (peaks at 609, 2200 and 2600keV) vyielding a significant contribution to the
measurement. The contribution of other naturally occurring radionuclides was considered to
be negligible (no other peaks were observed in the experimental spectrum).

The ‘corrected’ simulated spectrum is compared with the experimental one, as
shown in Fig. 4.7b. The improvement in the results (Table 4.1, second run) is reflected also
in the better quality fitting of the experimental spectrum. The differences between the
nominal and the FSA activity values were found to be ~7%, 12% and 23% for the
radionuclides “°K, *¥'Cs and ®™Tc, respectively. The enhanced difference found only in the
case of the radionuclide **™Tc can be exclusively attributed to artifacts in the experimental
measurement pile-up due to the high count rate, which were not corrected, nor included in

the simulation.
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Fig. 4.7: Comparison between the simulated and experimental spectra of the water tank
utilizing three standard spectra for the radionuclides “°K, *¥'Cs and *™Tc (panel a), and
utilizing standard spectra for the radionuclides “°K, *¥'Cs, **™Tc, ?**Bi and 2°®TI (panel b).

- 153 -



An important result from this validation procedure was that the technique is highly
sensitive to the complete representation of the simulated environment. A poor
representation using a diminished number of standard spectra is directly reflected in the
significant differences in the spectral features, both in the photopeak regions, but also in the
Compton continuum (Fig. 4.7a). However, when standard spectra from all the radionuclides
that contribute to the measurement are included in the calculations, the FSA results can
accurately reproduce all the features of the experimental spectrum (Fig. 4.7b).

Table 4.1: Simulated and nominal activity concentration results (Bg/L) comparison for the

calibration experiment using three (first run) and five (second run) standard spectra.

First run Second run
Radionuclides Nominal values FSA % FSA %
(Ba/L) (Ba/L) (Ba/L)

K 7.44 8.20 10 7.99 7
T 4814 3900 23 3800 26
Brcs 0.92 1.25 37 0.80 14
2B - - - 0.98 -
208T| _ _ _ 0.20 _

4.3.2. Implementation in the marine aquatic environment

4.3.2.1. Application in Vasilikos

The detection system KATERINA was deployed in Vasilikos port (coords.
33.29376N, 34.72321E) near a former fertilizer industry. The system was positioned well
above the seabed and below the seawater surface and the experimental spectrum was
obtained using a 17- hour acquisition time. Details for the area and the measurement setup
are found at Androulakaki et al. (2015). The experimental spectrum was analyzed to
determine the energy resolution (FWHM calibration), the energy calibration (gain setup)
and the activity concentration values for “°K and #*Bi using the SPECTRW software. The
activity concentration value for “°K was determined by peak integration of the
corresponding peak (at 1461 keV) after subtracting the counts attributed to the 2“*Bi

photopeaks. The experimental spectrum is compared to the theoretical one in Fig. 4.8.
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Fig. 4.8: Comparison between the simulated and experimental spectra for sitel (Vasilikos).

The reproduction of the Compton continuum and the peaks over the whole
experimental spectrum is very satisfactory. The corresponding activity concentration values
for the radionuclides “°K and ?*Bi are compared with the experimental ones in Table 4.2
(sitel). The relative differences from the experimental values for both radionuclides did not

exceed 10%.
4.3.2.2. Application in lerissos

The detection system KATERINA was deployed in the lerissos port (cords.
40°23.900'N 023°53.102'E) which is located in Chalkidiki near an operating gold mining
industry. The system was positioned well above the seabed and below the seawater surface
and the experimental spectrum was obtained using a 9-hour acquisition time.

The experimental spectrum is presented along with the theoretical one in Fig. 4.9.
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The reproduction of the peaks appearing in the experimental spectrum, along with the

Compton continuum, is again satisfactory.
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Fig. 4.9: Comparison between the simulated and experimental spectra for site2 (lerissos).
The corresponding activity concentration values for the radionuclides “°K and **Bi

are compared with the experimental ones in Table 4.2 (site2). The relative differences from

the experimental values for both radionuclides were found again to be around 10%.

Table 4.2: Simulated and experimental activity concentration results (Bg/L) for the two

deployments, in Vasilikos port (sitel) and in lerissos Gulf (site2).

sites 1 2
Nuclides In situ FSA % In situ FSA %
(Bg/L) (Bg/L) (Bg/L) | (Bg/L)
K 18.10 (6%) | 16.80 8 15.06 (8%) | 13.85 9
1B 0.26 (21%) 0.24 8 0.34 (19%) | 0.31 10
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4.3.2.3. Application in Stoupa bay

The Kalogria Bay is located north of Stoupa town, in the southwest Peloponnesus
(Messinia Prefecture) and the area is characterized by the presence of numerous minor
Submarine Groundwater Diffusion (SGD) sources. The detection system KATERINA was
deployed in the Kalogria Bay to acquire measurements in the water column in close touch
with the SGD source, for several different periods, from July 2009 till May 2010. Details on
the experimental setup are given in the literature (Tsab_12). The experimental activity
concentration values were derived by analyzing the in situ data as discussed above.
Moreover, in order to check that all the radionuclides present in this environment were
included in the FSA analysis, high resolution measurements by means of a HPGe system
were performed on collected water samples from the site. These measurements yielded
similar values with the in situ ones (Elef_13). The selected experimental spectrum for the
application of the FSA technique was obtained during an expedition on March 2010. The
minimization procedure was executed twice, first by simulating only three standard ‘series’
spectra, namely “°K, #®U and #?Th, assuming secular equilibrium between the
radionuclides of the same series, followed by a second analytical FSA performance test
using 10 standard spectra, as discussed above. The first run was performed in order to
investigate the validity of the secular equilibrium assumption. The experimental spectrum is
presented along with the simulated ones in Fig. 4.10a (in the case of three standard ‘series’
spectra assuming secular equilibrium) and Fig. 4.10b (in the case of 10 standard spectra).

The first run using the assumption of secular equilibrium among the radionuclides
of the same series, failed to reproduce the experimental spectrum. This was expected, since
the secular equilibrium is disturbed by the different solubility of the radionuclides in the
water column. The differences between the two spectra are mostly attributed to the
overestimation of the ?**Pa activity concentration (peak around channels 260-328) and 2T
as well as to the underestimation of ?**Bi. The effect in the corresponding estimated activity
concentration values is significant, especially for “°K (convoluted photopeak with *Bi,
234pa, 2 Ac) as shown in Table 4.3 (1% run). The activity concentrations in the second run
were found to be in very good agreement with the experimental ones, as shown in Table 4.3

(2" run).
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Fig. 4.10: Comparison between the simulated and experimental spectra for site3 (Stoupa
Bay) using only three standard spectra for “°K, ?**Th and 2*®U assuming secular equilibrium

(4.10 panel a) and using all 10 standard spectra (4.10 panel b).
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Table 4.3: Simulated (FSA), and experimental (in situ), activity concentration results
(Bg/L) in Stoupa Bay (site3) using only three parameters considering secular equilibrium

(1% run) among the radionuclides of the same series and using 10 independent parameters

(2" run).
1% run 2" run
Radionuclides In situ FSA % FSA %
(Bg/L) (Bq/L) (Bg/L)

K 6.40 (6%) 10.38 62 7.02 10
21%pp 3.27 (9%) 3.35 2 3.39 4
214Bj 4.20 (5%) 3.35 20 4.30 2
2087 0.30 (13%) 0.35 18 0.32 7
“Ac 1.05 (10%) 1.06 1 1.20 14

4.4. Discussion

The developed FSA technique for in situ quantitative measurements in the marine
environment provides accurate results reducing the necessary time to perform the analysis
and it is sensitive to detect and identify anomalies that could be related to unexpected
radionuclides, since the analysis comprises all the features of the spectrum. More
importantly, there are several features in the experimental spectrum (escape peaks,
Compton edges, sum peaks) that often interfere with the photopeaks, due to the low
detector resolution. When the spectrum is treated merely by window or peak analysis, these
features cannot be quantified and experimentally subtracted, thus the analysis leads to a
decrease in the accuracy of the obtained results. On the contrary, in the FSA technique these
features are by definition included in the analysis and are properly taken into account
automatically in order to estimate the activity results.

The satisfactory reproduction, of the experimental data renders the MCNP-CP code
appropriate to be utilized in diverse environmental applications. The main advantages of the
MCNP-CP code are the automatic consideration of the true coincidence summing effects,
which become important in contact geometries, and the direct simulation of all the

prominent emitted y-rays along with the corresponding intensities for each radionuclide.
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An interesting result from the FSA application in the marine environment was the
inadequacy to reproduce the experimental data when the a priori assumption of a secular
equilibrium existence between the radionuclides of the same series was applied (case study
site3). As demonstrated, this assumption can greatly affect the quality of the different
features in the theoretical spectra as well as the activity concentration results and thus it
should be avoided for marine environment applications.

The adopted methodology offers the possibility of rapid activity concentration
calculations in any aquatic environment using detection systems based on Nal(TI) crystals
and could be easily readjusted to include different types of detectors (e.g. BGO, CeBrs,
HPGe). Moreover, it can be applied for various geometries and different environments
(seabed, soils), provided that accurate standard spectra exist for the geometry and/or
materials under study. Therefore, as a next step the FSA technique will be subsequently
implemented for seabed applications. The great obstacle in applying the FSA technique for
in situ measurements on the seabed is that the detection efficiency is influenced by
alterations of the sediment physical characteristics. These characteristics (density, porosity,
composition) can greatly vary, and thus the FSA derived activity concentrations would be
subject to severe systematic errors, unless the sediment properties are properly introduced
in the simulations. Nevertheless, the performance of simulations for the reproduction of
pulse-height spectra, including all the possible values of the aforementioned characteristics
would require enormous computation time, rendering the technique highly inefficient.
Therefore, as a first step, a sensitivity study of the influence of the detection efficiency to
the sediment physical properties was performed, via Monte Carlo simulations, using the
simpler, standard MCNP5 code. Separate runs were performed using monoenergetic
volumetric sources covering the y-ray energy range of interest (150-2600 keV), while
typical ranges of the aforementioned sediment physical characteristics values (as discussed
in Chapter 1) were considered in the simulations. This extensive study allowed the
establishment of well-defined relations between the sediment properties and the detection
efficiency. The details of the simulations are presented in Chapter V along with the obtained
results. Moreover, an alternative methodology based on peak analysis is presented for the

activity concentration estimations regarding in situ measurements on the seabed.
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CHAPTER V:

Implementation of the system KATERINA for measurements on the seabed

5.1. Introduction

Laboratory-based activity measurements using the y-ray spectroscopy method are
widely performed on marine sediment samples for many decades now. The activity
concentration results are exploited in several different applications such as a) site
characterization of contaminated areas, b) studies of geothermal and oceanographic
phenomena (radio-tracing techniques), and c) their utilization (as input parameters)in
dispersion models for the radionuclide accumulation and dose-rate estimations. The
performance of such measurements requires time-consuming sea trials and special
equipment for the samples collection. Additionally, the measurement itself is rather time-
consuming and moreover, a sample pretreatment and storage precede each measurement.

The implementation of an in situ method instead has clear advantages as it
provides the possibility to obtain large scale data in reduced time intervals and the results
are obtained within few hours. As a consequence, the interest for such measurements
increases. Pioneer works regarding in situ measurements in the marine sediment have been
performed by different groups (Pov_96; Osv_01; Jones 01; Thorn_13a,b; Graaf 11;
Maucec 04; Ocone_04) and this technique has been practiced for several years now.
Nevertheless, there are still issues affecting the accuracy of the results associated both with
the adopted analysis techniques (window method) and with parameters related directly to
the in situ measurements. The two major issues regarding the application of the in situ
technique for measurements in the marine sediment are the influence to the detection
efficiency of the sediment physical properties alterations and the existence of
inhomogeneous depth profiles regarding the radionuclide concentrations within the seabed.

In this chapter, a developed methodology for in situ y-ray spectroscopy

measurements is presented and the results obtained from the test deployments of the system
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KATERINA in four different sites, are discussed. The efficiency calibration was performed
via MC simulations over a wide energy range covering the whole spectrum, thus allowing
the simultaneous detection of the most prominent radionuclides found in the marine
environment. The methodology involves a detailed study of the parameters affecting the
detection efficiency related to differences in the physical characteristics of sediments and in
the geometrical characteristics of the measurement. Moreover, the effect of the background
contribution from radionuclides present in the seawater column to the measurement on the
seabed is also discussed in detail, considering different setups. An alternative post-survey
experimental calibration is also discussed. The experimental calibration was performed in
each studied site and was utilized for the evaluation of the Monte Carlo (MC) results.
Therefore the MC results were evaluated by experimental corresponding measurements in
environments exhibiting different sediment properties.

In more detail, in section 5.2 the adopted measuring setup is described (section
5.2.2) along with the data manipulation to extract the activity concentrations (section 5.2.3).
For the quantification of the radionuclides, the efficiency calibration of the detection system
is required (section 5.2.2). In this work the efficiency calibration was performed via MC
simulations. A major problem associated with in situ measurements on the seabed is the
influence of the detection efficiency to sediment properties alterations, and thus in section
5.3 a sensitivity study of the parameters affecting the detection efficiency is performed
again via MC simulations. This theoretical study includes both geometrical parameters,
considering different setups, and alterations in the sediment physical properties. Moreover,
in the end of this section the effect of inhomogeneous vertical activity concentration
profiles is assessed and discussed. The aim of this study was to provide a measure of the
effect of different inhomogeneous depth profiles, to the measurements (detection
efficiency) and in this way to test the limits of the applicability of the adopted methodology.
The evaluation of the MC results is conducted by corresponding experimental
measurements performed directly on the field in four different environments (section 5.4).
The adopted methodology for the experimental detection efficiency calibration is presented
in section 5.4.1. The details of the experimental measurements, including the in situ system
deployments and the conducted supplementary laboratory analysis are given in sections
5.4.2.1 and 5.4.2.2-3 respectively, along with the results of the evaluation of the MC

simulations, which are presented in section 5.4.2.4.
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5.2. Methodology for in situ measurements on the seabed
5.2.1. Measurement setup and fieldwork

In order to perform activity measurements on the seabed, the detector has to be
placed in close contact with the seabed (‘touch’ geometry), as even for small distances
above the sediment surface the counting rate dramatically drops, due to the strong
attenuation of y-rays in the seawater. At the other extreme, an alternative positioning would
be to cover part of the detector with the sediment material in a way that the detector crystal
is completely immersed in the seabed. This would lead to a high increase of the counting
rate, however this option was not implemented as it presents several technical difficulties.
The initial drawback was the positioning the detector inside the seabed. More importantly, it
is difficult to keep a fixed distance between the sediment surface and the detector's window
in each deployment that is required in order to avoid solid angle corrections in the
efficiency calculations. Moreover, this setup poses the risk of injuring the detector in case
of deploying the system in a rough (rocky) seabed. Consequently, the ‘touch’ geometry
described above was chosen as the most appropriate setup for in situ measurements on the
seabed. The system is placed in the center of a platform with a cylindrical base along with
the battery supply, as shown Fig. 5.1 panel (a).

Fig. 5.1: Photo of the deployment for in situ measurements on the seabed (panel a) and in
the seawater column (panel b).
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By using this configuration setup, the detection system is placed perpendicular to
the seabed surface. Additionally, this configuration also ensures only small deviations from
orthogonality that may be present (in cases of inclined or soft seabed), as the base (circular
shape of 40cm radius) is placed parallel to the seabed. The distance between the detector
window and the sediment surface is fixed and measured prior to the measurements and
when possible, it is additionally measured by a diver during the deployment. Using this
setup a wide range of different distances ranging from 0 to 60 cm can be utilized. This is
important as different configurations may be required pending on the application. In this
work, only small distances (up to 6.5 cm) from the seabed surface were utilized.

Naturally, when the detector positioned inside the seawater in close contact with the
seabed, events originating from radionuclides present both in the seawater and the sediment
are recorded in the spectrum. These events are y-ray transitions emitted from the
radionuclides present in the sediment layer lying beneath the detector and also in the
seawater volume surrounding the detector (Fig. 5.2 (a)).

seawater seawater

Y- ray
@ Teff Nal (TI) crystal
h

Mal (TI) crystal s

Fig. 5.2: Hlustration of the configuration setup for the in situ measurements on the seabed
(left) and in the seawater column (right), including the detector, the surrounding
environment and the effective radii (rerr) in both measurements, defined as the maximum

distance from which events can get recorded.

As a result, an additional measurement in the seawater column (Fig 5.1 panel (b)) is
required with the detector positioned well above the seabed, in order to subtract from the
foreground spectrum (deployment on the seabed), the contribution of the radionuclides
present in the seawater(background measurement). The distance of the detector crystal from

the seabed surface, for this measurement, should ideally exceed 1.8 m, so that the system
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records events exclusively attributed to radionuclides present in the seawater. At this
distance, events from the decay of the radionuclides present in the seabed cannot reach the
detector, as the effective radius of the recorded y-ray with the highest energy (2614 keV
from 2%TI) in the seawater is 160 cm. Nevertheless, in shallow waters (3 m depth), a
distance of about 1 m is considered instead. As the detector length is 60cm, using this setup
the distance of the crystal from the seabed surface rises to 1.6 m, ensuring a negligible
contribution to the spectrum of detected events arising from radionuclides present in the
seabed. For the same reason, the detector crystal should be placed at a distance at least of
160 cm below the seawater surface to discard events arising from the decay of
radionuclides present in the atmosphere. From the above discussion it is clear that one of
the main tasks was to select a practical setup for in situ measurements both in the seawater
column and on the seabed. In the proposed configuration, the only setup modification, for
the seawater measurement, is the detector's orientation which is mechanically adjusted
(without stopping the detector operation), resulting in a rapid and practical transition
between the two measurements.

Following the deployment of the detection system in close contact with the seabed,
the minimum acquisition time necessary to achieve enough statistics (~10%) in the full
spectrum, is approximately 3 h (depending on the application) regarding the measurement
on the seabed (Andr_15). However, when possible, using a longer acquisition time better
statistics could be obtained. In practice the acquisition time depends on the time available
during the research cruise and on the specific site. Concerning the measurement in the
seawater column, the acquisition time should be notably prolonged to achieve adequate
statistics for the radionuclides quantification, since the concentrations in the seawater are
significantly lower compared to those found in the marine sediment. Nevertheless, for
seabed characterization applications (sediment mapping) a single measurement in the
seawater column using the same acquisition time of the measurements on the seabed
suffices, except for environments with strong re-suspension phenomena, currents or the
presence of SGD (Submarine Groundwater Discharge). In such cases more spectra should
be acquired in the seawater column in the sites affected by the aforementioned phenomena.

Apart from the in situ measurements, the collection of sediment samples from the
deployment sites is additionally required (see section 5.2.2). Due to the influence of the
detector efficiency on the sediment (source) physical characteristics (density, water content,
chemical composition), as thoroughly described in section 5.3, these values are required in

order to perform accurate activity concentration measurements on the seabed using the
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proposed in situ method.

5.2.2. MC simulations for the efficiency derivation

In order to extract the activity concentrations, an efficiency calibration of the
detector for in situ measurements on the seabed is mandatory. In this work, the MCNP5
code was exclusively utilized to study the influence of the sediment properties (wet density,
water content, composition) and measurement geometry to the detection efficiency. The
utilized MC code constitutes a reliable tool that can accurately reproduce experimental data
even in complex geometries and has been utilized for efficiency estimations in a great
variety of environmental applications (Elef 13; Mau¢_09; Roden_07; Hendr_02). In this
section, the details of the simulation setup (geometry, estimators, materials), along with the
necessary quantities that are inserted as input parameters in the simulation are discussed.
The simulation results are presented in sections 5.3 and 5.4.2.

The performed simulations present similarities with those discussed in section 4.2.1
(Chapter 1V) for the in situ measurements in the seawater, but there also exist some distinct
differences regarding the photon tracking settings and the shape of the source in which the
primary photons are generated.

For this application separate runs were performed considering monoenergetic y-rays
in the energy range of interest, from 238 to 2614 keV. This option offered the possibility to
drastically reduce the computing time, as explained below. In order to estimate the detection
efficiency, one has to estimate only the counts recorded under the photopeak per initial
event, and when monoenergetic sources are used, the counts under this region are clear
from any type of contributions (e.g. Compton Continuum from y-rays of higher energy).
Therefore, a narrow energy window around the primary photon energy was selected, in
which the pulses per initial event were recorded using the F8 tally, instead of producing a
large histogram over the whole energy range (200 -2600 keV). This way the computing
time to achieve sufficient statistics reduces from hundreds of hours to several minutes or
hours pending mostly on the energy of the simulated photons.

The characteristics of the detector MC model (geometry, materials) were presented
in section 4.2.1 and are not further discussed here. For the proper simulation of the photon
transport through the materials in the specified problem, the measurement geometry details
and the sediment matrix properties, including the sediment wet density, the water content

and the chemical composition, are required. These values could be rapidly obtained by

- 166 -



shipboard methods or via laboratory measurements on collected sediment samples. The
same quantities are also required for the effective volume calculation (a maximum distance
from which they can reach the detector and get recorded) as the effective radius varies with
the y-ray energy, and additionally highly depends on the media through which the photons
are transported (density, Zer). When these values (sediment properties, measurement
geometrical characteristics) are altered the solid angle of the measurement (via the effective
volume) also changes, as described below.

When the detector is placed exactly on the seabed the effective volume takes the
form of a hemisphere following the analysis presented in section 4.2.1. The effective radius
is calculated using the Beer-Lambert law assuming a ratio Io/I=10000, after the appropriate
modification of the sediment matrix composition according to the values of the sediment
water content (water saturated sediment). When the detector is placed a few cm (distances
larger than 1cm) above the seabed, photons travel in two different media (sediment and
water) before reaching the detector. The presence of two different media causes the
distortion of the spherical symmetry of the measurement (Askri_08). The effective volume
is calculated from the effective radius, which in such cases has a strong dependence on the
geometry setup. The effective radius, r;(z;, E), represents the maximum lateral distance
from which y-rays can reach the detector with respect to the sediment depth z;, and is given
as a function of the distance h of the detector above the seabed, the sediment depth (z), the
maximum depth d (Eq. 5.3) and the total linear attenuation coefficients of each y—ray in the

media (seawater, sediment), as shown in Eq.5.1:

2
_(m® 2 [ -z (B — )2
riz,B) = (25 h+d) (,’j;ﬁg-h—z) (h—z) (5.1)

The maximum depth d, is calculated using the Beer-Lambert law assuming a ratio
Io/I=10000, taking into account the mass-weighted coefficients of the solid and fluid

constituents (Bodw_94), as shown in Eq. 5.2 and 5.3.

I=1, e 2k 2z) =1 (water), 2 (sediment) (5.2)

In(10000)— uq(E)-h
p2(E)

Zyax (E) = =d (5.3)
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The total mass attenuation coefficients of each y—ray (determined from the web database
NIST X-COM (Berg_10) are converted to total linear attenuation coefficients (pi(E),
w2(E)), for the specific sediment properties, namely the wet density and the sediment matrix
chemical composition (modified according to the water content value). A representation of
the calculated effective volume for a distance, h, of 2.5 cm above the seabed is given in Fig.

5.3, considering two different sediment wet densities, namely 1.4 and 1.9 g/cc.
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Fig. 5.3: Schematic diagram of the simulation model for the measurements on the seabed
for a 2.5 cm distance (h) between the detector window and the seabed surface assuming a

wet density of 1.4g/cc (panel a) and 1.9 g/cc (panel b).

These analytical expressions were taken into account in the utilized optimized
geometry for the effective volume in the MC simulations. As a first approximation, photons
were generated in a volume of a truncated cone, large enough to enclose the actual
geometry (Fig. 5.4 panel (2)). Subsequently, the actual volume was subdivided into parallel
horizontal planes set in equal distances and the boundaries of each box (vertical planes)
slightly overlapped for the actual geometry in each subdivision, forming this way a finite

number of parallel cylinders (Fig. 5.4 panel (b)) which provided a more close resemblance

to the actual geometry.
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sediment
sediment

Fig. 5.4: Schematic diagram of the simulation models for the seabed measurements using a
truncated cone (panel a) and finite parallel cylinders (panel b) to describe the effective

volume (sediment source).

The differences in the obtained efficiency results between the two geometrical approaches
did not exceed 10%, and thus, the simplified geometry (truncated cones) which also leads to

a less complex input file, was selected for the corresponding simulations.
5.2.3. Activity concentration derivation

As explained in section 5.2.1 the in situ system is deployed in a specific site to
acquire two spectra, one on the seabed and one in the seawater column (background
spectrum). Subsequently, the background spectrum is properly subtracted from the seabed
spectrum to remove the contribution (Cont.,) of the detected y-rays emitted from
radionuclides present in the seawater, during the measurement. The seawater contribution
can be easily calculated when the detector is placed exactly on the seabed (touch geometry).
The subtraction of the counting rate attributed to events generated in the seawater column,
is given in Eq. 5.4 in the simple case where the detector is laid perpendicularly relative to

the seabed and exactly on the seabed surface:
= N
Netcps; = Ncpss—'/y - Ncps,,
Cont., = 1/2 - Ncps,, (5.4)

where Ncpsg, is the net counting rate (after the subtraction of the Compton continuum
contribution) in the selected peak in the spectrum acquired on the seabed, Ncps,,, is the

corresponding net counting rate of the spectrum acquired of the seawater column, and
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Netcps, , refers to the net counting rate (clear of contributions attributed to the Compton
continuum and to radionuclides in the seawater column) of a peak present in the spectrum
acquired on the seabed. The geometric factor 1/2 corresponds to the solid angle ratio of the
two different setup configurations during the deployments on the seabed and in the seawater
(Fig. 5.2), for the detection of the radionuclides present in the seawater column. Although
during the measurement in the seawater column events are recorded from a sphere
surrounding the detector, while during the deployment on the seabed only half of this
volume participates in the measurement, differences between the two hemispheres are not
expected, since radionuclide homogeneity in the seawater is preserved (except in extreme
cases of dynamic environments, eg. strong currents, SGD, radioactive gass emissions at
submarine faults, mud volcanoes, pockmarks etc) and moreover the attenuation in the
detector’s low-Z shielding is negligible, except for low-energy y-rays.

When the detector is placed even a few cm above the seabed, the contribution of
events generated in the seawater column rises and the above formula is no longer valid, on
the contrary, the exact calculations become rather complex. The contribution of the events
attributed to radionuclides present in the seawater column increases, since an additional
seawater layer contributes to the measurement on the seabed. This enhanced contribution,
clearly depends on the distance of the detector position from the seabed, but also depends
on the photon y-ray energy.

MC simulations (MCNP5 code) were again utilized to estimate the water
contribution in these cases, although analytical expressions are also available (Boson_06)
and could be implemented instead. Separate simulations were performed to estimate the rise
of the seawater contribution with respect to a detector distance of 2 and 6 cm above the
seabed surface. The pulse-height estimator was used (f8 tally), to estimate the detection
efficiency and the results were then converted to detected counts. To ensure the consistency
of the results regarding the different volumes involved in the simulation runs, the ratio N/V,
namely, the generated events N over the effective volume V, was kept constant at a fixed
value, by changing the number of generated events N in each run according to the effective
volume values. The statistical uncertainties were kept below 10% for all the simulation
runs.

To simulate the enhanced contribution of the radionuclides present in the seawater
during the deployment on the seabed, a volume source of a hemisphere was utilized in the

simulation runs consisting of seawater, as shown in (Fig. 5.5 panel (a)). The volume source
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was separated in two parts using a plane, thus the photons were generated in the first series
of runs in the upper source layer (Fig. 5.5 panel (b)), which was a slice of 6 cm and 2 cm
followed by a second series of runs in which the photons were generated in the whole
effective volume (Fig. 5.5 panel (a)). The different radius of the hemisphere was calculated
with respect to the energy of the emittedy-ray from the total linear attenuation coefficient
for seawater (density=1.026 g/cm®) using the X-COM database, as described in section 2.1
and separate runs were performed for each y-ray energy, in the range from 351 keV to 2614
keV. The contribution of the events generated in the upper layer (cont.,;%b) is calculated as
the ratio of the counts detected in the first few cm of the hemispheric water source to the
total counts detected from the whole volume (considering an hemispheric water source) that
contributed to the measurement on the seabed. To check the accuracy of the results a third
series of runs was executed where the photons were generated in the lower volume part
(Fig. 5.5 panel (c)).
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Fig. 5.5: Schematics of the MC models for the water contribution estimations, assuming the
events are generated in the whole effective volume with a shape of a hemisphere (panel a),
in the first few cm (2 cm in the first run and 6 cm in the second) and finally c. in the lower

volume part below the first few centimeters (panel c).

The runs were checked for consistency by summing the detected events in the upper and
lower volume parts and comparing with the counts recorded in the runs where the photons
were generated in the whole effective volume. The obtained values of the detected events in
both cases were found to be in agreement within the statistical uncertainty. The results are
summarized in Table 5.1 (cont.,;%0), for two studied different distances, namely 6 cm and
2 cm. The results showed that the ratios (contribution of the upper layer) varied from 66%

to 38% and from 30% to 18% for a distance of 6 cm and 2 cm, respectively and the
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variation was reduced with increasing y-ray energies, as expected. The data are fitted by an

exponential equation (Fig. 5.6) to expand the results over a broad range of y-ray energies.
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Fig. 5.6: Contribution (cont.,; % ) of the events generated in the seawater, in cases where

the detector is placed few cm above the seabed (namely at distances of 2 and 6 cm).

Table 5.1: MC simulation results for the contribution of different water layers (cont., ),

calculated as the ratio of the detected counts in the upper water layer to the whole volume

(hemisphere), for different y-ray energies.

Energy upper layer (u. l.) of 6 cm upper layer (u. l.) of 2 cm
(keV) cont.y1.% cont.y1.%

351 66 30

500 63 26

800 56 23

1460 47 19

2614 38 18

-172 -



Therefore it was demonstrated that, when the detector is positioned even at small distances
above the seabed, Eq. 5.4 is altered due to the enhanced contribution from the seawater,
Cont.,, . The correction in the net counting rate, Netcps, is performed as follows (Eq. 5.5
and Eq. 5.6):

Netcps; = Ncpsg- (1/2- Ncps,,)-cont.,, - (1/2- Ncps,,) (5.5)
Cont., = (1/2- Ncps,,)-cont.,, - (1/2~ Ncps,,) (5.6)
and combining with Eq. 5.4 the final result is obtained (Eqg. 5.7):

Netcps; = Ncpsg — Cont., - cont.,; - Cont.,, (5.7)

After the proper subtraction of the ambient background contribution, the derivation of the
activity concentrations is straightforward for all the radionuclides evident in the spectrum
acquired on the seabed, as the detection efficiency is derived as a function of energy. The
activity concentrations A are deduced by calculating the net counting rate of the observed
peaks in the sediment spectrum, Netcps,, covering the full spectral range, as shown in the

following Eq. 5.8:

Netcpsg

A= (5.8)

Iy' &y

where I,, is the y-ray emission probability of the studied y-ray calculated from the decay

scheme of the corresponding radionuclide and &y, is the full energy peak efficiency for the
measurement on the seabed estimated via MC simulations (MCNP5), over a wide energy
range (from 238 to 2614 keV), taking into account the physical characteristics of the
sediment matrix and the geometry details of the measurement setup in the specific
application. The importance of the effect of these values to the detection efficiency is
thoroughly described in the following section 5.3.

The accuracy of these measurements is governed by the statistical uncertainty of the
MC simulations (below 10%) and the counting rate (ranging from 3-15% for acquisition

times of about 3h) depending on the energy and the activity concentrations in the studied
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area. Systematic uncertainties may arise both from inaccuracies related to the measurement
setup and to the sediment properties, as the MC setup relies on these values. These
uncertainties can be eliminated if an accurate determination of distance and the orthogonal
positioning of the detector are ensured. The effect of all these factors on the detection
efficiency is thoroughly described in the following section 5.3.

5.3.  Sensitivity study of the detection efficiency

An extensive theoretical study was performed via MC simulations, to systematically
examine the influence of the detector efficiency to alterations in the sediment physical
properties (composition, wet density, water content, inhomogeneous radionuclide
distributions) and measurement setup (distance from the seabed, inclined seabed),
considering different scenarios. The methodology described in section 5.2.2 was utilized to
derive the efficiency estimations in each case.

The main objective of these MC simulations was to determine the contribution of each
parameter to the efficiency alterations and therefore its significance. Therefore all the
aforementioned parameters were initially examined independently, by changing the values
of each studied parameter, while at the same time keeping all the other parameters in fixed

values.

5.3.1. Effect of sediment physical properties

The first studied parameter aimed at detecting possible alterations of the estimated
efficiency values attributed to the presence of differences in the composition of the
sediment matrices. It is known that the major sediment matrix element concentrations
greatly vary depending on the sediment origin (terrigenous, biogenous, magmatic origin,
etc.). In order to study the effect of differences in the chemical composition of the sediment
matrix to the detection efficiency, three different sediment matrices (sed 1, sed 2, sed 3)
were considered. A fixed number of typical compounds found in marine sediments were
utilized and the fractional abundances (wt. %) of the four most prominent compounds
changed each time, namely Si, Fe, Al and Ca oxides, as shown in Table 5.2. The differences
concerning the calculated effective atomic number, Z.g, referred here as the weighted Z
according to the atomic weight of each constituent and the fractional abundance of each

compound ranged from 11.7 (sed 1) to 15.2 (sed3), respectively. The selected matrices are
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based on data found in the literature (Andr_15; Bass_14; Zaab_14), although the fractional
abundances of each compound, are normalized according to the water content values (0.15).
The different matrices were inserted in the code, while the other sediment parameters were

kept fixed during the simulations (water content of 0.15, with 2.1 g/cc wet density).

Table 5.2: Sediment matrices (based on data found in the literature) utilized in the detection
efficiency sensitivity study.

Major elements (wt. %) w.c. (%)

A|203 S|02 P205 K50 CaO TlOz F8203 Na,O MgO 803 MnO H,O

sed 1 2.6 55.3 0.1 0.6 8.5 0.3 8.4 1.2 2.6 51 0.5 15.0
sed 2 8.5 14.5 0.1 24 340 03 17.0 1.2 2.6 40 05 15.0
sed 3 8.5 8.5 0.1 2.6 264 08 315 1.2 2.6 1.7 1.2 15.0
sed 4 6.5 43.2  0.04 0.3 139 05 9.4 0.8 6.7 3.5 0.1 15.0

The runs were performed in ‘touch’ geometry (0 cm distance between the detector and the
seabed), in order to derive the maximum differences that could be observed, as it was
considered that, when the distance between the seabed and the detector rises the differences
would be smeared out. The differences of the effective atomic number Zs+ mostly affected
the lower energy part. The higher difference was observed between the matrices sed1 and
sed3 and exhibited a value of 30% (at 238 keV), which dropped with increasing energy to
less than 5% (at 1460 keV). Nevertheless, in extreme cases (sediments with a high Fe, Ti, or
Mn content) the differences of the effective atomic number Z¢ and thus the differences in
the detection efficiency could be enhanced even for the high energy part region.

The influence of the detection efficiency to the sediment pore size alterations,
regarded as alterations in the water content of the sediment matrix, was studied as in the
next step. Three different water content values were considered, covering the range from
10% to 50%. The runs were performed in ‘touch’ geometry and as before, all the other
sediment parameters were kept constant, using a typical wet density of 1.9 g/cc and the
chemical composition given at Table 5.2 (sed 1). The estimated efficiency results
considering different water content values, namely 0.1, 0.25 and 0.5 are presented in Fig.
5.7. The maximum relative differences were found to be 8% between the values 0.1 and 0.5
and could be attributed to the variations of the calculated sediment effective atomic number
Z.t caused by the addition of water (low Z material). The variations of the sediment water
content can be considered as an extreme case of sediment composition variation, since a
very light element (hydrogen) is added to the sediment matrix. The only quantity that

actually changes in MC simulations is the fractional abundance of the sediment constituents
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with respect to the water content values (fractional abundance of the H,O compound). The
results showed that the whole energy part is affected, but in different ways, due to the
differences in the photon interactions with respect to the Z. of the material and each y-ray
energy (Bhand_93).

The effect of the alterations of the water content values to the detection efficiency
seems to be tolerable (below 8%), although the differences depend on the texture of the
sediment matrix that greatly varies in different environments. Therefore, the differences in
the sediment composition would be insignificant, at least for the medium (500-1200 keV)
and high parts of the energy region (1200-2600 keV), and comparable to the experimental

(counting rate) uncertainties.
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Fig. 5.7: MC results concerning the sensitivity of the detection efficiency, &, to different

sediment water content values, namely 0.1, 0.25 and 0.5.

The influence of the sediment wet density was examined for a wide range of the values
found in sediments, namely from 1.1 g/cc to 2.6 g/cc. The water content was fixed at 0.26
in all the involved simulations and the chemical composition of the sediment matrix, sed 4
(Table 5.2), was utilized. The simulations were performed again in ‘touch’ geometry. The

results are shown in Fig. 5.8. A constant decrease of the efficiency values was observed,
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over the whole energy range, as the sediment wet density value increased, which matched,
within uncertainties (below 5%), the exact ratio of the wet density values.
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Fig. 5.8: MC results concerning the sensitivity of the detection efficiency, €, (in units of L),

to different wet density values, ranging from 1.1 g/cc to 2.4 gl/cc.

Similar simulations were repeated for wet density values of 1.4 g/cc and 1.9g/cc assuming
the detector was positioned at a distance of 2 cm above the seabed. For these runs a
constant water content value of 0.2 was considered along with the sediment matrix (sed 1)
described in Table 5.2. The efficiency results for the two sediment matrices exhibiting
different wet density values are presented in Fig. 5. 9.

An approximately constant decrease (a factor of ~1.4) of the efficiency values, over the
whole energy range, as the sediment wet density value increased, which again
approximated the exact ratio of the density values. This observation renders this parameter
invariant of the distance of the detector from the seabed. The importance of this result lies
in the fact that the wet density is an easy to handle parameter, since the efficiency values
can be directly derived from one density value to another, just by multiplying with the ratio

of the two values.
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Fig. 5.9: MC results concerning the sensitivity of the detection efficiency, €, (in units of L),

to 2 different wet density values, namely 1.4 g/cc and 1.9 g/cc.

5.3.2. Effect of the measurement setup geometrical properties

Two different scenarios were considered regarding the geometrical properties of the
setup for measurements on the seabed. The parameters examined were a) the effect in the
detection efficiency when the distance between the detector window and the sediment
surface rises and b) the effect when the detector is placed at varying angles with respect to
the seabed surface. The simulations were performed assuming a specific sediment matrix
(sedl) of 1.9 g/cc wet density and 0.2 water content. The influence of the detection
efficiency to the detector position above the seabed was studied separately for 4 different
distances namely, 0.5 cm, 2.5 cm, 4.5 cm and 6 cm above the seabed. The results are

depicted in Fig. 5.10, in the energy range from 238 to 2614 keV.
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Fig. 5.10: MC results showing the sensitivity of the detection efficiency, &, (in units of L),
to different distances (in units of cm) of the detector position above the seabed.

The efficiency values drastically drop, over the whole energy range, as the distance of the
detector from the seabed rises, as the photons are attenuated in the intermediate seawater
layer. In more detail, the efficiency values drop by a factor of 1.4 (238 keV) to 1.3 (2614
keV) when the distance changes from 0.5 cm to 2.5 cm and from 4.5 cm to 6 cm above the
seabed and a higher decrease is observed, by a factor of 1.5 (238 keV) to 1.2 (2614 keV)
when the distance increases from 2.5 cm to 4.5 c¢cm above the seabed. The greatest
differences were observed, as expected, between the estimated values at 0.5 cm and 6 cm.
The higher calculated difference was a factor of 3.1 (238 keV), decreasing to a value of 2.2
(2614 keV) for the corresponding efficiency values.

These particular setups, in which the detector is positioned a few cm above the
seabed are preferable in cases of an unknown seabed morphology (e.g. rocky seabed), to
protect the whole measuring system from damage as well as to diminish the solid angle
differences in cases of a non-parallel positioning of the system with respect to the sediment
surface.This is the most crucial parameter affecting the detection efficiency, and thus,
during an experiment, precise measurements of the distance between the detector and the
seabed are required in order to obtain accurate and reliable results.

In the second scenario, MC runs were additionally performed considering deviations

from the orthogonal positioning of the detector with respect to the seabed. Although the
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distance between the sediment-water interface and the detector window is fixed prior to the
measurement, in cases of an inclined orientation of the detector relative to the seafloor the
efficiency values might slightly change, due to the change in the measurement solid angle.
The MC results showed that the effect to the detection efficiency by placing the detector in
up to 5 degrees with respect to the seabed was small, for over the whole studied energy
range (Fig. 5.11).
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Fig. 5.11: MC results showing the sensitivity of the detection efficiency, &, (in units of L),
to the deviation of the detector position from orthogonality (for 2 and 5 degrees) with

respect to the seabed surface.
The observed differences were found lower than 10% for 2 or 5 degrees, while in the
extreme case of an inclination by 10 degrees, differences up to 16% (for the y-ray energy at
352 keV) were observed, although this last scenario is considered highly unlikely to occur.
5.3.3. Effect of inhomogeneous vertical profiles
In all the aforementioned calculations a homogeneous source within the effective
volume in which the y-rays are generated was considered. Nevertheless, in real

environments inhomogeneous depth profiles regarding the activity concentrations have
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been reported. In such cases the detection efficiency would be affected, since the detector
records events arriving from large depths up to approximately 2 m (depending on the y-ray
energy, the sediment properties and the geometrical setup). The effect of the detection
efficiency in cases of inhomogeneous activity-depth profiles is studied considering three
different scenarios. In all the runs, the effective volume was separated in slices of 10cm. In
each slice a different number of primaries (Norm. N/V (L™)) were generated, with respect
to the volume of each slice, in order to simulate the inhomogeneous profiles. In the first
scenario a linear regression (linear_d) with depth is assumed, (Fig. 5.12 panel b). In the
second scenario an exponential decrease (exp_d) is considered and in the third case an
exponential growth (exp_i) is considered instead. The differences of the detection efficiency

in cases of inhomogeneous profiles are summarized in Fig. 5.12.
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Fig. 5.12: MC results (left) of the detection efficiency, &, (in units of L), in cases of

inhomogeneous radionuclide profiles within the seabed (right).

The maximum differences (ratio) were found for the vertical decrease (exp_d). The
efficiency results are given in Table 5.3 along with the values of the maximum observed
differences that were calculated as the ratios of the estimated efficiency values of the depth
profile, exp_d, to the ones with inhomogeneous distributions (homo), in the energy range
351 keV to 2614 keV. An additional simulation was performed assuming an inhomogeneous
vertical profile regarding the sediment wet density (linear decrease from 2.0 g/cc to 1.7
g/cc). In this case the observed differences over the whole energy range (351-2614 keV)

were negligible and within the estimated MC statistical uncertainties (8%).
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Table 5.3: MC estimated efficiency results in different cases of inhomogeneous vertical
profiles within the seabed.

linear_d exp_d exp_i homo
Energy (keV) Detection efficiency &, (L) ratio
351 0.0630(4)  0.0731(4) 0.0439(4) 0.0523(4)  1.40 £0.07
1460 0.0174(4)  0.0201(4) 0.0127(4)  0.0345(5)  1.43+0.08
2614 0.0370(4)  0.0423(4)  0.0257(5)  0.0306(5)  1.38+0.09

5.3.4. MC based efficiency calibration for different sediment matrices

Regarding the influence of the sediment physical parameters to the detection
efficiency the sediment wet density seems to be the major contributor to the observed
variations in the detector efficiency, and to a lesser extend the water content, while
differences in the composition of the sediment matrix affect mostly the low energy part. The
wet density and porosity values are correlated in the real environment, as described in
section 2.2.1 (Chapter I1). To incorporate this correlation in the MC derived efficiency
results, additional simulations were performed taking into account the dependence of the
sediment wet density to the porosity.

Although the water content and the wet density values are strongly correlated, the
utilized linear equations to fit the data (Hamil _70) exhibit large variations in different
environments (sampling sites),as found in the literature (Komi_11; Hamil 70;
Nafe_57).The reason is that both the constant values vary, from 1.0-1.04 g/cc for the
seawater density and typically from 2.1-2.9 g/cc for the mean grain density although higher
and lower grain density values have also been reported in different studies (Komi_11;
Gealy _07; Hamil_70; Nafe_57). This means that sediment matrices exhibiting similar wet
density values may exhibit very different porosity values. To demonstrate this, in Fig. 5.13
the wet density is given with respect to the different porosity values calculated using Eq. 2.3

and assuming different grain density values ranging from 1.7 to 3.16 g/cc.
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Fig. 5.13: Linear dependence of the sediment wet density (pw) to porosities, with respect to
different grain density values (pq =1.7 -3.16 g/cc)).
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Fig. 5.14: MC results concerning the detection efficiency, &, (in L), for correlated wet

density (p) and water content (w.c.) values found in marine sediments.

Using this data, the mean porosity values (using typical grain density (pg) ranges

- 183 -



from 2.1-2.9 g/cc) with respect to the corresponding wet densities were calculated,
converted to water content values and subsequently inserted in the MC simulations that
were performed for wet density values ranging from 1.1 to 2.6 g/cc, covering in this way
the typical values found in marine sediments (although in extreme cases wet densities with
values below 1 g/cc can be found). The simulations were performed assuming the detector
is placed exactly on the seabed (‘touch’ geometry). The same sediment composition (sed 4)
was utilized in all the simulations however the fractional abundances were altered in each
run, according to the water content value. The estimated efficiency results, &y, along with
the (%) statistical uncertainty of the simulations are given in Fig. 5.14 in the energy range
of interest, namely from 351 to 2600 keV.

Table 5.4: MC efficiency results considering different coupled density and water content

values.
Energy MC detection efficiency
(keV) v (L)
p=11g/lcc p=1l2¢g/cc p=1L1l4glcc p=16g/cc p=18g/cc p=20g/cc p=2.4glcc p=2.6g/cc
w.c=0.86 w.c=063 wc=053 wc=038 w.c=032 wc=026 w.c=009 w.c=0.06
351 |0.0876 (3)| 0.0798 (3) |0.0694 (2)[0.0630 (2)[0.0587 (2)|0.0489 (2) |0.0426 (2)| 0.0405 (2)
600 |0.0750 (3)| 0.0698 (3) - 0.0542 (2) - 0.0415(2) - 0.0355 (2)
800 |0.0696 (3) - 0.0581(2)| 0.0511(2) |0.0454 (2)|0.0400 (2) |0.0339 (2) -
1120 ]0.0690 (3)| 0.0659 (3) - 0.0469 (2)] 0.0277(2) - - -
969 - - - - - 0.0397 (2) - -
1460.8 - 0.0629 (3) [0.0485 (2)|0.0438 (2)|0.0397(2) - 0.0317 (2)] 0.0277 (2)
1765 ]0.0602 (3) - - 0.0422 (2) - - - 0.0279 (2)
2000 [0.0582 (3)| 0.0551 (3) - 0.0407 (2) - - - 0.0277 (2)
2614 - 0.0567 (3) |0.0474 (2)[0.0407 (2)|0.0388 (2){0.0338 (2) [0.0280 (2)| 0.0239 (2)

The results of the wet density, the porosity and the calculated water content values

that were incorporated in the simulations are given in Table 5.4 along with the efficiency
results. The obtained results are similar with those obtained in section 5.3.2 (Fig. 5.8).
These results can be used to extract the activity concentrations (from y-rays emitted in the
energy range from 600 to 2614 keV) using the developed methodology, in any marine
environment as they cover a wide range of the actual values found in marine sediments. The
proposed in situ methodology requires the prior determination of the aforementioned
parameters and the accuracy of the activity concentrations relies on the precision of these
measured values (water content, wet density). In order to obtain accurate results for

radionuclides detected in the low-energy part region (below 400 keV) the sediment matrix
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composition should also be determined; if not however, the results are still expected to be
valid with a systematic uncertainty not exceeding 40%.

5.4.  Experimental evaluation of the MC results

5.4.1. Experimental efficiency calibration methodology

In the adopted approach a post-survey experimental calculation of the detection (full
energy peak) efficiency was performed using both the field data (in situ acquired spectra)
and complementary laboratory activity concentration measurements on sediment samples
collected from the deployment sites. The experimental detection efficiency values were
derived in the energy range 300 to 2614 keV by analyzing the prominent peaks in the in situ
spectra using Eq. 5.9:

NetcpssE‘i

Ey = - T
|4 IyE,l_ Arefl

(5.9)

where e&y(given in units of L), is the full energy peak efficiency for the seabed
measurement setup at a specific y-ray energy, Netcps,®* (given in units of s7) is the
counting rate calculated using Eq. 5.4 at the peak of the corresponding y-ray energy (E), Iy
is the corresponding y-ray emission probability (number of emitted y-rays of the specific
energy per decay) given from the decay scheme of the radionuclide i, and A,.¢ (given in
units of Bg/L), is the activity concentration of the corresponding radionuclide i. The

quantity, Netcps,=*

, refers to the net counting rate of a peak (clear of contributions
attributed to the Compton continuum and to radionuclides in the seawater column) present
in the spectrum acquired on the seabed. As a result, by performing a peak analysis in the
acquired spectra covering the full spectral range, the photopeak efficiency was deduced as a
function of energy. The only unknown values in Eq. 5.9 were the activity concentrations of
the radionuclides present on the seabed (A,.f).

These values were determined by complementary measurements in the laboratory,
by means of a high resolution system (HPGe detector) on the collected sediment samples.
The results are implemented in the efficiency calculations as reference values, A,.s. The

collected samples were transported to the laboratory where they were further processed, as
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the samples should closely match the physical and the geometry properties of the reference
materials used to calibrate the detector, such as the sample holder diameter, height,
chemical composition and density (IAEA_10a) and stored prior the measurement (progeny
ingrowth). In order to enhance as much as possible the homogeneity among the samples
(reduced grain sizes and density (dry) values close to 1 g/cc), as large differences could
affect the detector efficiency, the samples were oven-dried, and additionally grinded (final
grain sizes ranging from 0-2mm) prior to the measurement. Nevertheless in cases of large
differentiations among the sediment samples, concerning their density and composition,
appropriate corrections were applied using the software EFFTRAN (Vid_05). Details on the
setup and the results of the laboratory measurements are given in section 5.4.2.3.

Although the activity concentrations present in the initial (untreated) sediment
samples are preserved during this process the density values of the final sediment sample is
highly reduced (due to the removal of water). Therefore, the radionuclides present in the
initial sediment sample are concentrated in a considerable smaller mass and additionally the
sediment characteristics (density, water content) differ between the two measurements (lab,
in situ). To exclude the differences in the samples density (wet, dry) in the final activity
concentrations, A,..r, the results are derived in units of Bg/L by dividing the calculated
activity concentrations (derived in units of Bq) with the volume of the sample holder
(capacity of 0.0654 L). In this way, the effect of the sediment density (reflecting the mass
differences) between the two measurements to the activity concentration results is
eliminated, while the results can be converted to units of Bg/kg (wet weight) by multiplying
with the wet density. Therefore, the activity concentrations derived in the laboratory were
calculated in units of Bg/L, by dividing the calculated count rates with the sediment sample
holder volume (0.0654 L). As a result, the experimental efficiency values are derived in
units of volume (L) and the comparison with the corresponding MC data is straightforward.
Moreover, a direct comparison with the activity concentrations found in the seawater
column can be performed as both values are given in Bg/L.

The aforementioned Eq. 5.9 is valid when only a single radionuclide contributes to
the peak formation and was thus utilized for the analysis of the peaks at 2614 keV (Tl y-
ray with 99% intensity) and at 1764.5 keV (convolution of ?*Bi y-rays at 1730 with and at
1764.5 with intensities 5% and 15%). However, due to the moderate resolution of the
detection system (Nal(TIl)), many peaks appearing in the acquired spectra consist of

multiple overlapping photopeaks attributed to different radionuclides (Fig. 5.16). At the
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present study, overlapping photopeaks are found at the energies of 351 keV (***Pb and **Ac
photopeaks), 609 keV (***Bi *¥'Cs and 2®TI photopeaks), 940 keV (*®*Ac and #“Bi
photopeaks) and 1460 keV (“°K and #“Bi photopeaks). These peaks cannot be analyzed
directly or de-convoluted. This means that the net recorded counts in specific regions
(peaks) in the spectrum are a summation of events related to the decay of different
radionuclides. Thus, for these cases, an appropriate modification in Eqg. 5.9 is required in
order to achieve accurate efficiency calculation values as described below for the peak at
1460 keV. A similar analysis is followed in all the calculations where convoluted
photopeaks appear.

In order to derive the efficiency value at 1460 keV, taking into account that events
from both the radionuclides ?**Bi and *°K contribute to this peak, while the contribution of

K is most prominent, Eq. 5.9 is reformed to Eq. 5.10 by substituting the corresponding

values:
__ Netcpss _ Ncpsgjqok —Cont.y,
€v = [Ei, i~ ] 1860a0K 4 (5.10)
Y ref Y ref|40K
Ncpsgaok = Nepss — Ncpsgaiapi (5.11)

The quantity Ncpsgaox , represents the net counting rate of the full energy peak
(photopeak) of the “°K decay. This quantity is equal to the difference of the count rate
attributed to “*Bi y-rays (energies between 1377 — 1583 keV, total intensity of 11.6%) from
the quantity Ncps, which is the total net counting rate measured at the 1460 keV peak, as

shown in Eq.5.11. By substituting, the obtained result is shown in Eq. 5.12:

Ncpsg— Ncepsgz14gi —Cont.
SV — s s|214Bi w (512)

Iy, 'Aref|40K

The quantity, Ncpsg214pi, represents the counting rate attributed to the full energy peak of

214Bj. Although this quantity is unknown, following the same approach, and assuming the
same g, value in the specified energy range (1377-1583 keV) the desired quantity ey at the
energy 1460 keV could be also calculated exploiting the ?**Bi photopeaks, using Eq. 5.13:
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Netcps; _ Ncpsgp14pi —Cont.y,

&y = (5.13)

Iyl'Arefl Iy” 'Aref|214Bi

Ncpssiz1api = €v * Iy - Ayefj21a8i + Cont.,, (5.14)

By substituting the derived quantity of Eq. 5.14 in Eq. 5.12 the final result is obtained (Eq.
5.16):

Ncpssi21ai +NcpSs214pi —Cont.y,
Ei i
Iy 'Aref

gy = (5.15)

Netcps
&y = — Lo (5.16)
Iy -Areflaok + Iy -Aref|214Bi

where A,efia0k » Arefi214p: are the activity concentrations for the involved radionuclides,
which are determined on the processed sediment samples in the laboratory. This final
equation, in which all the quantities can be calculated, is invariant to the number of
radionuclides contributing to the peak and can be generalized for n radionuclides as

follows:
Netcpsg

Ey = ———
4 Z Iyl . Arefl

(5.17)
5.4.2. Application in four test cases

In situ y-ray measurements on the seabed were performed by deploying the system
KATERINA in four different areas, in order to experimentally determine the detection
efficiency with respect to the variations of the measurement conditions (different setup,
seabed geomorphology) and compare with the corresponding theoretical (MC) results. In
addition to the differences of the seabed geomorphology, inhomogeneous radionuclide
vertical distributions were found in site 3, while in a different case (site 4), ground water
discharges (SGD) through the seabed (diffusive source) were also present. Such
environments are widely studied as SGD constitute an important factor in the sustainable

management of coastal fresh water aquifers and a significant pathway for material transfer
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between the land and the sea. The implementation of the described methodology in the
specific site aimed at testing the applicability limits of the adopted technique in dynamic
environments (SGD presence), as such environments are widely studied. In all the studied
sites the system was deployed to acquire two spectra, on the seabed and in the seawater in
the same location. These spectra were obtained in order to be utilized in the post-survey
efficiency calibration. For this purpose sediment samples were also collected at the end of
the measurements from the same sites using the grabbing technique in sites 2 and 4, or

sediment corers in sites 1 and 3, respectively.

5.4.2.1. Fieldwork results

In situ measurements were performed in different regions of the Mediterranean and
the Black Sea in order to conduct an experimental calibration of the detection system
KATERINA for measurements on the seabed. The studied sites are depicted in Fig. 5.15.
This section starts with a brief description of each studied area, followed by a detailed
description of the measurements that were performed on the field in each case along with
the obtained results.

Bulgaria

.
Plovdiv

Nnosave

Greece

Fig. 5.15: Position of the four deployments of the detection system KATERINA.

The first measurement was carried out at Thorikos bay (sitel, 37°71'94.19"N,

24°06'32.00"E), near Lavrion port (Greece). This area is of particular interest as intense
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mining activities have been conducted in the past, exploiting silver and lead from carbonate
or sulphide ores, for more than 2700 years. The field work included the deployment of the
detector to acquire measurements on the seabed and in the seawater column (background
measurement) on the same spot. The acquisition times for the measurement on the seabed
and in the seawater were ~17 h (61517 s) and (somewhat prolonged to ensure good
statistics) ~20 h (70750 s), respectively. For the first measurement the detector was placed 2
cm above the seabed. This distance was selected, so that the Nal(TI) crystal lay in close
contact with the sediment (Fig. 5.1 (a)), while for the measurement in the seawater (Fig. 5.1
(b)) the system was placed well above the seabed (distance between the crystal and the
water-sediment interface >1.5 m), to eliminate any contribution to the spectrum from
radionuclides present in the sediment. The seawater depth in this site was 4.5 m. The

acquired spectra normalized in time are depicted in Fig. 5.16.
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Fig. 5.16: The acquired spectra, normalized in time (61517 sec), of the in situ

measurements at Lavrion region (site 1).

Following the in situ measurements, a sediment core (maximum depth of 60 cm)
was collected from the position of the deployments (site 1), to derive the activity
concentrations by supplementary y-ray spectroscopy in the laboratory and use the results for
the experimental efficiency calibration. A similar operation plan was followed in all the
studied sites.

A second experimental calibration was conducted in a selected site (site 2,
40°23.900'N, 23°53.102'E) in the port of lerissos which is located in Chalkidiki Peninsula,

northern Greece (Fig. 5.17). lerissos is a densely populated area and a touristic attraction
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during summer months. For this measurement the system was placed ~3 cm above the
seabed. The seawater depth in the site was 4m. The acquisition time was ~2 h (7200 s) and
~12 h (33197 s), for the measurements on the seabed and in the seawater, respectively. The
two acquired spectra are presented together in Fig. 5.17 normalized to the same acquisition
time. Additionally a sediment sample (of 6.5 cm maximum depth) was collected from the

deployment site after the end of the measurement.
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Fig. 5.17: The acquired spectra, normalized in time (7200 sec), of the in situ measurements

at lerissos region (site 2).
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Fig. 5.18: The acquired spectra, normalized in time (6587 sec), of the in situ

measurements at Stratoni region (site 3).
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At a distance of 13 km from the port of lerissos, an operating gold mining industry
(Stratoni area) is located. A site near the shore and close to the load-pier area of the industry
(site 3, 40°30.930N 023°49.870'E) was selected to perform an additional experimental
calibration. In the third calibration point (site 3) an acquisition time of ~3 h (10800 s) and
~1 h (6587 s) was utilized for the measurements on the seabed and in the seawater,
respectively. The same geometrical setup was utilized while the water depth in this site was
~10 m. The normalized in time spectra are depicted together in Fig. 5.18. Following the in
situ measurements, two sediment cores (maximum depth of 60 cm) were collected from the
position of the deployments.

The fourth deployment was held at Costinesti (site 4, 43°56'44.46"N, 28°38'4.73"E),
a closed bay located on the Black Sea shore near the Mangalia port (Romania).The
acquisition time were ~16 h (57585 s) and ~20 h (72125 s) for the measurement on the
seabed and in the seawater, respectively. The normalized in time spectra are depicted
together in Fig. 5.19.
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Fig. 5.19: The acquired spectra, normalized in time (57585sec), of the in situ

measurements at Costinesti region (site 4).

An observed difference compared to the other sites, was the appearance of peaks
attributed to 22Rn progenies (***Bi peaks at 609 keV, 1764.5 keV and 2200 keV) in the
spectrum acquired in the seawater column. Regarding the spectrum acquired on the seabed,

intense peaks were observed attributed to radionuclides of the *U (***Pb at 351 keV and
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214Bj at 609, 1120, 1765, 2200 keV) series and ***Th series (***Pb at 238 keV, ?®Ac at 911
and 968 keV, Tl at 2614 keV) as well as to the artificial radionuclide **'Cs (661.67 keV
peak), which was not observed in the other areas of study (Mediterranean Sea). For the
measurement on the seabed the detector was placed at ~6 cm above the sediment. For the
measurement in the seawater column the system was placed at ~1.2 m above the seabed.
The seawater depth in this site was approximately 2 m. In the end, of the in situ
measurements, a sediment sample (collected from a 15 cm deep sediment layer) was again
collected using a grabber, from the deployment site 4, to be analysed in the laboratory.

The software SPECTRW (Kalf_2016) was utilized for the analysis of all the
acquired spectra (in situ, laboratory). A screenshot of the utilized software is presented in

Fig. 5.20. The analysis was performed as described in section 5.2.3.
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Fig. 5.20: The SPECTRW software implemented for the spectra (in situ, laboratory)
analysis (Kalf_2016).

The results of the analysis, including the calculated counting rates of the intense
peaks appearing in the acquired spectra on the seabed (Ncps;) and in the seawater column
(Ncps;) for all the studied sites (1-4) along with the radionuclides contributing to each peak
are summarized in Table 5.5. Additionally, the total % contribution of the background
measurement (radionuclides present in the seawater) to the spectra acquired on the seabed,
R, /s ., is calculated as the ratio of the total counting rate Cont.,,’, contributing to the
measurement on the seabed, to the total net counting rate Ncps;, in all the analysed peaks.
The results are presented in Table 5.5, and are calculated in percentage (%) according to Eq.
5.18:
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R,/ s = (5.18)

Table 5.5: Analysis results of the in situ spectra using the SPECTRW software.

Sites 1 2 3 4
Energy Ncps, Ncps,, Ras Neps, Neps.. Ras Neps; Neps. Rave Neps; Neps.. R
(keV) () =D % ) ) % =D ) % ) %
238 0.30 (10) - - - - - - - - 0.37 (8) - -
351 023(7) - - 0.43 (10) - - 1.11(7) 0.04 (32) 1 023 (8) 0.054(13) | 12
609 0.38(5) - - 0.46 (8) - - 1.30(5) - - 0.36 (4) 0.044(10) | 6
911 0.11 (5) 0.005 (6) 3 =0.32(9) - - [ *036(13) - - 0.16 (5) 0.005(16) 1
968 0.06 (4) 0.003 (3) 3 - - 0.10 (8) 0.002(13) | 1
1120 0.11 (6) - - - - - - - - 0.11 (6) 0.028(10) | 13
1461 0.78 (3) 0255(3) | 17 | oa11(D) 0.23 (3) 7 2.10 (1) 027 (11) 1 0.80 (3) 0.102(3) 6
1765 0.11 (8) 0.031(5) | 14 0.15(7) | 0.008(14) | 3 0.40 (5) - - 0.09 (4) 0.032(35) | 17
2614 0.12 (3) 0013(3) | 6 0.43 (5) - - 0.23 (3) - - 0.15 (3) 0.013(3) 4
* Calculated assuming a total intensity of 0.416 for the two 228Ac photopeaks at 911 and 969 keV.
5.4.2.2. Determination of physical properties

The water content and the wet/dry density were determined by mass and volume
calculations (Flemm_00). In more detail the wet density was calculated using the measured
water content and dry density of the samples and moreover it was additionally calculated
(by mass and volume measurements) immediately after the collection, when possible. To
derive the sediment water content the water mass was calculated by weighting the sediment
sample before and after oven-drying (for at least for 48h). The major component analysis
(Al, Ca, Fe, K, Mg, Na, P, Si, and Ti oxides) was performed by the specialized HCMR staff
using the X-Ray Fluorescence (XRF) technique, on a Phillips PW-2400 wavelength

dispersive X-Ray spectrometer, calibrated for marine sediment fused beads (Karag_05).

Table 5.6: Measured sediment properties for all the studied sites (1-4), including the major

element analysis results, dry/wet density (pq, pw) and the water content (w.c.) values.

Major elements (wt. %)

W.C. Pw Pd Aleg SiO, P,05 K,0 CaO TiO, Fe,03 Na,O MgO SO, MnO
% glcc glcc

site 1* | 0.26 | 1.88(4) | 1.57(4) | 3.49 28.34 01 069 1991 03 1455 112 1.96 11.34 0.78
site2 | 021]22(3) |174(3) 968 65.04 009 216 8.65 028 101 2.89 1.25 0.07 0.04
site 3* | 035|171(5) | 126(3) | 1078 4831 016 293 9.96 035 1339 188 3.52 7.73 0.98
site4 |06 | 1.78(6) | 112(3) | 1217 60.83 023 211 5.86 083 438 1.69 1.97 0.82 0.06
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The major element analysis results given in percentage (wt. %) are summarized in

Table 5.6 for all the studied sites (1-4) along with the dry/wet density (pq,pw) and the water
content (w.c.) values. Concerning the major element analysis, the values accompanied with
*, are referring to the calculated mean values in the two collected sediment cores at sites 1
(26 samples, maximum depth of 60 cm) and 3 (27 samples, maximum depth of 27 cm),
while the detailed results for each sample from the specific sites 1 and 3 are given in
Appendix C and D, respectively. This data was incorporated in the simulations after the
appropriate modifications regarding the major element results, in order to include the
measured water content values.
The obtained results for the core collected at Lavrion area (site 1), showed a rich in Fe,O3
sediment (mean value of 15%). The SiO, values ranged from 25% to 34% and relatively
high CaO values were also observed ranging from 15% to 30%, while MnO values ranged
from 0.1% to 1.2%. The results are comparable with values found in literature (Baz_11).
Concerning the other studied sediment properties, the sediment mean water content (w.c.)
was calculated at 0.26 resulting in a wet sediment density of 1.88 g/cc (calculated from the
measured w.c. and dry density) and the grain separation measurement (dry sieving) which
was performed in separately collected sediment samples in the same area, showed a
sediment mostly consisting of sand (70-90%).

The obtained results for the sediment sample collected at lerissos immediately after
the deployment, showed a SiO,value of 65% and lower CaO and Fe,Osvalues of 8.65% and
1.01%, respectively. The MnO calculated value of 0.04% was the lowest observed value in
all the studied sites. A higher wet density of 2.2 g/cc and lower w.c. of 0.21 were calculated
in the collected sediment sample. In the sediment core collected from the site of the
deployment point near the load-pied of the mine at Stratoni (site 3), the calculated values
ranged from 36% to 46%, 8% to 13% and from 7% to 14% for SiO,, Fe,O3 and CaO
respectively. The MnO calculated values ranged from 0.5% to 1.4%. Regarding Al,O3, TiO;
and K;Osconcentrations, similar values were found in both sites.

In the area of Costinesti (site 4), the results showed a marine sediment consisting
mostly of SiO, (60.8%), of Al,O3 (12.2%), and to a lesser extend of CaO (5.8%) and Fe,O3
(4.4%), while higher values of TiO2 (0.8%) and MnO (0.06%) were observed. These results
are comparable with values found in soils in the same area (Tugu_16). Concerning the other
studied sediment properties, the obtained results showed a well-sorted sediment material
(97% of the sediment mass exhibited grain sizes < 63 um) exhibiting a wet density of 1.78

g/cc and a high water content (60%).
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5.4.2.3. Laboratory activity concentration results

The utilized detection systems were already calibrated for environmental
sediment/soil samples. The detection efficiency of the utilized HPGe detectors for sediment
analyses was determined using four reference sources containing the radionuclides ******Eu,
K, 2%h and 28U series progenies (Elef 15; Tsab_11; Tsab_07). The first utilized
reference material consisted of a diluted liquid radioactive source of ******Eu (emitted v-
rays in the energy range 121-1408 keV) with a known activity concentration, dripped into
an inert material (talcum powder), homogenized and enclosed in the same sample holder
used for the sediment samples. The second source was a grinded KCI source (*K
abundance of 0.0117% in natural K) constructed in the laboratory, while the ?°Pb source
was constructed from a sediment reference source (IAEA-385) in the framework of an
inter-calibration exercise among different gamma-spectroscopy laboratories (IAEA_05b;
Elef_15). These two sources were utilized in order to determine the efficiency value at the
energy of 1460.8 keV and 45 keV, respectively. The last utilized reference source
constituted a NORM source and was constructed from a rock sample
(tectonized/reprocessed organic-rich phosphatized limestone), collected at the region of
Perivleptos in Epirus (NW Greece). This reference source was utilized in order to determine
the efficiency at 1764.5 keV (emitted y-ray from 2**Bi with 15% intensity). The sample was
grinded and enclosed in the sediments sample holder. In this case silicone was used to
ensure an airtight enclosure in order to rule out “?Rn losses. The ?*®U activity concentration
was determined with high accuracy by utilizing different methods (Tzif_14) and the secular
equilibrium among the progenies of ***U was preserved. The calibration procedure was
periodically repeated to ensure that the detection efficiency was not affected from possible
random instabilities of the detection system and the utilized electronic units.

Due to differences among the calibrated sources regarding their physical properties
(density, chemical composition), the efficiency transfer software EFFTRAN was
implemented to correct the efficiency values that were experimentally calculated using peak
integration (SPECTRW software) and Eq. 2.9. The differences in the chemical composition
and density between the calibrated sources and the sediment samples were also
incorporated in the calculations. Therefore the final results of the detection efficiency were
derived in the energy range from 121 keV to 1765 keV and were normalized to the
measured density (dry density after pulverization) of the studied sediment samples.

Moreover the software EFFTRAN was utilized to correct the results for TCS effects that
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were present in the spectra acquired by measuring both the calibrated sources (******Eu) and
the sediment samples, especially as the latter were placed in close contact with the detector
window.

The measurement acquisition time was set to 24 h per sample and additionally
ambient background measurements were performed every 3 days. The counting rate of the
background measurement was subtracted from the foreground measurement in order to
determine the activity concentrations of the radionuclides present in the sediment samples.
In Fig. 5.21 two typical acquired spectra (foreground and background) are depicted together
(acg. time 86400 s). The measurements were performed for a total number of 41 samples.
The collected sediment core in Lavrion (site 1), was divided into 26 samples using a 2cm
slice, while only 21 samples were measured. In lerissos (site2) and Costinesti regions, a
single sediment sample was collected from the deployment sites. Both sediment cores
exhibited compression during the collection (a higher compression degree was present in
the core selected from site 3, as the sediment consisted mostly from silt material), resulting
in a smaller sediment core size. The following analysis did not include corrections for this
compression. The collected sediment cores (2) in Stratoni (site 3), were divided into a total

of 27 samples, each using a 1 cm slice (the sediment samples of the two cores were jointed

together).
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Fig. 5.21: Two typical acquired spectra (foreground and background) using the stationary
HPGe detector (model GC5021).
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The two collected cores (one from each site) are depicted together in Fig. 5.22 along
with a picture of the dried sediment samples.The obtained results of the activity
concentration measurements in units of Bg/kg (dry weight) on the collected samples from
sites 2 and 4, are given in Table 5.7, for the naturally occurring radionuclides, that were also
analyzed with the in situ method, and for the artificial **’Cs. The depth profiles for ?**Bi
(?*8U series), 2°°T1 (***Th) and “°K in Bg/kg (dry weight) for all the measured samples (2 cm
slices), are presented in Fig. 5.23 for site 1. The results are grouped per radioactive series,
as small differences were observed among the different radionuclides of the same series.
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Fig. 5.22: The two collected cores from sites 1 (panel a) and 3 (panel b) along with a photo

of the oven-dried sediment samples from the cores (panel c).

Regarding the second sediment core collected at the Stratoni region inhomogeneous
depth profiles were observed for all the detected radionuclides. The depth profiles in Bg/kg
(dry weight) for all the samples, are given in Fig. 5.24 for site 3, for **Bi, 2°®Tl, “°K and
137Cs. In the same figure the depth profiles of the calculated wet density (using the dry
density and the water content values) and the dry density of the grinded samples are given.
Enhanced values were observed for the *®U series radionuclides, ranging from 60 to 100
Bg/kg. The %*Th series radionuclides ranged from 20 to 32 Bg/kg. The *°K activity
concentration values ranged from 500 to 680 Bg/kg. The depth profile of **’Cs (observed

- 198 -



peaks at 5.5 and 12.5 cm) gave a sedimentation rate of 2.19 gy, which is in excellent
agreement with the values found in literature (Peris_89).
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Fig. 5.23: Activity concentration vertical profiles, for “°K (panel a) and the two natural

series 238U (panel b), 2*2Th (panel c), for site 1 (Lavrion area) (Andr_16a).

Table 5.7: Laboratory results of the activity concentrations from sediment samples

collected at the deployment sites 2 (lerissos region) and 4 (Costinesti region).

Sites Site 2 | Site 4
Series Activity concentration measurements Ars (dry weight)
Energy Arer(Ba/kg) + %  Ae(Bakg) £ %
(keV)
28y Hpp = 46.5 - - 60 20
214Bj 1764.5 18 10 22 7
2l4pp 351.9 19 6 21 6
“Th  “*Ac 911.2 15 9 39 8
2087 583.2 15 8 34 5
212pj 727.3 20 18 33 21
#12pp 238.6 19 6 40 6
- K 1460.8 509 5 561 6
- BCs 661.7 0.62 26 24 6

*  detector model (Ortec GEM-FX8530P4)
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The measured activity concentrations (Bg/kg dry weight) in all sites, were found
below/within the world average reference values (UNSC_00) indicating a negligible
radiological impact to the environment. The higher (approximately 2 orders of magnitude)
activity concentration value regarding the radionuclide™*’Cs at site 4 (Costinesti) can be

justified from the location of this site (Black Sea).
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Fig. 5.24: Activity concentration vertical profiles, for *Bi, 2®TI, “°K and **'Cs, for site 3
(Stratoni), along with the depth profiles of the calculated wet density (using the dry density

and the water content values) and the dry density of the grinded samples.
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5.4.2.4. Efficiency calibration comparison results

MC estimations for the efficiency values in the real test cases were subsequently
performed, in order to compare with the corresponding experimental results. In order to
perform a valid comparison, all the crucial parameters that affect the detection efficiency
should be explicitly included in the simulation. For this purpose, the experimentally
determined sediment properties namely the wet density, the water content and the
composition (major elements analysis)were properly inserted in the simulations along with
the exact geometrical properties of the deployment setup. The methodology presented in
section 2.1 was followed, in all the simulation runs, and the MC efficiency values were
derived, for all the test cases, over a broad y-ray energy range from 238 keV to 2614 keV.
The final MC model for the configuration setup (site 1 to 4) consisted of the detector
model, the photon generator volume source and the surrounding environment.

The comparison between the experimentally and the theoretically derived efficiency
values in the energy range from 351 keV to 2614 keV are presented in Figs. 5.25 to Fig.
5.28 for the measurements at Lavrion (sitel), lerissos port (site 2), Stratoni (site 3) and

Costinesti (site 4), respectively.
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Fig. 5.25: Comparison between the experimental (exp.) and the MC values, of the detection

efficiency (ev (L)) for site 1.
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The MC results obtained implementing these complex geometries were found to be in
satisfactory agreement with the experimentally derived efficiency values for the
measurements at Lavrion (site 1), as shown in Fig. 5. 25. The relative differences did not
exceed 8% in all the obtained results, except for the 911 keV peak where the relative
difference was found to be ~12%. An excellent agreement, within uncertainties, was also
observed in site 2. The efficiency comparison results for site 2 (lerissos) are presented in
Fig. 5. 26.
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Fig. 5.26: Comparison between the experimental (exp.) and the MC values, of the detection

efficiency (ev (L)) for site 2 (lerissos).

The calculated relative differences ranged from 2 to 6 %. In the analysis of the data
obtained in site 3 (Stratoni), both the experimental and the MC efficiency values were
derived under the assumption of homogeneous vertical profiles within the seabed. The

comparison results are presented in Fig. 5.27.
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Fig. 5.27: Comparison between the experimental (exp.) and the MC values, of the detection
efficiency (ev (L)) for site 3 (Stratoni).

The calculated relative differences were found 8%, 5%, 9% and 11% for the peaks
appearing in the spectrum at the energies 351 keV, 609 keV, 1460 keV and 2614 keV,
respectively. The calculated relative differences were in satisfactory agreement within the
calculated uncertainties. The MC statistical uncertainty of these runs was ~ 10%.

Regarding the deployment in the dynamic environment of Costinesti (site 4), a
satisfactory agreement, within uncertainties, was observed for the analyzed peaks of ***Th
series and the radionuclide “°K (Fig. 5.28). In more detail, the relative differences between
the theoretical and the experimental efficiency values at 238 keV (*?Pb peak with a total
intensity of 43.5%), 338 keV (*®Ac peak with a total intensity of 14.36%), 911 keV (***Ac
peak with 26.6% intensity) and 968 keV (**Ac peak with 16.23% intensity) and 2614 keV
(*°®*T1 peak with 0.3564% intensity) were found to be 9% (238 keV), 10% (338, 911) and
4% (2614 keV), respectively.
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Fig. 5.28: Comparison between the experimental (exp.) and the MC values, of the detection

efficiency for site 4 (Costinesti region).

Higher relative differences were observed for the analyzed peaks of **’Rn progenies
in the low and medium energy part regions. More specifically, the relative differences were
calculated to be 19%, 7%, and 15%, for the corresponding peaks at 351 keV (***Pb peak
with 37.1% intensity), 609 keV (**Bi peak with 46.1% intensity) and 1120 keV (***Bi peak
with a total intensity of 23%), respectively. The origin of these higher observed differences
should be attributed to the presence of groundwater diffusion through the seabed, in the
area. Since the groundwater is rich in *’Rn (Burn_06), an essential contribution, mostly
affecting the lower part energy region, is present in the spectrum acquired on the seabed due
to the decay of *’Rn and its progenies. This contribution was absent during the laboratory
measurements, due to “’Rn escape. Since “*’Rn is an inert gas, it is very difficult to capture
it and accurately measure it, thus it considered to be underestimated in the laboratory
measurement. Therefore, in cases of dynamic environments the experimental efficiency
calibration should in fact be avoided as the in situ measurements lead to more
representative results (*2Rn losses in the laboratory). SGD environments have been widely
studied (Tsab_12; Burn_06; Pov_06a,b) as submarine ground water discharges constitute an

important factor in the sustainable management of coastal fresh water aquifers and a
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significant pathway for material transfer between the land and the sea. The MC simulation
results will be further evaluated by future deployments in similar environments (SGD
presence).

To summarize, a methodology able to provide accurate concentration results in
different environments was developed. The accuracy of the activity concentrations applying
the proposed methodology depends primarily on the accurate determination of the
sediments characteristics, since the MC estimated efficiency is the key tool for the
application of the proposed approach. The major contribution to the detection efficiency
alterations with respect to the sediment properties is the sediment wet density. An effect of
less significance may also arise from alterations in the sediment porosity values, while
alterations in the sediment chemical composition could be considered negligible, at least for
the medium and high parts of the energy region (500-1460 keV). Regarding the vertical
distributions of the activity concentrations, it was shown that the lack of knowledge of the
actual profiles in a studied environment prior to the measurement could introduce
significant systematic uncertainties in the results (a maximum systematic uncertainty of
40% was estimated for the studied scenarios). Regarding the measurement setup, a drastic
decrease in the efficiency was observed by increasing this distance (a factor of 3 for a
distance of 6 cm above the seabed), while the MC results, assuming inclined seabed,
showed that the efficiency values were not significantly affected. Moreover, the theoretical
investigation showed that the seawater contribution significantly increases when the system
is positioned a few cm above the seabed.

The MC simulations evaluation was achieved by deploying the detector
KATERINA, for in situ measurements on the seabed, in different environments (Black and
Mediterranean Seas). The comparison results between the two methods (MC,
experimental), showed a satisfactory agreement with the corresponding laboratory
measurements, in the energy range from 351 to 2614 keV, even in the case of
inhomogeneous distributed activity concentrations profiles. Moreover the application in site
4 (case of dynamic environment) demonstrated the superior quality of the MC derived
efficiency values, as the ?Rn losses associated with the laboratory measurements affected

the experimental calibration results.
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CHAPTER VI:

Conclusions and future perspectives

The main objective of this thesis was to study several technical aspects related to
direct measurements in the marine environment, using the in situ y-ray spectrometry
method, and provide solutions that could enhance the reliability of the results, allowing thus
the expansion of the in situ method in a broad field of applications. A new methodology
was developed, regarding the quantification of the in situ data for measurements in the
seawater column and on the seabed. Therefore, the main core of the thesis was divided into
two subsections, consisting of the adopted methodology for the quantitative analysis of in
situ measurements acquired in the seawater column (Chapter IV), and on the seabed
(Chapter V).

Although nowadays the necessity for in situ measurements in the seawater column
has grown (nuclear accidents, progressive development of modeling), and as a result, the
utilization of this method increases, still in the majority of applications, the quantification
methodologies rely on the window analysis technique. This selection poses difficulties
which are directly related to the moderate resolution of the utilized applications (Nal, BGO
crystals). In several cases HPGe detectors are implemented instead, however, only small
operation times can be achieved due to the necessity of cooling, limiting thus, till now, the

field of applications.

In situ measurements on the seawater column

Regarding in situ measurements in the seawater, a quantification methodology based
on the Full Spectrum Analysis (FSA) technique was developed, utilizing (a) the MINUIT
package for the x> minimization performance and (b) MC simulations (MCNP-CP code) to
derive the theoretical standard spectra. The proposed FSA methodology allows for rapid
activity concentration derivations (within a few minutes) of high accuracy, as all the
features of the spectrum, including True Coincidence Summing (TCS) effects, are
incorporated in the data analysis, which is moreover performed almost automatically.
Several modifications were considered in the developed approach for the marine

environment, as compared to standard FSA techniques utilized by different groups:
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e The methodology proposes a progressive y* minimization performance in order to
strengthen the accuracy of the obtained results.

e The minimization is performed using a number of ten (10) different standard spectra
discarding any a priori assumption of the existence of radioactive equilibrium among
the radionuclides of the same series.

e The production of the standard spectra using the MCNP-CP code, offered the
capability to simulate a radionuclide source as a whole, drastically reducing thus, the
necessary time to construct the MC setup, and moreover this code automatically

takes into account TCS effects.

The advantages of the proposed methodology compared to the commonly applied

techniques (window, peak analysis) are summarized below:

e |t offers the possibility of rapid activity concentration calculations (convergence
within a few minutes), in any aquatic environment using detection systems based on
Nal(TI) crystals

e It is sensitive to detect and identify anomalies that could be related to unexpected
radionuclides, since the analysis comprises all the features of the spectrum.

e It can provide Minimum Detectable Activity values (when the radionuclide under
study cannot be identified by a peak in the spectrum), related to different acquisition
periods, as well as different salinity (related to “°K activity concentrations) values.

e The methodology is invariant under the geometry and the materials involved and thus,
could be easily readjusted to include different types of detectors (e.g. BGO, CeBrs,

and HPGe) and different environments (seabed, soils).

The presented FSA methodology was evaluated using both experimental and
corresponding MC data utilizing the code FLUKA, and subsequently was applied in real
field measurements, yielding satisfactory agreement in all cases. An interesting result of this
work, regarding the FLUKA code, was the modification of a user routine in order to
account for the observed disequilibrium among the series radionuclides in the marine
environment. The new, modified routine ‘usrmed’ is available to the scientific community
upon request. The FLUKA code proved a valuable alternative for environmental

applications, due to the advantageous characteristics, which are (a) the capability to
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incorporate user-defined routines, (b) the time gain, in terms of the MC model design,
utilizing the user-friendly graphical interface, from which all the steps of the simulation
(MC model construction, geometry debugging, MC runs execution) can be efficiently
controlled, and (c) FLUKA code is a freely distributed code for scientific and academic
purposes.

The beneficial characteristics of the FSA technique compared to the conventional
utilized techniques (window or peak analysis covering the whole spectrum) can be
exploited in a great variety for applications:

e In cases of long-time monitoring applications in which large data sets are obtained,
this methodology provides a reliable and rapid tool to handle the data, as the data
analysis is performed automatically and in a systematic way.

e In SGD characterization applications, in which the radionuclides under study appear
in overlapping peaks in the spectrum, this method is expected to enhance the
accuracy of the obtained results, regarding the identification of the radionuclides and
their activity concentrations.

e The proposed FSA methodology will be further tested in short and long-term
applications for the identification and temporal study of dynamic environments

(SGD, pockmarks, cold seeps, mud volcanoes, faults).

In situ measurements on the seabed

Regarding in situ measurements on the seabed, the quantification process depends
on the sediment characteristics (which may greatly vary even in the same study area). In the
framework of this thesis, key parameters that affect the detection efficiency were studied.
The analysis for the efficiency calibration was based exclusively on MC simulations taking
into account the specific sediment physical properties (chemical composition, water
saturated density, water content) and different geometry setups.

The developed methodology allows for the detection of multiple radionuclides
and the simultaneous determination of their activity concentrations, using the full spectral
range. The proposed methodology for in situ measurements on the seabed using the
detection system KATERINA, provides a cost-effective solution eliminating the
requirements for sampling expeditions and laboratory-based analytical work. The results of
this work, render the in situ method preferable for a great variety of applications in the

marine environment, including (a) large scale radiological characterization of
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uncontaminated areas, (b) temporal studies in dynamic environments (e.g. mud volcanoes,
SGDs) by operating the detection system in a continuous mode, as well as (c) hot spot
investigations (buried radioactive sources on the seabed, wastes at the seabed, contaminated
areas etc).

In more detail, the main conclusions of the thesis concerning in situ y-ray
spectrometry on the seabed are summarized below:
o The detection efficiency of the in situ KATERINA y-ray spectrometer was deduced
for measurements in marine sediments. The major contribution to the detection efficiency
alterations, with respect to the sediment physical properties, was originating from the
sediment wet density alterations. The efficiency was much less affected by alterations in the
sediment porosity values. These values (wet density, water content) can be rapidly obtained
on board avoiding thus the time-consuming laboratory work. As a result, the activity
concentration results using the in situ method can be obtained in a drastically reduced time, as
an acquisition period of 2-3 h usually suffices to obtain adequate statistics.
o Regarding inhomogeneous activity concentration vertical profiles, a more systematic
study is required.
o The proposed optimum setup selection:
a) Ensures the knowledge of the exact distance of the detector window from the seabed
surface prior to the measurement.
b) Provides a practical transition between the two measurements in the seawater column and
on the marine sediment. The increase of the seawater contribution to the measurement, when
the system is positioned even a few cm above the seabed, and the accompanied loss in
counting rate, indicates the preferential position of the detector at a maximum distance of 1

cm above the seabed surface.

Regarding the marine environment, the in situ method is a valuable tool to a variety
of applications related to radiological hazards, and the utilization of this method may
provide large databases regarding different environmental studies, including:

e Dose rate assessments and radionuclides dispersion modeling.
e Geological exploration (mud volcanoes, faults, cold seeps, pockmarks) through the

quantification of the radioactive gas emissions.
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e The establishment of a baseline reference related to the environmental
characterization due to pre-operational, operational and post-operational periods at
industrial areas.

e The characterization of waste containers and waste emissions released to the marine
environment. The in situ method is the only solution when immediate response is

required while it also ensures minimum doses to the scientific staff.

The proposed MC methodology regarding in situ measurements on the seabed, can
be expanded to include the determination of the activity concentrations in cases of recent
depositions (e.g. **'Cs fallout), as the presented methodology is currently valid under the
assumption of homogeneously distributed radionuclide concentrations. Moreover, both
developed methodologies can be applied for different detection systems (e.g. CeBrs;
crystals), increasing thus even further the applicability of the in situ method, since such
crystals exhibit a highly improved energy resolution.

The beneficial characteristics of the presented FSA technique will be exploited also
for in situ measurements on the seabed, using the presented methodology, in combination
with extensive MC simulations. For this purpose the FLUKA code will be implemented to
simulate the exact geometry of the sediment source (via user-defined routines), in order to
properly modify the standard spectra according to the measurement details (sediment
properties, geometry setup). The expansion of the FSA technique, also for measurements on
the seabed, is expected to further increase the accuracy of the results and as a consequence

to broaden the existing field of applications.
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Appendix A

Gaussian Broadening Algorithm developed for FSA calculations

z PROGEAM CONVOLUTICHN
REAT*8 A(3030),C(3030),M(32030),wW,D,F,5,G
REAT*8 B(3030)
CHREALACTER*S50 FROSC,MIEE
D=0.
F=0.
5=0.
WRITE(*,*) "PLEASE GIVE ME THE NAME CF THE INPUT FILE"
RERD (%, 2) MIEE
WRITE (*,*) "PLEARSE GIVE ME THE NAME COF THE OUTPUT FILE'
READ (%, 2) FROSO
2 FORMAT (A50)
OPEN (10, FILE=MIEE, STATUS="COLD")
Do 20, I=1,2800
READ (10,*) R(I),B(I)
20 END Do
CLOSE (10)
Do 30, I=1,30350
c({I)y=0.
20 END DO
Do 40, I=1,2800
W=—0.021+0.0862*SQRT (& (T) -0.0765%A (I) **2)
5=0.60056120435%322%W
c W=SQRET (R (I)*3.25-235.5)
IF(S.GT.0.001) THEN
D=D+E (I)
Do 30, E=1,2800
C(E)=C(E)+B{I)*(1/(S*1.7724538509) *EXP (- ( (R{E) —L(I))**2/3%*
2)))
S0 END DO
ENDIFE
40 END DO
Do 70, J=1,2800
F=F+C (J)
70 END DO
OPEN (11, FILE=FROSO, STATUS="UNENOWN" )
Do 60, L=1,2800
M(L)=C (L) *D/F
G=G+M (L)
WRITE (11,*) A(L),M(L),B(L)
60 END DO
WRITE(11l,%) D,G
c Eleinoume to arxeio eksodou kal teleiwnoume to programma!
CLOSE (11)
END
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FILE"

1z

25

Appendix B

Rebinning Algorithm developed for FSA calculations

PROGRAM FOR HISTOGRAEM REBINNING GENERAL ROUTINE
REAL*E EXPER,MCNPE, ENERGEIR, O, P, MODULO1

INTEGER DIV, L,CHANNEL,N,ORIO

REAL*E MODULO, FULL, SUMMY (2100) , SUMM (2100) , NEWOLOK

REAL*E ENERGY (3000),BINCON (3000),BINTHEOC (3000)

REAL*Z BINMCNE,BINEXP,BINCFF,EN(3000),0LOKLIR

REAL*E YIELD(2100),NEWOLOK1

CHARACTER*50 FILENAM1, FILENAM?2

WRITE (*, *) 'PLEASE GIVE ME THE NAME OF THE INPUT FILE®

READ (*, 2) FILENAM1

WRITE (*,*) 'PLEASE GIVE ME THE NAME FOR THE OUTEUT REBINNED

READ (*, 2) FILENAM2
FORMAT (A50)
WRITE (*,*) '"HOW I WANT THE keV/ch EXPERIMENTAL PARAMETER®
READ (*, *) BINEXP

IF (EINEXP.LE.O.OR.BINEXP.LT.1.)THEN

WRITE (*,*) 'THAT IS CRAP...TRY AGAIN!®

GOTO 12

ENDIF
WRITE (*,*)'...AND THE OFFSET PLEASE (IN keV)'
RELD (*, *) BINOFF

EDW DIABAZEI TO ARXEIO EISODOY...

YPOLOGIZEI KAI TO OLOKLHRWMA AYTOY
OPEN (UNIT=25, FILE=FILENAM1, STATUS='OLD")

DO I=1,2800

READ (25, *) ENERGY (I) , BINCON (I) , BINTHEO (I}
EN (I)=ENERGY (I)*1000
OLOKLIR=OLOKLIR+BINCON (I)
END DO
WRITE (*,*) 'TO OLOKLHRWMA TOY ARXIKOY FASMATOS

EINHAT: ", OLOKLIR

a7

CLOSE (25)
BINMCHE=EN (2} -EN (1)
DIV=0

NEWOLOK=0.

FULL=0.

MODULO=0.

REST=0.
EXPER=EINEXP/BINMCHE
MCHEP=BINMCNE

DO 47, I=1,2100

SUMM (I)=0.
SUMMY (I)=0.
YIELD(I)=0.

ENDDO

CHAMNEL=2800/EXPEE+1

IF (CHANNEL.GT.1000) THEN
ORIC=2047
ELSE
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46

25

CRIC=1023
ENDIF

OPEH (UNIT=35, FILE=FILENAMZ , STATUS="TUHNENOWL" )

DO 55, K=1,CHANNEL
DIV=INT (K*EXPER)
FULL=K*EXPER
MODULO=FULL-DIV
DO 45, I=1,DIV
SUMM (K) =SUMM (K) +BINCON (I)
END DO
SUMM (K) =SUMM (K) +MODULO*BINCON (1+DIV)
DIV1=INT ( (K+1) *EXPER)
FULL1= (K+1) *EXPER
MODULO1=FULL1-DIV1
DO 46, I=1,DIV1
SUMMY (K) =SUMMY (K) +BINCON (I)
END DO
SUMMY (K) =SUMMY (K) +MODULOL*BINCON (1+DIV1)
IF (K.EQ.1)THEN
YIELD (K) =5UMM (K)
ENDIF
YIELD (K) =SUMMY (K) -SUMM (K)
NEWOLOK=NEWOLOK+YIELD (K)
ENDDO
DIV=INT (EXPER)
FULL=EXPER
MODULO1=FULL-DIV
DO 86, K=1,CHANNEL
ENERGEIA=K*EINEXP+BINCFF
N=INT (BINOFF/BINEXE)
C=BINOFF/BINEXE
P=LES (0O-N)
IF (MODULO1.LE.O.5.AND,.P.LE.O.5) THEN
WRITE (35, *)¥,ENERGEIA, YIELD (K+N-1)
ENDIF
IF(N.GT.0.AND.P.GT.0.5) THEN
WRITE (35, *)¥,ENERGEIA, YIELD (K+N-1)
ENDIF
IF(N.LE.O.AND.P.GT.0.5) THEN
WRITE (35, *)¥,ENERGEIA, YIELD (K+N-2)
ENDIF
ENDDO
DO 65, K=CHANNEL+1,0RIO
ENERGEIA=K*BINEXP+BINOFF
N=INT (BINCFF/BINEXF)
C=BINOFF/BINEXE
P=LES (0O-N)
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a5

IF(P.LE.0O.5)THEN
WRITE (35, *) ¥, ENERGEIL, YIELD (K+N-1)
ENDIF
IF(N.GT.0.AND.P.GT.0.5) THEN
WRITE (35, *) ¥, ENERGEIL, YIELD (K+N-1)
ENDIF
IF(N.LE.O.AND.P.GT.0.5) THEN
WRITE (35, *) ¥, ENERGEIL, YIELD (K+N-2)
ENDIF
ENDDO
CLOSE (35)
WRITE (*,*) 'TO NECO OLOKLHRWMA EINAI', NEWOLOK
STOP
END
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Appendix C

Major Element Analysis Results on the core selected at Lavrion

(site 1, 37°71'94.19"N, 24°06'32.00"E)

Depth L.O.I AI203 Si02 P205 K20 CaO TiO2 Fe203 Na20 MgO SO3 MnO
cm () ) ) %) ) (%) ) ) () () (%) (%)
1 8.62 8.1 448 018 225 9.5 0.36 10.7 2.20 2.97 9.0 1.37
3 8.86 7.9 458 016 219 104 0.36 10.0 2.03 3.01 7.9 1.36
4 11.33 7.8 448 017 217 105 0.35 10.6 1.90 3.02 5.9 1.29
5 10.05 7.7 450 017 217 9.9 0.37 10.6 1.70 2.96 8.0 1.26
6 9.87 7.8 454 018 219 9.6 0.36 10.8 1.63 2.97 7.9 1.26
7 19.90 6.1 356 013 172 7.5 0.28 8.2 1.23 230 158 1.01
8 11.61 8.0 451 016 219 9.6 0.34 10.4 1.40 3.04 7.0 1.20
9 8.75 8.1 448 017 224 9.4 0.36 10.5 2.77 2.98 8.0 1.22
10 11.00 8.0 436 016 223 8.8 0.33 12.0 2.11 2.93 7.7 0.96
11 14.18 8.9 417 014 248 8.8 0.31 12.2 1.98 3.07 52 0.83
12 15.44 9.7 404 014 260 8.7 0.29 12.2 1.78 3.19 4.0 0.75
13 16.51 9.9 393 013 263 8.7 0.29 12.4 1.73 3.28 4.2 0.71
14 16.71 9.5 399 013 260 8.9 0.30 12.4 1.66 3.22 4.0 0.73
15 13.89 9.7 389 013 258 8.8 0.29 12.3 1.30 3.25 8.0 0.70
16 15.64 9.7 388 013 262 8.9 0.28 12.6 1.38 3.32 5.8 0.67
17 17.02 100 385 012 268 8.1 0.27 125 1.23 3.22 5.6 0.57
18 16.45 10.1 401 012 274 7.8 0.27 12.2 1.48 3.06 5.0 0.57
19 16.23  10.3 398 012 278 7.7 0.27 11.3 1.47 3.04 6.0 0.55
20 1427  10.3 394 012 275 8.1 0.27 12.6 1.35 3.17 7.0 0.60
21 1538 105 40.1 013 284 7.5 0.27 125 1.24 2.99 5.9 0.58
22 1548 10.8 410 013 290 7.4 0.27 121 1.37 3.01 4.5 0.56
23 13.72  10.8 414 012 287 7.5 0.27 121 1.28 2.99 6.5 0.54
24 15.05 109 419 013 293 7.4 0.27 11.8 1.59 2.94 4.3 0.54
25 1342  10.3 421 012 277 7.7 0.28 115 1.18 2.92 7.0 0.65
26 13.83 11.0 417 0.13 2.96 7.4 0.28 115 1.50 2.95 6.1 0.54
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Appendix D

Major Element Analysis Results on the core selected at Stratoni

(site 3, 40°30.930'N 023°49.870'E)

Depth L.O.I AI203 Si02 P205 K20 CaO TiO2 Fe203 Na20 MgO SO3 MnO
cm () ) ) () ) (B ) (%) () (%) () (%)
1 14.04 3.6 279 011 o071 171 032 18.0 1.03 201 135 1.03
3 15.38 3.7 285 011 074 171 032 18.2 1.83 201 103 112
5 13.30 3.4 257 011 064 157 031 21.2 0.77 209 146 116
7 13.87 3.5 267 010 068 172 0.32 18.9 0.77 201 146 105
9 14.28 3.4 259 011 067 173 031 194 0.99 202 146 1.07
1 11.86 3.6 270 011 068 171 032 18.8 0.87 202 165 1.04
13 11.32 3.6 271 011 066 169 0.32 18.8 0.85 211 166 1.03
15 13.04 3.4 277 012 069 167 032 18.7 0.90 199 151 1.07
17 14.38 3.5 264 012 068 158 0.32 20.8 1.43 209 133 117
19 14.07 3.5 268 012 069 161 0.32 19.8 1.27 203 125 1.09
21 13.70 3.5 271 011 070 165 032 19.0 1.31 201 145 1.06
23 14.20 3.7 278 010 070 171 031 17.9 0.80 203 140 1.02
25 14.00 3.6 275 011 067 165 031 19.0 0.85 203 138 1.08
27 13.84 3.3 260 011 066 171 0.29 19.0 0.78 202 150 104
29 14.32 3.9 264 011 070 170 0.28 18.8 0.72 206 146 105
31 14.64 4.3 252 011 o075 171 030 18.2 1.08 212 150 095
33 15.76 3.8 300 009 075 194 0.28 13.0 1.18 191 125 0.66
35 17.27 41 307 009 072 196 0.28 10.7 1.14 186 125 048
37 20.38 3.7 342 008 076 228 031 7.1 1.08 1.80 6.8 0.29
39 22.49 3.7 339 007 076 280 031 6.7 1.35 2.00 0.2 0.28
41 25.09 3.1 309 007 069 263 027 54 1.65 1.82 3.9 0.22
43 24.31 2.8 299 006 063 284 0.26 4.2 111 1.71 6.3 0.16
45 27.11 2.7 283 005 062 292 0.26 35 1.64 1.79 4.4 0.11
47 25.18 3.1 295 006 068 277 0.29 5.0 1.33 1.79 4.7 0.20
49 25.67 2.9 314 006 066 281 0.27 3.7 1.24 1.74 3.8 0.12
51 27.23 349 2834 010 069 1991 0.30 14.55 1.12 196 11.34 0.78

- 217 -



Aak_95

Abril_92

Ahre_95

Allys_94

Allys 98

Andr_15

Andr_16a

Andr_16b

ANSI_91

Anst_74

Arrhe_51

Askri_08

Bag_10

Bah_07

Bass_14

Bate_10

Batti_07

Batti_15

Beck 72

Beks_00

Bell_12

REFERENCES

Aakenes, U.R., 1995. Radioactivity monitored from moored oceanographic buoys. Chem. Ecol.10, 61-69.

Abril, J.M., Garcia-Leon, M., Garcia-Tenorio, R., Sanchez, C.l., 1992. Dating of Marine Sediments by an
Incomplete Mixing Model, J. Environ. Radioact., 15, 135-151.

Ahrens T. J., 1995. Global Earth Physics: A Handbook of Physical Constants (AGU Reference Shelf 1),
Wiashington D.C.: American Geophysical Union.

Allyson, J.D. 1994. Environmental gamma-ray spectrometry: simulation of absolute calibration of in-situ and
airborne spectrometers for natural and anthropogenic sources. PhD dissertation, University of Glasgow,
Faculty of Science.

Allyson J.D., Sanderson D.C.W., 1998. Monte Carlo simulation of environmental airborne gamma-
spectrometry, J. Environ. Radioact., 38, 3, 259-282.

Androulakaki E.G., Tsabaris C., Eleftheriou G., Kokkoris M., Patiris D. L., Vlastou R,. 2015. Seabed
radioactivity based on in situ measurements and Monte Carlo simulations, Appl. Radiat. Isot., 101, 83-92.

Androulakaki E.G., Tsabaris C., Eleftheriou G., Kokkoris M., Patiris D.L., Pappa F.K., Vlastou R., 2016.
Efficiency calibration for in situ y-ray measurements on the seabed using Monte Carlo simulations:
Application in two different marine environments, in press.

Androulakaki E.G., Kokkoris M., Tsabaris C., Eleftheriou G., Patiris D.L., Pappa F.K., Vlastou R., 2016. In
situ y-ray spectrometry in the marine environment using full spectrum analysis for natural radionuclides,
Appl. Radiat. Isot., 114, 76-86.

ANSI standard 1991. Gamma Ray Attenuation Coefficient and Buildup Factors for Engineering Materials.
ANSI/ANS-6.4.3, 1991.

Anstey R.L., Chase T.L., 1974. Environments through time. Burgess Publishing Company, Burgess,
Minneapolis, Minn.

Arrhenius G, Kjellberg G., Libby W.F,, 1951. Age determination of Pacific chalk ooze by radiocarbon and
titanium content: Tellus, 3, 222-229.

Askri B., Manai K., Trabelsi A., and Baccari B., 2008. Optimized geometry to calculate dose rate conversion
coefficient for external exposure to photons. Radiat. Prot.Dosim., 128, 279-288.

Bagatelas C., Tsabaris C., Kokkoris M., Papadopoulos C.T., Vlastou R., 2010. Determination of marine
gamma activity and study of the minimum detectable activity (MDA) in 4pi geometry based on Monte Carlo
simulation. Environ. Monit. Assess., 165, 159-168.

Bahari 1., Mohsen N., Abdullah P., 2007. Radioactivity and radiological risk associated with effluent sediment
containing technologically enhanced naturally occurring radioactive materials in amang (tin tailings)
processing industry, J. Environ. Radioact., 95, 161-170.

Bassey C., Eminue O., 2014. Preliminary evaluation of major and trace elements content of Cretaceous
Palaeogene Formation of the Sokoto Basin, Northwestern Nigeria, NAFTA, 65,1, 69-76.

Bateman H. 1910. The solution of a system of differential equations occurring in the theory of radioactive
transformations, Proc. Cambridge Phil., Sot. 15, 423.

Battistoni G., Muraro S., Sala PR., Cerutti F., Ferrari A., Roesler S., Fasso A., Ranft J.,2007. Proceedings of
the Hadronic Shower Simulation Workshop 2006, Fermilab 6--8 September 2006, M.Albrow, R. Raja eds.,
AIP Conference Proceeding 896, 31-49.

Battistoni, G., et al., 2015. Overview of the FLUKA code, Ann. Nucl. Energy, 82, 10-18.

Beck, H.L., De Campo J., Gogolak, C., 1972. In-Situ Ge(Li) and Nal(Tl) Gamma-Ray Spectrometry. HASL -
258, United States Atomic Energy Commission Health and Safety (T1D-4500), p. 75.

Beks J.P., 2000. Storage and distribution of plutonium, 2**Am, **Cs and *°Pb,s in North Sea sediments. Cont.
Shelf Res., 20, 1941-1964.

Bell S.J., Judge S.M., Regan P.H., 2012. An investigation of HPGe gamma efficiency calibration software
(ANGLE V.3) for applications in nuclear decommissioning, Appl. Radiat. Isot., 70, 12, 2737-2741.

- 218 -



Benk_00

Ber_06

Ber_08

Ber_10a

Ber_10b

Ber_87

Berg_10

Bhand_93

Blum_97a

Blum_97b

Bodw_94

Bol_95

Bor_14

Boson_06

Boson_08

Bourd_03

Breit_06

Bri_14

Briesm_97

Bro_04

Bro 05

Bro_93

Bryant_81

Benke R.R, Kearfott K.J, 2000. Accounting for #*?Rn loss during oven drying for the immediate laboratory
gamma-ray spectroscopy of collected soil samples, Appl. Radiat. Isot., 52, 2, 271-287.

Berlizov, A.N., 2006. MCNP-CP a correlated particle radiation source extension of a general purpose Monte
Carlo N particle transport code, In: Semkov TM, Pommé S, Jerome SM (eds) ACS symposium series 945,
American Chemical Society, Washington DC, 183-194.

Berlizov, AN., Solovyena, S.L., 2008. A Dynamic Library for calculating true-coincidence summing
correction factors, J. Radioanal. Nucl. Chem., 276, 663-668.

Berlizov, A.N., Mayer, K., 2010. Fast and accurate approach to y-spectrum modeling: A validation study with
a shielded/unshielded voluminous uranium sample, Appl. Radiat. and Isot., 68, 1822-1831

Berlizov, A. N., 2010. A correlated particle source extension of a general purpose Monte Carlo N-Particle
transport code, MCNP-CP Upgrade Patch Version 3.2, manual, (Personal communication).

Berger M.J., Hubbell J.H., 1987. "XCOM: Photon Cross Sections on a Personal Computer," NBSIR 87-3597,
National Bureau of Standards (former name of NIST), Gaithersburg, MD.

Berger M. J., Hubbell J. H., Seltzer S.M., Chang J., Coursey J.S., Sukumar R., Zucker D.S., Olsen K., 2010.
XCOM: Photon Cross Section Database, (version 1.5). Online Available: http://physics.nist.gov/xcom.

Bhandal G. S., Singh K., 1993. Study of the Mass Attenuation Coefficients and Effective Atomic Numbers in
Some Multielement Materials, Appl. Radiat. And Isot., 44, 929-939.

Blum, P., Rabaute, A., Gaudon, P., and Allan, J.F., 1997. Analysis of natural gamma-ray spectra obtained
from sediment cores with the shipboard scintillation detector of the Ocean Drilling Program: example from
Leg 156. In Shipley, T.H., Ogawa, Y., Blum, P.,, and Bahr, J.M. (Eds.), Proc. ODP, Sci. Results, 156: College
Station, TX (Ocean Drilling Program), 183-195.

Blum, P., 1997. Physical properties handbook. ODP Tech. Note, 26. d0i:10.2973/0dp.tn.26.1997.

Bodwadkar, S.V., and Reis, J.C., 1994. Porosity measurements of core samples using gamma-ray attenuation.
Nucl. Geophys., 8, 61-78.

Bolivar J.P., Garcia-Tenorio R., Garcia-Leon M., 1995. Fluxes and distribution of natural radionuclides in the
production and use of fertilizers, Appl. Radiat. Isot., 46, 717-718.

Borylo A., Skwarzec B., 2014. Activity disequilibrium between ***U and ?**U isotopes in natural
Environment, J. Radioanal. Nucl. Chem., 300, 719-727.

Boson J., Lidstrom K., Nylén T., Agren G., Johansson L., 2006. In situ gamma-ray spectrometry for
environmental monitoring: A semi empirical calibration method, Radiat. Prot. Dosim., 121, 310-316.

Boson J., 2008. Improving accuracy of in situ gamma-ray spectrometry. Department of Radiation Sciences,
Radiation Physics Umea University, Sweden.

Bourdon B., Turner S., Henderson G.M., Lundstrom C.C., 2003. Introduction to U-series geochemistry, In:
Rev. Mineral. Geochem., 52, 1, 1-21.

Breitzke M., 2006. Physical properties of Marine Sediments, Marine Geochemistry, 27-71.

Britton R., Burnett J. L., Davies A.V,, Regan P.H., 2014. Characterisation of cascade summing effects in
gamma spectroscopy using Monte Carlo simulations, J. Radioanal. Nucl. Chem., 299, 447-452.

Briemeister J. F, 1997. MCNP-general Monte Carlo N-particle transport Code. Los Alamos National
Laboratory Report, 1997, LA-12625-M.

Brocker, M., Bieling, D., Hacker, B., Gans, P., 2004. High-Si phengite records the time of greenschist facies
overprinting: implications for models suggesting mega-detachments in the Aegean Sea, J. Metamorph. Geol.
22,427-442.

Brocker, M., Franz, M., Franz, L., 2005. The base of the Cycladic blueschist unit on Tinos Island (Greece) re-
visited: field relationships, phengite chemistry and Rb—Sr geochronology, Neues Jahrb. Mineral. Abh. 181 (1),
81-93.

Brocker M., Kreuzer H., Matthews A., Okrusch M., 1993. 40Ar/39Ar and oxygen isotope studies of
polymetamorphism from Tinos Island, Cycladic blueschist belt. J. Metamorph. Geol. 11, 223-240.

Bryant W. R., Bennett R., and Katherman C, 1981. Shear strength, consolidation, porosity, and permeability
of marine sediments. In Emiliani, C. (Ed.), New York (Wiley), 7, 1555-1616.

-219 -


http://physics.nist.gov/xcom

Bues_90

Bues_92

Burn_03

Burn_06

Cac_12

Cai_12

Canber_10

Canber_14

Casan_14

Casas_04

Casas_06

Chab_08

Char_08

Chop_13

Cine_16

Coc_05

Coc_08

Coc_92

Coc_84

Coc_86

Coop_01

Buesseler K.O., Livingston H.D., Honjo S., Hay B.J., Konuk T., Kempe S., 1990. Scavenging and particle
deposition in the southwestern Black Sea evidence from Chernobyl radiotracers, Deep Sea Res., 37, 3, 413-
430.

Buesseler K.O., Bacon M.P., Cochran J.K., Livingston H.D., 1992. Carbon and nitrogen export during the
JGOFS North Atlantic Bloom experiment estimated from 2*Th: *®U disequilibria, Deep Sea Res. Part 1
Oceanogr. Res. Pap., 39, 7-8, 1115-1137.

Burnett W.C., Dulaiova H., 2003. Estimating the dynamics of groundwater input into the coastal zone via
continuous radon-222 measurements, J. Environ. Radioact., 69, 1-2, 21-35.

Burnett W.C., et al., 2006. Quantifying submarine groundwater discharge in the coastal zone via multiple
methods, Sc. Total Environ., 367, 498-543.

Caciolli A, et al., 2012. A new FSA approach for in situ y ray spectroscopy, Sc. Total Environ., 414, 639-645.

Cai P, Shi X., Moore W.S., Dai M., 2012. Measurement of ?*Ra:?®Th disequilibrium in coastal sediments
using a delayed coincidence counter, Marine Chemistry, 138-139, 1-6.

CANBERRA, 2010. Basic Counting Systems, © 2010 Canberra Industries, Inc.

CANBERRA, 2014. Nuclear Measurement Solutions for Safety, Security and the Environment, Gamma and
X-Ray Detection, © 2014 Canberra Industries, Inc.

Casanovas R., Morant J.J., Salvadd M., 2014. Development and calibration of a real-time airborne
radioactivity monitor using direct gamma-ray spectrometry with two scintillation detectors, Appl. Radiat.
Isot., 89, 102-108.

Casas D., Lee H., Ercilla G., Kayen R., Estrada F., Alonso B., Baraza J., Chiocci F., 2004. Physical and
geotechnical properties and assessment of sediment stability on the continental slope and basin of the
Bransfield Basin (Antarctica Peninsula), Mar. Georesources Geotechnol., 22, 4, 253-278.

Casas D., Ercilla G., Lykousis V., loakim C.; Perissoratis C., 2006. Physical properties and their relationship
to sedimentary processes and texture in sediments from mud volcanoes in the Anaximander Mountains
(Eastern Mediterranean), Sci. Mar., Spain, 70/4, 643 — 650.

Chabaux F., Bourdon B., Riotte J., 2008. Chapter 3, U-Series Geochemistry in Weathering Profiles, River
Waters and Lakes, In: S. Krishnaswami and J. Kirk Cochran, Editor(s), Radioactivity in the Environment,
Elsevier, 2008, 13, p. 49-104.

Charette M.A., Moore W.S., Burnett W.C., 2008. Chapter 5, Uranium- and Thorium-Series Nuclides as
Tracers of Submarine Groundwater Discharge, In: S. Krishnaswami and J. Kirk Cochran, Editor(s),

Radioactivity in the Environment, Elsevier, 2008, 13, p. 155-191.

Choppin G., Liljenzin J.-O., Rydberg J., Ekberg C., 2013. Chapter 18, Uses of Radioactive Tracers, In
Radiochemistry and Nuclear Chemistry (Fourth Edition), Academic Press, Oxford, 2013, Pages 545-593.

Cinelli G., Tositti L., Mostacci D., Baré J., 2016. Calibration with MCNP of Nal detector for the
determination of natural radioactivity levels in the field, J. Environ. Radioact., 155-156, 31-37.

Cochran J.K., Masqué P., 2005. Chapter 1, Natural radionuclides applied to coastal zone processes, In: Hugh
D. Livingston, Eds., Radioactivity in the Environment, 6, 1-21.

Cochran J.K., and Kadko D.C., 2008. Uranium- and Thorium-Series Radionuclides in Marine Groundwaters,
Radioactivity in the Environment, Volume 13, Chapter 10, p. 345-382.

Cochran J.K., 1992. The oceanic chemistry of the uranium and thorium series Nuclides. In: Ivanovich, M.,
Harmon, R.S. (Eds.), Uranium-series Disequilibrium: Applications in Earth Marine and Environmental

Sciences. Oxford Science Publications, United Kingdom, p. 382-391.

Cochran J. K., 1984. The estuarine as a filter. Proceedings of the Seventh Biennial InternationalEstuarine
Research Conference, Virginia Beach, Virginia, October 23-26, 1983. Academic Press Inc. London LTD.

Cochran J.K., Carey A.E., Sholkovitz E. R, Surprenant L. D., 1986. The geochemistry of uranium and
thorium in coastal marine sediments and sediment pore waters, Geochim. Cosmochim. Acta, 50, 5, 663-680.

Cooper L.W,, Hong G.H., Beasley T.M., J.M. Grebmeier J.M., 2001. lodine-129 Concentrations in Marginal

- 220 -



Cruz_13

Das_06

Davi_76

Deb_79

Deb_88

Dec_96

Del_14

Diaz_08

Eber_08

Elef 13

Elef 15

Encyc_16

Engel_08

Engel_12

Evans_55

Fasso_03

Fel_00

Fel_02

Feng_12

Ferra_05

Flem_00

Finck_76

Seas of the North Pacific and Pacific-influenced Waters of the Arctic Ocean, Mar. Poll. Bull., 42, 12, 1347-
1356.

Cruz A.P.S., Barbosa C.F., Ayres-Neto A., Albuquerque A.L.S., 2013. Physical and geochemical properties of
centennial marine sediments of the continental shelf of southeast Brazil, Geochimica Brasiliensis 27, 1, 1-12.

Das N.K., Choudhury H., Bhandari R.K., Ghose D., Sen P,, Sinha B., Continuous monitoring of *’Rn and its
progeny at a remote station for seismic hazard surveillance, Radiat. Meas., 41, 5, 634-637.

Davis T.A., Gorsline D.S., 1976. Oceanic sediments and sedimentary properties, Chemical Oceanography,
Eds., Riley J.P., Chester R., Orlando: Fla., Academic press, 1976.

Debertin, K. and Schotzig, U., 1979. Coincidence summing corrections in Ge(Li) spectrometry at low source-
to-detector distances, Nucl. Instrum. Methods A, 158, 471-477.

Debertin, K., Helmer, R.G., 1988. Gamma X-ray spectrometry with semiconductors detectors. North Holland,
Amsterdam.

Decombaz M., Laedermann J.-P., 1996. Efficiency determination of a 4n y-detector by numerical simulation,
Nucl. Instrum. Methods A 369, 375-379.

Delfanti R., Ozsoy E., Kaberi H., Schirone A., Salvi S., Conte F., Tsabaris C., Papucci C., 2014. Evolution
and fluxes of **'Cs in the Black Sea/Turkish Straits System/North Aegean Sea, J. Mar. Systems, 135, 117-123.

Diaz N. C., M. Vargas J., 2008. DETEFF: An improved Monte Carlo computer program for evaluating the
efficiency in coaxial gamma-ray detectors, Nucl. Instrum. Methods A, 586, 2, 204-210.

Eberth J., Simpson J., 2008. From Ge(Li) detectors to gamma-ray tracking arrays —50 years of gamma
spectroscopy with germanium detectors. Progress in Particle and Nuclear Physics, 60, 283-337.

Eleftheriou G., Tsabaris C., Androulakaki E.G., Patiris D. L., Kokkoris M., Kalfas, R. Vlastou et al., C.A,,
2013. Radioactivity measurements in the aquatic environment using in-situ and laboratory gamma-ray
spectrometry, Appl. Rad. Isot., 82, 268-278.

E)evbepiov, I, 2015. Xwpoyxpoviky Stacmopd poadlovoukAdiov cto vddtvo meptBdrlov. Adaktopikn
Awtpipr, EBvikod Metoopro ITolvteyveio, ABnva.

Flemming D.W., Delafontaine M.T., 2016. Encyclopedia of Earth Sciences Series, Encyclopedia of Estuaries,
Ed. Kennish M. J., Rutgers University New Brunswick, New Jersey, USA, Springer 2016, p.419-423.

Engelbrecht R., Schwaiger M., 2008. State of the art of standard methods used for environmental
radioactivity monitoring, Appl. Radiat. Isot., 66, 1604— 1610.

Engelbrecht R., 2012. Chapter 10, Environmental Radioactivity Monitoring, In Handbook of Radioactivity
Analysis (Third Edition), edited by Michael F. L'Annunziata, Academic Press, Amsterdam, 2012, 695-726.

Evans R.D., 1955. The Atomic Nucleus, McGraw Hill Book Co, New York.

Fasso A., et al., 2003. The FLUKA code: Present applications and future developments Computing in High
Energy and Nuclear Physics 2003 Conference (CHEP2003), La Jolla, CA, USA, March 24-28, 2003.

De Felice P., Angelini P., Fazio A., Biagini R., 2000. Fast procedures for coincidence-summing correction in
y-ray spectrometry, Appl. Radiat. Isot., 52, 745-752.

De Felice P, Angelini P., Fazio A., Capogni M., 2002. A national Campaign for Coincidence-Summing
Correction in y-Ray spectrometry, Appl. Radiat. Isot. 56, 117-123.

Feng T.C., Jia M.Y., Feng Y.J., 2012. Method-sensitivity of in-situ y spectrometry to determine the depth-
distribution of anthropogenic radionuclides in soil, Nucl. Instrum. Methods A, 661, 26-30.

Ferrari, A., et al., 2005. FLUKA: a multi-particle transport code, CERN-2005-10, INFN/TC 05/11, SLAC-R-
773.

Flemming B.W., Delafontaine M.T., 2000. Mass physical properties of muddy intertidal sediments: some
applications, misapplications and non-applications, Cont. Shelf Res., 20, 10-11, 1179-1197.

Finck R.R., Lidén, K.; Persson, R.B.R., 1976. In situ measurements of environmental gamma radiation by the
use of a Ge(Li)-spectrometer, Nucl. Instrum. Methods, 135, 3, p. 559-567.

-221-



Folk_54

Fortin_13

Garc_12

Gealy_07

Gilm_08

Gonz_12

Graaf _07

Graaf_11

Grab_11

Groot _09

Guil_01

Gust_98

Hamil_70

Hamil_74

Hamil_94

Harms_99

Harms_03

He_97

Heat_95

Hend_03

Hendr_01

Folk, R.L., 1954. The distinction between grain size and mineral composition in sedimentary rock
nomenclature, J. Geol. 62, 344-359.

Fortin D., Francus P., Gebhardt A. C., Hahn A., Kliem P., Pronovost A. L., Roychowdhury R., Labrie J., St-
Onge G., 2013. Destructive and non-destructive density determination: method comparison and evaluation
from the Laguna Potrok Aike sedimentary record, Quat. Sci. Rev., 71, 147-153.

Garcia P.F., M.A. Ferro Garcia, M. Azahra, 2012. 7Be behaviour in the atmosphere of the city of Granada
January 2005 to December 2009, Atmos. Environ., 47, 84-91.

Gealy, E.L., Saturated Bulk Density, Grain Density and Porosity of Sediment Cores from the Western
Equatorial Pacific: Leg 7, Glomar Challenger, Reports of the Deep Sea Drilling Project, VI, 2007, 1081-1104.
doi:10.2973/dsdp.proc.7.124.1971.

Gilmore, R.G., 2008. Practical Gamma Ray Spectrometry (2nd Ed.), J. Wiley and Sons,Warrington.

Gonzalez J. C., Diaz N. C., Vargas M. J,, 2012. Application of the Monte Carlo code DETEFF to efficiency
calibrations for in situ gamma-ray spectrometry, Appl. Radiat. Isot., 70, 868-87.

Van der Graaf E.R., Koomans R.L., Limburg J., deVries K., 2007. In situ radiometric mapping as a proxy of
sediment contamination: assessment of the underlying geochemical and physical principles, Appl. Radiat.
Isot., 65, 619-633.

van der Graaf E.R., Limburg J., Koomans R.L., Tijs M., 2011. Monte Carlo based calibration of scintillation
detectors for laboratory and in situ gamma ray measurements, J. Environ. Radioact., 102, 3, 270-282.

Grabowski R.C., Droppo I.G., Wharton G., 2011. Erodibility of cohesive sediment: The importance of
sediment properties, Earth-Sci. Rev., 105, 3—-4, 101-120.

De Groot A.V., van der Graaf E.R., DeMeijer R.J., Maucec M., 2009. Sensitivity of in-situ g-ray spectra to
soil density and water content, Nucl. Instrum. Methods, 600,519-523.

Guillot L. 2001. Extraction of full absorption peaks in airborne gamma-spectrometry by filtering techniques
coupled with a study of the derivatives. Comparison with the window method, J. Environ. Radioact., 53, 381-
18.

Gustafsson O., Buesseler K.O., Geyer W.R., Moran S.B., Gschwend P.M., 1998. An assessment of the relative
importance of horizontal and vertical transport of particle-reactive chemicals in the coastal ocean, Cont. Shelf
Res., 18, 7, 805-829.

Hamilton E.L., 1970. Sound velocity and related properties of marine sediments, J. Geophys. Res.,75, 1970,
4423-4446.

Hamilton, E. L., 1974. Prediction of deep-sea sediment properties: state of the art. In Inderbitzen, A. L. (Ed.),
Deep-Sea Sediments: Physical and Mechanical Properties: New York (Plenum), 1-43.

Hamilton T.F., Ballestra S., Baxter M.S., Gastaud J., Osvath I., Parsi P., Povinec P.P., Scott E.M., 1994.
Radiometric investigations of Kara Sea sediments and preliminary radiological assessment related to dumping
of radioactive wastes in the Arctic Seas, J. Environ. Radioact., 25, 1-2, 113-134.

Harms, I.H., Povinec, P.P. 1999. The outflow of radionuclides from Novaya Zemlya Bays—modelling and
monitoring strategies, Sci. Total Environ. 237/238, 193-201.

Harms 1. H., Karcher M. J., Burchard H., 2003. Chapter 3, Modelling radioactivity in the marine
environment: The application of hydrodynamic circulation models for simulating oceanic dispersion of
radioactivity, In: E. Marian Scott, Editor(s), Radioactivity in the Environment, 4, 55-85.

He Q., Walling D.E., 1997. The distribution of fallout **Cs and #°Pb in undisturbed and cultivated soils,
Appl. Radiat. Isot., 48, 677-690.

Heaton B., Lambley J., 1995. TENORM in the oil, gas and mineral mining industry, Appl. Radiat. Isot., 46,
577-581.

Henderson G.M., Anderson R.F., 2003. The U-series toolbox for paleoceanography, Rev. Mineral. Geochem.,
52,1, 493-531.

Hendriks PH.G.M., Limburg J., de Meijer R.J., 2001. Full-spectrum analysis of natural y-ray spectra, J.
Environ. Radioact., 53, 3, 365-380.

- 222 -



Hendr_02

Hurd_77

IAEA 02

IAEA 03

IAEA 04

IAEA _05a

IAEA_05b

IAEA 10a

IAEA_10b

IAEA 91

IAEA_99

lvan_94

Jacob_09

Jéder 15

James_04

James_75

James_94

Jones_01

Kalf_16

Karag_05

Karst_07

Kauf_81

Kippen_04

Hendriks PH.G.M, Maucec M, de Meijer R.J, 2002. MCNP modelling of scintillation-detector y-ray spectra
from natural radionuclides, Appl. Radiat. Isot., 57, 449-457.

Hurd D. C., and Theyer F., 1977. Changes in the physical and chemical properties of biogenic silica from the
central equatorial Pacific: Part 1. Refractive index, density, and water content of acid-cleaned samples. Am. J.
Sci., 277, 1168-1202.

International Atomic Energy Agency, 2002. Specialized software utilities for gamma ray spectrometry, IAEA-
TECDOC-1275, Vienna, 2002.

International Atomic Energy Agency, 2003. Collection and Preparation of Bottom Sediment Samples for
Analysis of Radionuclides and Trace Elements, TECDOC-1360.

International Atomic Energy Agency, 2004. Radiotracer Application in Industry -A Guidebook. Technical
Report Series, 423.

International Atomic Energy Agency, 2005. Worldwide marine radioactivity studies (WOMARS)
Radionuclide levels in oceans and seas. TECDOC-1429.

International Atomic Energy Agency, 2005. International Atomic Energy Agency, Marine Environmental
Assessment of the Mediterranean Sea. Methodological guidelines. TC RER/7/003 2005-2010, IAEA, Vienna.

International Atomic Energy Agency, 2010. Analytical Methodology for the Determination of Radium
Isotopes in Environmental Samples, IAEA Analytical Quality in Nuclear Applications No. IAEA/AQ/19,
Vienna.

International Atomic Energy Agency, 2010. In-situ Methods for Characterization of Contaminated Sites,
IAEA, Technical Meeting 38924, Vienna.

International Atomic Energy Agency, 1991. Inventory of radioactive material entering the marine
environment: Sea disposal of radioactive waste. TECDOC-588.

International Atomic Energy Agency, 1999. Proceedings of a symposium held in Monaco, 5-9 October 1998.

Ivanovich M., 1994. Uranium Series Disequilibrium: Concepts and Applications, Radiochimica Acta 64, 81-
94.

Jacobs W., Eelkema M., Limburg H., and Winterwerp J. C., 2009. A new radiometric instrument for in situ
measurements of physical sediment properties, Mar. Freshwater Res., 60, 727—736.

Jéderstrom J., Mueller W.F., Attrashkevich V., Adekola A.S., 2015. True coincidence summing correction and
mathematical efficiency modeling of a well detector, Nucl. Instrum. Methods A, 784, 264-268.

James, F., 2004. MINUIT Tutorial, Function Minimization, (Reprinted from the Proceedings of the) 1972
CERN Computing and Data Processing School, Pertisau, Austria, 10-24 September 1972.

James F., and Roos M., 1975. Minuit-A system for function minimization and analysis of the parameter errors
and correlations. Comput. Phys. Commun. 10, 343-367.

James F., 1994. MINUIT Function Minimization and Error Analysis: Reference Manual Version 94.1. CERN -
D506.

Jones D.G., 2001. Development and application of marine gamma-ray measurements: a review, J. Environ.
Radiact. 53, 313-333.

Kalfas C.A., Axiotis M., Tsabaris C., 2016. SPECTRW: A software package for nuclear and atomic
spectroscopy, Nucl. Instrum. Methods A, 830, 265-274.

Karageorgis A.P., Kaberi H., Price N.B., Muir G.K.P., Pates J.M., Lykousis V., 2005. Chemical composition
of short sediment cores from Thermaikos Gulf (Eastern Mediterranean): Sediment accumulation rates,
trawling and winnowing effects, Cont. Shelf Res., 25, 2456-2475.

Karsten L., Boguslaw M., Jens W., 2007. Availability of radium isotopes and heavy metals from scales and
tailings of Polish hard coal mining, J. Environ. Radioact. 94, 137-150.

Kaufman, A., Li, Y.-H., Turekian, K. K., 1981. The removal rates of 2*Th and ?Th from waters of the
NewYork Bight, Earth Planet. Sc. Lett., 54, 385-392.

Kippen R.M., 2004. The GEANT low energy Compton scattering (GLECS) package for use in simulating
advanced Compton telescopes. New Astronomy Reviews 48, 221-225.

- 223 -


http://www.sciencedirect.com/science/article/pii/S0278434305001408
http://www.sciencedirect.com/science/article/pii/S0278434305001408
http://www.sciencedirect.com/science/article/pii/S0278434305001408
http://www.sciencedirect.com/science/article/pii/S0278434305001408

Kn_00

Kob_99

Koc_58

Koc_62

Komi_11

Koom_01

Kor_92

Korun_91

Korun_94

Kovler_13

Krish_08

Lal_99

Landa_04

Landa_07

Lépy 07

Lépy_12

Libby_49

Lin_14

Lind_10

Loeff 99

Loeff 01

Loz_12

Knoll, G.F., 2000. Radiation Detection and Measurement. Wiley, New York.

Kobayashi Y., Takahashi R., Shima S., Katagiri M., & Takahashi K., 1999. Development of a submersible Ge
gamma-ray detector system. In Marine pollution. Proceedings of a symposium held in Monaco, IAEA-
TECDOC-1094, p. 501-503. International Atomic Energy Agency, Vienna.

Koczy, F.F.,, 1958. Natural radium as a tracer in the ocean, In Proceedings of the 2nd International Conference
of Peaceful Uses of Atomic Energy, p. 351-357, Geneva.

Koczy, F.F., Szabo B.J., 1962. Renewal time of bottom water in the Pacific and Indean Oceans, Journal of the
Oceanographical Society of Japan, 20" anniversary volume, 590-599.

Kominz M. A., Patterson K., Odette D., 2011. Lithology dependence of porosity in slope and deep marine
sediments, J. Sediment. Res., 81, 730-742.

Koomans R.L., de Meijer R.J., Venema L.B., 2001. Cross-Shore graded sediment transport: Grain size and
density effects, Coastal Engineering Proceedings, 26, Proceedings of 26th Conference on Coastal
Engineering, Copenhagen, Denmark, 1998.

Korum M., Martincic R., 1992. Coincidence summing in gamma and X-ray Spectrometry. Nucl. Instrum.
Methods A, 325, 478-484.

Korun M., Martinéi¢ R., Pucelj B., 1991. In-situ measurements of the radioactive fallout deposit, Nucl.
Instrum. Methods A, 300, 611-615.

Korun M., Likar A., Lipoglavsek M., Martin¢i¢ R., Pucelj B., 1994. In-situ measurement of Cs distribution in
the soil, Nucl. Instrum. Methods B, 93, 485-491.

Kovler K., Prilutskiy Z., Antropov S., Antropova N., Bozhko V., Alfassi Z.B., Lavi N., 2013. Can scintillation
detectors with low spectral resolution accurately determine radionuclides content of building materials, Appl.
Radiat. Isot., 77, 76-83.

Krishnaswami S., Cochran J.K., 2008. Chapter 1, Introduction, In: S. Krishnaswami and J. Kirk Cochran,
Editor(s), Radioactivity in the Environment, Elsevier, 2008, Volume 13, p. 1-10.

Lal D., 1999. An overview of five decades of studies of cosmic ray produced nuclides in oceans, Sci. Total
Environ., 237-238, 3-13.

Landa E. R., 2004. Uranium mill tailings: nuclear waste and natural laboratory for geochemical and
radioecological investigations, J. Environ. Radioact., 77, 1-27.

Landa E. R., 2007. Naturally occurring radionuclides from industrial sources: characteristics and fate in the
environment, In: George Shaw, Editor(s), Radioactivity in the Environment, 10, 211-237.

Lépy, M.C., 2007. Total efficiency calibration for coincidence-summing corrections, Nucl. Instrum. Methods
A, 579, 1, 284-287.

Lépy, M.C., et al., 2012. Intercomparison of methods for coincidence summing corrections in gamma-ray
spectrometry—apart 1l (volume sources), Appl. Radiat. Isot., 70, 2112-2118.

Libby W.F., Anderson E.C. and Arnold J.R. 1949. Age determination by radiocarbon content: World-Wide
assay of natural radiocarbon, Science, 109, 227-228.

Lin W, Ma H., Chen L., Zeng Z., He J., Zeng S., 2014. Decay/ingrowth uncertainty correction of °Po/*°Ph
in seawater, J. Environ. Radioact., 137, 22-30.

Lindahl P., Lee S.H., Worsfold P., Keith-Roach M., 2010. Plutonium isotopes as tracers for ocean processes: A
review, Mar. Environ. Res., 69, 73-84.

van der Loeff R., Moore, W.S., 1999. Chapter 13, Determination of natural radioactive tracers. In: Grasshoff,
K., Ehrardt, M., Kremling, K. ZEds.., Methods of Seawater Analysis. Verlag Chemie, Weinheim.

van der Loeff R., 2001. Uranium-thorium Decay Series In The Oceans Overview, Encyclopedia of Ocean
Sciences, J. Steele, S. Thorpe and K. Turekian, eds. Academic Press, p. 3135-3145/

Lozano R.L., Hernandez-Ceballos M.A., San Miguel E.G., Adame J.A., Bolivar J.P., 2012. Meteorological

factors influencing the 7Be and 210Pb concentrations in surface air from the southwestern Iberian Peninsula,
Atmos. Environ., 63, 168-178.

- 224 -


http://www.sciencedirect.com/science/article/pii/0168583X94956383
http://www.sciencedirect.com/science/article/pii/0168583X94956383
http://www.sciencedirect.com/science/article/pii/0168583X94956383
http://www.sciencedirect.com/science/article/pii/0168583X94956383

Luo_00

Luo_14

Mab_13

Mab_14

Mahm_13

Mar_10

Mas_06

Maug_04

Maug_09

Meij_02

Metro_49

Miller_82

Minty 92

Mirs_12

Nab_16

Nafe 57

Noakes 99

Nov_07

Now_98

Nu_15

Ocone_04

Luo S. D., Ku T. L., Roback R., Murrell M., McLing T. L., 2000. In-situ radionuclide transport and
preferential groundwater flows at INELL (ldaho): Decay-series disequilibrium studies. Geochimica et
Cosmochimica Acta, 64, 867—881.

Luo X., Jiao J.J., Moore W.S., Lee C.M., 2014. Submarine groundwater discharge estimation in an urbanized
embayment in Hong Kong via short-lived radium isotopes and its implication of nutrient loadings and
primary production, Mar. Poll. Bull., 82, 144-154.

Mabit L., Meusburger K., Fulajtar E., Alewell C., 2013. The usefulness of *’Cs as a tracer for soil erosion
assessment: A critical reply to Parsons and Foster (2011), Earth-Sci. Rev., 127, 300-307.

Mabit L., Benmansour M., Abril J.M., Walling D.E., Meusburger K., lurian A.R., Bernard C., Tarjan S.,
Owens P.N., Blake W.H., Alewell C., 2014. Fallout ?°Pb as a soil and sediment tracer in catchment sediment
budget investigations: A review, Earth-Sci. Rev., 138, 335-351.

Mahmood H.S., Hoogmoed W.B., van Hentel E.J., 2013. Proximal Gamma-Ray Spectroscopy to Predict Soil
Properties Using Windows and Full-Spectrum Anlysis Methods, Sensors 13,16263-16280.

Marion C., Dufois F., Arnaud M., Vella C., 2010. In situ record of sedimentary processes near the Rhone
River mouth during winter events (Gulf of Lions, Mediterranean Sea), Cont. Shelf Res., 30, 1095-1107.

Mas J.L., San Miguel E.G., Bolivar J.P., Vaca F., Pérez-Moreno J.P., 2006. An assay on the effect of
preliminary restoration tasks applied to a large TENORM wastes disposal in the south-west of Spain, Sci.
Total Environ., 364, 1-3, 55-66.

Maucec M., de Meijer R.J., Rigollet C., Hendriks PH.G.M., Jones D.G., 2004. Detection of radioactive
particles offshore by y-ray spectrometry Part I: Monte Carlo assessment of detection depth limits, Nucl.
Instrum. Methods, 525, 593-609.

Maucec M., Hendriks PH.G.M., Limburg J., de Meijer R.J., 2009. Determination of correction factors for
borehole natural gamma-ray measurements by Monte Carlo simulations. Nucl. Instrum. Methods A, 609, 194-
204.

De Meijer R.J., Limburg J., Venema L.B., 2002. Natural radioactivity in monitoring waste disposals. Phys.
Scr., 97, 139-147.

Metropolis N., and Ulam S., 1949. The Monte Carlo Method, J. Am. Statist. Assoc., 44, 247, 335-341.

Miller J. M., Thomas B. W., Roberts P. D., and Creamer S. C., 1982. Measurement of Marine Radionuclide
Distribution Using a Towed Sea-bed Spectrometer. Mar. Pollut. Bull., 13, 315-319.

Minty BRS, 1992. Airborne gamma-ray spectrometric background estimation using full spectrum analysis,
Geophysics, 57, 279.

Mir6 C., Baeza A., Madruga M.J., Periafiez R., 2012. Caesium-137 and Strontium-90 temporal series in the
Tagus River: experimental results and a modelling study, J. Environ. Radioact., 113, 21-31.

Nabhani K. A., Khan F., Yang M., 2016. Technologically Enhanced Naturally Occurring Radioactive
Materials in oil and gas production: A silent killer, Process Saf. Environ. Protection, 99, 237-247.

Nafe J. E., Drake C. L., 1957. Variation with depth in shallow and deep water marine sediments of porosity,
density, and the velocities of compressional and shear waves, Geophysics, 22, 1957, 523.

Noakes J.E., Noakes S.E., Dvoracek D.K., Culp R.A., Bush P.B., 1999. Rapid coastal survey of anthropogenic
radionuclides, metals, and organic compounds in surficial marine sediments, Sci. Total Environ., 237-238,
449-458.

Novkovic D., Kandic A., Burasevic M., Vukanac 1., Milosevic Z., Nadderd L., 2007. Coincidence summing
of X-and -rays in -ray spectrometry, Nucl. Instrum Methods A, 578, 207-217.

Nowotny R. XMuDat: Photon attenuation data on PC. IAEA-NDS-195. International Atomic Energy Agency,
Vienna, Austria. 1998. Available from: http://th www.mds.iaea.or.at /reports/mds-195.htm.

Nuttin L., Maccali J., Hillaire-Marcel C., 2015. U, Th and Pa insights into sedimentological and
paleoceanographic changes off Hudson Strait (Labrador Sea) during the last ~37 ka with special attention to
methodological issues, Quat. Sci. Rev., 115, 39-49.

Ocone R., Kostezh A., Kurinenko V., Tyshchenko A., Derkach G., Leone P., 2004. Substrate characterization

-225-



Oku_07

Osv_01

Osv_05

Osv_99

Pap_13

Peate_05

Peris_89

Piton_00

Pittman_91

Plank_98

Plast_10

Porc_03

Porc_08

Pov_01

Pov_05

Pov_06a

Pov_06b

Pov_08

Pov_10

Pov_12

for underwater gamma spectrometry: tank measurement results utilizing efficiencies calculated via Monte-
Carlo code, Appl. Radiat. Isot., 61, 2-3, 129-132.

Okunade A.A., 2007. Parameters and computer software for the evaluation of mass attenuation and mass
energy-absorption coefficients for body tissues and substitutes. Journal of Medical Physics / Association of
Medical Physicists of India, 32, 3, 124-132.

Osvath 1., Povinec P.P., 2001. Seabed y-ray spectrometry: applications at IAEA-MEL, J. Environ.Radioact.,
53, 335-349.

Osvath 1., Povinec P.P, Livingston H.D., Ryan T.P., Mulsow S., Comanducci J.F., 2005. Monitoring of
radioactivity in NW Irish Sea water using a stationary underwater gamma-ray spectrometer with satellite data
transmission. J. Radioanal. Nucl. Chem. 263, 437-440.

Osvath I., Povinec P., Huynh-Ngoc L., Comanducci J.-F., 1999. Underwater gamma surveys of Mururoa and
Fangataufa lagoons, Sci. Total Environ., 237-238, 277-286.

Papucci C., Delfanti R., 1999. "*'Cs distribution in the eastern Mediterranean Sea: recent changes and future
trends, Sci. Total Environ., 237-238, 30, 67-75.

Peate, D.W., Hawkesworth C.J., 2005. U series disequilibria: Insights into mantle melting and the timescales
of magma differentiation, Rev. Geophys., 43, RG1003, doi:10.1029/2004RG000154.

Perissoratis C., Mitropoulos D., 1989. Late Quaternary evolution of the northern Aegean shelf, Quaternary
Research, 32, 1, 36-50.

Piton F., Lépy M.-C., Bé M.-M., Plagnard J., 2000. Efficiency transfer and coincidence summing corrections
for y-ray spectrometry, Appl. Radiat. Isot., 52, 791-795.

Pittman E.D., Larese R.E., 1991. Compaction of lithic sands: experimental results and applications, Am.
Assoc. Pet. Geol. Bull., 75, 1279-1299.

Plank T., Langmuir C. H., 1998. The chemical composition of subducting sediment and its consequences for
the crust and mantle. Chem. Geol., 145, 325-394.

Plastino W., et al., 2010. Uranium groundwater anomalies and L'Aquila earthquake, 6th April 2009 (ltaly), J.
Environ. Radioact., 101, 1, 45-50.

Porcelli D., Swarzenski P. W., 2003. The behavior of U- and Th-series nuclides in groundwater.In: Uranium-
Series Geochemistry (Eds B. Bourdon, G. M. Henderson, C. C. Lundstrom and S. P. Turner). Rev. Mineral.
Geochem., 52, 317-361.

Porcelli D., 2008. Chapter 4, Investigating Groundwater Processes Using U- and Th-Series Nuclides, In: S.
Krishnaswami and J. K. Cochran, Editor(s), Radioactivity in the Environment, Elsevier, 2008, 13, p. 105-153.

Povinec P.P,, La Rosa J.J., Lee S.H., Mulsow S., Osvath I.,Wyse E. 2001. Recent developments in radiometric
and mass spectrometry methods for marine radioactivity measurements. J. Radioanal. Nucl. Chem. 248, 713—
718.

Povinec P.P., 2005. Chapter 8, Developments in analytical technologies for marine radionuclide studies, In:
Hugh D. Livingston, Editor(s), Radioactivity in the Environment, 6, 237-294.

Povinec P.P., Levy-Palomo I., Comanducci J.-F., de Oliveira J., Oregioni B., Privitera A.M.G., 2006.
Submarine groundwater discharge investigations in Sicilian and Brazilian coastal waters using an underwater
gamma-ray spectrometer, In: P.P. Povinec and J.A. Sanchez-Cabeza, Editor(s), Radioactivity in the
Environment, 8, 373-381.

Povinec P.P., Comanducci J.F., Levy-Palomo I., Oregioni B., 2006. Monitoring of submarine groundwater
discharge along the Donnalucata coast in the south eastern Sicily using underwater gamma-ray spectrometry,
Cont. Shelf Res., 26, 874-884.

Povinec P.P., Osvath I., Comanducci J.-F., 2008. Underwater gamma-ray spectrometry, In: Pavel P. Povinec,
Editor(s), Radioactivity in the Environment, Elsevier, 2008, 11, 449-479.

Povinec P.P.,, Lee S.H., Liong L., Kwong W., Oregioni B., Jull AJ.T., Kieser W.E., Morgenstern U., Top Z.,
2010. Tritium, radiocarbon, ®Sr and '?I in the Pacific and Indian Oceans, Nucl. Instrum. Methods B, 268,

1214-1218.

Povinec P.P., Eriksson M., Scholten J., Betti M., 2012. Chapter 12, Marine Radioactivity Analysis, In

- 226 -



Pov_96

Pov_97

Prell_91

Pusch_73

Put_04

Quar_13

Qui_95

Quigley_02

Ra_99

Reime_82

Roden_07

Rouni_01

Sal_95

Sant_02

Sant_08

Sants_80

Sants_89

Sart_11

Scherer_87

Schlo_91

Schul_04

Handbook of Radioactivity Analysis (Third Edition), edited by Michael F. L'Annunziata,, Academic Press,
Amsterdam, 2012, p. 769-832.

Povinec P.P, Osvath I., Baxter M.S., 1996. Underwater gamma-spectrometry with HPGe and Nal(TI)
detectors, Appl. Radiat. Isot., 47, 1127-1133.

Povinec, P.P., Osvath, I., Baxter, M.S., Harms, I., Huynh-Ngoc, L., LiongWee Kwong, L., Pettersson, H.B.L.,
1997. IAEA-MEL’s contribution to the investigation of Kara Sea radioactivity and radiological assessment.
Mar. Pollut. Bull. 35, 235-241.

Prell, W. J., Niitsuma, N., et al., 1991, Proceedings of the Ocean Drilling Program, Scientific Results, Proc.
ODP, Sci. Results, 117: College Station, TX (Ocean Drilling Program).

Pusch, R., 1973. Influence of organic matter on the geotechnical properties of clays. Natl. Swedish Bldg.
Res., 11.

Van Put, P, Debauche A., DeLellis C., Adam V., 2004. Performance level of an autonomous system of
continuous monitoring of radioactivity in seawater, J. Environ. Radioact., 72, 177-186.

Quarati F.G.A., Dorenbos P., van der Biezen J., Owens A., Selle M., Parthier L., Schotanus P., 2013.
Scintillation and detection characteristics of high-sensitivity CeBr; gamma-ray spectrometers, Nucl. Instrum.
Methods A, 729, 596-604.

Quintana B., Fernandez F., 1995. An empirical method to determine coincidence-summing corrections in
gamma spectrometry, Appl. Radiat. Isot., 46, 961-964.

Quigley, M.S., Santschi P., Hung C.-C., Guo L., Honeyman B.D., 2002. Importance of acid polysaccharides
for 2Th complexation to marine organic matter. Limnol. Oceanogr., 47, 367-377.

Ramos-Lerate I., Barrera M., Ligero R. A., Casas-Ruiz M., 1999. A New Method for Gamma-efficiency
Calibration of Voluminal Samples in Cylindrical Geometry. J. Environ. Rad., 38, 47-57.

Reimers, C. E., 1982. Organic matter in anoxic sediments off central Peru: relations of porosity, microbial
decomposition and deformation properties. Mar. Geol., 46, 175-197.

Rodenas J., Gallardo S., Ballester S., Primault V., Ortiz J., 2007. Application of the Monte Carlo method to
the analysis of measurement geometries for the calibration of a HPGe detector in an environmental
radioactivity laboratory. Nucl. Instrum. Methods B, 263,144-148.

Rouni P.K., Petropoulos N.P., Anagnostakis M.J., Hinis E.P., Simopoulos S.E., 2001. Radioenvironmental
survey of the Megalopolis lignite field basin, Sci. Total Environ., 272, 261-272.

Salomons, W., 1995. Environmental impact of metals derived from mining activities: Processes, predictions,
prevention, J. Geochem. Explor. 52, 5-23.

Santos R.N., Marques L.S., 2002. Study of the radioactive disequilibrium of the volcanic rocks from the
Trindade Island (Brazil), An. Acad. Bras. Ciénc., 74, 548-549.

Santos I.R., Burnett W.C., Godoy J.M., 2008. Radionuclides as tracers of coastal processes in Brazil: Review,
synthesis, and perspectives, J. Braz. Oceanogr., 56, 2,115-131.

Santschi P. H., Adler D., Amdurer M., Li Y.-H., Bell J. J., 1980. Thorium isotopes as analogues for “particle-
reactive” pollutants in coastal marine environments, Earth Planet. Sc. Lett., 47, 3, 327-335.

Santschi P.H., Honeyman B.D., 1989. Radionuclides in aquatic environments, Int. J. Radiat. Appl. Instrum. C
Radiat. Phys. Chem., 34, 2, 213-240.

Sartini L., Simeone F., Pani P, Bue N., Marinaro G., Grubich A., Lobko A., Etiope G., Capone A., Favali P.,
Gasparoni F, Bruni F., 2011. GEMS: Underwater spectrometer for long-term radioactivity measurements,

Nucl. Instrum. Methods A, 626-627, S145-S147.

Scherer, M., 1987. Parameters influencing porosity in sandstones: a model for sandstone porosity prediction,
Am. Assoc. Pet. Geol. Bull., 71, 485-491.

Schlosser P., Bullister J.L., Bayer R., 1991. Studies of deep water formation and circulation in the Weddell
Sea using natural and anthropogenic tracers, Mar. Chem., 35, 1-4, 97-122.

Schuller D., Kadko D., Smith C. R., 2004. Use of ?°Pb/??Ra disequilibria in the dating of deep-sea whale

- 227 -



Semk_15

Shep_54

Sima_01

Sima_96

Singh_14

Smith_97

Sokolov_99

Ste_08

Stein_14

Stirl_09

Swarz_03

Szent_13

Tall_11

Tayl_13

Ten_14

Thorn_13a

Thorn_13b

Truj_14

Tsab_04

Tsab_05

Tsab_07

falls, Earth Planet. Sci. Lett., 218, 3—-4, 277-289.

Semkow T.M., et al., 2015. Calibration of Ge gamma-ray spectrometers for complex sample geometries and
matrices, Nucl. Instrum. Methods A, 799, 105-113.

Shepard, F.P.,, 1954, Nomenclature based on sand-silt-clay ratios: Journal of Sedimentary Petrology, 24, 151-
158.

Sima O., Arnold D., Dovlete C., 2001. GESPECOR: A versatile tool in gamma ray spectrometry, J Radioanal
Nucl Chem, 248, 359-364.

Sima O., Arnold D., 1996. Self-attenuation and coincidence-summing corrections calculated by Monte Carlo
simulations for gamma-spectrometric measurements with well-type germanium detectors, Appl. Radiat. Isot.,
47,889-893.

Singh V.P.,, Badiger N.M., 2014. Comprehensive study on energy absorption buildup factors and exposure
buildup factors for photon energy 0.015 to 15 MeV up to 40 mfp penetration depth for gel dosimeters, Radiat.
Phys. Chem., 103, 234-242.

Smith J.T., Appleby P.G., Hilton J., Richardson N., 1997. Inventories and fluxes of **°Pb, **¥’Cs and ***Am
determined from the soils of three small catchments in Cumbria, UK. J. Environ. Radioact., 37, 127-142.

Sokolov A.D., Danengirsh S.G., Popov S.V,, Pchelintsev A.B., Gostilo V.V., Druzhinin A.A., Maksimov M.Y.,
Lebedev N.M., Shapovalov V. I., 1999. A deep-water gamma-ray spectrometer on the basis of a high-purity
germanium detector, Instrum. Exp. Tech., 42, 563-568.

Stewart R.H., 2008. Introduction To Physical Oceanography, Department of Oceanography, Texas A & M
University.

Steinhauser G., Brandl A., Johnson T. E., Comparison of the Chernobyl and Fukushima nuclear accidents: A
review of the environmental impacts, Sci. Total Environ., 800-817, 470-471.

Stirling C.H., Andersen M.B., 2009. Uranium-series dating of fossil coral reefs: Extending the sea-level
record beyond the last glacial cycle, Earth Planet. Sci. Lett., 284, 269-283.

Swarzenski, PW., Porcelli, D., Andersson, P.S., Smoak, J.M., 2003. The behavior of U- and Th-series
nuclides in the estuarine environment, Rev. Mineral. Geochem. 52, 577-606.

Szentmiklosi, L., Kis, Z., Belgya, T., Berlizov, A.N., 2013. On the design and installation of a Compton-
suppressed HPGe spectrometer at the Budapest neutron-induced prompt gamma spectroscopy (NIPS) facility,
J. Radioanal.l Nucl. Chem., 298, 3, 1605-1611.

Talley, L.D. Pickard G.L., Emery W. J., Swift J. H., 2011. Chapter 3, Physical Properties of Seawater, In
Descriptive Physical Oceanography (Sixth Edition), Academic Press, Boston, p. 29-65.

Taylor A., Blake W.H., Smith H.G., Mabit L., Keith-Roach M.J., 2013. Assumptions and challenges in the use
of fallout beryllium-7 as a soil and sediment tracer in river basins, Earth-Sci. Rev., 126, 85-95.

Tenzer R. and Gladkikh V., 2014. Assessment of Density Variations of Marine Sediments with Ocean and
Sediment Depths. The Scientific World Journal. doi:10.1155/2014/823296.

Thornton B., Ohnishi S., Ura T., Odano N., Fujita T., 2013. Continuous measurement of Radionuclide
distribution off Fukushima using a towed sea-bed gamma ray spectrometer, Deep-Sea Res. Pt. I, 79, 10-19.

Thornton B., et al., 2013b. Distribution of local 137Cs anomalies on the seafloor near the Fukushima Dai-ichi
Nuclear Power Plant, Mar. Poll. Bull., 74, 344-350.

Trujillo A.P., Thurman H.V., 2014. Chapter 4, Essentials of Oceanography (11th edition), Pearson Education
©.

Tsabaris, C. and Thanos, 1., 2004. An underwater sensing system for monitoring radioactivity in the marine
environment, Mediterr. Mar. Sci. 5, 5-12.

Tsabaris C., and Ballas D., 2005. On line gamma-ray spectrometry, Appl. Radiat. Isot., 62, 82-89.
Tsabaris, C., Eleftheriou, G., Kapsimalis, V., Anagnostou, C., Vlastou, R., Durmishi, C., Kedhi, M., Kalfas,

C.A., 2007. Radioactivity levels of recent sediments in the Butrint Lagoon and the adjacent coast of Albania,
Appl. Radiat. Isot., 65,445-453.

- 228 -



Tsab_08

Tsab_10

Tsab_11

Tsab_12

Tsab_14

Tsab_15

Tugu_16

Tuli_87

Tyler_08

Tyler_94

Tyler_96

Tyler_99

Tzif 14

UNSC_00

Ve 01

Vid_05

Vid_11

Viss_16

Vlach_09

Vlast_06

Weber_97

Wedek_99

Tsabaris C., Bagatelas C., Dakladas Th., Papadopoulos C.T., Vlastou R., Chronis G.T., 2008. An autonomous
in situ detection system for radioactivity measurements in the marine environment, Appl. Rad. Isot., 66, 1419-
1426.

Tsabaris C., Scholten J., Karageorgis A. P., Comanducci J.-F., Georgopoulos D., Liong Wee Kwong L., Patiris
D. L., Papathanassiou E., 2010. Underwater in situ measurements of radionuclides in selected submarine
groundwater springs, Mediterranean Sea, Radiat. Prot. Dosimetry, 142, 273-28.

Tsabaris C., Prospathopoulos A., 2001. Automated quantitative analysis of in-situ Nal measured spectra in the
marine environment using a wavelet-based smoothing technique, Appl. Radiat. Isot., 69, 10, 1546-1553.

Tsabaris C., Patiris D. L., Karageorgis A. P., Eleftheriou G., Papadopoulos V. P, Georgopoulos D.,
Papathanassiou E., Povinec P. P., 2012. In-situ radionuclide characterization of a submarine groundwater
discharge site at Kalogria Bay, Stoupa, Greece, J. Environ. Radiact., 108, 50-59.

Tsabaris C., Zervakis V., Kaberi H., Delfanti R., Georgopoulos D., Lampropoulou M., Kalfas C.A., 2014.
1¥Cs vertical distribution at the deep basins of the North and Central Aegean Sea, Greece, Journal of
Environmental Radioactivity, 132, 47-56.

Tsabaris C., Patiris D.L., Fillis-Tsirakis E., Kapsimalis V., Pilakouta M., Pappa F.K., Vlastou R., 2015.
Vertical distribution of **'Cs activity concentration in marine sediments at Amvrakikos Gulf, western of
Greece, J. Environ. Radioact., 144, 1-8.

Tugulan, L. C. et al., 2016. On the geochemistry of the Late Quaternary loess deposits of Dobrogea
(Romania), Quaternary International, 399, 100-110.

Tuli J.K., 1987. Evaluated Nuclear Structure Data File. A Manual for Preparation of Data Sets. Brookhaven
National Laboratory, BNL-NCS-51655-Rev.87.

Tyler A. N., 2008. In situ and airborne gamma-ray spectrometry, In: Pavel P. Povinec, Editor(s), Radioactivity
in the Environment, Elsevier, 11, 407-448.

Tyler ANN., 1994. Environmental influences on gamma ray spectrometry. PhD dissertation, University of
Glasgow, Faculty of Science.

Tyler N., Sanderson D. C. W., Scott E. M. and Allyson J. D., 1996. Accounting for Spatial Variability and
Fields of View in Environmental Gamma Ray Spectrometry, J. Environ. Rad. 33, 213-235.

Tyler, A.N. 1999. Monitoring anthropogenic radioactivity in salt marsh environments through in situ gamma
ray spectrometry, J. Environ. Radioact., 45 (3), 235-252.

Tzifas, I.Tr., Godelitsas, A., Magganas, A., Androulakaki, E., Eleftheriou, G., Mertzimekis, T.J., Perraki, M.,
2014. Uranium-bearing phosphatized limestones of NW Greece, J. Geochem. Explor., 143, 62-73.

UNSCEAR, 2000. Sources and Effects of lonizing Radiation, United Nations Scientific Committee on the
Effects of Atomic Radiation. Report to General Assembly with Scientific Annexes, United Nations, New
York.

Venema L.B. and de Meijer R.J., 2001. Natural radionuclides as tracers of the dispersal of dredge spoil
dumped at sea, J. Environ. Radiact., 55, 221-239.

Vidmar, T., 2005. EFFTRAN— a Monte Carlo efficiency transfer code for gamma-ray spectrometry, Nucl.
Instrum. Methods A, 550, 603-608.

Vidmar, T., Kanisch, G., Vidmar, G., 2011. Calculation of true coincidence summing corrections for extended
sources with EFFTRAN, Appl. Radiat. Isot. 69, 908-911.

Visser A., Moran J.E., Hillegonds D., Singleton M.J., Kulongoski J.T., Belitz K., Esser B.K., 2016.
Geostatistical analysis of tritium, groundwater age and other noble gas derived parameters in California,
Water Res., 91, 314-330.

Vlachoudis V., 2009. Flair: A powerful but user friendly graphical interface for FLUKA, American Nuclear
Society - International Conference on Mathematics, Computational Methods and Reactor Physics, 2, 790-800.

Vlastou R., Ntziou I.Th., Kokkoris M., Papadopoulos C.T. and Tsabaris C., 2006. Monte Carlo simulation of
g-ray spectra from natural radionuclides recorded by a Nal detector in the marine environment, Appl. Radiat.
Isot., 64, 116-123.

Weber M.E., Niessen F., Kuhn G., Wiedicke M., 1997. Calibration and application of marine sedimentary
physical properties using a multi-sensor core logger, Mar. Geol. 136, 3, 151-172.

Wedekind Ch., Schilling G., Griittmiiller M., Becker K., 1999. Gamma-radiation monitoring network at sea,
Appl. Radiat. Isot., 50, 733-741.

- 229 -


https://scholar.google.com/citations?view_op=view_citation&hl=en&user=bUxPulMAAAAJ&citation_for_view=bUxPulMAAAAJ:u5HHmVD_uO8C
https://scholar.google.com/citations?view_op=view_citation&hl=en&user=bUxPulMAAAAJ&citation_for_view=bUxPulMAAAAJ:u5HHmVD_uO8C

X-5_03

Yam_12

Yiou_94

Yiic 10

Zaab_14

Zhang_15

Zhu_08

X-5 Monte Carlo Team, 2003. MCNP5 — A General Monte Carlo N-Particle Transport Code, Version 5. LA-
UR-03-198, LA-CP-03-0245, Los Alamos National Laboratory, 24. Available upon request at:
https://laws.lanl.gov/vhosts/mcnp.lanl.gov/mcnp5.shtml.

Yamada M., Zheng J., 2012. ®°Pu and ?Pu inventories and %°Pu/**Pu atom ratios in the equatorial Pacific
Ocean water column, Sci. Total Environ., 430, 20-27.

Yiou F., Raisbeck G.M., Zhou Z.Q., Kilius L.R., 1994. *?°| from nuclear fuel reprocessing; potential as an
oceanographic tracer, Nucl. Instrum. Methods, 92, 1-4, 436-439.

Yiicel H., Solmaz A.N., Kése E., Bor D., 2010. A semi-empirical method for calculation of true coincidence
corrections for the case of a close-in detection in y-ray spectrometry, J. Radioanal. Nucl. Chem., 283, 305—
312.

Zaaboub N., Oueslati W., Helali M. A., Abdeljaouad S., Huertas F.J., Galindo A.L., 2014. Trace elements in
different marine sediment fractions of the Gulf of Tunis (Central Mediterranean Sea), Chem. Spec.
Bioavailab., 26, 1, 1-12.

Zhang Y., Li C., Liu D., Zhang Y., Liu Y.,2015. Monte Carlo simulation of a Nal(TI) detector for in situ
radioactivity measurements in the marine environment, Appl. Radiat. Isot., 98, 44-48.

Zhu H., Venkataraman R., Menaa N., Croft S., Berlizov A., 2008. Validation of gamma-ray true coincidence
summing effects modeled by the Monte Carlo code MCNP-CP, J. Radioanal. Nucl. Chem., 278, 359-363.

- 230 -


https://laws.lanl.gov/vhosts/mcnp.lanl.gov/mcnp5.shtml

