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#### Abstract

The understanding of the motion of water waves is of fundamental importance for many applications related to disciplines such Naval and Marine Hydrodynamics, Coastal and Environmental Engineering, and Oceanography. Even under the simplifying assumptions that fluid is ideal and the flow irrotational, the complete mathematical formulation of the free-boundary problem of water waves is very complicated and its theoretical and numerical study comprises a contemporary direction of research.

In the first part of this thesis, a new system of two Hamiltonian equations is derived, governing the evolution of free-surface waves. This system is coupled with a timeindependent Coupled Mode System (CMS), called the substrate problem, that accounts for the internal fluid kinematics. The derivation is based on the use of Luke's variational principle in conjunction with an appropriate series representation of the velocity potential. The critical feature of this approach, initiated in (Athanassoulis \& Belibassakis 1999, 2000), is the use of an enhanced vertical modal expansion that serves as an exact representation of the velocity potential in terms of horizontal modal amplitudes. Herein, we study further and justify this expansion. In particular, it is proved that under appropriate smoothness assumptions, the modal amplitudes exhibit rapid decay, ensuring that the infinite series can be termwise differentiated in the nonuniform fluid domain, including its physical boundaries. This justifies the variational procedure and proves that the resulting system, called Hamiltonian/Coupled-Mode System (HCMS), is an exact reformulation of the complete hydrodynamic problem, and therefore it is valid for fully nonlinear waves and significantly varying seabeds. In fact, it is a modal version of Zakharov/Craig-Sulem Hamiltonian formulation (Zakharov 1968, Craig \& Sulem 1993) with a new, versatile and efficient representation of the Dirichlet to Neumann operator (DtN) operator, needed for the closure of the non-local evolution equations. No smallness assumptions are made, that is, the present approach is a non-pertubative one. In HCMS, the DtN operator is defined in terms of one of the unknown modal amplitudes, namely, the free-surface modal amplitude. Its computation avoids the numerical solution of the Laplace equation in the whole fluid domain, required in direct numerical methods, and the evaluation of higher-order horizontal derivatives, required in Boussinesq or other higher-order pertubative methods. Instead, a system of horizontal second order partial differential equations needs to be solved.

In the second part of the thesis, our theoretical results are exploited for the numerical solution of various nonlinear water wave problems. The backbone of our numerical


method is the computation of the DtN operator through its modal characterization which is achieved by a fourth-order finite-difference method. The accuracy and convergence of the new characterization of the DtN operator is assessed in test cases of highly non-uniform domains and our theoretical findings concerning the rate of decay of the modal amplitudes are numerically verified. This preparatory investigation demonstrates that a small number of modes suffices for the accurate computation of the $\operatorname{DtN}$ operator even in extremely deformed domains. Subsequently, a number of physically interesting water-wave problems, over flat as well as varying bathymetry, are considered. The first application concerns the computation of steady travelling periodic waves above a flat bottom for a wide range of nonlinearity and shallowness conditions up to the breaking limit. Next, we turn to the time integration of the new evolution equations by employing a fourth-order Runge-Kutta for the simulation of wave interactions with variable bathymetry and vertical walls. Computations are validated against predictions from laboratory experiments and other numerical methods in connection with several nonlinear phenomena. In particular we study the interaction of solitary waves with a vertical wall (reflection) and a plane beach (shoaling) and the transformation of regular incident waves past submerged obstacles (harmonic generation) or undulating bathymetry (Bragg scattering). Numerical results on the interaction of a solitary wave with an undulating bottom patch are also provided. The present method provides stable and accurate long time simulations of nonlinear waves in various depths, from deep to shallow waters, avoiding the computational burden of direct numerical methods as well as the use of filtering techniques, frequently required in pertubative approaches.
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## List of Notation

Against each entry is the page at which the notation is introduced.

## General:

| $d$ | 11 | Horizontal dimension, $d=1$ or 2. |
| :--- | :--- | :--- |
| $D_{h}^{\eta}$ | 11 | Fluid domain vertically confined by the free and bottom <br> surface parametrised by $\eta$ and $h$ respectively. |
| $\Gamma^{\eta}, \Gamma_{h}$ | 11 | Vertical boundaries of $D_{h}^{\eta}:$ Free and bottom surface. <br> $X$ |
|  | 11 | The common projection of $\Gamma^{\eta}$ and $\Gamma_{h}$ on the horizontal plane <br> $\{z=0\}$. |

## Space-time variables and differential operators:

| $\mathbf{x}$ | 11 | Horizontal variables $\mathbf{x}=\left(x_{1}, x_{2}\right)$. If $d=1$ we write $\boldsymbol{x}=x$. |
| :--- | :--- | :--- |
| $z$ | 11 | Vertical variable. |
| $t$ | 11 | Time variable. |
| $\nabla_{\mathbf{x}}$ | 12 | Gradient operator in $\mathbb{R}^{d} . \nabla_{\mathbf{x}}=\left(\partial_{x_{1}}, \partial_{x_{2}}\right)$ |
| $\nabla$ | 12 | Gradient operator in $\mathbb{R}^{d} \times \mathbb{R}^{d} . \nabla=\left(\nabla_{\mathbf{x}}, z\right)=\left(\partial_{x_{1}}, \partial_{x_{2}}, \partial_{z}\right)$ |
| $\partial_{t}$ | 12 | Time derivative, $\partial_{t}=\frac{\partial}{\partial t}$. |
| $\Delta$ | 12 | Laplace operator on $\mathbb{R}^{d} \times \mathbb{R}^{d}, \Delta=\partial_{x_{1}}^{2}+\partial_{x_{2}}^{2}+\partial_{z}^{2}$. |
| $\partial_{a}$ | 30 | Denotes collectively the derivative with respect to $a=x_{1}, x_{2}$ |
|  |  | or $t$. |

## Functional spaces:

| $C^{k}([a, b])$ | 23 |
| :--- | ---: |
| $L^{2}(a, b)$ | 23 |
|  |  |
| $H^{k}(a, b)$ | 24 |
| $C^{k}(X)$ | 24 |
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## Introduction

## Background literature

Gravity driven waves, propagating on the surface of water, are inextricably linked with phenomena that take place in the marine environment. The understanding of the motion of water waves, also called gravity waves or free surface waves, is of fundamental importance for the understanding of the interactions that take place among the sea, the seabed and the atmosphere. Due to their connection with a broad range of applications, the study of water waves has been a longstanding preoccupation of scholars from various disciplines, such as naval, coastal, civil engineering, oceanography and mathematics. Numerous developments have been documented up to now in the existing vast literature which is constantly enriched by contributions, involving rigorous mathematical analysis, numerical computations and experiments. Closely related topics that motivate a constantly growing interest on water waves, include the design of coastal structures, offshore platforms for oil extraction, offshore wind energy turbines or wave energy converters, ships etc.

Water waves abound in the natural environment where they develop a quite diverse and complex behaviour. They can, for example, diffract in the presence of obstacles, form coherent structures that travel along large distances or even break when approaching the shore. Feynman, initiating his short exposition on surface waves, in Volume I of (Feynman et al. 1964), aptly described their distinct character by using the following phrase
"Now, the next waves of interest, that are easily seen by everyone and which are usually used as an example of waves in elementary courses, are water waves. As we shall soon see, they are the worst possible example, because they are in no respects like sound and light; they have all the complications that waves can have."

The mathematical formulation that describes water waves is very hard to deal with, since, it involves the already complicated equations of hydrodynamics in conjunction with the presence of a fluid domain with an unknown boundary, called free surface. Even under the suitably simplifying physical assumptions of an ideal fluid, irrotational flow and non-breaking waves, the governing equations comprise a set of partial differential equations, for the velocity potential of the fluid and the free surface elevation, which is tough to perceive mathematically. Early attempts for the study of this problem mainly concerned the treatment of the linearised formulation (Craik
2004). Historically, the first attempts to study nonlinear wave motion were made around the $19^{\text {th }}$ century, the most notable of which is that of (Stokes 1847) which dealt with waves of permanent form, observed earlier by Russel. Stoke's original approach was to recast the hydrodynamic problem in a frame of reference travelling with constant speed and then expand the periodic free surface elevation and potential in Fourier series along the direction of propagation. Using perturbation expansions for the Fourier coefficients he obtained meaningful solutions, valid for waves of relatively small amplitude in deep water, and provided insight into nonlinear wave motion which was not understood at that time. Another observation of Russell mentioned the existence of a "wave of translation", which was described as a "...large solitary elevation, a rounded, smooth and well-defined heap of water, which continues its course along the channel apparently without change of form or diminution of speed". This observation drew the attention of (Boussinesq 1872) who realised that the persistence and longevity of Russel's solitary wave, implied that the fluid motion over flat bottom evolves in such a way that the horizontal fluid velocity does not significantly depends on the depth. In this framework, Boussinesq expressed the velocity potential as a Taylor series, an even order polynomial in the vertical variable with space-time dependent coefficients given in terms of the unknown potential on the flat bottom. In this way, he derived a reduced two component evolutionary system, now called Boussineq equations, that govern small amplitude long waves, and admit of a closed form solitary wave solution. Equally important reduced equations with similar properties were derived by (Saint-Venant 1871) and (Korteweg \& de Vries 1895) and took the names of the respective authors. Although the above model equations improved the understanding on nonlinear water waves, they are not themselves very useful in modern applications involving large waves and significantly varying seabeds that substantially affect the wave motion. In this cases, fluid motion becomes more complicated and its analytical treatment is a very difficult task.

In the 60 s, the classical formulation of irrotational water waves, was revisited from the perspective of first principles of mechanics. The first contribution on that matter is due to Petrov (Petrov 1964) who provided a Lagrangian reformulation in which the dynamic free surface condition is derived from the stationarity of the Lagrangian action functional, constrained by the kinematical equations of potential flow and free surface impermeability. Luke, on the other hand, proposed an unconstrained variational formulation for irrotational free surface flow (Luke 1967). In Luke's variational principle the action functional is the space-time integral of the pressure field in the fluid domain and its Euler-Lagrange equations are equivalent to the complete hydrodynamical problem. Not much later, Zakharov derived the Hamiltonian reformulation of the problem (Zakharov 1968). Zakharov's Hamiltonian is the total energy of the fluid, under the constraint of potential flow, considered as a functional on the free surface elevation and the trace of the velocity potential on the free surface, the free surface potential. The corresponding Hamilton's equations are equivalent to the two nonlinear free surface conditions (kinematic and dynamic), coupled with the kinematical subproblem of the interior potential flow.

Petrov's formulation did not find application and is in general overlooked. On the other hand,

Witham immediately recognized that Luke's action functional, being free of kinematic constraints, can be simplified by using asymptotic expansions on the unknown potential (Whitham 1967). In this way, he rederived the Boussinesq equations and put forth a variational study of slowly varying wavetrains. Concerning the Hamiltonian formulation, Zakharov himself, introduced a second order expansion of the velocity potential in powers of the free surface elevation and, after some simplifications, derived a single evolution equation that describes weakly nonlinear waves in deep water, known as the nonlinear Schrödinger equation. The Hamiltonian structure of water waves was later rediscovered (Broer 1974, Miles 1977) and further studied in (Benjamin \& Olver 1982). Craig and Sulem presented Zakharov's formulation in a more elegant form, by introducing an appropriate Dirichlet to Neumann operator ( DtN ), which represents the required normal fluid velocity on the free surface corresponding to potential flow (Craig \& Sulem 1993). In this latter form, the Hamiltonian system for water waves is usually called the Zakharov/Craig-Sulem formulation (ZCS). The distinctive feature of the ZCS formulation, which separates it from other nonlinear evolution equations, is that the presence of DtN , being determined from the solution of a boundary value problem on the fluid domain, makes ZCS a nonlocal formulation which needs special treatment from both a theoretical and a numerical point of view.

For implementing numerical solution schemes for the complete ZCS formulation, an accurate and efficient evaluation of the DtN operator is of fundamental importance. First numerical methods were presented in (West et al. 1987) and (Dommermuth \& Yue 1987), where spectral representations in the direction of propagation where employed. This approach, called Higher Order Spectral method (HOS), was extended in the variable bottom case in (Liu \& Yue 1998) and further elaborated in (Gouin et al. 2016). In a similar line of work, Craig and Sulem, based on the analytic dependence of the DtN operator on the free-surface elevation, proposed its expansion in the form of a functional Taylor (Volterra-Taylor) series, implemented recursively in the Fourier space (Craig \& Sulem 1993). As pointed out in (Schaffer 2008), the HOS and DtN expansions are equivalent. Further developments and applications of these methods in the flat bottom case can be found for instance in (Milder 1990, Nicholls 1998, Bateman et al. 2001, Craig \& Nicholls 2002, Craig et al. 2006, Xu \& Guyenne 2009). DtN expansions have been also generalized to the case of variable bathymetry, assuming that the seabed surface is a small perturbation of the horizontal plane (Smith 1998, Guyenne \& Nicholls 2005, Craig et al. 2005). Another possibility, proposed in (Nicholls \& Reitich 2001a), (Nicholls \& Reitich 2001b), (Nicholls \& Reitich 2006), (Nicholls 2007) is the transformed field expansion method, which implements an improved expansion for the velocity potential, having superior numerical characteristics both in accuracy and stability of the computation of DtN . Extension of this approach to the variable bathymetry case has been presented in (Guyenne \& Nicholls 2007). It should be emphasized that the implementation of the aforementioned series expansions is based on spatial periodicity in conjunction with the assumption that the irregular geometry is a small perturbation of a canonical domain (an horizontal uniform strip), which permits the velocity potential or the DtN to be perturbed. These facts introduce some limitations, especially for non-periodic problems and
general domains, e.g. domains with essentially different depths in various subregions. In addition, there is evidence that the truncation of the DtN in the Hamiltonian of the ZCS formulation leads to problems that are generally ill-posed, especially when high-order wave numbers enter the computations (Milder 1990, Ambrose et al. 2014). A comparison of some of the above mentioned methods of computation of the DtN operator can be found in (Nicholls 2007) and (Wilkening \& Vasan 2015).

Throughout the last decades, many scientists turned to the direct solution of the complete formulation of water waves, providing meaningful computations of nonlinear waves which are not restricted by smallness assumptions. Various direct numerical methods have been developed in this context, solving the boundary value problem (Laplace equation) for the substrate kinematics either by the finite element method (Cai et al. 1998, Rycroft \& Wilkening 2013, Gagarina et al. 2014) or by the finite difference method (Bingham \& Zhang 2007, Engsig-Karup et al. 2009). Such methods provide high-quality numerical results, but computations may become slow or inefficient in large domains, since they require the discretization of the free surface and the vertical coordinate. Another class of numerical methods involves boundary integral equations (Longuet-Higgins et al. 1976, Grilli et al. 1994, Clamond \& Grue 2001, Grilli et al. 2001). These methods attain dimensional reduction (elimination of the vertical coordinate) at the expense of the evaluation of integrals along the surfaces that enclose the fluid domain. Although this approach is flexible enough to deal with complex geometries, floating or submerged structures, its implementation requires the inversion of full matrices and becomes inefficient in large domains. Interesting surveys of various numerical methods applied for the solution of the water waves problem can be found in (Dias \& Bridges 2006) and in the chapters of the collective volume (Ma 2010).

As already mentioned, nonlinear wave propagation in the presence of variable bathymetry plays a central role in most branches of coastal oceanography. Traditionally in these fields, the most popular line of work is the derivation of model equations derived by simplifying the complete formulation of the problem on the basis of asymptotic expansions and smallness assumptions on the shallowness, nonlinearity or bottom variation. Important developments in this line of work include the equations derived in (Serre 1953, Peregrine 1967, Green \& Naghdi 1976, Miles \& Salmon 1985). After the introduction of the ZCS formulation, the derivation of asymptotic models was revisited in several works. See for instance (Craig \& Groves 1994, Craig et al. 1997, Lannes \& Bonneton 2009, Matsuno 2016) and the monograph (Lannes 2013) for more details and references. It is well known that asymptotic models are valid for wave propagation over weakly varying seabeds governed by weak dispersion or nonlinearity (Dingemans 1997, Barthelemy 2004). The extension of the range of validity of these models is the purpose of a great deal of effort that led to the development of various improvement techniques and more sophisticated models, usually called Boussinesq Type Models (BTMs), see e.g. (Nwogu 1993, Madsen et al. 2002, Zou \& Fang 2008, Bingham et al. 2009, Bonneton et al. 2011, Memos et al. 2015) and the review (Brocchini 2013). These models have become very popular because they are characterised
by adequate physical accuracy and their numerical solution requires reasonable computational resources. Nevertheless, BTMs derived through a perturbation procedure, inherit the presence of higher-order (horizontal) space and space-time derivatives and high polynomial nonlinearities which make the implementation of numerical schemes quite involved. Other authors preferred to avoid the use asymptotic expansions in small parameters, and proposed the derivation of model equations, on the basis of well chosen simplified representations of fluid quantities in conjunction with variational principles or depth integration, see for instance (Isobe \& Abohadima 1998, Kakinuma 2001, Kim et al. 2001, Klopman et al. 2010, Clamond \& Dutykh 2012, Zhao et al. 2014). Notwithstanding the attractive structure of simple model equations (a few horizontal evolution equations).

In another axis of research, several authors proposed equations that govern linear waves over varying bathymetry. Berkhoff introduced a mild bottom slope approximation and derived a single linear equation modelling waves in slowly varying depth (Berkhoff 1972). Berkoff's mild-slope equation was extended by the introduction of vertical eigenfunction expansions for the unknown velocity potential (Massel 1993, Porter \& Staziker 1995). This approach, called coupled mode method in the relevant literature, aims at a dimensional reduction of the wave propagation problem through its reformulation in terms of an unknown sequence of horizontal modal amplitudes that are introduced through the eigenfunction expansion. Athanassoulis and Belibassakis pointed out the deficiency of these eigenfunction expansions, in accurately satisfying the boundary condition on the uneven seabed, and proposed a remedy by appropriately introducing an additional term in the expansion. Using this enhanced expansion, in conjunction with the variational formulation of linear waves, they derived a consistent coupled mode system, valid for waves over uneven seabed (Athanassoulis \& Belibassakis 1999). This enhancement technique led subsequently to the computation of scattered linear waves due to steep bathymetry (Belibassakis et al. 2001, 2011), and the extension of Stoke's second order theory in the variable bottom case (Belibassakis \& Athanassoulis 2002). An interesting discussion on the properties of multi-modal linear models can be found in (Chamberlain \& Porter 2006). The application of the coupled mode method in the context of the fully nonlinear problem was initiated in (Athanassoulis \& Belibassakis 2000) where equations on the free surface elevation and the modal amplitudes are presented for the first time. These equations were further developed and led to the computation of nonlinear waves over flat and variable bottom (Athanassoulis \& Belibassakis 2007, Belibassakis \& Athanassoulis 2011). As pointed out in the latter works, the essential advantage of working with such enhanced expansions is their ability to converge rapidly on the whole non-uniform fluid domain and up to the boundaries, leading essentially to an exact reformulation of the problem rather than a simplified one. Thus, in principle, the number of terms required in the truncated enhanced series for an accurate representation of the velocity potential is expected to be small. This feature was demonstrated numerically in (Athanassoulis \& Belibassakis 1999) and (Belibassakis \& Athanassoulis 2011), while a proof was announced in (Athanassoulis \& Belibassakis 2003). Other representation of the velocity potential are of course
possible leading to reformulations of similar mathematical structure. We mention, for instance, the approach followed in (Tian \& Sato 2008, Yates \& Benoit 2015, Rault et al. 2016) where the fluid domain is transformed to a uniform strip and the corresponding velocity potential is represented using Chebyshev vertical functions.

The above literature review is by no means complete. It gives, however, a flavour of the diversity of the methods employed for the study of water waves.

## Overview of the Thesis

The main purpose of this thesis is to further study the idea of Athanassoulis and Belibassakis (Athanassoulis \& Belibassakis 1999, Belibassakis \& Athanassoulis 2011) in the context of fully nonlinear water waves and to delve deeper into its connection with the Hamiltonian ZCS formulation (Zakharov 1968, Craig \& Sulem 1993) . The first step is to provide an extension and justification of enhanced modal expansions of smooth fields defined on non-uniform domains with smooth boundaries. We show that the infinite modal series can be differentiated term by term everywhere in the domain, including the boundaries, permitting us to develop exact coupled mode theories for general domains. This justifies the subsequent variational treatment of the hydrodynamic problem that eventually leads to the main result of this thesis; namely, the exact modal reformulation of ZCS formulation. The new Hamiltonian equations are coupled with a system of time independent partial differential equations on the sequence of horizontal modal amplitudes that is introduced through the modal expansion. The solution of the latter system, called substrate system, determines the DtN operator required for the time evolution and moreover can be used for the computation of the velocity potential or velocity field in the entire fluid domain. For the computation of water waves governed by the new formulation, called Hamiltonian Coupled Mode System (HCMS), we propose a fourth-order finite-difference approach. The convergence and accuracy of the new modal characterisation of the $\operatorname{DtN}$ operator are examined in several test cases of highly deformed domains where our theoretical findings are also verified. Computations of nonlinear water waves governed by HCMS are compared with theoretical, experimental and numerical predictions.

The manuscript is divided into three parts. The first two parts, each divided into four chapters, contain the main material. The theoretical framework and the methodology is developed in the first part. Numerical schemes and results are presented in the second part. The third part contains appendices related to the theoretical developments of this work.

In Chapter 1, the physical assumptions and the classical differential formulation of the problem is introduced. The associated mathematical reformulations are also presented.

In Chapter 2, we focus on a technique that aims at the enhancement of conventional eigenfunction expansions of the velocity potential in water wave problems. This technique, initiated in (Athanassoulis \& Belibassakis 1999) for linear water waves over varying bathymetry, is generalized and justified. In particular, by estimating the rate of decay of the terms in the
modal series, it is shown that termwise space and time differentiation is permitted, provided sufficient smoothness conditions are satisfied by the velocity potential and the fluid domain.

In Chapter 3, the variational reformulation of the hydrodynamic problem using Luke's variational principle is undertaken. The first step is taken by the derivation of Euler-Lagrange (EL) equations on the basis of a generic series representation in terms of prescribed vertical functions and unknown horizontal functions. The EL equations corresponding to the exact modal series expansion, established in the previous chapter, are further elaborated leading eventually to the derivation of an evolutionary two component system, essentially equivalent with the ZCS formulation. In this context, the DtN operator is determined by the solution of a boundary value problem (BVP) for a system of partial differential equations (PDEs) on the horizontal modal amplitudes, instead of a BVP for the velocity potential in the whole fluid domain.

In Chapter 4, the generic EL equations are applied to the derivation of simplified models. Some existing models are derived by performing appropriate simplifications to our new EL equations. A new nonlocal model is also derived and its linear dispersive properties are examined.

In Chapter 5, a fourth-order finite-difference method is outlined for the solution of the substrate modal system in one horizontal dimension and several types of lateral boundary conditions (periodic, vertical impermeable walls, matching or excitation boundary condition). Our first numerical results concern the computation of the DtN operator in periodic test cases over flat bottom, for which close form solutions are available. In particular, we focus on the assessment of the convergence and accuracy of the new modal representation of the DtN operator in terms of the number of modes used in the truncated series expansion.

In Chapter 6, steady periodic waves travelling above a flat bottom are considered. After applying the travelling wave assumption on the HCMS we propose a numerical scheme for the approximate solution of the resulting, time independent, nonlinear system. The proposed algorithm computes steady waves for a broad range of shallowness conditions and wave heights up to their maximal values.

In Chapter 7, numerical schemes applicable to HCMS are developed for two different configurations. The first one corresponds to a wave tank laterally confined by vertical impermeable walls and is suitable for the investigation of the initial-boundary value problem. In the second configuration, HCMS is appropriately modified, via a sponge layer technique, so that it can simulate wave generation and absorption in a numerical wave tank.

In Chapter 8, the numerical schemes are implemented for simulations of water waves. After the preliminary assessment of the convergence, the accuracy, and the conservation properties of our scheme, we pursue with simulations of several interesting phenomena. In particular, we consider the interaction of solitary waves with varying bathymetry (shoaling) and walls (reflection) and the interaction of regular waves with submerged obstacles (harmonic generation) and sinusoidal bottoms (Bragg reflection). The validity of our computations is demonstrated by comparisons with experimental measurements and direct numerical methods. The interaction of a solitary wave with a sinusoidal bottom patch is also considered.

All algorithms were implemented in MatLab with an Intel Core i7-2600, 3.40 GHz . The manuscript was prepared in $\mathrm{LAT}_{\mathrm{E}} \mathrm{X}$.

## Main original contributions

> The analysis deployed in Chapter 2 establishes that appropriately enhanced eigenfunction expansions of wave fields defined on nonuniform strip-like domains are termwise differentiable, provided that the field in the vertical (transverse) direction and the domain are sufficiently smooth.
$>$ The HCMS, derived in Chapter 3, comprises a new set of evolution equations for nonlinear water wave propagation in the presence of varying bathymetry, free of any smallness assumption concerning the deformation of the boundaries of the fluid domain or horizontal spatial periodicity. That is, HCMS is an exact (non-pertubative) reformulation of the fully nonlinear water problem, in the form of two evolution equations, coupled with a time-independent kinematical substrate problem.
$>$ Fourth-order finite-difference schemes, applicable to HCMS, are developed. The solution of the truncated substrate problem is validated against analytical solutions and its convergence is systematically investigated with respect to the number of terms kept in the series expansion as well as the spatial discretization. Steady travelling periodic waves above a flat seabed (Chapter 6) and unsteady water waves over varying bathymetry (Chapter 7) are considered.
$>$ The developed schemes are validated against highly accurate computations of fully nonlinear steady water waves and experimental measurements concerning the transformation of regular waves due to varying bathymetry.
$>$ Simulations involving the interaction of solitary waves with vertical walls or varying bathymetry are also performed and validated against experimental predictions and other numerical methods. The case of a solitary wave interacting with a sinusoidal bottom patch is also considered.

The HCMS formulation was first announced in (Athanassoulis, Papoutsellis \& Belibassakis 2013). Some details on the derivation of HCMS were given in (Athanassoulis \& Papoutsellis 2015a), together with first simulations of the transformation of incident regular water waves over submerged obstacles. In (Athanassoulis \& Papoutsellis 2015b), the convergence and accuracy of the coupled mode method for the computation of the DtN operator was demonstrated in some test cases. In (Papoutsellis 2015), some details of the numerical scheme were given together with applications on the propagation of water waves over undulating bathymetry. Further numerical results are presented in (Papoutsellis, Athanassoulis \& Charalampopoulos 2016) where the propagation of solitary waves is considered, over flat or varying bathymetry.

## Part I

## The physical problem and its mathematical modelling

## Chapter 1

## Formulations of the water waves problem

In this preliminary chapter, we present three mathematical formulations of the water waves problem that constitute the basic framework of this thesis.

### 1.1 Physical assumptions and classical formulation

A Cartesian coordinate system $O \mathbf{x} z$ is adopted, where $\mathbf{x} \in \mathbb{R}^{d}, d=1,2$, denotes the horizontal variable(s) and $z$ denotes the upward pointing vertical variable. The problem of water waves arises when one considers the motion of a fluid with an unknown or free surface, under the influence of gravity. Our starting point, in formulating this classical hydrodynamical problem, is the long-standing physical model of oceanography, according to which, the fluid is vertically bounded by the free surface and a fixed impermeable bottom surface, and is assumed to be homogeneous, inviscid and incompressible. Assuming that the free and bottom surfaces are parametrized by smooth functions $\eta(\mathbf{x}, t)$ and $h(\mathbf{x})$, the unknown fluid domain at time $t$ is defined by

$$
\begin{equation*}
D_{h}^{\eta}(X ; t)=\left\{(\mathbf{x}, z) \in \mathbb{R}^{d+1}: \mathbf{x} \in X \subset \mathbb{R}^{d}, \quad-h(\mathbf{x})<z<\eta(\mathbf{x}, t)\right\} \tag{1.1}
\end{equation*}
$$

so that the free and bottom surface are given respectively by

$$
\begin{align*}
\Gamma^{\eta}(X ; t) & =\left\{(\mathbf{x}, z) \in \mathbb{R}^{d+1}: \mathbf{x} \in X \subset \mathbb{R}^{d},\right. & z=\eta(\mathbf{x}, t)\}  \tag{1.2}\\
\Gamma_{h}(X) & =\left\{(\mathbf{x}, z) \in \mathbb{R}^{d+1}: \mathbf{x} \in X \subset \mathbb{R}^{d},\right. & z=-h(\mathbf{x})\} \tag{1.3}
\end{align*}
$$

The free surface elevation $\eta$ represents the spatiotemporal deviation of $\Gamma^{\eta}$ from the plane of quiescence $\{z=0\}$, while the bathymetry $h$ fixes the shape of the bottom in time. In the above definitions $X$ denotes the common projection of $\Gamma^{\eta}$ and $\Gamma_{h}$ on the horizontal plane $\{z=0\}$. In order to assure that the surfaces $\Gamma_{h}$ and $\Gamma^{\eta}$ do not intersect, we assume that the total depth of
the fluid $H(\mathbf{x}, t)=\eta(\mathbf{x}, t)+h(\mathbf{x})>0$ for any $(\mathbf{x}, t)$. The outward normal vectors on $\Gamma^{\eta}$ and $\Gamma_{h}$ are written as

$$
\begin{equation*}
N_{\eta}=\left(-\nabla_{\mathbf{x}} \eta, 1\right), \quad N_{h}=\left(-\nabla_{\mathbf{x}} h,-1\right), \tag{1.4a,b}
\end{equation*}
$$

respectively, where $\nabla_{\mathbf{x}}=\left(\partial_{x_{1}}, \partial_{x_{2}}\right)$ denotes the horizontal gradient (see Figure 1.1). On the time dependent domain $D_{h}^{\eta}(X ; t)$, an unknown vector function $\vec{V}(\mathbf{x}, z, t)$ is ascribed, called velocity field, which determines at time $t$ the fluid particle velocity at ( $\mathbf{x}, z$ ). This vector field, in the absence of rotational effects ( $\operatorname{curl} \vec{V}=0$ ), is represented in terms of the so called velocity potential $\Phi(\mathbf{x}, z, t)$ through the relation $V(\mathbf{x}, z, t)=\nabla \Phi(\mathbf{x}, z, t)$, where $\nabla$ denotes the gradient with respect to $\mathbf{x}=\left(x_{1}, x_{2}\right)$ and $z$. Under these assumptions and notations, the fluid motion is described in terms of the velocity potential $\Phi(\mathbf{x}, z, t)$ and the free surface elevation $\eta(\mathbf{x}, t)$, by the following set of equations

$$
\begin{align*}
\Delta \Phi & =0, \text { in } D_{h}^{\eta},  \tag{1.5}\\
N_{h} \cdot \nabla \Phi & =0, \text { on } z=-h,  \tag{1.6}\\
\partial_{t} \eta & =N_{\eta} \cdot \nabla \Phi, \quad \text { on } z=\eta,  \tag{1.7}\\
\partial_{t} \Phi+\frac{1}{2}(\nabla \Phi)^{2}+g \eta & =-\frac{P_{\text {surf }}}{\rho}, \quad \text { on } z=\eta, \tag{1.8}
\end{align*}
$$

where $g$ is the acceleration of gravity, $\rho$ is the constant density of the fluid and $P_{\text {surf }}$ is the known external surface pressure applied to a finite portion of the free surface $\Gamma^{\eta}$. Eq. (1.5) expresses the incompressibility of the homogeneous fluid, $\operatorname{div} \vec{V}=0$, and the irrotationality of the flow. Eqs. (1.6) and (1.7) state that no fluid particles cross the upper and bottom surface and are called the bottom impermeability condition and the free surface kinematic condition, respectively. Eq. (1.8) is the Bernoulli equation evaluated on the free surface $\Gamma^{\eta}$. It is derived by spatial integration of the Euler equation and evaluation on $z=\eta$, and is usually called dynamic free surface condition. More details on the derivation of Eqs. (1.5)-(1.8) can be found in several books, e.g. (Stoker 1957, Witham 1974, Debnath 1994, Lannes 2013).

Notation 1.1. In order to abbreviate notation, the boundary values (traces) of the various fields will be denoted by using brackets with a subscript defining the boundary. For example, Eq. (1.6) will be written as $N_{h} \cdot[\nabla \Phi]_{z=-h}=0$.

Eq. (1.6) is a boundary condition for $\Phi$ on the bottom surface $\Gamma_{h}$ while Eqs. (1.7), (1.8) are two boundary conditions on the upper, free surface $\Gamma^{\eta}$. In order for the formulation to be complete, the set of equations (1.5)-(1.8) must be closed by appropriate conditions on the remaining boundaries of $D_{h}^{\eta}(X ; t)$. In the case of a horizontally unbounded fluid one assumes that for any time $t$

$$
\begin{equation*}
\eta(\mathbf{x}, t) \rightarrow 0 \text { as }|\mathbf{x}| \rightarrow \infty \quad \text { and } \quad|V(\mathbf{x}, z, t)| \rightarrow 0 \text { as }|(\mathbf{x}, z)| \rightarrow \infty . \tag{1.9}
\end{equation*}
$$

In the case where the fluid domain is enclosed by a vertical impermeable surface denoted by $S$,


Figure 1.1: Geometric configuration of the fluid domain $D_{h}^{\eta}$.
then the normal velocity on $S$ must vanish:

$$
\begin{equation*}
n_{S} \cdot[\nabla \Phi]_{S}=0 \tag{1.10}
\end{equation*}
$$

where $n_{S}$ is the unit normal vector on $S$. Another possibility, suitable for the study of propagation and transformation of incident waves, is to introduce a plane vertical surface

$$
\begin{equation*}
S_{a}=\left\{\left(x_{1}, x_{2}, z\right): x_{1}=a,-h_{a} \leq z \leq \eta_{a}\right\} \tag{1.11}
\end{equation*}
$$

where $\eta_{a}$ and $h_{a}$ denote the prescribed surface elevation and depth at $x_{1}=a$, on which the velocity field or the velocity potential are known. Then, the unilaterally bounded horizontal extent of the fluid domain is $X=\left\{\left(x_{1}, x_{2}\right): x_{1} \geq a, x_{2} \in \mathbb{R}\right\}$ and the lateral boundary conditions on $\eta$ and $\Phi$ are written respectively as $[\eta]_{x_{1}=a}=\eta_{a}$ and

$$
\begin{equation*}
\left[\partial_{x_{1}} \Phi\right]_{x_{1}=a}=V_{a} \tag{1.12}
\end{equation*}
$$

where, $V_{a}$ denotes the known fluid velocity on the matching surface $S_{a}$. Alternatively, one could use

$$
\begin{equation*}
[\Phi]_{x_{1}=a}=\Phi_{a} \tag{1.13}
\end{equation*}
$$

instead, where $\Phi_{a}$ denotes the known velocity potential on the matching surface $S_{a}$. We further assume that $\eta_{a}$ and $V_{a}$ vanish and $h_{a}$ tends to a positive constant as $\left|x_{2}\right| \rightarrow \infty$. The fluid far from the excitation boundary $S_{a}$ is assumed to be at rest, i.e., $|\nabla \Phi|+|\eta| \rightarrow 0$ as $|\mathbf{x}| \rightarrow \infty$.

### 1.2 Luke's Lagrangian formulation

Luke provided a variational principle for irrotational water waves, governed by Eqs. (1.5)-(1.8), in the case of a horizontally unbounded fluid of finite depth with zero external surface pressure (Luke 1967). More precisely, he delivered a functional $\mathcal{S}$, defined on the fields $(\eta, \Phi)$, and showed that the Euler-Lagrange (EL) equations of $\mathcal{\delta}$ are given by Eqs. (1.5)-(1.8) with $P_{\text {surf }}=0$. This functional reads

$$
\begin{equation*}
\mathcal{S}[\eta, \Phi]=\iint_{X} \int_{-h}^{\eta}\left[\partial_{t} \Phi+\frac{1}{2}(\nabla \Phi)^{2}+g z\right] d z d \mathbf{x} d t \tag{1.14}
\end{equation*}
$$

and the corresponding EL equations are derived, in the usual way, by requiring the first variation of $\mathcal{S}$ to vanish. This is expressed by the following variational equation

$$
\begin{equation*}
\delta \mathcal{S}[\eta, \Phi ; \delta \eta, \delta \Phi]=\delta_{\Phi} \mathcal{S}[\eta, \Phi ; \delta \Phi]+\delta_{\eta} \mathcal{S}[\eta, \Phi ; \delta \eta]=0, \tag{1.15}
\end{equation*}
$$

where $\delta_{\Phi} \mathcal{S}[\eta, \Phi ; \delta \Phi]$ and $\delta_{\eta} \mathcal{S}[\eta, \Phi ; \delta \eta]$ denote the partial Gâteaux derivatives of the functional $\mathcal{\delta}[\eta, \Phi]$ with respect to $\Phi$ and $\eta$ in the directions $\delta \Phi$ and $\delta \eta$, respectively. In the case of an horizontally unbounded fluid, the so called admissible variations $\delta \Phi$ and $\delta \eta$ are arbitrary functions that satisfy $\delta \Phi\left(\mathbf{x}, z, t_{1}\right)=\delta \Phi\left(\mathbf{x}, z, t_{2}\right)=\delta \eta\left(\mathbf{x}, t_{1}\right)=\delta \eta\left(\mathbf{x}, t_{2}\right)=0$ and $\delta \Phi \rightarrow 0$ and $\delta \eta \rightarrow 0$ as $|\mathbf{x}| \rightarrow \infty$. Luke's variational principle is verified by calculating $\delta_{\Phi} \mathcal{\mathcal { S }}[\eta, \Phi ; \delta \Phi]$ and $\delta_{\eta} \mathcal{\delta}[\eta, \Phi ; \delta \eta]$,

$$
\begin{align*}
\delta_{\Phi} \mathcal{S}[\eta, \Phi ; \delta \Phi] & =\iint_{X} \int_{-h}^{\eta}\left[\partial_{t} \delta \Phi+(\nabla \Phi) \cdot(\nabla \delta \Phi)\right] d z d \mathbf{x} d t,  \tag{1.16}\\
\delta_{\eta} \mathcal{S}[\eta, \Phi ; \delta \eta] & =\iint_{X}\left[\partial_{t} \Phi+\frac{1}{2}(\nabla \Phi)^{2}+g z\right]_{z=\eta} d \mathbf{x} d t, \tag{1.17}
\end{align*}
$$

integrating by parts in space and time in Eq. (1.15), and applying the usual arguments of the calculus of variations. We refer to (Luke 1967, Miles 1977) and the books (Witham 1974, Section 13.2), (Debnath 1994, Chapter 1), (van Groesen \& Molenaar 2007, Chapter 6.3) for more details. The functional (1.14) can be easily modified to incorporate the presence of external surface pressure and the velocity matching condition (1.12) by adding to it the appropriate boundary terms. The extended functional, still denoted by $\mathcal{S}$, reads

$$
\begin{align*}
& \mathcal{S}[\eta, \Phi]=\iint_{X}\left\{\int_{-h}^{\eta}\left[\partial_{t} \Phi+\frac{1}{2}(\nabla \Phi)^{2}+g z\right] d z+\int_{X} \frac{P_{\text {surf }}}{\rho} \eta\right\} d \mathbf{x} d t \\
&+\iint_{\mathbb{R}} \int_{-h_{a}}^{\eta_{a}} V_{a}[\Phi]_{x_{1}=a} d z d x_{2} d t \tag{1.18}
\end{align*}
$$

and its stationarity is equivalent with equations (1.5)-(1.8) and (1.12). Indeed, repeating the previous derivation, one easily finds that

$$
\begin{align*}
\delta_{\Phi} \mathcal{S}[\eta, \Phi ; \delta \Phi]= & \int_{t_{0}}^{t_{1}} \int_{X}\left\{\left(-\partial_{t} \eta+N_{\eta} \cdot[\nabla \Phi]_{z=\eta}\right)[\delta \Phi]_{z=\eta}\right. \\
& \left.-\int_{-h}^{\eta} \Delta \Phi \delta \Phi d z+N_{h} \cdot[\nabla \Phi]_{z=-h}[\delta \Phi]_{z=-h}\right\} d \mathbf{x} d t  \tag{1.19}\\
& +\int_{t_{0}}^{t_{1}} \int_{\mathbb{R}} \int_{-h}^{\eta}\left(-\left[\partial_{x_{1}} \Phi\right]_{x_{1}=a}+V_{a}\right)[\delta \Phi]_{x_{1}=a} d z d x_{2} d t
\end{align*}
$$

and

$$
\begin{equation*}
\delta_{\eta} \mathcal{S}[\eta, \Phi ; \delta \eta]=\int_{t_{0}}^{t_{1}} \int_{X}\left\{\left[\partial_{t} \Phi\right]_{z=\eta}+\frac{1}{2}(\nabla \Phi)_{z=\eta}^{2}+g \eta+\frac{P_{\text {surf }}}{\rho}\right\} \delta \eta d \mathbf{x} d t \tag{1.20}
\end{equation*}
$$

where integration by parts (in space ant time) has been performed for the derivation of Eq. (1.19). The result follows after invoking the variational equation (1.15) in conjunction with the arbitrariness of $\delta \eta$ and $\delta \Phi$.

### 1.3 Zakharov/Craig-Sulem formulation and the Dirichlet to Neumann Operator

Zakharov pointed out that the knowledge of the free surface elevation $\eta(\mathbf{x}, t)$ and the trace of the potential on the free surface,

$$
\begin{equation*}
\psi(\mathbf{x}, t)=\Phi(\mathbf{x}, \eta(\mathbf{x}, t), t)=[\Phi]_{z=\eta} \tag{1.21}
\end{equation*}
$$

suffices for the determination of the flow in the fluid domain $D_{h}^{\eta}(X ; t)$ (Zakharov 1968). This happens because the linear boundary value problem for $\Phi$, consisting of the Laplace equation (1.5), the bottom impermeability (Neumann) condition (1.6), the non-homogeneous Dirichlet condition (1.21) and appropriate lateral boundary conditions, is in general solvable. ${ }^{1}$. Craig and Sulem introduced the Dirichlet to Neumann Operator (DtN) and extended Zakharov's formulation in the finite depth case (Craig \& Sulem 1993). It is possible to extend further this approach in order to include the matching condition Eq. (1.12) at $x_{1}=a$. In this case, the DtN operator $^{2}, \psi \rightarrow G[\eta, h] \psi$, is defined by

$$
\begin{equation*}
G[\eta, h] \psi=N_{\eta} \cdot[\nabla \Phi]_{z=\eta}, \tag{1.22}
\end{equation*}
$$

[^0]where $\Phi$ solves the boundary value problem
\[

$$
\begin{align*}
\Delta \Phi & =0, \quad \text { in } \quad D_{h}^{\eta}  \tag{1.23a}\\
N_{h} \cdot[\nabla \Phi]_{z=-h} & =0  \tag{1.23b}\\
{[\Phi]_{z=\eta} } & =\psi  \tag{1.23c}\\
{\left[\partial_{x_{1}} \Phi\right]_{x_{1}=a} } & =V_{a} \tag{1.23~d}
\end{align*}
$$
\]

together with vanishing at infinity conditions. Applying the chain rule for the $(t, \boldsymbol{x})$ - differentiation of Eq. (1.21) we obtain

$$
\begin{align*}
& {\left[\partial_{t} \Phi\right]_{z=\eta}=\partial_{t} \psi-\left[\partial_{z} \Phi\right]_{z=\eta} \partial_{t} \eta,}  \tag{1.24a}\\
& {\left[\nabla_{\mathbf{x}} \Phi\right]_{z=\eta}=\nabla_{\mathbf{x}} \psi-\left[\partial_{z} \Phi\right]_{z=\eta} \nabla_{\mathbf{x}} \eta} \tag{1.24b}
\end{align*}
$$

Combining Eq. (1.24b) with Eq. (1.22) and solving for $\left[\partial_{z} \Phi\right]_{z=\eta}$ yields

$$
\begin{equation*}
\left[\partial_{z} \Phi\right]_{z=\eta}=\frac{G[\eta, h] \psi+\nabla_{\mathbf{x}} \eta \cdot \nabla_{\mathbf{x}} \psi}{1+\left|\nabla_{\mathbf{x}} \eta\right|^{2}} \tag{1.25}
\end{equation*}
$$

Taking into account Eqs. (1.24) and Eq. (1.25), the kinematic and dynamic free surface conditions, (1.7), (1.8), are written, after straightforward manipulations, as an evolutionary system on the free surface elevation $\eta$ and free surface potential $\psi$ :

$$
\begin{align*}
\partial_{t} \eta & =G[\eta, h] \psi  \tag{1.26}\\
\partial_{t} \psi & =-g \eta-\frac{1}{2}\left|\nabla_{\mathbf{x}} \psi\right|^{2}+\frac{\left(G[\eta, h] \psi+\nabla_{\mathbf{x}} \psi \cdot \nabla_{\mathbf{x}} \eta\right)^{2}}{2\left(1+\left|\nabla_{\mathbf{x}} \eta\right|^{2}\right)} \tag{1.27}
\end{align*}
$$

The above equations were also derived by Watson and West in a slightly different form, see Eqs. (A4a,b) of (Watson \& B.West 1975). The latter equations are obtained from Eqs. (1.26), (1.27) by noting that $G[\eta, h] \psi$, in view of Eqs. (1.24b), (1.22), is rewritten as

$$
\begin{equation*}
G[\eta, h] \psi=-\nabla_{\mathbf{x}} \eta \cdot \nabla_{\mathbf{x}} \psi+\left(\left(\nabla_{\mathbf{x}} \eta\right)^{2}+1\right) W[\eta, h] \psi \tag{1.28}
\end{equation*}
$$

where $W[\eta, h] \psi=\left[\partial_{z} \Phi\right]_{z=\eta}$ is the free surface vertical velocity corresponding to the velocity potential satisfying (1.23). Evidently, $G[\eta, h]$ is a linear operator on $\psi$ (and $V_{a}$ ). On the other hand, $G[\cdot, \cdot]$ is a nonlinear operator on $(\eta, h)$ and this is suitably emphasised by the present notation, which is due to (Craig \& Sulem 1993). Another, well-known property is that $G[\eta, h]$ is self-adjoint.

### 1.4 On the Hamiltonian structure of irrotational water waves

Zakharov also showed that Eqs. (1.26), (1.27), in the case of an infinite depth fluid in the absence of external surface pressure, comprise a Hamiltonian system (Zakharov 1968)

$$
\begin{align*}
\partial_{t} \eta & =\delta_{\psi} \mathscr{H}  \tag{1.29a}\\
\partial_{t} \psi & =-\delta_{\eta} \mathscr{H} \tag{1.29b}
\end{align*}
$$

where $\mathscr{H}$ is the Hamiltonian, that equals to the total energy of the fluid, and $\delta_{\eta}=\delta / \delta \eta$ and $\delta_{\psi}=\delta / \delta \psi$ denote variational derivatives with respect to $\eta$ and $\psi$ respectively, see also (Broer 1974, Miles 1977). The Hamiltonian, given by the sum of the kinetic energy $K$ and potential energy $V$, is written

$$
\begin{align*}
\mathscr{H} & =K+V  \tag{1.30a}\\
K & =\frac{1}{2} \int_{X} \int_{-h(\mathbf{x})}^{\eta(\mathbf{x}, t)}(\nabla \Phi(\mathbf{x}, z, t))^{2} d z d \mathbf{x}  \tag{1.30b}\\
V & =\frac{1}{2} g \int_{X} \eta(\mathbf{x}, t)^{2} d \mathbf{x} \tag{1.30c}
\end{align*}
$$

In order to verify the Hamiltonian structure of Eqs. (1.26), (1.27), via the DtN formalism, we shall start by expressing the kinetic energy functional $K$ in terms of $\eta$ and $\psi$. We assume for simplicity an horizontally unbounded fluid, $X=\mathbb{R}^{2}$. Using Green's identity in conjunction with the definition of DtN operator, Eqs. (1.22), (1.23), we have

$$
\begin{equation*}
K[\eta, \psi]=\frac{1}{2} \int_{X} \psi G[\eta, h] \psi d \mathbf{x} \tag{1.31}
\end{equation*}
$$

It turns out that the computation of the variation of $K[\eta, \psi]$ requires the derivative of the DtN operator $G[\eta, h] \psi$ with respect to the free surface elevation $\eta$. This derivative, also called shape derivative, was calculated in (Lannes 2005, Th. 3.20):

Theorem 1.1. The mapping $\eta \mapsto G[\eta, h] \psi$ is well defined, differentiable and for all $\delta \eta$ one has

$$
\begin{align*}
& \delta_{\eta} G[\eta, h] \psi \cdot \delta \eta=-G[\eta, h]\left(\frac{G[\eta, h] \psi+\nabla_{\mathbf{x}} \eta \cdot \nabla_{\mathbf{x}} \psi}{\left|\nabla_{\mathbf{x}} \eta\right|^{2}+1} \delta \eta\right) \\
&-\nabla_{\mathbf{x}} \cdot\left[\left(\nabla_{\mathbf{x}} \psi-\frac{G[\eta, h] \psi+\nabla_{\mathbf{x}} \eta \cdot \nabla_{\mathbf{x}} \psi}{\left|\nabla_{\mathbf{x}} \eta\right|^{2}+1} \nabla_{\mathbf{x}} \eta\right) \delta \eta\right] \tag{1.32}
\end{align*}
$$

Applying Theorem 1.1, it was shown in the master thesis (Papoutsellis 2012) that

Lemma 1.1. The first variation of the kinetic energy functional $K[\eta, \psi]$ in the direction $\delta \eta$ reads

$$
\delta_{\eta} K[\psi, \eta ; \delta \eta]=\int_{X}\left\{\frac{1}{2}\left|\nabla_{\mathbf{x}} \psi\right|^{2}-\frac{\left(G[\eta, h] \psi+\nabla_{\mathbf{x}} \psi \cdot \nabla_{\mathbf{x}} \eta\right)^{2}}{2\left(\left|\nabla_{\mathbf{x}} \eta\right|^{2}+1\right)}\right\} \delta \eta d \mathbf{x} .
$$

Proof. A straightforward calculation and application of Theorem 1.1 yields

$$
\begin{aligned}
\delta_{\eta} K[\psi, \eta ; \delta \eta]= & \frac{1}{2} \int_{X} \psi\left(\delta_{\eta} G[\eta, h] \psi \cdot \delta \eta\right) d \mathbf{x} \\
= & \frac{1}{2} \int_{X}\left\{-\psi G[\eta, h]\left(\frac{G[\eta, h] \psi+\nabla_{\mathbf{x}} \eta \cdot \nabla_{\mathbf{x}} \psi}{\left|\nabla_{\mathbf{x}} \eta\right|^{2}+1} \delta \eta\right)\right. \\
& \left.-\psi \nabla_{\mathbf{x}} \cdot\left[\left(\nabla_{\mathbf{x}} \psi-\frac{G[\eta, h] \psi+\nabla_{\mathbf{x}} \eta \cdot \nabla_{\mathbf{x}} \psi}{\left|\nabla_{\mathbf{x}} \eta\right|^{2}+1} \nabla_{\mathbf{x}} \eta\right) \delta \eta\right]\right\} d \mathbf{x} .
\end{aligned}
$$

Using the self-adjointness of $G[\eta, h]$ for the first term and integration by parts for the second we obtain

$$
\begin{aligned}
\delta_{\eta} K[\psi, \eta ; \delta \eta]= & \frac{1}{2} \int_{X}\left\{-G[\eta, h] \psi \frac{G[\eta, h] \psi+\nabla_{\mathbf{x}} \eta \cdot \nabla_{\mathbf{x}} \psi}{\left|\nabla_{\mathbf{x}} \eta\right|^{2}+1}\right. \\
& \left.+\nabla_{\mathbf{x}} \psi \cdot\left[\nabla_{\mathbf{x}} \psi-\frac{G[\eta, h] \psi+\nabla_{\mathbf{x}} \eta \cdot \nabla_{\mathbf{x}} \psi}{\left|\nabla_{\mathbf{x}} \eta\right|^{2}+1} \nabla_{\mathbf{x}} \eta\right]\right\} \delta \eta d \mathbf{x},
\end{aligned}
$$

and after some algebra we obtain the result.
Taking the variational derivatives of the Hamiltonian $\mathscr{H}[\eta, \psi]$ and using the above lemma one easily verifies that the Hamiltonian equations (1.29) are identical to Eqs. (1.26) and (1.27). This derivation has been recently extended in the moving bottom case in (Mélinand 2015).

The above Hamiltonian structure brings out the fact that free surface waves are essentially fields on the dimensionally reduced ( $\mathbf{x}, t$ ) space. The evolution of the canonical functional variables $(\eta, \psi)$ is naturally constrained by the kinematics of the interior flow, encoded in the definition of the $\operatorname{DtN}$ operator $G[\eta, h] \psi$. During the evolution, the only information required from the solution of the full boundary value problem (1.23) is the action of $G[\eta, h]$ on $\psi$. Thus, the water waves system (1.26), (1.27) evolves in time, given a procedure that determines $G[\eta, h] \psi$ at any $t$.

## Chapter 2

## Rapidly convergent series expansion of smooth functions defined on a non-planar strip

Strip-like domains, i.e., domains delimited in one direction by a pair of surfaces, are encountered in many physical and engineering applications. Apart from free surface waves in water of finite depth, which is the subject of this thesis, prominent examples are sound waves in nearshore sea environments, acoustic waves in non-uniform ducts, electromagnetic waves in curved or varying cross-section, etc. Very often, the mathematical formulation of these problems, involves a boundary value problem on a highly non-uniform strip-like domain whose horizontal extent is much larger than the vertical one, and in general contains a large number of wavelengths of the underlying wave-field. Apparently, this makes the implementation of direct numerical methods (e.g., boundary-element method) very demanding. On the other hand, if the domain is (or can be simplified to) a uniform strip, then usually the method of separation of variables provides us with an analytical or semi-analytical solution in the form of eigenfunctions expansions. Motivated by this fact, various authors introduced solution techniques, based on the approximation of the unknown field, say $\Phi(\mathrm{x}, z, t)$ defined on the domain $D_{h}^{\eta}(X)$, by a series representation (or a finite-series ansatz) of the form

$$
\begin{equation*}
\Phi(\mathbf{x}, z, t)=\sum_{n} \varphi_{n}(\mathbf{x}, t) Z_{n}(z ; \mathbf{x}, t) . \tag{2.1}
\end{equation*}
$$

In (2.1), the functions $\left\{Z_{n}\right\}_{n}$ are prescribed functions of the transverse direction which can possibly depend on ( $x, t$ ) while $\left\{\varphi_{n}\right\}_{n}$ are unknown functions that must be determined. As a rule, $\left\{Z_{n}\right\}_{n}$ are defined by means of a vertical (transverse) Sturm-Liouville problem, obtained by separation of variables in a uniform strip $\left\{-h_{0}<z<0\right\}$, adapted to the interval $-h(\mathbf{x}) \leq z \leq \eta(\mathbf{x}, t)$ (the so called reference waveguide at ( $\mathrm{x}, t$ ), (Brekhovskikh \& Godin 1992, Sec. 7.1)). In this connection, the functions $Z_{n}$ are also called local modes, and the series (2.1) is referred to as the local-mode
series expansion. Elaborating this series representation in conjunction with the mathematical formulation of the wave propagation problem under study, one can derive horizontal differential equations that determine the modal amplitudes $\varphi_{n}=\varphi_{n}(\mathbf{x}, t)$. This technique, usually called coupled-mode theory (CMT) or coupled-mode method (CMM) in the relevant literature, aims at a dimensional reduction of the original wave propagation problem and, provided that the required number of modes for a satisfactory solution is small, it offers a promising solution method. The origin of CMT goes back to early 50 s, first appearing in the context of electromagnetic (Stevenson $1951 a$ ), and acoustic (Stevenson 1951b) waveguides of varying cross sections (horns). Since then, CMT has been applied to the study of various types of waveguides : microwave and optical waveguides (sometimes under the name generalized telegraphist's equations) (Huang 1994, Barybin \& Dimitriev 2002, Dusseaux \& Faure 2008); duct acoustics (horns) (Bi et al. 2007, Mercier \& Maurel 2013, Maurel et al. 2014); duct acoustics with mean flow (Mercier \& Maurel 2015); hydroacoustics (Brekhovskikh \& Godin 1992, Sec. 7.1), (Mcdonald 1996, Belibassakis et al. 2014, Stotts \& Koch 2015, Pannatoni 2016); seismology and geophysics (Maupin 1988, Harris \& Block 2005); water waves (Massel 1993, Porter \& Staziker 1995, Chamberlain \& Porter 1995, Athanassoulis \& Belibassakis 1999, 2000, Belibassakis et al. 2001, Athanassoulis \& Belibassakis 2007, Belibassakis et al. 2011, Belibassakis \& Athanassoulis 2011); hydroelasticity (Belibassakis \& Athanassoulis 2006).

Expansion (2.1) can be viewed in two different perspectives: either as a convenient ansatz, used to obtain an approximate reformulation of the full problem, or as an exact, convergent series expansion of the looked-for field $\Phi$, enabling an exact reformulation of the full problem in terms of the local amplitudes $\left\{\varphi_{n}\right\}_{n}$. In this thesis we focus on the second approach, which was initiated heuristically by Athanassoulis and Belibassakis in late 90 's, in the context of water waves (Athanassoulis \& Belibassakis 1998, 1999, 2000). The medium can be nonhomogeneous, and the wave equation can be quite general, covering all cases mentioned above. To avoid technical difficulties, we assume that the medium parameters do not exhibit discontinuities, that is, no interfaces with matching conditions are present. Nevertheless, the approach presented herein seems also to be applicable to problems with interfaces, which are common in geophysical applications; see e.g. (Belibassakis \& Athanassoulis 2006, Belibassakis et al. 2014), where promising first results have been obtained for such problems, even without rigorous proofs concerning convergence.

A known deficiency in the application of the conventional CMT in non-uniform waveguides is that the vertical functions $Z_{n}=Z_{n}(\mathbf{x}, z, t)$ inherit the boundary conditions of the reference waveguide problem, which, in general, are inconsistent with the physical boundary conditions on the wavefield $\Phi$. The simplest inconsistent case is a Neumann condition on the surface $\Gamma_{h}$ :

$$
\begin{equation*}
\partial_{n} \Phi \equiv\left|N_{h}\right|^{-1}\left(-\nabla_{\mathbf{x}} h \cdot\left[\nabla_{\mathbf{x}} \Phi\right]_{z=-h}-\left[\partial_{z} \Phi\right]_{z=-h}\right)=0 \tag{2.2}
\end{equation*}
$$

When $\nabla_{\mathbf{x}} h \neq 0$, Eq. (2.2) implies that $\left[\partial_{z} \Phi\right]_{z=-h}$ is not identically zero. However, the boundary
condition satisfied by the eigenfunctions $Z_{n}$ at $z=-h$ is, most of the times, homogeneous. Many authors, in an attempt to avoid this problem, replaced the smoothly varying, nonplanar boundary by a piecewise planar (staircase) boundary; see e.g. (Smith 1983, Luo et al. 2011) for applications to acoustic problems and (Devillard et al. 1988, Seo 2014) for water-wave problems. This method may provide satisfactory solutions, at points far from the staircase boundary, for 2D and axisymmetric geometries, but becomes inappropriate for fully 3D environments and for complicated boundary conditions. (Rutherford \& Hawker 1981) used perturbation theory to construct a first-order (with respect to the slop) correction to each vertical function, in the context of hydroacoustics. (Godin 1997) questioned the approach of Rutherford and Hawker, arguing that they erroneously considered a termwise differentiation of the local-mode series expansion. Although this (correct) observation is practically useless, since the termwise differentiation is inevitable in formulating any CMT, it points out the main prerequisite for developing an exact CMT: the series expansion (2.1) should be term-by-term differentiable (two times, for secondorder differential operators) in order that the steps leading to a coupled-mode reformulation to be justifiable (exact).

A sufficient condition in order that the series expansion (2.1) is two times termwise differentiable is

$$
\begin{equation*}
\left\|\partial_{\alpha}^{s}\left(\varphi_{n} Z_{n}\right)\right\|_{\infty}=\max \left\{\left|\partial_{\alpha}^{s}\left(\varphi_{n}(\mathbf{x}, t) Z_{n}(z ; \mathbf{x}, t)\right)\right|, \quad(\mathbf{x}, t) \in X \times I\right\}=O\left(n^{-2}\right) \tag{2.3}
\end{equation*}
$$

where $\alpha \in\left\{t, x_{1}, x_{2}, z\right\}, s=1,2$, and $X, I$ are the ranges of the parametric variables $\mathbf{x}, t$ (see Section 2.1). In this work we rigorously establish a method permitting to construct a vertical basis system $\left\{Z_{n}\right\}_{n}$ such that the above criterion is satisfied for any smooth enough boundaries $\Gamma^{\eta}, \Gamma_{h}$ and field $\Phi$. The construction is based on the enhancement of the basis $\left\{Z_{n}\right\}_{n \in \mathbb{N}}$, provided by the reference waveguide (Sturm-Liouville) problem, by two additional or boundary modes, $Z_{-2}$ and $Z_{-1}$, taking care of the boundary behavior of the field $\Phi$ on the boundaries $\Gamma^{\eta}$ and $\Gamma_{h}$. Under these circumstances, the expansion (2.1) becomes rapidly convergent, and enables an exact semi-separation of variables for the non-separable geometries of strip-like domains with nonplanar boundaries. The CMT arising by using the enhanced coupled-mode series will be called consistent coupled-mode theory (CCMT) or consistent coupled-mode method (CCMM).

### 2.1 Enhanced eigenfunction expansion of smooth functions defined on a strip-like domain

In this section, we prove that a function $\Phi$, defined on the non-uniform strip-like domain $D_{h}^{\eta}(X ; t)$,

$$
D_{h}^{\eta}(X)=\{(\mathbf{x}, z) \in X \times \mathbb{R}: \mathbf{x} \in X,-h(\mathbf{x})<z<\eta(\mathbf{x}, t)\}
$$

can be expanded in a rapidly convergent series of the form

$$
\begin{align*}
\Phi(\mathbf{x}, z, t)=\varphi_{-2}(\mathbf{x}, t) Z_{-2}(z ; \eta(\mathbf{x}, t), h(\mathbf{x}))+\varphi_{-1}(\mathbf{x}, t) & Z_{-1}(z ; \eta(\mathbf{x}, t), h(\mathbf{x})) \\
& +\sum_{n=0}^{\infty} \varphi_{n}(\mathbf{x}, t) Z_{n}(z ; \eta(\mathbf{x}, t), h(\mathbf{x})) \tag{2.4}
\end{align*}
$$

where $\left\{Z_{n}\right\}_{n \geq 0}$ are the eigenfunctions of a reference waveguide, and $Z_{-2}, Z_{-1}$ are appropriately selected boundary modes corresponding to the two transverse non-uniform boundaries of $D_{h}^{\eta}, \Gamma^{\eta}$ and $\Gamma_{h}$ (see Eqs. (1.2), (1.3)). The local depth of the strip-like domain $D_{h}^{\eta}(X ; t)$ is denoted by $H(\mathbf{x}, t)$, and we assume that for any $(\mathbf{x}, t) \in X \times I$,

$$
H(\mathbf{x}, t)=\eta(\mathbf{x}, t)+h(\mathbf{x})>0
$$

For later use we also introduce the subdomains $D_{h}^{\eta}\left(\tilde{X}_{\text {part }}\right)$ consisting of all points of $D_{h}^{\eta}(X)$ with $\mathbf{x} \in \tilde{X}_{\text {part }}, \tilde{X}_{\text {part }}$ being an open subregion, finite or infinite, of $X$. A scalar field $\Phi=\Phi(\mathbf{x}, z, t)$ is defined on the closed domain $\overline{D_{h}^{\eta}}\left(\tilde{X}_{\text {part }}\right) \times I$, where and $I=\left[t_{0}, t_{1}\right]$. Smoothness conditions on the field $\Phi$ and the boundaries $\Gamma^{\eta}, \Gamma^{h}$ will be introduced subsequently.

## The reference waveguide and the boundary modes

The reference waveguide or local vertical Sturm-Liouville problem, is chosen as follows

$$
\begin{align*}
\partial_{z}^{2} Z_{n}+\left(k_{n}^{2}-Q(\mathbf{x}, z)\right) Z_{n} & =0, \quad z \in(-h(\mathbf{x}), \eta(\mathbf{x}, t))  \tag{2.5a}\\
\mathscr{B}_{\eta} Z_{n} \equiv\left[\partial_{z} Z_{n}-\mu_{0} Z_{n}\right]_{z=\eta} & =0  \tag{2.5b}\\
\mathscr{B}_{h} Z_{n} \equiv\left[\partial_{z} Z_{n}\right]_{z=-h} & =0 \tag{2.5c}
\end{align*}
$$

where $Q(\mathbf{x}, z)$ is a bounded, smooth function ${ }^{1}$, and $\mu_{0}$ is a real constant. The eigensystem $\left\{k_{n}, Z_{n}, n \geq 0\right\}$ of the reference waveguide (2.5) is dependent on $\mu_{0}, Q(\mathbf{x}, z)$ and the ends of the vertical interval $\eta=\eta(\mathbf{x}, t), h=h(\mathbf{x}, t)$ for any $(\mathbf{x}, t) \in X \times \mathbb{R}$. This implies that $\left\{k_{n}, Z_{n}(z), n \geq 0\right\}$ are functions of $(\mathbf{x}, t): k_{n}=k_{n}(\mathbf{x}, t)$ and $Z_{n}(z)=Z_{n}(z ; \mathbf{x}, t)$. In the present

[^1]work the eigenfunction $Z_{n}(z)$ are normalised so that
\[

$$
\begin{equation*}
\left[Z_{n}\right]_{z=\eta}=1 \tag{2.6}
\end{equation*}
$$

\]

From the general theory of Sturm-Liouville problems we recall the following well-known results, which will be used in the sequel:
(i) If the function $Q(\mathbf{x}, \cdot)$ belongs to $C^{k}([-h, \eta])$, then $Z_{n} \in C^{k+2}([-h, \eta])$.
(ii) the system of functions $\left\{Z_{n}\right\}_{n \in \mathbf{N}}$ forms an orthogonal basis of the space of square integrable functions, $L^{2}(-h, \eta)$.
(iii) For large values of $n$, the functions $k_{n}, Z_{n}$ and the $L^{2}-$ norm

$$
\left\|Z_{n}(\mathbf{x}, \cdot, t)\right\|_{L^{2}(-h(\mathbf{x}), \eta(\mathbf{x}))} \equiv\left(\int_{-h(\mathbf{x})}^{\eta(\mathbf{x}, t)} Z_{n}^{2}(\mathbf{x}, z, t) d z\right)^{1 / 2}
$$

exhibit the following asymptotic behavior:

$$
\begin{align*}
k_{n}(\mathbf{x}, t) & =\frac{n \pi}{H(\mathbf{x}, t)}+\frac{O(1)}{n}=O(n),  \tag{2.7a}\\
Z_{n}(\mathbf{x}, z, t) & =\frac{\cos \left(k_{n}(z+h)\right)}{\cos \left(k_{n} H(\mathbf{x}, t)\right)}+\frac{O(1)}{n}=O(1),  \tag{2.7b}\\
\left\|Z_{n}\right\|_{L^{2}(-h, \eta)}^{2} & =\frac{H(\mathbf{x}, t)}{2}+\frac{O(1)}{n}=O(1), \tag{2.7c}
\end{align*}
$$

Asymptotic results (2.7) are classical and can be found in various books; see, e.g., (Birkhoff \& Rota 1989, Chapter 10). It is worth noting that the leading-order asymptotic terms, shown in Eqs. (2.7), are not dependent on the coefficient function $Q(\mathbf{x}, z)$; they are only dependent on the boundary points $\eta$ and $h$, revealing the critical role played by the latter on the asymptotics and, through them, on the rate of convergence of the expansion (2.4), as we shall see in the sequel.

The additional vertical functions, or boundary modes, $Z_{-2}$ and $Z_{-1}$, are associated with the free surface $\Gamma_{\eta}$ and bottom $\Gamma_{h}$ respectively and are defined so that the enhanced representation (2.4) to be able to recover the non-identically vanishing values $\mathscr{B}_{\eta} \Phi$ and $\mathscr{B}_{h} \Phi$ (compare with Eqs. (2.5b) and (2.5c)). In this connection, $Z_{-2}$ and $Z_{-1}$, are selected to be smooth functions satisfying the following boundary conditions

$$
\begin{array}{rlrl}
{\left[Z_{-2}\right]_{z=\eta}} & =1, & {\left[Z_{-1}\right]_{z=\eta}} & =1 \\
\mathscr{B}_{\eta} Z_{-2} & =1 / h_{0}, & \mathscr{B}_{h} Z_{-1} & =0 \\
\mathscr{B}_{h} Z_{-2} & =0, \quad \mathscr{B}_{h} Z_{-1} & =1 / h_{0} \tag{2.8c}
\end{array}
$$

where the constant $h_{0}$ (reference depth) is introduced for dimensional consistency. Conditions (2.8a) serve for normalization (compare with Eq. (2.6)), while conditions (2.8b) and (2.8c) are
imposed in order to separate the influence of the two boundary modes $Z_{-2}, Z_{-1}$; the former will act on the free surface but not on the bottom, and the latter inversely. Among the infinite possible choices, we pick out the one corresponding to the least degree polynomials in the vertical variable $z^{2}$. Then, we easily find

$$
\begin{align*}
& Z_{-2}=\frac{\mu_{0} h_{0}+1}{2 h_{0}} \frac{(z+h)^{2}}{\eta+h}-\frac{\mu_{0} h_{0}+1}{2 h_{0}}(\eta+h)+1,  \tag{2.9a}\\
& Z_{-1}=\frac{\mu_{0} h_{0}-1}{2 h_{0}} \frac{(z+h)^{2}}{\eta+h}+\frac{1}{h_{0}}(z+h)-\frac{\mu_{0} h_{0}+1}{2 h_{0}}(\eta+h)+1 \tag{2.9b}
\end{align*}
$$

## Smoothness conditions on the field to be expanded and the boundaries

Definition 2.1 (Vertical Smoothness Condition). A function $F(\mathbf{x}, z, t)$, defined on $\bar{D}_{h}^{\eta} \times I$, considered as a function of $z$ at a specific point $(\mathbf{x}, t) \in X \times I$, will be denoted as $F(\mathbf{x}, \cdot, t)$. We shall say that $F(\mathbf{x}, \cdot, t)$ satisfies a local vertical smoothness condition $\operatorname{VSC}(k ; \mathbf{x}, t)$ if $F(\mathbf{x}, \cdot, t) \in$ $H^{k}(-h(\mathbf{x}), \eta(\mathbf{x}, t))$ where $H^{k}(-h(\mathbf{x}), \eta(\mathbf{x}, t))$ is the standard Sobolev space of functions defined on the interval; see (Brezis 2011, Chapter 8). $\tilde{X}_{\text {part }}$ may be replaced by $X$ if the uniform boundedness of the Sobolev norm holds true in $X$.

It is recalled that $H^{k}(-h, \eta)$ is continuously embedded in $C^{k-1}([-h, \eta])$ ((Brezis 2011, p. 217)), which ensures that the boundary values of the vertical derivatives $\partial_{z}^{m} F(\mathbf{x}, z, t)$, at $z=\eta$ and $z=-h$ are well-defined and bounded for $0 \leq m \leq k-1$.

In studying the ( $\mathbf{x}, t)$ differentiability of the enhanced series expansion (2.4) (in Section 2.3), smoothness conditions will also be required for the functions $\eta(\mathbf{x}, t)$ and $h(\mathbf{x})$, that parametrize the vertical boundary surfaces $\Gamma^{\eta}$ and $\Gamma_{h}$. As in the case of field functions, we distinguish between local and uniform boundary smoothness conditions.

Definition 2.2 (Boundary Smoothness Condition). We shall say that the functions $\eta(\mathbf{x}, t)$ and $h(\mathbf{x})$ (or the boundaries $\Gamma^{\eta}, \Gamma_{h}$ ) satisfy a local boundary smoothness condition $\operatorname{BSC}(\mathbf{x}, t)$ if $\partial_{t} \eta$, $\partial_{x_{i}} \eta, \partial_{x_{i}}^{2} \eta$ and $\partial_{x_{i}} h, \partial_{x_{i}}^{2} h$ exist at $(\mathbf{x}, t) \in X \times I$. Further, we shall say that $h(\mathbf{x}), \eta(\mathbf{x}, t)$ satisfy a uniform boundary smoothness condition $\operatorname{BSC}\left(\tilde{X}_{\text {part }} \times I\right)$ if the local $\operatorname{BSC}(\mathbf{x}, t)$ holds true for all $(\mathbf{x}, t) \in \tilde{X}_{\text {part }} \times I$, and the norms $\|\eta\|_{C^{1}\left(X_{\text {part }} \times I\right)},\|\eta(\cdot, t)\|_{C^{2}\left(X_{\text {part }}\right)},\|h\|_{C^{2}\left(X_{\text {part }}\right)}$ are uniformly bounded in $I$. ( $\tilde{X}_{\text {part }}$ may be replaced by $X$ if the stated conditions hold true on $X$ ).

## The fundamental expansion theorem

Theorem 2.1. Assume that $\Phi(\mathbf{x}, \cdot, t)$ satisfy the $\operatorname{VSC}(k=2 ; \mathbf{x}, t)$. Then, the quantities

$$
\begin{equation*}
\varphi_{-2}(\mathbf{x}, t)=h_{0} \mathscr{B}^{\eta} \Phi, \quad \varphi_{-1}(\mathbf{x}, t)=h_{0} \mathscr{B}_{h} \Phi \tag{2.10a,b}
\end{equation*}
$$

[^2]and
\[

$$
\begin{equation*}
\Phi^{*}(\mathbf{x}, z, t)=\Phi(\mathbf{x}, z, t)-\varphi_{-2}(\mathbf{x}, t) Z_{-2}-\varphi_{-1}(\mathbf{x}, t) Z_{-1} \tag{2.11}
\end{equation*}
$$

\]

are well-defined, and
(i) The series expansion (2.4) converges uniformly on $[-h(\mathbf{x}), \eta(\mathbf{x}, t)]$, and the modal amplitudes $\varphi_{n}=\varphi_{n}(\mathbf{x}, t), n \geq 0$ are given by

$$
\begin{equation*}
\varphi_{n}=\left\|Z_{n}\right\|_{L^{2}}^{-2} \int_{-h}^{\eta} \Phi^{*} Z_{n} d z, \quad n \geq 0 \tag{2.12}
\end{equation*}
$$

(ii) If $Q(\mathrm{x}, \cdot) \in C^{2}([-h, \eta])$, the modal amplitudes $\varphi_{n}$ satisfy the following local asymptotic estimate (with respect of $n$ )

$$
\begin{equation*}
\left|\varphi_{n}\right| \leq A(\mathbf{x}, t) n^{-2} \tag{2.13}
\end{equation*}
$$

(iii) If $Q(\mathbf{x}, \cdot) \in C^{4}([-h, \eta])$ and $\Phi$ satisfies the $\operatorname{VSC}(k=4 ; \mathbf{x}, t)$, then the asymptotic estimate (2.13) is improved to

$$
\begin{equation*}
\left|\varphi_{n}\right| \leq A_{2}(\mathbf{x}, t) n^{-4} . \tag{2.14}
\end{equation*}
$$

The latter estimate cannot be improved further under the present choice of the boundary modes.
Proof. The modal amplitudes $\varphi_{-2}$ and $\varphi_{-1}$ are well-defined since from our smoothness assumptions $\Phi(\mathbf{x}, \cdot, t) \in H^{2}(-h(\mathbf{x}, t), \eta(\mathbf{x}, t))$. It follows directly that $\Phi^{*}(\mathbf{x}, \cdot, t)$ is also well-defined.
(i) Applying the boundary operators $\mathscr{B}^{\eta}$ and $\mathscr{B}_{h}$ to both members of Eq. (2.11) and taking into account the boundary conditions of $Z_{-2}$ and $Z_{-1},(2.8 \mathrm{~b})$ and (2.8c), we readily find that $\mathscr{B}^{\eta} \Phi^{*}=\mathscr{B}_{h} \Phi^{*}=0$. Thus, $\Phi^{*}(\mathbf{x}, \cdot, t)$ satisfies the same vertical boundary conditions as the eigenfunctions $\left\{Z_{n}\right\}_{n \geq 0}$, of the regular Sturm-Liouville problem (2.5). Consequently, by standard Sturm-Liouville theory (see e.g. (Coddington \& Levinson 1955, Theorem 4.1)), the function $\Phi^{*}$ admits of a uniformly convergent series expansion

$$
\begin{equation*}
\Phi^{*}(\mathbf{x}, z, t)=\sum_{n=0}^{\infty} \varphi_{n}(\mathbf{x}, t) Z_{n}(z ; \eta(\mathbf{x}, t), h(\mathbf{x})), \tag{2.15}
\end{equation*}
$$

where $\varphi_{n}$ are given by Eqs. (2.12). Substituting the above series expansion of $\Phi^{*}$ in Eq. (2.11), and solving for $\Phi$, we obtain the series expansion (2.4), having already established its uniform convergence.
(ii) Using the Sturm-Liouville differential equation (2.5a), the modal amplitudes $\varphi_{n}$ (defined
by Eqs. (2.12)), are equivalently written as

$$
\begin{equation*}
\varphi_{n}=\left\|Z_{n}\right\|_{L^{2}}^{-2} k_{n}^{-2} \int_{-h}^{\eta} Q_{n}^{*} \Phi^{*} \partial_{z}^{2} Z_{n} d z, \quad n \geq 0 \tag{2.16}
\end{equation*}
$$

with

$$
\begin{equation*}
Q_{n}^{*}=\left(1-\frac{Q(\mathbf{x}, z)}{k_{n}^{2}}\right)^{-1} \tag{2.17}
\end{equation*}
$$

The assumption $Q(\mathbf{x}, \cdot) \in C_{b}\left(D_{h}^{\eta}\right)$, implies that the sequence $\left\{Q_{n}^{*}\right\}_{n \geq 0}$, is well defined, continuous and bounded for large values of $n$ and satisfies the estimates

$$
\begin{align*}
\left|Q_{n}^{*}(\mathbf{x}, z)\right| & \leq A_{0}=O(1), \quad \text { for all } \quad z \in[-h, \eta],  \tag{2.18a}\\
\left|\partial_{z}^{m} Q_{n}^{*}(\mathbf{x}, z)\right| & \leq A_{m} \frac{\|Q(\mathbf{x}, \cdot)\|_{C^{m}}}{k_{n}^{2}}=O\left(n^{-2}\right), \quad \text { for all } z \in[-h, \eta] \tag{2.18b}
\end{align*}
$$

which are proved in Appendix A (see Proposition A.1). Under the present assumptions, $\Phi^{*} \in$ $H^{2}(-h(\mathbf{x}), \eta(\mathbf{x}, t))$, thus, after performing two integration by parts, Eq. (2.16) takes the form

$$
\begin{equation*}
\varphi_{n}=k_{n}^{-2}\left\|Z_{n}\right\|_{L^{2}}^{-2}\left(\left[Q_{n}^{*} \Phi^{*} \partial_{z} Z_{n}\right]_{-h}^{\eta}-\left[\partial_{z}\left(Q_{n}^{*} \Phi^{*}\right) Z_{n}\right]_{-h}^{\eta}+\int_{-h}^{\eta} \partial_{z}^{2}\left(Q_{n}^{*} \Phi^{*}\right) Z_{n} d z\right) \tag{2.19}
\end{equation*}
$$

The boundary terms in the parenthesis, in the right-hand side of Eq. (2.19), can be written as

$$
\begin{equation*}
\left[Q_{n}^{*} \Phi^{*} \partial_{z} Z_{n}\right]_{-h}^{\eta}-\left[Q_{n}^{*} \partial_{z} \Phi^{*} Z_{n}\right]_{-h}^{\eta}-\left[\partial_{z} Q_{n}^{*} \Phi^{*} Z_{n}\right]_{-h}^{\eta}=-\left[\partial_{z} Q_{n}^{*} \Phi^{*} Z_{n}\right]_{-h}^{\eta}, \tag{2.20}
\end{equation*}
$$

since the first two of them cancel out because of the boundary conditions $\mathscr{B}^{\eta} \Phi^{*}=\mathscr{B}_{h} \Phi^{*}=0$. The right-hand side of the above equation has the following asymptotic behaviour, obtained by using Eqs. (2.6), (2.7b) and (2.18b) (for $m=1$ ), applied for $z=\eta$ and $z=-h$ :

$$
\begin{equation*}
\left[\partial_{z} Q_{n}^{*} \Phi^{*} Z_{n}\right]_{-h}^{\eta}=\left[\partial_{z} Q_{n}^{*} \Phi^{*} Z_{n}\right]_{z=\eta}-\left[\partial_{z} Q_{n}^{*} \Phi^{*} Z_{n}\right]_{z=-h}=O\left(k_{n}^{2}\right) . \tag{2.21}
\end{equation*}
$$

Using Eqs. (2.20) and (2.21), we write Eq. (2.19) in the form

$$
\begin{equation*}
\varphi_{n}=k_{n}^{-2}\left\|Z_{n}\right\|_{L^{2}}^{-2}\left(O\left(k_{n}^{-2}\right)+\int_{-h}^{\eta} \partial_{z}^{2}\left(Q_{n}^{*} \Phi^{*}\right) Z_{n} d z\right) \tag{2.22}
\end{equation*}
$$

thus, it remains to estimate the integral appearing in the above right hand side. This is easily done by means of the inequality

$$
\begin{equation*}
\int_{-h}^{\eta} \partial_{z}^{2}\left(Q_{n}^{*} \Phi^{*}\right) Z_{n} d z \leq 2\left\|Q_{n}^{*}\right\|_{C^{2}}\left\|\Phi_{n}^{*}\right\|_{H^{2}}\left\|Z_{n}\right\|_{L^{2}}, \tag{2.23}
\end{equation*}
$$

which is proved in Appendix A; see Proposition A. 2 for details. Now, using the estimates
$\left\|Q_{n}^{*}\right\|_{C^{2}}=1+O\left(n^{-2}\right),\left\|Z_{n}\right\|_{L^{2}}=O(1)$ and $\left\|\Phi^{*}\right\|_{H^{2}}=O(1)$, we conclude that the above integral is bounded, hence, Eq. (2.22), in conjunction with (2.7a), yields (2.13).
(iii) Substituting $Z_{n}$ in Eq. (2.19), by $k_{n}^{-2} Q_{n}^{*} \partial_{z}^{2} Z_{n}$ (see Eq. (2.5a)), we obtain

$$
\begin{equation*}
\varphi_{n}=k_{n}^{-4}\left\|Z_{n}\right\|_{L^{2}}^{-2}\left(O(1)+\int_{-h}^{\eta} \partial_{z}^{2}\left(Q_{n}^{*} \Phi^{*}\right) \partial_{z}^{2} Z_{n} d z\right) \tag{2.24}
\end{equation*}
$$

Thus, in order to prove estimate (2.14), we need to prove that the integral appearing in the parenthesis of the above equation is $O(1)$. Under the assumptions $Q(\mathbf{x}, \cdot) \in C^{4}([-h, \eta])$ and $\Phi^{*}(\mathbf{x}, \cdot, t) \in H^{4}(-h, \eta)$, it is legitimate to perform two integrations by parts, obtaining

$$
\begin{align*}
& \int_{-h}^{\eta} \partial_{z}^{2}\left(Q_{n}^{*} \Phi^{*}\right) \partial_{z}^{2} Z_{n} d z= \\
= & {\left[Q_{n}^{*} \partial_{z}^{2}\left(Q_{n}^{*} \Phi^{*}\right) \partial_{z} Z_{n}\right]_{-h}^{\eta}-\left[\partial_{z}\left(Q_{n}^{*} \partial_{z}^{2}\left(Q_{n}^{*} \Phi^{*}\right)\right) Z_{n}\right]_{-h}^{\eta}+\int_{-h}^{\eta} \partial_{z}^{2}\left(Q_{n}^{*} \partial_{z}^{2}\left(Q_{n}^{*} \partial_{z}^{2} \Phi^{*}\right)\right) Z_{n} d z . } \tag{2.25}
\end{align*}
$$

Expanding the derivatives appearing above, and using the estimates (2.7b) and (2.18), we find that the boundary terms in the right hand side of Eq. (2.25) are of order $O(1)$. Further, the last integral term of Eq. (2.25) satisfies the inequality

$$
\begin{equation*}
\int_{-h}^{\eta} \partial_{z}^{2}\left(Q_{n}^{*} \partial_{z}^{2}\left(Q_{n}^{*} \Phi^{*}\right)\right) Z_{n} d z \leq 13\left\|Q_{n}^{*}\right\|_{C^{4}}\left\|\Phi^{*}\right\|_{H^{4}}\left\|Z_{n}\right\|_{L^{2}} \tag{2.26}
\end{equation*}
$$

which is proved in Appendix A; see Proposition A.3. Since $\left\|Q_{n}^{*}\right\|_{C^{2}}=1+O\left(n^{-2}\right),\left\|Z_{n}\right\|_{L^{2}}=O(1)$ and $\left\|\Phi^{*}\right\|_{H^{2}}=O(1)$, the right hand side of the above inequality is bounded, and the estimate (2.14) is readily obtained from Eq. (2.24).

The estimate (2.14), asserted in (iii), cannot be improved further because of the presence of the boundary terms in the right-hand side of Eq. (2.24). These terms are non-zero even for the simplest reference waveguide, with $Q(\mathbf{x}, z)=0$ in Eq. (2.5a), which results in $Q_{n}^{*}(\mathbf{x}, z)=1$. Indeed, in this simplest case, Eq. (2.24) simplifies to

$$
\begin{equation*}
\varphi_{n}=-k_{n}^{-4}\left\|Z_{n}\right\|_{L^{2}}^{-2}\left(\int_{-h}^{\eta} \partial_{z}^{2} \Phi^{*} \partial_{z}^{2} Z_{n} d z\right), \tag{2.27}
\end{equation*}
$$

which, after the substitution $Z_{n}=-k_{n}^{2} \partial_{z}^{2} Z_{n}$ and two integration by parts, takes the form

$$
\begin{equation*}
\varphi_{n}=-k_{n}^{-4}\left\|Z_{n}\right\|_{L^{2}}^{-2}\left(\left[\partial_{z}^{2} \Phi^{*} \partial_{z} Z_{n}\right]_{-h}^{\eta}-\left[\partial_{z}^{3} \Phi^{*} Z_{n}\right]_{-h}^{\eta}+\int_{-h}^{\eta} \partial_{z}^{4} \Phi^{*} Z_{n} d z\right) . \tag{2.28}
\end{equation*}
$$

It is now clear that the boundary terms in the right hand side of Eq. (2.28) cannot be zero, as far as $\partial_{z}^{2} \Phi^{*}, \partial_{z}^{3} \Phi^{*}$ are free of any restrictions concerning their boundary values. Thus, even if $\Phi$ is smoother, e.g. $\Phi(\mathbf{x}, \cdot, t) \in H^{6}([-h, \eta])$, in which case the last (integral) term in the right-hand side of Eq. (2.28) can be reformulated, by using once again the relation $Z_{n}=-k_{n}^{2} \partial_{z}^{2} Z_{n}$, and
becomes $O\left(n^{-2}\right)$, the presence of the boundary values of $\partial_{z}^{2} \Phi^{*}, \partial_{z}^{3} \Phi^{*}$, blocks the order of $\varphi_{n}(\mathbf{x}, t)$ to $O\left(n^{-4}\right)$.

Corollary 2.1. If $\Phi(\mathbf{x}, \cdot, t)$ satisfies the uniform $\operatorname{VSC}\left(k=2 ; \tilde{X}_{\text {part }}\right)$, then the series expansion (2.4) is uniformly convergent in the subdomain $\overline{D_{h}^{\eta}}\left(\tilde{X}_{\mathrm{part}}\right)$, and the estimate (2.13) is uniform in $\tilde{X}_{\text {part }} \times I$, that is $\left\|\varphi_{n}\right\|_{\infty, \tilde{X}_{\mathrm{part}} \times I}=O\left(n^{-2}\right)$. Further, if $\Phi(\mathbf{x}, \cdot, t)$ satisfies the stronger uniform $\operatorname{VSC}\left(k=4 ; \tilde{X}_{\text {part }}\right)$, then the estimate (2.14) becomes uniform in $\tilde{X}_{\text {part }} \times I$, which implies that $\left\|\varphi_{n}\right\|_{\infty, \tilde{X}_{\mathrm{part}} \times I}=O\left(n^{-4}\right)$.

Remark 2.1. Theorem 2.1 was first announced in (Athanassoulis \& Belibassakis 2003) for a flat upper boundary, and a proof of assertion (i) for the case $Q(\mathbf{x}, z)=0$, and under more restrictive assumptions for the field $\Phi$ and the boundaries $\eta$ and $h$, was presented in (Belibassakis \& Athanassoulis 2006).

Remark 2.2. The validity of Theorem 2.1 is not affected by the values of the parameters $\mu_{0}$ and $h_{0}$, or by the choice of the additional functions $Z_{-2}$ and $Z_{-1}$ as far as the conditions (2.8b) and (2.8c) hold true.

Remark 2.3. According to assertions (i) and (ii) of Theorem 2.1, a function $\Phi(\mathbf{x}, \cdot, t) \in$ $H^{2}(-h(\mathbf{x}), \eta(\mathbf{x}, t))$ is expanded as a uniformly convergent series

$$
\begin{aligned}
\Phi= & \mathscr{B}^{\eta} \Phi Z_{-2}+\mathscr{B}_{h} \Phi Z_{-1} \\
& +\sum_{n=0}^{\infty} \frac{k_{n}^{2}}{\left\|Z_{n}\right\|_{L^{2}}^{2}} \int_{-h}^{\eta}\left(\Phi-\mathscr{B}^{\eta} \Phi Z_{-2}-\mathscr{B}_{h} \Phi Z_{-1}\right) Z_{n} d z \frac{Z_{n}}{k_{n}^{2}} .
\end{aligned}
$$

It can be proved that, the system

$$
\begin{equation*}
\left\{Z_{-2}, Z_{-1},\left\{Z_{n} / k_{n}^{2}\right\}_{n=0}^{\infty}\right\} \in H^{2}(-h(\mathbf{x}), \eta(\mathbf{x}, t)) \tag{2.29}
\end{equation*}
$$

is a Riesz basis of the Sobolev space $H^{2}(-h(\mathbf{x}), \eta(\mathbf{x}, t))$. The proof follows the ideas of (Russel 1982) and will be presented in detail elsewhere.

### 2.2 The ( $\mathrm{x}, t$ ) derivatives of the eigensystem

The purpose of this section, is the calculation of the $(\mathbf{x}, t)$ - derivatives of the eigensystem $\left\{k_{n}, Z_{n}\right\}$ for $n \geq 0$ as well as the determination of their asymptotic behavior for large values of $n$, which is crucial for the study of the convergence properties of the expansion (2.4). Calculations for $n=-2,-1$ are more straightforward $\left(Z_{-2}\right.$ and $Z_{-1}$ depend only on $\eta$ and $\left.h\right)$ and are postponed to Appendix B. For $n \geq 0$, special attention is required since $k_{n}, n \geq 0$ are defined implicitly in terms of the ( $\boldsymbol{x}, t)$ functions $\eta$ and $h$ that parametrize the boundaries. In order to proceed with the calculations pf the ( $\boldsymbol{x}, t)$-derivatives, we need the first and second Fréchet (shape) derivatives of the eigensystem $\left\{k_{n}, Z_{n}\right\}$ with respect to $h$ and $\eta$. For example, the first $a$ - derivative, where
$a$ stands for $t, x_{i}, i=1,2$, is written as

$$
\begin{equation*}
\partial_{a} Z_{n}(z ; \mathbf{x}, t)=\partial_{\eta} Z_{n}(z ; \eta, h) \partial_{a} \eta(\mathbf{x}, t)+\partial_{h} Z_{h}(z ; \eta, h) \partial_{a} h(\mathbf{x}) \tag{2.30}
\end{equation*}
$$

where $\partial_{\eta} Z_{n}$ and $\partial_{h} Z_{n}$ denote the aforementioned Fréchet derivatives. Unfortunately, their calculation for eigensystems of a general regular Sturm-Liouville problem seems to be an open problem in the mathematical literature, with the notable exception of the first Fréchet derivative of the eigenvalues. The latter problem has been first addressed by Dauge and Helffer in 1993 (Dauge \& Helffer 1993), and studied further by various authors (Kong \& Zettl 1999, Zettl 2005). We shall content ourselves, from now on, to a constant-parameter reference waveguide, for which the eigenvalues are defined by solving a transcendental equation, and the eigenfunctions are expressed in closed forms in terms of $\eta, h$ and $k_{n}(\eta, h)$. For simplicity, and having in mind applications to the nonlinear water waves problem over variable bathymetry (Chapter 3.3), we shall consider the Sturm-Liouville problem (2.5) with $Q(\mathbf{x}, z)=0$.

$$
\begin{align*}
\partial_{z}^{2} Z_{n}+k_{n}^{2} Z_{n} & =0, \quad-h(\mathbf{x})<z<\eta(\mathbf{x}, t)  \tag{2.31a}\\
\mathscr{B}_{\eta} Z_{n} \equiv\left[\partial_{z} Z_{n}-\mu_{0} Z_{n}\right]_{z=\eta} & =0  \tag{2.31b}\\
\mathscr{B}_{h} Z_{n} \equiv\left[\partial_{z} Z_{n}\right]_{z=-h} & =0 \tag{2.31c}
\end{align*}
$$

The above problem will be referred to as the water-wave reference waveguide. For any ( $\mathbf{x}, t$ ), the functions $\left\{i k_{0}, k_{n}, n \geq 1\right\}$ (also called local wave numbers), are defined as roots of the transcendental equations

$$
\begin{align*}
\mu_{0}-k_{0} \tanh \left(k_{0} H\right) & =0  \tag{2.32a}\\
\mu_{0}+k_{n} \tan \left(k_{n} H\right) & =0 \tag{2.32b}
\end{align*}
$$

where $H=\eta+h$, and the corresponding eigenfunctions, normalized so that $\left[Z_{n}\right]_{z=\eta}=1$, are given by the formulae

$$
\begin{align*}
Z_{0}(z ; \eta, h) & =\frac{\cosh \left[k_{0}(z+h)\right]}{\cosh \left[k_{0}(\eta+h)\right]}  \tag{2.33a}\\
Z_{n}(z ; \eta, h) & =\frac{\cos \left[k_{n}(z+h)\right]}{\cos \left[k_{n}(\eta+h)\right]} \tag{2.33b}
\end{align*}
$$

At this point, attention should be drawn to the fact that the transcendental equations (2.32) cannot be solved explicitly for $k_{n}(H)$. However, as shown in the following proposition, the derivatives of the mapping $k_{n}(H)$ are expressed, via the implicit function theorem, in terms of $k_{n}$ itself, making possible the determination of their asymptotic behaviour.

Proposition 2.1. For $n \geq 1$ the first and second derivatives of $k_{n}(H)$ are given by the following
equations, and exhibit the asymptotic behaviour indicated therein:

$$
\begin{align*}
& \partial_{H} k_{n}=-\frac{k_{n}^{2}+\mu_{0}^{2}}{-\mu_{0}+H\left(k_{n}^{2}+\mu_{0}^{2}\right)} k_{n}=O(n),  \tag{2.34}\\
& \partial_{H}^{2} k_{n}=2 \partial_{H} k_{n}\left(-\mu_{0}+\frac{\partial_{H} k_{n}}{k_{n}}\left(1-H \mu_{0}\right)\left(2+H \frac{\partial_{H} k_{n}}{k_{n}}\right)\right)=O(n) . \tag{2.35}
\end{align*}
$$

Further, by the chain rule we obtain

$$
\begin{align*}
& \partial_{a} k_{n}=\partial_{H} k_{n} \partial_{a} H=O(n),  \tag{2.36}\\
& \partial_{x_{i}}^{2} k_{n}=\partial_{H}^{2} k_{n}\left(\partial_{x_{i}} H\right)^{2}+\partial_{H} k_{n}\left(\partial_{x_{i}}^{2} H\right)=O(n), \tag{2.37}
\end{align*}
$$

Proof. The first equalities appearing in (2.34) and (2.35) are obtained by applying the implicit function theorem to the transcendental Eq. (2.32b). The estimates appearing in the second equalities of (2.34) and (2.35) are obtained by invoking the estimate $k_{n}=O(n)$, Eq.(2.7a). We give the details bellow.

Setting $G_{n}\left(H, k_{n}\right)=\mu_{0}+k_{n} \tan \left(k_{n} H\right)$, the local dispersion relation (2.32b), implicitly defining the function $k_{n}=k_{n}(H)$, is written in the form $G_{n}\left(H, k_{n}\right)=0$. Then, the implicit function theorem yields the following relations

$$
\begin{align*}
\partial_{H} k_{n} & =-\frac{\partial_{H} G_{n}}{\partial_{k_{n}} G_{n}},  \tag{2.38}\\
\partial_{H}^{2} k_{n} & =-\frac{\partial_{H}^{2} G_{n}+2\left(\partial_{H k_{n}} G_{n}\right) \partial_{H} k_{n}+\partial_{k_{n}}^{2} G_{n}\left(\partial_{H} k_{n}\right)^{2}}{\partial_{k_{n}} G_{n}} \tag{2.39}
\end{align*}
$$

which can be used for the calculation of $\partial_{H} k_{n}$ and $\partial_{H}^{2} k_{n}$. By straightforward differentiation we find

$$
\begin{align*}
\partial_{H} G_{n} & =k_{n}^{2} \sec ^{2}\left(k_{n} H\right),  \tag{2.40a}\\
\partial_{k_{n}} G_{n} & =\tan \left(k_{n} H\right)+k_{n} H \sec ^{2}\left(k_{n} H\right), \tag{2.40b}
\end{align*}
$$

which, in conjunction with Eq. (2.38), yields

$$
\begin{equation*}
\partial_{H} k_{n}=-\frac{k_{n}^{2} \sec ^{2}\left(k_{n} H\right)}{\tan \left(k_{n} H\right)+k_{n} H \sec ^{2}\left(k_{n} H\right)} . \tag{2.41}
\end{equation*}
$$

Eliminating the trigonometric functions in the right-hand side of the above equation, by using Eq. (2.32b) and the identity $1+\tan ^{2} a=\sec ^{2} a$, Eq. (2.41) takes the form

$$
\begin{equation*}
\partial_{H} k_{n}=-\frac{k_{n}\left(k_{n}^{2}+\mu_{0}^{2}\right)}{-\mu_{0}+H\left(k_{n}^{2}+\mu_{0}^{2}\right)}, \tag{2.42}
\end{equation*}
$$

which proves the first equality in Eq. (2.34). The second equality in Eq. (2.34), that is the
estimate $\partial_{H} k_{n}=O(n)$, follows easily from the estimate $k_{n}=O(n)$, Eq. (2.7a), and the following limiting relation, that follows easily from the above equation,

$$
\begin{equation*}
\frac{\partial_{H} k_{n}}{k_{n}}=-\frac{1+\frac{\mu_{0}^{2}}{k_{n}^{n}}}{H-\frac{\mu_{0}-H \mu_{0}^{2}}{k_{n}^{2}}} \xrightarrow[n \rightarrow \infty]{\longrightarrow}-\frac{1}{H} \tag{2.43}
\end{equation*}
$$

The proof of Eq. (2.34) is now completed.
Eq. (2.35) is proved by using Eq. (2.39). Differentiating $G_{n}\left(H, k_{n}\right)$ twice and using Eq. (2.32b), and the trigonometric identity $1+\tan ^{2} a=\sec ^{2} a$, we find

$$
\begin{align*}
\partial_{H}^{2} G_{n} & =2 k_{n}^{3} \sec ^{2}\left(k_{n} H\right) \tan \left(k_{n} H\right)=-2 \mu_{0}\left(k_{n}^{2}+\mu_{0}^{2}\right),  \tag{2.44a}\\
\partial_{H k_{n}}^{2} G_{n} & =2 k_{n} \sec ^{2}\left(k_{n} H\right)+2 k_{n}^{2} H \sec ^{2}\left(k_{n} H\right) \tan \left(k_{n} H\right)=2 \frac{k_{n}^{2}+\mu_{0}^{2}}{k_{n}}\left(1-H \mu_{0}\right),  \tag{2.44b}\\
\partial_{k_{n}}^{2} G_{n} & =2 H \sec ^{2}\left(k_{n} H\right)+2 k_{n} H^{2} \sec ^{2}\left(k_{n} H\right) \tan \left(k_{n} H\right)=2 H \frac{k_{n}^{2}+\mu_{0}^{2}}{k_{n}^{2}}\left(1-H \mu_{0}\right) \tag{2.44c}
\end{align*}
$$

Substituting the derivatives of $G_{n}\left(H, k_{n}\right)$ from Eqs. (2.40b) and (2.44) to Eq. (2.39), and using Eq. (2.34), we find

$$
\begin{equation*}
\partial_{H}^{2} k_{n}=-2 \partial_{H} k_{n}\left\{\mu_{0}+\frac{\partial_{H} k_{n}}{k_{n}}\left(H \mu_{0}-1\right)\left(2+H \frac{\partial_{H} k_{n}}{k_{n}}\right)\right\}, \tag{2.45}
\end{equation*}
$$

which proves the first equality of Eq. (2.35). The second equality in Eq. (2.35), that is the estimate $\partial_{H}^{2} k_{n}=O(n)$, follows directly from Eqs. (2.45) and (2.43), in conjunction with the already proved result $\partial_{H} k_{n}=O(n)$. This completes the proof of Proposition 2.1.

In order to proceed with the ( $\mathbf{x}, t)$ - derivatives of $Z_{n}=Z_{n}(z ; \eta(\mathbf{x}, t), h(\mathbf{x}))$, it is useful to introduce the auxiliary function

$$
\begin{equation*}
W_{n}(z ; \eta, h)=W_{n}(\mathbf{x}, z, t)=\frac{\sin \left[k_{n}(z+h)\right]}{\cos \left[k_{n}(\eta+h)\right]}=-\frac{\partial_{z} Z_{n}}{k_{n}}, \tag{2.46}
\end{equation*}
$$

which satisfies the same differential equations as $Z_{n}$, namely $\partial_{z}^{2} W_{n}=-k_{n}^{2} W_{n}$. Using Eqs. (2.30), (2.32b), (2.33b) and (2.46), in conjunction with Proposition 2.1, we can prove the following

Proposition 2.2. The space and time derivatives of the vertical functions $Z_{n}, n \geq 1$ are given by the following equations, and exhibit the asymptotic behaviour indicated therein

$$
\begin{equation*}
\partial_{a} Z_{n}=-\left(\partial_{a} k_{n}(z+h)+k_{n} \partial_{a} h\right) W_{n}-\mu_{0} \frac{\partial_{a}\left(k_{n} H\right)}{k_{n}} Z_{n}=O(n), \tag{2.47}
\end{equation*}
$$

$$
\begin{align*}
\Delta_{\mathbf{x}} Z_{n}= & -\left|\nabla_{\mathbf{x}} k_{n}\right|^{2}(z+h)^{2} Z_{n}-2 k_{n} \nabla_{\mathbf{x}} k_{n} \cdot \nabla_{\mathbf{x}} h(z+h) Z_{n}, \\
& +\left[-k_{n}^{2}\left|\nabla_{\mathbf{x}} h\right|^{2}-\left|\nabla_{\mathbf{x}}\left(k_{n} H\right)\right|^{2}-\mu_{0} \frac{\Delta_{\mathbf{x}}\left(k_{n} H\right)}{k_{n}}+2 \mu_{0}^{2} \frac{\left|\nabla_{\mathbf{x}}\left(k_{n} H\right)\right|^{2}}{k_{n}^{2}}\right] Z_{n},  \tag{2.48}\\
& -\left[\Delta_{\mathbf{x}} k_{n}-2 \mu_{0} \frac{\nabla_{\mathbf{x}} k_{n} \cdot \nabla_{\mathbf{x}}\left(k_{n} H\right)}{k_{n}}\right](z+h) W_{n}, \\
& +\left[2 \nabla_{\mathbf{x}} k_{n} \cdot \nabla_{\mathbf{x}} h+k_{n} \Delta_{\mathbf{x}} h-2 \mu_{0} \nabla_{\mathbf{x}} h \cdot \nabla_{\mathbf{x}}\left(k_{n} H\right)\right] W_{n}=O\left(n^{2}\right) .
\end{align*}
$$

Proof. The Fréchet derivatives $\partial_{\eta} Z_{n}$ and $\partial_{h} Z_{n}$, appearing in Eq. (2.30), are calculated by differentiating $Z_{n}(z ; \eta, h)$, given by Eq. (2.33b), and they can be written as

$$
\begin{align*}
\partial_{\eta} Z_{n} & =-\partial_{\eta} k_{n}(z+h) W_{n}+\tan \left(k_{n} H\right)\left(\partial_{\eta} k_{n} H+k_{n}\right) Z_{n},  \tag{2.49a}\\
\partial_{h} Z_{n} & =-\left[\partial_{h} k_{n}(z+h)+k_{n}\right] W_{n}+\tan \left(k_{n} H\right)\left(\partial_{h} k_{n} H+k_{n}\right) Z_{n} . \tag{2.49b}
\end{align*}
$$

where the definition of $W_{n}$, Eq. (2.46), have been used. Recalling that $k_{n}=k_{n}(\eta, h)=k_{n}(\eta+h)=$ $k_{n}(H)$, we see that $\partial_{\eta} k_{n}=\partial_{h} k_{n}=\partial_{H} k_{n}$, which, upon substitution in Eqs. (2.49), leads to the following expressions

$$
\begin{align*}
& \partial_{\eta} Z_{n}=-\partial_{H} k_{n}(z+h) W_{n}+\tan \left(k_{n} H\right)\left(\partial_{H} k_{n} H+k_{n}\right) Z_{n},  \tag{2.50a}\\
& \partial_{h} Z_{n}=-\left[\partial_{H} k_{n}(z+h)+k_{n}\right] W_{n}+\tan \left(k_{n} H\right)\left(\partial_{H} k_{n} H+k_{n}\right) Z_{n} . \tag{2.50b}
\end{align*}
$$

Substituting Eqs. (2.50) in Eq. (2.30), and taking into account the identities

$$
\begin{aligned}
\partial_{a} k_{n} & =\partial_{\eta} k_{n} \partial_{a} \eta+\partial_{h} k_{n} \partial_{a} h, \\
\partial_{a}\left(k_{n} H\right) & =\partial_{a} k_{n} H+k_{n} \partial_{a} H,
\end{aligned}
$$

we obtain

$$
\begin{equation*}
\partial_{a} Z_{n}=-\left[\partial_{a} k_{n}(z+h)+k_{n} \partial_{a} h\right] W_{n}+\tan \left(k_{n} H\right) \partial_{a}\left(k_{n} H\right) Z_{n} . \tag{2.51}
\end{equation*}
$$

Then, the first equality in (2.47) is obtained after eliminating $\tan \left(k_{n} H\right)$ from the above equation using Eq. $(2.32 \mathrm{~b}), \tan \left(k_{n} H\right)=-\mu_{0} / k_{n}$.

Let us now turn to the calculation of the second derivative, $\partial_{x_{i}}^{2} Z_{n}, i=1,2$, which is more involved. A general formula is obtained by differentiating both members of Eq. (2.30) with respect to $a=x_{i}$, which reads as follows

$$
\begin{align*}
\partial_{x_{i}}^{2} Z_{n}= & \\
& =\partial_{\eta}^{2} Z_{n}\left(\partial_{x_{i}} \eta\right)^{2}+\partial_{h}^{2} Z_{n}\left(\partial_{x_{i}} h\right)^{2}+2 \partial_{\eta h} Z_{n}\left(\partial_{x_{i}} \eta\right)\left(\partial_{x_{i}} h\right)+\partial_{\eta} Z_{n} \partial_{x_{i}}^{2} \eta+\partial_{h} Z_{n} \partial_{x_{i}}^{2} h, \tag{2.52}
\end{align*}
$$

where the second Fréchet derivatives $\partial_{\eta}^{2} Z_{n}, \partial_{h}^{2} Z_{n}$ and $\partial_{\eta h}^{2} Z_{n}$ can be calculated by differentiating both members of Eqs. (2.50) with respect to $\eta$ and $h$. However, it is more convenient (and
shorter) to proceed differently, differentiating directly both members of Eq. (2.51) with respect to $x_{i}$. This approach leads to

$$
\begin{array}{r}
\partial_{x_{i}}^{2} Z_{n}=-\left[(z+h) \partial_{x_{i}}^{2} k_{n}+2 \partial_{x_{i}} h \partial_{x_{i}} k_{n}+k_{n} \partial_{x_{i}}^{2} h\right] W_{n} \\
-\left[(z+h) \partial_{x_{i}} k_{n}+k_{n} \partial_{x_{i}} h\right] \partial_{x_{i}} W_{n}  \tag{2.53}\\
+\left[\sec ^{2}\left(k_{n} H\right)\left(\partial_{x_{i}}\left(k_{n} H\right)\right)^{2}+\tan \left(k_{n} H\right) \partial_{x_{i}}^{2}\left(k_{n} H\right)\right] Z_{n} \\
+\tan \left(k_{n} H\right) \partial_{x_{i}}\left(k_{n} H\right) \partial_{x_{i}} Z_{n} .
\end{array}
$$

To proceed further, we need to calculate $\partial_{x_{i}} W_{n}$. It is calculated (similarly as $\partial_{x_{i}} Z_{n}$ ) resulting in

$$
\begin{equation*}
\partial_{x_{i}} W_{n}=-\left[\partial_{x_{i}} k_{n}(z+h)+k_{n} \partial_{x_{i}} h\right] Z_{n}+\tan \left(k_{n} H\right) \partial_{x_{i}}\left(k_{n} H\right) W_{n} . \tag{2.54}
\end{equation*}
$$

Substituting $\partial_{x_{i}} Z_{n}$ and $\partial_{x_{i}} W_{n}$, from Eqs. (2.51) and (2.54), into Eq. (2.53), we obtain an expression for $\partial_{x_{i}}^{2} Z_{n}$ in terms of $Z_{n}$ and $W_{n}$, which after elimination of the trigonometric functions gives Eq. (2.48).

The estimates in the rightmost members of Eqs. (2.47), (2.48), are derived by applying the estimates $(2.7 \mathrm{a})$ and $(2.7 \mathrm{~b})$ for $k_{n}$ and $Z_{n}$, the estimate $W_{n}=O(1)$, the estimates given in Proposition 2.1 for $\partial_{a} k_{n}$ and $\partial_{x_{i}}^{2} k_{n}$, and their consequences given in Lemma C.1. Following this procedure for the estimation of $\partial_{a} Z_{n}$ leads to

$$
\begin{equation*}
\partial_{a} Z_{n}=\underbrace{-\left(\partial_{a} k_{n}(z+h)+k_{n} \partial_{a} h\right)}_{O(n)} W_{n}-\underbrace{\mu_{0} \frac{\partial_{a}\left(k_{n} H\right)}{k_{n}}}_{O\left(n^{-2}\right)} Z_{n}=O(n) \tag{2.55}
\end{equation*}
$$

which proves Eq. (2.47). The relevant details for the estimation of $\partial_{x_{i}}^{2} Z_{n}$ can be found in Appendix C.

Remark 2.4. The eigenfunctions (2.33b) coincide with the leading term of the asymptotic expansion of the eigenfunctions for the general Sturm-Liouville problem (2.5). Thus, we may conjecture that the results of Proposition 2.2 represent the leading asymptotic terms of the general case. A rigorous proof of this conjecture remains open.

Following a similar procedure as in the proofs of the above propositions, one can also derive the corresponding analytical expressions for the derivatives of $\left\{k_{0}, Z_{0}\right\}$.

Proposition 2.3. The first and second derivatives of $k_{0}(H)$ are given by the following equations:

$$
\begin{align*}
& \partial_{H} k_{0}=-\frac{k_{0}^{2}-\mu_{0}^{2}}{\mu_{0}+H\left(k_{0}^{2}-\mu_{0}^{2}\right)} k_{0}  \tag{2.56}\\
& \partial_{H}^{2} k_{0}=2 \partial_{H} k_{0}\left(-\mu_{0}+\frac{\partial_{H} k_{0}}{k_{0}}\left(1-H \mu_{0}\right)\left(2+H \frac{\partial_{H} k_{0}}{k_{0}}\right)\right) \tag{2.57}
\end{align*}
$$

Further, by the chain rule we obtain

$$
\begin{align*}
& \partial_{a} k_{0}=\partial_{H} k_{0} \partial_{a} H  \tag{2.58}\\
& \partial_{x_{i}}^{2} k_{0}=\partial_{H}^{2} k_{0}\left(\partial_{x_{i}} H\right)^{2}+\partial_{H} k_{0}\left(\partial_{x_{i}}^{2} H\right) . \tag{2.59}
\end{align*}
$$

Introducing the auxiliary function

$$
\begin{equation*}
W_{0}(z ; \eta, h)=W_{0}(\mathbf{x}, z, t)=\frac{\sinh \left[k_{0}(z+h)\right]}{\cosh \left[k_{0}(\eta+h)\right]}=\frac{\partial_{z} Z_{0}}{k_{0}} \tag{2.60}
\end{equation*}
$$

and working as in the proof of Proposition 2.2, we arrive at the following
Proposition 2.4. The space and time derivatives of the $Z_{0}$ are given by

$$
\begin{align*}
\partial_{a} Z_{0}= & \left(\partial_{a} k_{0}(z+h)+k_{0} \partial_{a} h\right) W_{0}-\mu_{0} \frac{\partial_{a}\left(k_{0} H\right)}{k_{0}} Z_{0}  \tag{2.61}\\
\Delta_{\mathbf{x}} Z_{0}= & \left|\nabla_{\mathbf{x}} k_{0}\right|^{2}(z+h)^{2} Z_{0}+2 k_{0} \nabla_{\mathbf{x}} k_{0} \cdot \nabla_{\mathbf{x}} h(z+h) Z_{0} \\
& +\left[k_{0}^{2}\left|\nabla_{\mathbf{x}} h\right|^{2}-\left|\nabla_{\mathbf{x}}\left(k_{0} H\right)\right|^{2}-\mu_{0} \frac{\Delta_{\mathbf{x}}\left(k_{0} H\right)}{k_{0}}+2 \mu_{0}^{2} \frac{\left|\nabla_{\mathbf{x}}\left(k_{0} H\right)\right|^{2}}{k_{0}^{2}}\right] Z_{0}  \tag{2.62}\\
& +\left[\Delta_{\mathbf{x}} k_{0}-2 \mu_{0} \frac{\nabla_{\mathbf{x}} k_{0} \cdot \nabla_{\mathbf{x}}\left(k_{0} H\right)}{k_{0}}\right](z+h) W_{0} \\
& +\left[2 \nabla_{\mathbf{x}} k_{0} \cdot \nabla_{\mathbf{x}} h+k_{0} \Delta_{\mathbf{x}} h-2 \mu_{0} \nabla_{\mathbf{x}} h \cdot \nabla_{\mathbf{x}}\left(k_{0} H\right)\right] W_{0}
\end{align*}
$$

The results of this section provide a non-linear extension of the ones appearing in the context of multi-modal expansions in linearised water waves over varying bathymetry (see e.g., (Massel 1993, Chamberlain \& Porter 1995, Porter \& Staziker 1995)); the eigensystem $\left\{k_{n}(h), Z_{n}(z ; h)\right\}_{n \geq 1}$ employed in the latter work, called herewith PS95, is obtained by linearisation of the present eigensystem $\left\{k_{n}(H), Z_{n}(z ; \eta, h)\right\}_{n \geq 1}$ about $\eta=0$. It is also easily checked that the analytical expression for $\partial_{h} k_{n}(h)$, found in PS95, p.375, is recovered from (2.41) of Proposition 2.1. Indeed,

$$
\begin{aligned}
\partial_{H} k_{n} & =-\frac{k_{n}^{2} \sec ^{2}\left(k_{n} H\right)}{\tan \left(k_{n} H\right)+k_{n} H \sec ^{2}\left(k_{n} H\right)} \\
& =-\frac{k_{n}^{2}}{\frac{\tan \left(k_{n} H\right)}{\sec ^{2}\left(k_{n} H\right)}+k_{n} H} \\
& =-\frac{k_{n}^{2}}{\sin \left(k_{n} H\right) \cos \left(k_{n} H\right)+k_{n} H}
\end{aligned}
$$

and the result follows after taking $\eta=0$ and noting that $H=\eta+h=h$. It should be emphasized that, in the present work, both the first and second derivatives of the eigenfunctions $k_{n}$ are derived as polynomial expressions of $k_{n}(H)$ (not containing trigonometric or hyperbolic functions). Apart from the study of their asymptotic behaviour with respect to $n$, this fact facilitates as well their numerical evaluation. With some more work, involving extensive manipulations and trigonometry, one can also show that $\partial_{h} Z(z ; 0, h)$, obtained from Eq. (2.49b), is identical to the
corresponding expression found in PS95, p. 375 .
Concerning the analytic formulae presented in Propositions 2.2 and 2.4 , we stress out the fact that Eqs. (2.47) and (2.48) express the first and the second derivatives of the vertical basis functions $Z_{n}$ as linear combinations of the functions $Z_{n}$ and $W_{n}$. The coefficients of these linear combinations are given in terms of the corresponding derivatives of the geometric boundary functions ( $\eta, h$ ), and the first and the second derivatives of $k_{n}$, the latter being expressed by means of $k_{n}$ themselves through the Eqs. (2.36) and (2.37). Thus, in fact, Eqs. (2.47) and (2.48) reduce the numerical calculation of the derivatives of $Z_{n}$ to the calculation of geometrical quantities (which are regularly calculated during the numerical solution of the wave propagation problem in the waveguide) and the calculation of $k_{n}$, which can be done easily and accurately. This is an important issue, greatly improving both the computational efficiency and the accuracy in various circumstances. For example, in the calculation of the first and second spatial derivatives of the expanded wave field.

### 2.3 Termwise differentiability of the enhanced expansion

To establish the termwise differentiability of the coupled-mode series (2.4), corresponding to the water waves reference waveguide (2.31) and boundary modes (2.9), we shall estimate the decay rates of the differentiated terms $\varphi_{n} Z_{n}, n \geq 1$. To this end, consider, for example, the first and second $x_{i}$-derivatives of the $n^{\text {th }}$ term of the series (2.4):

$$
\begin{align*}
T_{n}^{\partial x_{i}} & =\partial_{x_{i}} \varphi_{n}(\mathbf{x}, t) Z_{n}(\mathbf{x}, z, t)+\varphi_{n}(\mathbf{x}, t) \partial_{x_{i}} Z_{n}(\mathbf{x}, z, t)  \tag{2.63}\\
T_{n}^{\partial^{2} x_{i}} & =\partial_{x_{i}}^{2} \varphi_{n}(\mathbf{x}, t) Z_{n}(\mathbf{x}, z, t)+2 \partial_{x_{i}} \varphi_{n}(\mathbf{x}, t) \partial_{x_{i}} Z_{n}(\mathbf{x}, z, t)+\varphi_{n}(\mathbf{x}, t) \partial_{x_{i}}^{2} Z_{n}(\mathbf{x}, z, t) \tag{2.64}
\end{align*}
$$

The results obtained in Section 2.1, for $\varphi_{n}$, and in Section 2.2, for $\partial_{x_{i}} Z_{n}$ and $\partial_{x_{i}}^{2} Z_{n}$, permit us to directly estimate the decay rates of the terms $\varphi_{n} \partial_{x_{i}} Z_{n}$ and $\varphi_{n} \partial_{x_{i}}^{2} Z_{n}$, appearing in the right-hand sides of Eqs. (2.63), (2.64). Indeed, under the appropriate smoothness assumptions, stated in Corollary 2.1 and in Proposition 2.2, we see that $\varphi_{n} \partial_{x_{i}} Z_{n}=O\left(1 / n^{4}\right) O(n)=O\left(1 / n^{3}\right)$, and $\varphi_{n} \partial_{x_{i}}^{2} Z_{n}=O\left(1 / n^{4}\right) O\left(n^{2}\right)=O\left(1 / n^{2}\right)$. To estimate the rates of the remaining terms of the right-hand sides of Eqs. (2.63) and (2.64) we need estimates of the derivatives $\partial_{\alpha}$ and $\partial_{x_{i}}^{2}$ of the modal amplitudes $\left\{\varphi_{n}\right\}_{n}$ for large $n$, where $\alpha$ stands for $t$ or $x_{i}, i=1,2$.

The the modal amplitudes $\left\{\varphi_{n}\right\}_{n}$, for the case of water-wave reference waveguide, are written in view of (2.28) as follows:

$$
\begin{equation*}
\varphi_{n}(\mathbf{x}, t)=\gamma_{n}(\mathbf{x}, t) \lambda_{n}(\mathbf{x}, t) \frac{1}{k_{n}^{4}(\mathbf{x}, t)}, \quad(\mathbf{x}, t) \in X \times I \tag{2.65}
\end{equation*}
$$

with

$$
\begin{equation*}
\gamma_{n}=\left(\frac{H}{2}+\frac{H \mu_{0}^{2}-\mu_{0}}{2 k_{n}^{2}}\right)^{-1}=\frac{2 k_{n}^{2}}{H\left(k_{n}^{2}+\mu_{0}\right)-\mu_{0}}, \tag{2.66}
\end{equation*}
$$

$$
\begin{equation*}
\lambda_{n}=\left[\partial_{z}^{2} \Phi^{*}-\partial_{z}^{3} \Phi^{*}\right]_{z=\eta}-\left[\partial_{z}^{3} \Phi^{*}\right]_{z=-h} \sec \left(k_{n} H\right)+\int_{-h}^{\eta} \partial_{z}^{4} \Phi^{*} Z_{n} d z \tag{2.67}
\end{equation*}
$$

It is also recalled that $\Phi^{*}$ is given by Eq. $(2.11), \Phi^{*}(\mathbf{x}, z, t)=\Phi(\mathbf{x}, z, t)-\varphi_{-2}(\mathbf{x}, t) Z_{-2}-$ $\varphi_{-1}(\mathbf{x}, t) Z_{-1}$. It is clear that we need estimates of the quantities, $\gamma_{n}, \lambda_{n}$ and $k_{n}^{-4}$, and their derivatives. The relevant results are collected in the following four lemmata. Under the stated assumptions, all order estimates given below are uniform in $\tilde{X}_{\text {part }} \times I$.

Lemma 2.1. If $\eta$ and $h$ satisfy the $\operatorname{BSC}\left(\tilde{X}_{\text {part }} \times I\right)$, then the following estimates hold uniformly in $X_{\text {part }} \times I$

$$
\begin{array}{r}
k_{n}^{-4}, \partial_{\alpha} k_{n}^{-4}, \partial_{x_{i}}^{2} k_{n}^{-4} \text { are of order } O\left(n^{-4}\right) \\
\gamma_{n}, \partial_{\alpha} \gamma_{n}, \partial_{x_{i}}^{2} \gamma_{n} \text { are of order } O(1) \\
Z_{n}(-h)=O(1), \partial_{\alpha} Z_{n}(-h)=O\left(n^{-2}\right), \partial_{x_{i}}^{2} Z_{n}(-h)=O\left(n^{-2}\right) \tag{2.70}
\end{array}
$$

Proof. The first assertion in (2.68) follows directly from the estimate (2.7a), $k_{n}=O(n)$. In order to prove the assertions on the derivatives, their calculation is required. Then, their estimates are obtained by invoking the estimate (2.7a) together with the estimates of Proposition 2.1. The proof of Eqs. (2.69) and (2.70) is similar but more tedious; see Appendix D.

The following lemma provides estimates for integrals involved in the definition of $\lambda_{n}(\mathbf{x}, t)$ and its derivatives $\partial_{a} \lambda_{n}(\mathbf{x}, t), \partial_{x_{i}}^{2} \lambda_{n}(\mathbf{x}, t), i=1,2$.

Lemma 2.2. Le $F$ be a function defined on $D_{h}^{\eta} \times I$ and assume that $F(\cdots t)$ satisfy the local $\operatorname{VSC}(k=2 ; \mathbf{x}, t)$. Then, locally at $(\mathbf{x}, t)$, we have

$$
\begin{align*}
& \int_{-h}^{\eta} F Z_{n} d z=O\left(n^{-2}\right),  \tag{2.71a}\\
& \int_{-h}^{\eta} F W_{n} d z=O\left(n^{-1}\right) . \tag{2.71b}
\end{align*}
$$

If, in addition, $\eta$ and $h$ satisfy the local $\operatorname{BSC}(\mathbf{x}, t)$, then

$$
\begin{align*}
& \int_{-h}^{\eta} F \partial_{a} Z_{n} d z=O(1)  \tag{2.72a}\\
& \int_{-h}^{\eta} F \partial_{x_{i}}^{2} Z_{n} d z=O(1) \tag{2.72b}
\end{align*}
$$

Further, if $F(\mathbf{x}, \cdot, t)$ satisfies the uniform $\operatorname{VSC}\left(k=2 ; \tilde{X}_{\text {part }} \times I\right)$, and $\eta$, $h$ satisfy the uniform $\operatorname{BSC}(\mathbf{x}, t)$, then the estimates (2.71) and (2.72) are uniformly valid in $\tilde{X}_{\text {part }} \times I$.

Remark 2.5. The four integrals in Eqs. (2.71) and (2.72) could be directly estimated under the weaker assumption that $F$ satisfy the $\operatorname{VSC}(k=0 ; \mathbf{x}, t)$, or $F \in L^{2}(-h, \eta)$, using the

Cauchy-Schwartz inequality. However, the estimates obtained in this way are weaker, namely,

$$
\begin{aligned}
\int_{-h}^{\eta} F Z_{n} d z & =O(1), \quad \int_{-h}^{\eta} F W_{n} d z=O(1) \\
\int_{-h}^{\eta} F \partial_{a} Z_{n} d z & =O(n), \quad \int_{-h}^{\eta} F \partial_{x_{i}}^{2} Z_{n} d z=O\left(n^{2}\right)
\end{aligned}
$$

and are not satisfactory for our purposes. Assuming that $F$ is sufficiently smooth, namely $F \in H^{2}(-h, \eta)$ we are able to perform two integrations by parts, leading to the better estimates derived above.

Proof. Using $Z_{n}=-k_{n}^{-2} \partial_{z}^{2} Z_{n}$, performing two integrations by parts in $z$ (permitted by the local $\operatorname{VSC}(k=2 ; \mathbf{x}, t)$, and using the boundary values of the eigenfunctions $\left\{Z_{n}\right\}_{n \geq 0},\left[Z_{n}\right]_{z=\eta}=1$, $\left[\partial_{z} Z_{n}\right]_{z=\eta}=\mu_{0}$ and $\left[Z_{n}\right]_{z=-h}=0$, we have

$$
\begin{aligned}
\int_{-h}^{\eta} F Z_{n} d z & =-k_{n}^{-2} \int_{-h}^{\eta} F \partial_{z}^{2} Z_{n} d z \\
& =-k_{n}^{-2}\left([F]_{z=\eta} \mu_{0}-\left[\partial_{z} F\right]_{z=\eta}+\left[\partial_{z} F Z_{n}\right]_{z=-h}+\int_{-h}^{\eta} \partial_{z}^{2} F Z_{n} d z\right)
\end{aligned}
$$

Since $F(\mathbf{x}, \cdot, t) \in H^{2}(-h(\mathbf{x}), \eta(\mathbf{x}, t))$, all boundary values of $F$ appearing in the right-hand side of the above equation are well-defined and bounded. In addition $\left[Z_{n}\right]_{z=-h}=O(1)$ and the integral is bounded by $\left\|\partial_{z}^{2} F\right\|_{L^{2}}\left\|Z_{n}\right\|_{L^{2}} \leq\|F\|_{H^{2}}\left\|Z_{n}\right\|_{L 2}=O(1)$. Thus, the term in parenthesis has order $O(1)$, and the order of the integral appearing in the left hand side of the above equation is $O\left(k_{n}^{-2}\right) O(1)=O\left(n^{-2}\right)$, as asserted in (2.71a). In order to prove (2.71b), we substitute $W_{n}=-k_{n}^{-2} \partial_{z}^{2} W_{n}$, perform two integrations by parts in $z$ and take into account the relations $\left[W_{n}\right]_{z=\eta}=\tan \left(k_{n} H\right)=-\mu_{0} / k_{n},\left[W_{n}\right]_{z=-h}=0,\left[\partial_{z} W_{n}\right]_{z=\eta}=k_{n}$ and $\left[\partial_{z} W_{n}\right]_{z=-h}=k_{n} \sec \left(k_{n} H\right)$ (directly obtained from Eq. (2.46)):

$$
\begin{aligned}
\int_{-h}^{\eta} F W_{n} d z & =-k_{n}^{-2} \int_{-h}^{\eta} F \partial_{z}^{2} W_{n} d z \\
& =-k_{n}^{-2}\left([F]_{z=\eta} k_{n}+\left[\partial_{z} F\right]_{z=\eta} \frac{\mu_{0}}{k_{n}}-\left[\partial_{z} F Z_{n}\right]_{z=-h} k_{n}+\int_{-h}^{\eta} \partial_{z}^{2} F W_{n} d z\right)
\end{aligned}
$$

Now, the presence of $k_{n}=O(n)$ in the first and third terms in parenthesis, makes the latter $O(n)$. Thus, the order of the integral is $O\left(k_{n}^{-2}\right) O(n)=O\left(n^{-1}\right)$, as asserted.

The main idea for proving assertions (2.72), is to express $\partial_{a} Z_{n}$ and $\partial_{x_{i}}^{2} Z_{n}$, as linear combinations of $Z_{n}$ and $W_{n}$, using Eqs. (2.47) and (2.48) of Proposition 2.2, and then estimate the arising terms by exploiting assertions (2.71), Eq. (2.7a), and Proposition 2.1. For the integral in (2.72a), we have

$$
\int_{-h}^{\eta} F \partial_{a} Z_{n} d z=
$$

$$
\begin{equation*}
=-\partial_{a} k_{n} \int_{-h}^{\eta} F(z+h) W_{n} d z-k_{n} \partial_{a} h \int_{-h}^{\eta} F W_{n} d z-\mu_{0} \frac{\partial_{a}\left(k_{n} H\right)}{k_{n}} \int_{-h}^{\eta} F Z_{n} d z \tag{2.73}
\end{equation*}
$$

The first integral in the right-hand side of the above equation is $O\left(n^{-1}\right)$ (apply Eq. (2.71b) with $F(z+h)$ in place of $F)$. Using this result, in conjunction with Eq. (2.36) of Proposition 2.1, we see that the first term is $O(1)$. Similarly, the second term is $O(n) \cdot O\left(n^{-1}\right)=O(1)$. Finally, using Eqs. (C.1), (2.7a) and (2.71a), we deduce that the order of the third term is $O\left(n^{-1}\right) \cdot O\left(n^{-1}\right) \cdot O\left(n^{-2}\right)=O\left(n^{-4}\right)$. Thus, the order of the integral is $O(1)$, which proves Eq. (2.72a).

Expressing $\partial_{x_{i}}^{2} Z_{n}$ in terms of $Z_{n}$ and $W_{n}$, using Eq. (2.48) of Proposition 2.2, the integral in (2.72b) takes the form

$$
\begin{aligned}
& -\left(\partial_{x_{i}} k_{n}\right)^{2} \int_{-h}^{\eta} F(z+h)^{2} Z_{n} d z-2 k_{n}\left(\partial_{x_{i}} k_{n}\right)\left(\partial_{x_{i}} h\right) \int_{-h}^{\eta} F(z+h) Z_{n} d z \\
& +\left[-k_{n}^{2}\left(\partial_{x_{i}} h\right)^{2}-\left(\partial_{x_{i}}\left(k_{n} H\right)\right)^{2}-\mu_{0} \frac{\partial_{x_{i}}^{2}\left(k_{n} H\right)}{k_{n}}+2 \mu_{0}^{2}\left(\frac{\partial_{x_{i}}\left(k_{n} H\right)}{k_{n}}\right)^{2}\right] \int_{-h}^{\eta} F Z_{n} d z \\
& -\left[\partial_{x_{i}}^{2} k_{n}-2 \mu_{0}\left(\partial_{x_{i}} k_{n}\right) \frac{\partial_{x_{i}}\left(k_{n} H\right)}{k_{n}}\right] \int_{-h}^{\eta} F(z+h) W_{n} d z \\
& -\left[k_{n} \partial_{x_{i}}^{2} h+2\left(\partial_{x_{i}} k_{n}\right)\left(\partial_{x_{i}} h\right)-2 \mu_{0}\left(\partial_{x_{i}} h\right) \partial_{x_{i}}\left(k_{n} H\right)\right] \int_{-h}^{\eta} F W_{n} d z .
\end{aligned}
$$

All integral terms in the above expression can be estimated by invoking the already proved assertions (2.71), applied to the functions $F, F(z+h)$ and $F(z+h)^{2}$. Using these results, in conjunction with the known estimates for $k_{n}, \partial_{x_{i}} k_{n}, \partial_{x_{i}}^{2} k_{n}, \partial_{x_{i}}\left(k_{n} H\right)$ and $\partial_{x_{i}}^{2}\left(k_{n} H\right)$ (see Eqs. (2.7a), (2.36), (2.36)) we readily prove (2.72b).

The uniform validity of Eqs. (2.71) and (2.72), asserted in the last part of the proposition, under uniformly valid smoothness assumptions, follows easily from the uniform validity of the assumptions.

Lemma 2.3. If $\eta$ and $h$ satisfy the $\operatorname{BSC}\left(\tilde{X}_{\text {part }} \times I\right), \Phi \in C^{1}\left(\overline{D_{h}^{\eta}}(X) \times I\right)$ and $\Phi, \partial_{\alpha} \Phi, \partial_{x_{i}}^{2} \Phi$ satisfy the $\operatorname{VSC}\left(k=6 ; X_{\text {part }} \times I\right)$, then

$$
\begin{equation*}
\lambda_{n}, \partial_{\alpha} \lambda_{n}, \partial_{x_{i}}^{2} \lambda_{n} \text { are of order } O(1) \tag{2.74}
\end{equation*}
$$

Proof. The result $\lambda_{n}(\mathbf{x}, t)=O(1)$ is deduced from Eq. (2.67). Indeed, from the assumption $\Phi \in H^{6}(-h, \eta)$ and Eq. (2.11), we conclude that $\Phi^{*} \in H^{6}(-h, \eta)$, and thus all corresponding boundary values appearing in the right hand side of Eq. (2.67) are well defined and $O(1)$. Since $\left[Z_{n}\right]_{-h}=O(1)$, according to Eq. (2.70), all boundary terms are of order $O(1)$. The integral term is found to be $O\left(n^{-2}\right)$ by using assertion (2.71a) of Lemma 2.2 with $F=\partial_{z}^{4} \Phi^{*} \in H^{2}(-h, \eta)$, consequently $\lambda_{n}(\mathbf{x}, t)=O(1)$.

To prove that $\partial_{\alpha} \lambda_{n}$ and $\partial_{x_{i}}^{2} \lambda_{n}$ are of order $O(1)$, we first calculate them by differentiating

Eq. (2.67). For $\partial_{\alpha} \lambda_{n}$, one finds

$$
\begin{align*}
& \partial_{a} \lambda_{n}=\partial_{a}\left[\partial_{z}^{2} \Phi^{*} \mu_{0}-\partial_{z}^{3} \Phi^{*}\right]_{z=\eta}-\partial_{a}\left(\left[\partial_{z}^{3} \Phi^{*}\right]_{z=-h}[Z]_{z=-h}\right) \\
&+ \partial_{a} \eta\left[\partial_{z}^{4} \Phi^{*}\right]_{z=\eta}+\partial_{a} h\left[\partial_{z}^{4} \Phi^{*}\right]_{z=-h}\left[Z_{n}\right]_{z=-h} \\
&+\int_{-h}^{\eta} \partial_{a} \partial_{z}^{4} \Phi^{*} Z_{n} d z+\int_{-h}^{\eta} \partial_{z}^{4} \Phi^{*} \partial_{a} Z_{n} d z \tag{2.75}
\end{align*}
$$

Smoothness assumptions and Eqs. (2.70) of Lemma 2.1 ensure that all boundary terms in the above equation are of order $O(1)$. Applying Lemma 2.2 with $F=\partial_{a} \partial_{z}^{4} \Phi^{*} \in H^{2}(-h, \eta)$ and $F=\partial_{z}^{4} \Phi^{*} \in H^{2}(-h, \eta)$, it is easily seen that the integral terms in the third line of $(2.75)$ are estimated as $O(1)$, which proves that $\partial_{a} \lambda_{n}=O(1)$. We turn now to $\partial_{x_{i}}^{2} \lambda_{n}$. Direct differentiation of (2.75) with respect to $a=x_{i}$ yields the following expression

$$
\left.\left.\begin{array}{rl}
\partial_{x_{i}}^{2} \lambda_{n}= & \partial_{x_{i}}^{2}\left[\partial_{z}^{2} \Phi^{*} \mu_{0}-\partial_{z}^{3} \Phi^{*}\right]_{z=\eta}-\partial_{x_{i}}^{2}\left(\left[\partial_{z}^{3} \Phi^{*}\right]_{z=-h}[Z]_{z=-h}\right) \\
& +\partial_{x_{i}}\left(\partial_{x_{i}} \eta\left[\partial_{z}^{4} \Phi^{*}\right]_{z=\eta}\right)
\end{array}\right)+\partial_{x_{i}}\left(\partial_{x_{i}} h\left[\partial_{z}^{4} \Phi^{*}\right]_{z=-h}\left[Z_{n}\right]_{z=-h}\right) ~\left(\partial_{x_{i}} \partial_{z}^{4} \Phi^{*}+\partial_{z}^{4} \partial_{x_{i}} Z_{n}\right]_{z=-h}\left[Z_{n}\right]_{z=-h}\right)
$$

Again, under the stated smoothness assumptions and Lemma 2.1, all boundary terms (the first three lines of the right-hand side of Eq. (2.76)) are of order $O(1)$. The integrals, appearing in the last line of the right-hand side of (2.76), are estimated by applying Eqs. (2.71a), (2.72a) and (2.72b) of Lemma 2.2 with $F=\partial_{x_{i}}^{2} \partial_{z}^{4} \Phi^{*} \in H^{2}(-h, \eta), F=\partial_{z}^{4} \Phi^{*}$ and $F=\partial_{z}^{4} \Phi^{*}$, respectively, and are found to be of order $O(1)$, which proves that $\partial_{x_{i}}^{2} \lambda_{n}=O(1)$.

We are now in position of estimating the derivatives of $\left\{\varphi_{n}\right\}_{n}$, defined by Eq. (2.65). Differentiating the latter equation and estimating the resulting expressions, using the estimates (2.68), (2.69) and (2.74), the following theorem is proved

Theorem 2.2. Assume that $\eta$ and $h$ satisfy $\operatorname{BSC}(\mathbf{x}, t)$. Let $\Phi \in C^{1}\left(\overline{D_{h}^{\eta}}(X) \times I\right)$ and assume that for each $t \in I, \Phi(\mathbf{x}, \cdot, t), \partial_{t} \Phi(\mathbf{x}, \cdot, t), \partial_{x_{i}} \Phi(\mathbf{x}, \cdot, t), \partial_{x_{i}}^{2} \Phi(\mathbf{x}, \cdot, t)$ satisfy the local $\operatorname{VSC}(k=6 ; \mathbf{x}, t)$. Then, the sequences $\partial_{\alpha} \varphi_{n}$ and $\partial_{x_{i}}^{2} \varphi_{n}, i=1,2$, satisfy the following estimates

$$
\begin{align*}
& \left\|\partial_{\alpha} \varphi_{n}\right\|_{\infty, X \times I}=O\left(n^{-4}\right)  \tag{2.77}\\
& \left\|\partial_{x_{i}}^{2} \varphi_{n}\right\|_{\infty, X \times I}=O\left(n^{-4}\right) \tag{2.78}
\end{align*}
$$

Corollary 2.2. Under the assumptions stated in Theorem 2.2, $\left\|\partial_{a}\left(\varphi_{n} Z_{n}\right)\right\|_{\infty}=O\left(n^{-3}\right)$ for $a \in\left\{t, x_{1}, x_{2}, z\right\}$ and $\left\|\partial_{a}^{2}\left(\varphi_{n} Z_{n}\right)\right\|_{\infty}=O\left(n^{-2}\right)$ for $a \in\left\{x_{1}, x_{2}, z\right\}$. Thus, the series expansion (2.4) can be differentiated term-by-term once with respect to time $t$, and twice with respect
to the spatial variables $(\mathbf{x}, z)$. The termwise differentiated series are uniformly convergent in $\overline{D_{h}^{\eta}}\left(\tilde{X}_{\text {part }}\right) \times I$ or in $\overline{D_{h}^{\eta}}(X) \times I$, if the smoothness assumptions hold true uniformly in $X$.

## Chapter 3

## New variational equations for fully nonlinear water waves

In this chapter, we proceed with a systematic variational treatment of the water waves problem by exploiting the enhanced eigenfunction expansion, established in Chapter 2. It is convenient to introduce some notation first

Notation 3.1. Sequences of functions are denoted by bold letters; a series of the form $\Phi=$ $\sum_{n} \varphi_{n} Z_{n}$ is written as

$$
\begin{equation*}
\Phi(\mathbf{x}, z, t)=\boldsymbol{\phi}^{\mathrm{T}}(\mathbf{x}, t) \boldsymbol{Z}(z ; \eta(\mathbf{x}, t), h(\mathbf{x})) . \tag{3.1}
\end{equation*}
$$

The vector of vertical functions $\boldsymbol{Z}(z ; \eta, h)$ will be frequently abbreviated as $\boldsymbol{Z}$, or $\boldsymbol{Z}(\eta)$, when the dependence on the unknown surface field $\eta$ is important and should be emphasized.

The idea is to substitute expression (2.4) (or (3.1), with $\boldsymbol{Z}(z ; \eta, h) \equiv\left\{Z_{n}(z ; \eta, h)\right\}_{n=-2}^{\infty}$ given by (2.9) and (2.33)), in Luke's integral $S[\eta, \Phi]$, Eq. (1.14), and derive EL equations for the free surface elevation $\eta$ and the unknown sequence of modal amplitudes $\boldsymbol{\phi}(\mathrm{x}, t) \equiv\left\{\varphi_{n}(\mathrm{x}, t)\right\}_{n=-2}^{\infty}$. This is done in Section 3.1 for the case of a generic series representation of the unknown function $\Phi$ given by (3.1). Subsequently, in Section 3.2 , we specify (3.1) to be the exact representation provided by the enhanced eigenfunction expansion (2.4).

### 3.1 Euler-Lagrange equations for a generic series representation of the velocity potential

The transformed action functional, $\tilde{\mathcal{S}}[\eta, \boldsymbol{\phi}]=\mathcal{S}\left[\eta, \boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}(\eta)\right]$, is written as

$$
\begin{equation*}
\tilde{\delta}[\eta, \boldsymbol{\phi}]=\int_{t_{0}}^{t_{1}} \int_{X}\left(\int_{-h}^{\eta} \partial_{t}\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}(\eta)\right) d z+\tilde{K}[\eta, \boldsymbol{\phi}]+g \frac{\eta^{2}}{2}\right) d \mathbf{x} d t, \tag{3.2}
\end{equation*}
$$

where we have introduced the transformed kinetic energy density $\tilde{K}[\eta, \boldsymbol{\phi}]=K\left[\eta, \boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}(\eta)\right]$,

$$
\begin{equation*}
\tilde{K}[\eta, \boldsymbol{\phi}]=\frac{1}{2} \int_{-h}^{\eta}\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}(\eta)\right)\right]^{2} d z . \tag{3.3}
\end{equation*}
$$

Eq. (3.2) is formally the same for any series representation of the form (3.1), finite or infinite. In any case, one could explicitly compute the right hand side of Eq. (3.2) using the specific expressions of the vertical functions $\boldsymbol{Z}$. However, this is not recommended when working with complicated series expansions or representations, since it leads to very heavy calculations. The stationarity of $\tilde{S}[\eta, \phi]$ shall now be invoked, with the purpose of deriving Euler-Lagrange equations for $\eta$ and $\boldsymbol{\phi}$. Since $\boldsymbol{\phi}$ depends on ( $\mathbf{x}, t)$ and the $z$-dependence of $\boldsymbol{Z}$ can be removed via integration in the right hand side of (3.2), we shall obtain in this way, a semi-discretization of the problem (Kantorovich-type dimensional reduction, (Kantorovich \& Krylov 1958, Chapter IV)). Accordingly, in terms of the new functional variables $(\eta, \boldsymbol{\phi})$, we have the following variational equation

$$
\begin{equation*}
\delta \tilde{\delta}[\eta, \boldsymbol{\phi} ; \delta \eta, \delta \boldsymbol{\phi}]=\delta_{\eta} \tilde{\mathcal{S}}[\eta, \boldsymbol{\phi} ; \delta \eta]+\sum_{m} \delta_{\varphi_{m}} \tilde{\mathcal{S}}\left[\eta, \boldsymbol{\phi} ; \delta \varphi_{m}\right]=0, \tag{3.4}
\end{equation*}
$$

where $\delta_{\eta} \tilde{\mathcal{S}}[\eta, \boldsymbol{\phi} ; \delta \eta]$ and $\delta_{\varphi_{m}} \tilde{\mathcal{S}}\left[\eta, \boldsymbol{\phi} ; \delta \varphi_{m}\right]$ denote the partial variations of $\mathcal{\delta}[\eta, \boldsymbol{\phi}]$ in the directions $\delta \eta$ and $\delta \varphi_{m}$. The variations $(\delta \eta, \delta \boldsymbol{\phi})$ of $(\eta, \boldsymbol{\phi})$ are arbitrary, continuously differentiable functions of ( $\mathbf{x}, t$ ), satisfying essential conditions equivalent with those satisfied by $\Phi$ in the classical Luke's variational principle, that is, the isochronality constraint, $\delta \boldsymbol{\phi}\left(\mathbf{x}, t_{0}\right)=\delta \boldsymbol{\phi}\left(\mathbf{x}, t_{1}\right)=\delta \eta\left(\mathbf{x}, t_{0}\right)=$ $\delta \eta\left(\mathbf{x}, t_{1}\right)=0$, the vanishing-at-infinity condition, and the constraint $[\delta \eta]_{x_{1}=a}=0$, due to the fact that the free surface elevation $\eta$ is assumed known on the excitation boundary $S_{a}$. To derive the Euler-Lagrange equations of $\tilde{\mathcal{S}}$ we need first to calculate its variation as the variational equation (3.4) dictates. Although this calculation can be done directly, by expanding the right-hand side of (3.2) and performing straightforward (yet laborious) manipulations, it is more instructive and more economical to exploit the fact that $\tilde{\mathcal{S}}$ is a composite functional and apply the chain rule for functional derivatives (see, e.g., (Flett 1980, 4.1.2), (Gasiński \& Papageorgiou 2005, Prop 4.1.12). In this way we are able to utilize the already calculated variations $\delta_{\eta} \mathcal{S}[\eta, \Phi ; \delta \eta]$ and $\delta_{\Phi} \mathcal{S}[\eta, \Phi ; \delta \Phi]$, given by Eqs. (1.19) and (1.20), respectively, and keep a good track of the various terms arising from the variational procedure. This is accomplished by using the following lemma, which is proved in Appendix E:

Lemma 3.1. The partial variations $\delta_{\eta} \tilde{\mathcal{S}}[\eta, \boldsymbol{\phi} ; \delta \eta]$ and $\delta_{\phi_{m}} \tilde{\mathcal{S}}\left[\eta, \boldsymbol{\phi} ; \delta \phi_{m}\right]$, appearing in Eq. (3.4), are calculated by the following formulae

$$
\begin{align*}
\delta_{\eta} \tilde{\mathcal{S}}[\eta, \boldsymbol{\phi} ; \delta \eta] & =\delta_{\eta} \mathcal{S}\left[\eta, \boldsymbol{\phi}^{T} \boldsymbol{Z}(\eta) ; \delta \eta\right]+\delta_{\Phi} \mathcal{S}\left[\eta, \boldsymbol{\phi}^{T} \boldsymbol{Z}(\eta) ;\left(\boldsymbol{\phi}^{T} \partial_{\eta} \boldsymbol{Z}(\eta)\right) \delta \eta\right],  \tag{3.5}\\
\delta_{\varphi_{m}} \tilde{\mathcal{S}}\left[\eta, \boldsymbol{\phi} ; \delta \varphi_{m}\right] & =\delta_{\Phi} \mathcal{S}\left[\eta, \boldsymbol{\phi}^{T} \boldsymbol{Z}(\eta) ; Z_{m}(\eta) \delta \varphi_{m}\right], \tag{3.6}
\end{align*}
$$

where the variations $\delta_{\Phi} \mathcal{S}[\eta, \Phi ; \delta \Phi]$ and $\delta_{\eta} \mathcal{S}[\eta, \Phi ; \delta \eta]$ are given by Eqs. (1.19) and (1.20), respectively.

Let us start by calculating $\delta_{\varphi_{m}} \tilde{\mathcal{S}}\left[\eta, \boldsymbol{\phi} ; \delta \varphi_{m}\right]$. Applying Eq. (3.6) of Lemma 3.1, we substitute $\Phi$ and $\delta \Phi$ in Eq. (1.19), by $\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}$ and $Z_{m} \delta \varphi_{m}$ respectively, obtaining

$$
\begin{align*}
\delta_{\varphi_{m}} \tilde{\mathcal{S}}\left[\eta, \boldsymbol{\phi} ; \delta \varphi_{m}\right]= & \int_{t_{0}}^{t_{1}} \int_{X}\left\{\left(-\partial_{t} \eta+N_{\eta} \cdot\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]\right)\left[Z_{m} \delta \varphi_{m}\right]_{z=\eta}\right. \\
& \left.-\int_{-h}^{\eta} \Delta\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right) Z_{m} \delta \varphi_{m} d z+N_{h} \cdot\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right) Z_{m} \delta \varphi_{m}\right]_{z=-h}\right\} d \mathbf{x} d t  \tag{3.7}\\
& +\int_{t_{0}}^{t_{1}} \int_{\mathbb{R}} \int_{-h_{a}}^{\eta_{a}}\left(-\left[\partial_{x_{1}}\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{x_{1}=a}+V_{a}\right)\left[Z_{m} \delta \varphi_{m}\right]_{x_{1}=a} d z d x_{2} d t
\end{align*}
$$

where the $\eta$ dependence of $\boldsymbol{Z}(\eta)$ has been dropped for the sake of clarity. Since $\delta \varphi_{m}$ do not depend on $z$, the above equation is easily written as

$$
\begin{align*}
\delta_{\varphi_{m}} \tilde{\mathcal{S}}\left[\eta, \boldsymbol{\phi} ; \delta \varphi_{m}\right]= & \int_{t_{0}}^{t_{1}} \int_{X}\left\{\left(-\partial_{t} \eta+N_{\eta} \cdot\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]\right)\left[Z_{m}\right]_{z=\eta}\right. \\
& \left.-\int_{-h}^{\eta} \Delta\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right) Z_{m} d z+N_{h} \cdot\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right) Z_{m}\right]_{z=-h}\right\} \delta \varphi_{m} d \mathbf{x} d t \\
+ & \int_{t_{0}}^{t_{1}} \int_{\mathbb{R}}\left\{\int_{-h_{a}}^{\eta_{a}}\left(-\left[\partial_{x_{1}}\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{x_{1}=a}+V_{a}\right)\left[Z_{m}\right]_{x_{1}=a} d z\right\}\left[\delta \varphi_{m}\right]_{x_{1}=a} d x_{2} d t \tag{3.8}
\end{align*}
$$

We shall now turn to the calculation of the variation $\delta_{\eta} \tilde{\mathcal{S}}[\eta, \boldsymbol{\phi} ; \delta \eta]$. Applying Eq. (3.5) of Lemma 3.1, we replace $\Phi$ by $\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}$ in Eqs. (1.20), (1.19), and $\delta \Phi$ by $\boldsymbol{\phi}^{\mathrm{T}} \partial_{\eta} \boldsymbol{Z}(\eta) \delta \eta$ in Eq. (1.19), obtaining

$$
\begin{align*}
\delta_{\eta} \tilde{\delta}[\eta, \boldsymbol{\phi} ; \delta \eta]= & \int_{t_{0}}^{t_{1}} \int_{X}\left\{\left[\partial_{t}\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=\eta}+\frac{1}{2}\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=\eta}^{2}+g \eta+\frac{P_{\text {surf }}}{\rho}\right\} \delta \eta d \mathbf{x} d t \\
+ & \int_{t_{0}}^{t_{1}} \int_{X}\left\{\left(-\partial_{t} \eta+N_{\eta} \cdot\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]\right)\left[\boldsymbol{\phi}^{\mathrm{T}} \partial_{\eta} \boldsymbol{Z}\right]_{z=\eta}\right.  \tag{3.9}\\
& \left.-\int_{-h}^{\eta} \Delta\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right) \boldsymbol{\phi}^{\mathrm{T}} \partial_{\eta} \boldsymbol{Z} d z+N_{h} \cdot\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right) \boldsymbol{\phi}^{\mathrm{T}} \partial_{\eta} \boldsymbol{Z}\right]_{z=-h}\right\} \delta \eta d \mathbf{x} d t \\
+ & \int_{t_{0}}^{t_{1}} \int_{\mathbb{R}}\left\{\int_{-h_{a}}^{\eta_{a}}\left(-\left[\partial_{x_{1}}\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{x_{1}=a}+V_{a}\right)\left[\boldsymbol{\phi}^{\mathrm{T}} \partial_{\eta} \boldsymbol{Z}\right]_{x_{1}=a} d z\right\}[\delta \eta]_{x_{1}=a} d x_{2} d t,
\end{align*}
$$

where $\delta \eta$ has been factored out of the vertical integrals, as was done for $\delta \varphi_{m}$ in the derivation of Eq. (3.8). Recalling that $\Delta=\Delta_{\mathbf{x}}+\partial_{z}^{2}$ and $N_{h}=\left(-\nabla_{\mathbf{x}} h,-1\right)$, the vertical integral and the bottom boundary term, appearing in the second line of Eq. (3.8), are written as

$$
\begin{align*}
& \int_{-h}^{\eta} \Delta\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right) Z_{m} d z= \\
& \quad=\sum_{n}\left(\int_{-h}^{\eta} Z_{n} Z_{m} d z\right) \nabla_{\mathbf{x}}^{2} \varphi_{n}+2\left(\int_{-h}^{\eta} \nabla_{\mathbf{x}} Z_{n} Z_{m} d z\right) \cdot \nabla_{\mathbf{x}} \varphi_{n}+\left(\int_{-h}^{\eta} \Delta Z_{n} Z_{m} d z\right) \varphi_{n} \tag{3.10}
\end{align*}
$$

and

$$
\begin{align*}
& N_{h} \cdot\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right) Z_{m}\right]_{z=-h}= \\
& \quad=\sum_{n}-\nabla_{\mathbf{x}} h \cdot\left(\nabla_{\mathbf{x}} \varphi_{n}\left[Z_{n} Z_{m}\right]_{z=-h}+\varphi_{n}\left[\nabla_{\mathbf{x}} Z_{n} Z_{m}\right]_{z=-h}\right)-\left[\partial_{z} Z_{n} Z_{m}\right]_{z=-h} \tag{3.11}
\end{align*}
$$

respectively, while, the vertical integral of the last lateral boundary term of Eq. (3.8) is written as

$$
\begin{align*}
\int_{-h_{a}}^{\eta_{a}} & \left(\left[\partial_{x_{1}}\left(\phi^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{x_{1}=a}-V_{a}\right)\left[Z_{m}\right]_{x_{1}=a} d z= \\
& =\sum_{n}\left[\partial_{x_{1}} \varphi_{n}\right]_{x_{1}=a} \int_{-h_{a}}^{\eta_{a}}\left[Z_{n} Z_{m}\right]_{x_{1}=a} d z+\left[\varphi_{n}\right]_{x_{1}=a} \int_{-h_{a}}^{\eta_{a}}\left[\partial_{x_{1}} Z_{n} Z_{m}\right]_{x_{1}=a} d z-g_{m} \tag{3.12}
\end{align*}
$$

where the notation

$$
\begin{equation*}
g_{m}=\int_{-h_{a}}^{\eta_{a}} V_{a}\left[Z_{m}\right]_{x_{1}=a} d z \tag{3.13}
\end{equation*}
$$

has been used. Similarly for the corresponding terms appearing in Eq. (3.9) one easily verifies that

$$
\begin{align*}
& \int_{-h}^{\eta} \Delta\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right) \partial_{\eta} Z_{m} d z= \\
& =\sum_{n}\left(\int_{-h}^{\eta} Z_{n} \partial_{\eta} Z_{m} d z\right) \nabla_{\mathbf{x}}^{2} \varphi_{n}+2\left(\int_{-h}^{\eta} \nabla_{\mathbf{x}} Z_{n} \partial_{\eta} Z_{m} d z\right) \cdot \nabla_{\mathbf{x}} \varphi_{n}+\left(\int_{-h}^{\eta} \Delta Z_{n} \partial_{\eta} Z_{m} d z\right) \varphi_{n} \tag{3.14}
\end{align*}
$$

and

$$
\begin{align*}
N_{h} \cdot & {\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right) \partial_{\eta} Z_{m}\right]_{z=-h}=} \\
& =\sum_{n}-\nabla_{\mathbf{x}} h \cdot\left(\nabla_{\mathbf{x}} \varphi_{n}\left[Z_{n} \partial_{\eta} Z_{m}\right]_{z=-h}+\varphi_{n}\left[\nabla_{\mathbf{x}} Z_{n} \partial_{\eta} Z_{m}\right]_{z=-h}\right)-\left[\partial_{z} Z_{n} \partial_{\eta} Z_{m}\right]_{z=-h} \tag{3.15}
\end{align*}
$$

Finally, taking into account Eqs. (3.10) - (3.15) in Eqs. (3.8) and (3.9), the variational equation (3.4) yields the following Euler-Lagrange equations for the functional $\tilde{\mathcal{S}}[\eta, \phi]$

$$
\begin{equation*}
\left(\partial_{t} \eta-N_{\eta} \cdot\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=\eta}\right)\left[Z_{m}\right]_{z=\eta}+\sum_{n} L_{m n}[\eta, h] \varphi_{n}=0, \quad \text { for all } m \tag{3.16}
\end{equation*}
$$

$$
\begin{align*}
& \sum_{n}\left[T_{m n} \varphi_{n}\right]_{x_{1}=a}=g_{m}, \quad \text { for all } m,  \tag{3.17}\\
& {\left[\partial_{t}\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=\eta}+g \eta+\frac{1}{2}\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=\eta}^{2}-\sum_{m}\left(\sum_{n} \ell_{m n}[\eta, h] \varphi_{n}\right) \varphi_{m}} \\
& +\left(-\partial_{t} \eta+N_{\eta} \cdot\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=\eta}\right)\left(\boldsymbol{\phi}^{\mathrm{T}}\left[\partial_{\eta} \boldsymbol{Z}\right]_{z=\eta}\right)=-\frac{P_{\text {surf }}}{\rho} . \tag{3.18}
\end{align*}
$$

In the above equations, $L_{m n}$ and $\ell_{m n}$ denote $2^{\text {nd }}$ order linear differential operators on $X$ and $\left[T_{m n}\right]_{x_{1}=a}$ denote boundary operators on the matching surface $S_{a}$. They are given by

$$
\begin{align*}
L_{m n}[\eta, h] & =A_{m n} \Delta_{\mathbf{x}}+B_{m n}^{i} \partial_{x_{i}}+C_{m n}  \tag{3.19}\\
\ell_{m n}[\eta, h] & =a_{m n} \Delta_{\mathbf{x}}+b_{m n}^{i} \partial_{x_{i}}+c_{m n}  \tag{3.20}\\
{\left[T_{m n} \cdot\right]_{x_{1}=a} } & =\left[A_{m n}\right]_{x_{1}=a}\left[\partial_{x_{1}} \cdot\right]_{x_{1}=a}+\frac{1}{2}\left[B_{m n}\right]_{x_{1}=a}[\cdot]_{x_{1}=a} \tag{3.21}
\end{align*}
$$

where the matrix functions $A_{m n}=A_{m n}(\eta, h)$ etc. are defined by

$$
\begin{align*}
& A_{m n}=\int_{-h}^{\eta} Z_{n} Z_{m} d z=A_{n m},  \tag{3.22a}\\
& B_{m n}^{i}=2 \int_{-h}^{\eta} \partial_{x_{i}} Z_{n} Z_{m} d z+\partial_{x_{i}} h\left[Z_{n} Z_{m}\right]_{z=-h}, \quad i=1,2,  \tag{3.22b}\\
& C_{m n}=\int_{-h}^{\eta} \Delta Z_{n} Z_{m} d z-N_{h} \cdot\left[\nabla Z_{n} Z_{m}\right]_{z=-h},  \tag{3.22c}\\
& a_{m n}=\int_{-h}^{\eta} Z_{n} \partial_{\eta} Z_{m} d z,  \tag{3.23a}\\
& b_{m n}^{i}=2 \int_{-h}^{\eta} \partial_{x_{i}} Z_{n} \partial_{\eta} Z_{m} d z+\partial_{x_{i}} h\left[Z_{n} \partial_{\eta} Z_{m}\right]_{z=-h}, \quad i=1,2,  \tag{3.23b}\\
& c_{m n}=\int_{-h}^{\eta} \Delta Z_{n} \partial_{\eta} Z_{m} d z-N_{h} \cdot\left[\nabla Z_{n} \partial_{\eta} Z_{m}\right]_{z=-h}, \tag{3.23c}
\end{align*}
$$

The above derivation establishes the following identities, that are easily verified, and will be used in the sequel

$$
\begin{align*}
& \sum_{n} L_{m n}[\eta, h] \varphi_{n}=\int_{-h}^{\eta} \Delta\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right) Z_{m} d z-N_{h} \cdot\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=-h}\left[Z_{m}\right]_{z=-h}  \tag{3.24}\\
& \sum_{n} \ell_{m n}[\eta, h] \varphi_{n}=\int_{-h}^{\eta} \Delta\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right) \partial_{\eta} Z_{m} d z-N_{h} \cdot\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=-h}\left[\partial_{\eta} Z_{m}\right]_{z=-h} \tag{3.25}
\end{align*}
$$

The system of equations (3.16) corresponds to the free surface kinematic condition (1.7), the Laplace equation (1.5) and the bottom impermeability condition (1.6) while the system of boundary conditions (3.17) corresponds to the matching condition (1.12). Eq. (3.18) corresponds to the dynamical (Bernoulli) condition on the free surface, Eq. (1.8), but it also contains terms
related to the aforementioned kinematical equations.
The potential usefulness of the formal result (3.17)- (3.23) is twofold, depending on the choice of the vertical system $Z$; it can be used either in conjunction with a simple representation of the velocity potential, leading to a simplified model system, or, in conjunction with an exact series representation of the velocity potential leading to an exact reformulation of the full problem. The latter approach is elaborated in the next two sections with the purpose of exactly reformulating the Hamiltonian equations for water waves through the enhanced eigenfunction expansion (2.4). The former approach and its relation with existing water wave models will be discussed in the next chapter.

### 3.2 Euler-Lagrange equations for the enhanced eigenfunction expansion

The series representation of the velocity potential is specified here as the exact infinite series expansion (2.4), established in Chapter 2. Consequently, the change of (functional) variables $(\eta, \Phi) \rightarrow(\eta, \phi)$ is introduced in Luke's action functional $\mathcal{S}[\eta, \Phi]$, Eq. (1.14). Note that, under the assumptions stated in Theorem 2.2, termwise differentiation and integration of the infinite series (2.4) is permissible. Thus, it is legitimate to perform termwise manipulations in the right-hand side of Eq. (1.14), after the substitution of the infinite series $\Phi=\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}$. Moreover, under the assumption that the (functional) transformation $(\eta, \Phi) \rightarrow(\eta, \phi)$ is regular and invertible, the critical "points" of $\mathcal{S}$ and $\tilde{\mathcal{S}}$ are essentially the same in the sense that

$$
\delta \mathcal{S}[\eta, \Phi ; \delta \eta, \delta \Phi]=0 \Leftrightarrow \delta \tilde{\mathcal{S}}[\eta, \boldsymbol{\phi} ; \delta \eta, \delta \boldsymbol{\phi}]=0
$$

In this case Eqs. (3.16), (3.17) yield the following infinite system of equations

$$
\begin{align*}
\partial_{t} \eta-N_{\eta} \cdot\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=\eta}+ & \sum_{n=-2}^{\infty} L_{m n}[\eta, h] \varphi_{n}=0, \quad \mathbf{x} \in X, \quad m \geq-2  \tag{3.26}\\
& \sum_{n=-2}^{\infty}\left[T_{m n} \varphi_{n}\right]_{x_{1}=a}=g_{m}, \quad m \geq-2 \tag{3.27}
\end{align*}
$$

where the normalisation $\left[Z_{n}\right]_{\eta}=1$ has been used in Eq. (3.26). Eqs. (3.26), (3.27), constitute a modal reformulation of the kinematical problem, Eqs. (1.5), (1.6), (1.12), through the exact series representation (2.4). The matrix coefficients $A_{m n}, B_{m n}, C_{m n}, m, n \geq-2$, of the operators $L_{m n}$ and $T_{m n}$ appearing above, are given in Appendix F. The infinite system (3.26) first appeared in (Athanassoulis \& Belibassakis 2000), in a slightly different form where the normal derivative $N_{\eta} \cdot\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=\eta}$ does not appear explicitly; the relevant terms are part of the definition of the matrix coefficients of the aforementioned work. The same authors proposed a reformulation of the infinite system (3.26), as one evolution equation on $\eta$ coupled with a time-independent system of partial differential equations on $\boldsymbol{\phi}$, obtained by subtracting the first equation of (3.26)
from the others (Athanassoulis \& Belibassakis 2007, Belibassakis \& Athanassoulis 2011). In the lemma below, we follow this approach in order to show that (3.26) implies that $\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}$ satisfies the kinematics of the problem.

Lemma 3.2. Let $\boldsymbol{\phi}=\left\{\varphi_{n}\right\}_{n=-2}^{\infty}$ satisfy Eqs. (3.26) at every $t \in I$. Then, the function $\Phi=\boldsymbol{\phi}^{T} \boldsymbol{Z}$, where $\boldsymbol{Z}$ are given by Eqs. (2.9), (2.33), satisfies the Laplace equation (1.5), and the bottom impermeability condition, Eq. (1.6).

Proof. Let us pick one of the equations appearing in (3.26), say the one corresponding to $m=m_{*}$. Subtracting this equation from the others we find that $\phi$ has to satisfy the following time independent system of partial differential equations

$$
\begin{equation*}
\sum_{n=-2}^{\infty}\left(L_{m n}[\eta, h]-L_{m_{*} n}[\eta, h]\right) \varphi_{n}=0, \quad \mathbf{x} \in X, \quad m \geq-2 \tag{3.28}
\end{equation*}
$$

The above system, in view of the identity (3.24), is rewritten as

$$
\begin{equation*}
\int_{-h}^{\eta} \Delta\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\left(Z_{m}-Z_{m_{*}}\right) d z-N_{h} \cdot\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\left(Z_{m}-Z_{m_{*}}\right)\right]_{z=-h}=0, \quad m \geq-2 . \tag{3.29}
\end{equation*}
$$

Consider now a function $\delta \Psi$, defined on the closed domain $\overline{D_{h}^{\eta}}(X)$, which is zero on the boundary $\Gamma^{\eta}$, arbitrary (admissibly smooth) in the open domain $D_{h}^{\eta}(X)$ and on the seabed boundary $\Gamma_{h}$, and vanishes as $|\mathbf{x}| \rightarrow \infty$. Form Theorem 2.1, we conclude that there exists an admissible sequence, say $\delta \psi_{n}, n \geq-2$, such that $\delta \Psi=\sum_{n=-2}^{\infty} \delta \psi_{n} Z_{n}$. Multiplying the $m^{\text {th }}$ equation of (3.29) by $\delta \psi_{m}$, integrating over $X$, and summing over $m$, we obtain:

$$
\begin{equation*}
\int_{X} \int_{-h}^{\eta} \Delta\left(\phi^{\mathrm{T}} \boldsymbol{Z}\right) \delta \Psi^{\prime} d z d \mathbf{x}-\int_{X} N_{h} \cdot[\nabla \Phi]_{z=-h}\left[\delta \Psi^{\prime}\right]_{z=-h} d \mathbf{x}=0 \tag{3.30}
\end{equation*}
$$

with $\delta \Psi^{\prime}=\sum_{m=-2}^{\infty} \delta \psi_{m}\left(Z_{m}-Z_{m_{*}}\right)$. Noting that $\delta \Psi^{\prime}=\delta \Psi-Z_{m_{*}}[\delta \Psi]_{z=\eta}$ and $[\delta \Psi]_{z=\eta}=0$ we observe that $\delta \Psi^{\prime}=\delta \Psi$ and $\left[\delta \Psi^{\prime}\right]_{z=\eta}=0$. Thus, we deduce from equation (3.30), using classical variational arguments, that the function $\Phi=\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}$ satisfies the Laplace equation (1.5) and the bottom impermeability condition (1.6).

According to Lemma 3.2, $\Delta\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)=0$ and $N_{h} \cdot\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]=0$, which implies, in view of identity (3.24), that $\sum_{n=-2}^{\infty} L_{m n}[\eta, h] \varphi_{n}=0, m \geq-2$. Thus, the infinite system (3.26) can be stated as one evolution equation on $\eta$,

$$
\begin{equation*}
\partial_{t} \eta-N_{\eta} \cdot\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=\eta}=0, \quad \mathbf{x} \in X \tag{3.31}
\end{equation*}
$$

which is just the kinematic free-surface kinematic condition (1.7) with $\Phi=\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}$ and an infinite
system of time-independent equations on $\boldsymbol{\phi}$,

$$
\begin{equation*}
\sum_{n=-2}^{\infty} L_{m n}[\eta, h] \varphi_{n}=0, \quad \mathbf{x} \in X, \quad m \geq-2 \tag{3.32}
\end{equation*}
$$

which corresponds to the kinematical subproblem, Eqs. (1.5), (1.6). Moreover, identity (3.25) implies that $\sum_{n=-2}^{\infty} \ell_{m n}[\eta, h] \varphi_{n}=0, m \geq-2$. Consequently the double infinite series appearing in Eq. (3.18) vanishes, leading eventually to

$$
\begin{equation*}
\left[\partial_{t}\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=\eta}+g \eta+\frac{1}{2}\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=\eta}^{2}=-\frac{P_{\text {surf }}}{\rho}, \tag{3.33}
\end{equation*}
$$

which is the free surface dynamic condition, Eq. (1.8), with $\Phi=\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}$. The set of equations (3.31)-(3.33), comprises a modal reformulation of the complete hydrodynamical problem through the enhanced eigenfunction expansion (2.4). In the next section, these equations will be further elaborated with purpose of deriving a more convenient, Hamiltonian formulation.

### 3.3 The Hamiltonian/Coupled-Mode System (HCMS)

In order to derive a Hamiltonian formulation, from Eqs. (3.31)-(3.33), we need to introduce the trace of the velocity potential, or equivalently, the trace of its series expansion (2.4), by

$$
\begin{equation*}
\psi(\mathbf{x}, t)=[\Phi]_{z=\eta}=\phi^{\mathrm{T}}[\boldsymbol{Z}]_{z=\eta}=\sum_{n=-2}^{\infty} \varphi_{n}(\mathbf{x}, t) \tag{3.34}
\end{equation*}
$$

where the normalization of the vertical functions $\left[Z_{n}\right]_{z=\eta}=1, n \geq-2$ (see Eq. (2.6)) has been used in the last equality of (3.34). Then, we can prove the following

Lemma 3.3. For each $t \in\left[t_{0}, t_{1}\right]$, the infinite system

$$
\begin{gather*}
\sum_{n=-2}^{\infty} L_{m n}[\eta, h] \varphi_{n}=0, \quad m \geq-2, \quad \mathbf{x} \in X,  \tag{3.35a}\\
\sum_{n=-2}^{\infty} \varphi_{n}=\psi, \quad \mathbf{x} \in X,  \tag{3.35b}\\
\sum_{n=-2}^{\infty}\left[T_{m n} \varphi_{n}\right]_{x_{1}=a}=g_{m}, \quad m \geq-2,  \tag{3.35c}\\
\varphi_{n} \rightarrow 0, n \geq-2, \quad \text { as } \quad|x| \rightarrow \infty \tag{3.35d}
\end{gather*}
$$

is equivalent to the boundary value problem (1.23). That is, $\Phi=\boldsymbol{\phi}^{T} \boldsymbol{Z}=\sum_{n=-2}^{\infty} \varphi_{n} Z_{n}$ satisfies

$$
\begin{align*}
\Delta \Phi & =0, \quad \text { in } \quad D_{h}^{\eta},  \tag{3.36a}\\
N_{h} \cdot[\nabla \Phi]_{z=-h} & =0, \tag{3.36b}
\end{align*}
$$

$$
\begin{gather*}
{[\Phi]_{z=\eta}=\psi}  \tag{3.36c}\\
{\left[\partial_{x_{1}} \Phi\right]_{x_{1}=a}=V_{a}}  \tag{3.36d}\\
\Phi \rightarrow 0, \quad \text { as } \quad|x| \rightarrow \infty \tag{3.36e}
\end{gather*}
$$

if and only if, $\boldsymbol{\phi}=\left\{\varphi_{n}\right\}_{n=-2}^{\infty}$ satisfies the problem (3.35).
Proof. Let $\Phi$ be the classical solution of problem (3.36), and consider its modal expansion, $\Phi=\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}$, in accordance to Theorem 2.1. Then, since $\left[Z_{n}\right]_{z=\eta}=1, n \geq-2$, we see at once that Eq. (3.36c) yields directly Eq. (3.35b). Moreover, with the aid of identity (3.24), we conclude that $\boldsymbol{\phi}$ satisfies the infinite system Eq. (3.35a), provided $\Phi=\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}$ satisfies (3.36a), (3.36b). Boundary conditions $(3.35 \mathrm{c})$ are verified by multiplying (3.36d) by $Z_{m}$, integrating over $\left[-h_{a}, \eta_{a}\right]$ and recalling the definition of $T_{m n}$, Eq. (3.21).

Now suppose that the (admissible) sequence $\boldsymbol{\phi}$ satisfies Eqs. (3.35), and consider the field $\Phi=\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}$. Then, using Eqs. (3.35d) we see at once that Eq. (3.36e) is satisfied. Moreover, since $\left[Z_{n}\right]_{z=\eta}=1$, Eq. (3.35b) yields Eq. (3.36d). In order to prove Eqs. (3.36a), (3.36b) take an arbitrary admissible function $\delta \Psi$ defined on the closed domain $\overline{D_{h}^{\eta}}$. Applying Theorem 2.1 we conclude that there exists an admissible sequence $\delta \boldsymbol{\psi}$ such that $\delta \Psi=\delta \boldsymbol{\psi}^{\mathrm{T}} \boldsymbol{Z}$. Multiplying the $m^{\text {th }}$ equation of (3.35a) by $\delta \psi_{m}$, integrating over $X$, and summing over $m$, we obtain an equation like Eq. (3.30) in the proof of Lemma 3.2 and we conclude by using the classical variational arguments. The lateral excitation condition (3.36c) is also easily obtained by using Eq. (3.35c) and the series expansion.

Assuming that the system (3.35) is solved, for some $(\eta, \psi)$ and $g_{m}$, then, we may assume as well that the solution sequence can be expressed as

$$
\begin{equation*}
\boldsymbol{\phi}=\left\{\varphi_{n}\right\}_{n=-2}^{\infty}=\mathscr{F}[\eta, h] \psi=\left\{\mathscr{F}_{n}[\eta, h] \psi\right\}_{n=-2}^{\infty} \tag{3.37}
\end{equation*}
$$

where we have introduced the operator $\mathscr{F}[\eta, h]$ that maps $\psi$ to the modal sequence $\boldsymbol{\phi}$ that solves (3.35). With this convention, the remaining free surface conditions (3.31), (3.33) involve only the unknown fields $(\eta, \psi)$ and the first one is already written as an evolution equation on $\eta$. In order to formulate Eq. (3.33) as an evolution equation on $\psi$, we first observe that for any smooth functions $\boldsymbol{\phi}=\left\{\varphi_{n}(\mathbf{x}, t)\right\}_{n}$ and $\boldsymbol{Z}=\left\{Z_{n}(z ; \eta(\mathbf{x}, t), h(\mathbf{x}))\right\}_{n}$ the following identities hold

$$
\begin{align*}
{\left[\partial_{t}\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=\eta} } & =\partial_{t}\left[\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right]_{z=\eta}-\boldsymbol{\phi}^{\mathrm{T}}\left[\partial_{z} \boldsymbol{Z}\right]_{z=\eta} \partial_{t} \eta,  \tag{3.38}\\
{\left[\nabla_{\mathbf{x}}\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=\eta} } & =\nabla_{\mathbf{x}}\left[\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right]_{z=\eta}-\boldsymbol{\phi}^{\mathrm{T}}\left[\partial_{z} \boldsymbol{Z}\right]_{z=\eta} \nabla_{\mathbf{x}} \eta . \tag{3.39}
\end{align*}
$$

In order to prove Eq. (3.38), we first note that $\partial_{t}\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)=\partial_{t} \boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}+\boldsymbol{\phi}^{\mathrm{T}} \partial_{\eta} \boldsymbol{Z} \partial_{t} \eta$, hence

$$
\begin{equation*}
\left[\partial_{t}\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=\eta}=\partial_{t} \boldsymbol{\phi}^{\mathrm{T}}[\boldsymbol{Z}]_{z=\eta}+\boldsymbol{\phi}^{\mathrm{T}}\left[\partial_{\eta} \boldsymbol{Z}\right]_{z=\eta} \partial_{t} \eta \tag{3.40}
\end{equation*}
$$

Moreover, a straightforward application of the chain rule implies that

$$
\begin{equation*}
\partial_{t}\left[\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right]_{z=\eta}=\partial_{t} \boldsymbol{\phi}^{\mathrm{T}}[\boldsymbol{Z}]_{z=\eta}+\boldsymbol{\phi}^{\mathrm{T}}\left[\partial_{z} \boldsymbol{Z}+\partial_{\eta} \boldsymbol{Z}\right]_{z=\eta} \partial_{t} \eta \tag{3.41}
\end{equation*}
$$

Combining the two last equations we obtain Eq. (3.38). Eq. (3.39) is proved similarly. Returning to Eqs. (3.31), (3.33), we take into account (3.38), (3.39) and (3.37), and after straightforward calculations, we arrive at the following

Theorem 3.1. The water wave problem is equivalent with the following system of the two nonlinear operator partial differential equations

$$
\begin{align*}
& \partial_{t} \eta=-\nabla_{\mathbf{x}} \eta \cdot \nabla_{\mathbf{x}} \psi+\left(\left(\nabla_{\mathbf{x}} \eta\right)^{2}+1\right)\left(h_{0}^{-1} \mathscr{F}_{-2}[\eta, h] \psi+\mu_{0} \psi\right), \quad \mathbf{x} \in X  \tag{3.42}\\
& \partial_{t} \psi=-g \eta-\frac{1}{2}\left(\nabla_{\mathbf{x}} \psi\right)^{2}+\frac{1}{2}\left(\left(\nabla_{\mathbf{x}} \eta\right)^{2}+1\right)\left(h_{0}^{-1} \mathscr{F}_{-2}[\eta, h] \psi+\mu_{0} \psi\right)^{2}, \quad \mathbf{x} \in X, \tag{3.43}
\end{align*}
$$

where $\mathscr{F}_{-2}[\eta, h] \psi$ is determined by solving the time independent coupled-mode problem (3.35).
The nonlocal evolution equations Eqs. (3.42), (3.43), together with the time independent substrate system (3.35), will be called Hamiltonian/Coupled-Mode System or HCMS for brevity. Comparing Eq. (3.42) with Eq. (1.26), we easily see that the standard DtN operator is given by

$$
\begin{equation*}
G[\eta, h] \psi=-\nabla_{\mathbf{x}} \eta \cdot \nabla_{\mathbf{x}} \psi+\left(\left(\nabla_{\mathbf{x}} \eta\right)^{2}+1\right)\left(h_{0}^{-1} \mathscr{F}_{-2}[\eta, h] \psi+\mu_{0} \psi\right) \tag{3.44}
\end{equation*}
$$

Eq. (3.44) furnishes a new, modal characterisation of the DtN operator for water waves. In the next section, we give an alternative derivation of (3.44) by a direct variational reformulation of the boundary value problem (3.36).

### 3.4 On the modal characterization of the $\operatorname{DtN}$ operator

The series expansion (2.4) established in Chapter 2, can be employed for the exact reformulation of the boundary value problem (3.36) that defines the DtN operator. This is implemented here by using (2.4) in conjunction with a variational formulation of Eqs. (1.23) (see, e.g., (Babuška 1973)):

$$
\begin{equation*}
\delta \mathscr{F}[\Phi, \lambda ; \delta \Phi, \delta \lambda] \equiv \delta_{\Phi} \mathscr{F}[\Phi, \lambda ; \delta \Phi]+\delta_{\lambda} \mathscr{F}[\Phi, \lambda ; \delta \lambda]=0 \tag{3.45}
\end{equation*}
$$

where the functional $\mathscr{J}[\Phi, \lambda]$ is given by

$$
\begin{align*}
\mathscr{J}[\Phi, \lambda]= & \frac{1}{2} \int_{X} \int_{-h}^{\eta}|\nabla \Phi|^{2} d z d \mathbf{x}-\int_{X} \lambda\left([\Phi]_{z=\eta}-\psi\right) d \mathbf{x} \\
& +\int_{\mathbb{R}} \int_{-h_{a}}^{\eta_{a}} V_{a}[\Phi]_{x_{1}=a} d z d x_{2} \tag{3.46}
\end{align*}
$$

Note that, in the above variational formulation, Dirichlet boundary condition is introduced into the functional by means of the Lagrange multiplier $\lambda=\lambda(\mathbf{x}, t)$, leaving $\Phi$ unconstrained throughout the closed domain $\overline{D_{h}^{\eta}}(X)$, apart from the vanishing at infinity condition $\nabla \Phi \rightarrow 0$ as $|\mathbf{x}| \rightarrow \infty$. Calculating the first variations of the functional $\mathscr{F}$, in the usual way, we find

$$
\begin{align*}
\delta_{\Phi} \mathscr{J}[\Phi, \lambda ; \delta \Phi] & =-\int_{X} \int_{-h}^{\eta} \Delta \Phi \delta \Phi d z d \mathbf{x}-\int_{X}\left(\lambda-N_{\eta} \cdot[\nabla \Phi]_{z=\eta}\right)[\delta \Phi]_{z=\eta}  \tag{3.47}\\
& +\int_{X} N_{h} \cdot[\nabla \Phi]_{z=-h}[\delta \Phi]_{z=-h}+\int_{\mathbb{R}} \int_{-h_{a}}^{\eta_{a}}\left(-\left[\partial_{x_{1}} \Phi\right]_{x_{1}=a}+V_{a}\right)[\delta \Phi]_{x_{1}=a} \\
\delta_{\lambda}[\Phi, \lambda ; \delta \lambda] & =-\int_{X}\left([\Phi]_{z=\eta}-\psi\right) \delta \lambda d \mathbf{x} \tag{3.48}
\end{align*}
$$

Taking into account Eqs. (3.47), (3.48), the two partial variational equations $\delta_{\Phi} \mathscr{F}[\Phi, \lambda ; \delta \Phi]=0$ and $\delta_{\lambda}[\Phi, \lambda ; \delta \lambda]=0$, in conjunction with arbitrariness of $\delta \Phi$ and $\delta \lambda$, prove that the variational principle (3.45) is equivalent to the boundary value problem (3.36) and, moreover, the equation

$$
\begin{equation*}
\lambda=N_{\eta} \cdot[\nabla \Phi]_{z=\eta} \tag{3.49}
\end{equation*}
$$

The last equation provides a physical interpretation of the Lagrange multiplier $\lambda=\lambda(\mathbf{x}, t)$. In fact $\lambda$ is an alternative representation of the $\operatorname{DtN}$ operator (1.22), that is

$$
\begin{equation*}
\lambda=G[\eta, h] \psi \tag{3.50}
\end{equation*}
$$

We shall now apply the variational formulation (3.45) in conjunction with the series representation of the velocity potential (2.4), in order to prove that the sequence $\left\{\varphi_{n}\right\}_{n=-2}^{\infty}$ solves the system (3.35) and the $\operatorname{DtN}$ operator $G[\eta, h] \psi$ is given by (3.44). Under the transformation $\Phi \rightarrow \boldsymbol{\phi}$ the functional $\mathscr{I}$ takes the form

$$
\begin{equation*}
\tilde{\mathscr{F}}[\boldsymbol{\phi}, \lambda]=\mathscr{F}\left[\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}, \lambda\right] \tag{3.51}
\end{equation*}
$$

As in the previous section, the assumptions stated in Theorem 2.2, allow termwise differentiation and integration of the infinite series (2.4), after the substitution $\Phi=\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}$, in the right hand side of of Eq. (3.46). Thus, $\Phi$ satisfies (3.45) if and only if $\boldsymbol{\phi}$ satisfies

$$
\begin{align*}
\delta \tilde{\mathscr{F}}[\boldsymbol{\phi}, \lambda ; \delta \boldsymbol{\phi}, \delta \lambda] & \equiv \delta_{\boldsymbol{\phi}} \tilde{\mathscr{F}}[\boldsymbol{\phi}, \lambda ; \delta \boldsymbol{\phi}]+\delta_{\lambda} \tilde{\mathscr{F}}[\boldsymbol{\phi}, \lambda ; \delta \lambda]  \tag{3.52}\\
& =\sum_{m=-2}^{\infty} \delta_{\varphi_{m}} \tilde{\mathscr{I}}\left[\boldsymbol{\phi}, \lambda ; \delta \varphi_{m}\right]+\delta_{\lambda} \tilde{\mathscr{F}}[\boldsymbol{\phi}, \lambda ; \delta \lambda]=0 \tag{3.53}
\end{align*}
$$

Performing the variations indicated above, we easily obtain the following Euler-Lagrange equations

$$
\begin{equation*}
\int_{-h}^{\eta} \Delta\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right) Z_{m} d z-N_{h} \cdot\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=-h}=-\lambda+N_{\eta} \cdot\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=\eta}, m \geq-2, \mathbf{x} \in X \tag{3.54a}
\end{equation*}
$$

$$
\begin{gather*}
\sum_{n=-2}^{\infty} \varphi_{n}\left[Z_{n}\right]_{z=\eta}=\psi  \tag{3.54~b}\\
\int_{-h_{a}}^{\eta_{a}}\left(\left[\partial_{x_{1}}\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{x_{1}=a}-V_{a}\right)\left[Z_{m}\right]_{x_{1}=a} d z=0, \quad m \geq-2, \quad x_{2} \in \mathbb{R} \tag{3.54c}
\end{gather*}
$$

Observe now that the right hand side of Eq. (3.54a) is zero because of Eq. (3.49). Consequently Eq. (3.54a) takes the form

$$
\begin{equation*}
\int_{-h}^{\eta} \Delta\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right) Z_{m} d z-N_{h} \cdot\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right) Z_{m}\right]_{z=-h}=0, m \geq-2, \mathbf{x} \in X \tag{3.55}
\end{equation*}
$$

Performing similar calculations as in the derivation of (3.16), the above equations are easily identified with (3.35a). Similarly, we also see that Eq. (3.54c) is identical to (3.35c). Recalling finally that $\left[Z_{n}\right]_{z=\eta}=1$, we obtain (3.35b) from (3.54b). It remains to prove the modal form of the DtN operator, Eq. (3.44). Substituting the modal expansion into the right-hand side of Eq. (3.49), and taking into account the condition $\left[Z_{n}\right]_{z=\eta}=1$, we find

$$
\begin{equation*}
G[\eta, h] \psi=-\nabla_{\mathbf{x}} \eta \cdot \sum_{n=-2}^{\infty}\left(\nabla_{\mathbf{x}} \varphi_{n}+\varphi_{n}\left[\nabla_{\mathbf{x}} Z_{n}\right]_{z=\eta}\right)+\sum_{n=-2}^{\infty} \varphi_{n}\left[\partial_{z} Z_{n}\right]_{z=\eta} \tag{3.56}
\end{equation*}
$$

The expression in the above right hand side is greatly simplified by using the analytical expressions for the values of $\partial_{z} Z_{n}$ and $\nabla_{\mathrm{x}} Z_{n}$ on the free surface. These are given by

$$
\begin{align*}
{\left[\nabla Z_{n}\right]_{z=\eta} } & =\binom{-\mu_{0} \nabla_{\mathbf{x}} \eta}{\mu_{0}}, \quad n \geq 0  \tag{3.57a}\\
{\left[\nabla Z_{-2}\right]_{z=\eta} } & =\binom{-\left(\mu_{0}+h_{0}^{-1}\right) \nabla_{\mathbf{x}} \eta}{\mu_{0}+h_{0}^{-1}}  \tag{3.57b}\\
{\left[\nabla Z_{-1}\right]_{z=\eta} } & =\binom{-\mu_{0} \nabla_{\mathbf{x}} \eta}{\mu_{0}} \tag{3.57c}
\end{align*}
$$

Substituting Eqs. (3.57) into Eq. (3.56), and interchanging differentiations with the infinite summation, which is permissible under the considered smoothness assumptions (Corollary 2.2), we obtain

$$
\begin{equation*}
G[\eta, h] \psi=-\nabla_{\mathbf{x}} \eta \cdot \sum_{n=-2}^{\infty} \nabla_{\mathbf{x}} \varphi_{n}+\left(\nabla_{\mathbf{x}} \eta\right)^{2}\left(\mu_{0} \sum_{n=-2}^{\infty} \varphi_{n}+h_{0}^{-1} \varphi_{-2}\right)+\mu_{0} \sum_{n=-2}^{\infty} \varphi_{n}+h_{0}^{-1} \varphi_{-2} \tag{3.58}
\end{equation*}
$$

Finally, using $\psi=\sum_{n=-2}^{\infty} \varphi_{n}$, Eq. (3.58) becomes

$$
\begin{equation*}
G[\eta, h] \psi=-\nabla_{\mathbf{x}} \eta \cdot \nabla_{\mathbf{x}} \psi+\left(\left(\nabla_{\mathbf{x}} \eta\right)^{2}+1\right)\left(h_{0}^{-1} \mathscr{F}_{-2}[\eta, h] \psi+\mu_{0} \psi\right) \tag{3.59}
\end{equation*}
$$

which is the same as Eq. (3.44), since $\varphi_{-2}=\mathscr{F}_{-2}[\eta, h] \psi$ by definition.

### 3.5 Dispersive properties of the linearised HCMS above flat bottom

In this section, we investigate the dispersive properties of the linearised HCMS in the case of a flat horizontal bottom $\left\{z=-h_{0}\right\}$. In order to answer this question, we follow the analysis of (Belibassakis \& Athanassoulis 2011, Section 4.2). Linearising Eqs. (3.42), (3.43) around $(\eta, \psi)=(0,0)$ we get

$$
\begin{array}{r}
\partial_{t} \eta-\left(h_{0}^{-1} \mathscr{F}-2[0, h]+\mu_{0}\right) \psi=0, \\
\partial_{t} \psi+g \eta=0, \tag{3.61}
\end{array}
$$

where $\mathscr{F}_{-2}[0, h] \psi$, is the first term of the sequence $\varphi_{n}=\mathscr{F}_{n}[0, h] \psi, \quad n \geq-2$, determined by solving the linearized version of the coupled mode substrate system (3.35) on $X$,

$$
\begin{align*}
\sum_{n=-2}^{\infty} A_{m n}(0, h) \partial_{x}^{2} \varphi_{n}+B_{m n}(0, h) \partial_{x} \varphi_{n}+C_{m n}(0, h) \varphi_{n} & =0, \quad m \geq-2,  \tag{3.62a}\\
\sum_{n=-2}^{\infty} \varphi_{n} & =\psi \tag{3.62b}
\end{align*}
$$

in conjunction with horizontal periodicity assumptions. It is recalled that the coefficients $A_{m n}$, $B_{m n}, C_{m n}$, are formally defined by Eqs. (3.22) and, in the general case, are expressed in terms of $(\eta, h)=(\eta(x, t), h(x)), k_{n}(\eta, h)$ and $\mu_{0}$ (see Appendix F). In the above special case of linear waves above a variable bottom, $A_{m n}, B_{m n}, C_{m n}$ are just $x$ - dependent functions given in terms of $h$ and $\mu_{0}$. The further simplification of bottom flatness, $h=h_{0}$ with $\partial_{x} h_{0}=0$, leads to $B_{m n}\left(0, h_{0}\right)=0$ and $C_{m n}\left(0, h_{0}\right)=\int_{-h_{0}}^{0} \partial_{z}^{2} Z_{n} Z_{m} d z$ for any $m, n \geq-2$ (see also Eq. (4.8)). Thus, $A_{m n}\left(0, h_{0}\right)$ and $C_{m n}\left(0, h_{0}\right)$ are constant coefficients that depend solely on $h_{0}, k_{n}\left(h_{0}\right)$ and $\mu_{0}$. They are easily calculated from the results of Appendix F and are given below

$$
A=\left(\begin{array}{cccccc}
A_{-2,-2} & A_{-2,-1} & \frac{2 \mu_{0} a}{h_{0} k_{0}^{4}}-\frac{1}{h_{0} k_{0}^{2}} & \frac{2 \mu_{0} a}{h_{0} k_{1}^{4}}+\frac{1}{h_{0} k_{1}^{2}} & \frac{2 \mu_{0} a}{h_{0} k_{2}^{4}}+\frac{1}{h_{0} k_{2}^{2}} & \ldots \\
& A_{-1,-1} & \frac{2 \mu_{0} b}{k_{0}^{4} h_{0}}-\frac{\operatorname{sech}\left(k_{0} h_{0}\right)}{h_{0}^{2}} & \frac{2 \mu_{0} b}{k_{1}^{4} h_{0}}+\frac{\operatorname{sech}\left(k_{1} h_{0}\right)}{h_{0} k_{1}^{2}} & \frac{2 \mu_{0} b}{k_{2}^{2} h_{0}}+\frac{\operatorname{sech}\left(k_{2} h_{0}\right)}{h_{0} k_{2}^{2}} & \ldots \\
& & \frac{h_{0}}{2}-\frac{h \mu_{0}^{2}-\mu_{0}}{2 k_{0}^{2}} & 0 & 0 & 0 \\
& & \frac{h_{0}}{2}+\frac{h \mu_{0}^{2}-\mu_{0}}{2 k_{1}^{2}} & 0 & \ldots \\
& & & & \frac{h_{0}}{2}+\frac{h \mu_{0}^{2}-\mu_{0}}{2 k_{2}^{2}} & \ldots \\
& & & & & \ddots
\end{array}\right),
$$

$$
\begin{gathered}
\left(\begin{array}{cc}
A_{-2,-2} & A_{-2,-1} \\
A_{-1,-1}
\end{array}\right)=\left(\begin{array}{ccccc}
\frac{2 \mu_{0}^{2} h_{0}^{3}}{15}-\frac{2 \mu_{0} h_{0}^{2}}{5}+\frac{7 h_{0}}{15} & \frac{2 \mu_{0}^{2} h_{0}^{3}}{15}-\frac{11 \mu_{0} h_{0}^{2}}{24}+\frac{23 h_{0}}{40} \\
& \frac{2 \mu_{0}^{2} h_{0}^{3}}{15}-\frac{31 \mu_{0} h_{0}^{2}}{64}+\frac{43 h_{0}}{40}
\end{array}\right), \\
C=\left(\begin{array}{cccccc}
C_{-2,-2} & C_{-2,-1} & k_{0}^{2} A_{-2,0} & -k_{1}^{2} A_{-2,1} & -k_{2}^{2} A_{-2,2} & \cdots \\
C_{-1,-2} & C_{-1,-1} & k_{0}^{2} A_{-2,0} & -k_{1}^{2} A_{-1,1} & -k_{2}^{2} A_{-1,2} & \cdots \\
\frac{2 a \mu_{0}}{h_{0}^{2}} & \frac{2 b \mu_{0}}{h_{0} k_{0}^{2}} & k_{0}^{2} A_{00} & 0 & 0 & \cdots \\
-\frac{2 a \mu_{0}}{h_{0} k_{1}^{2}} & -\frac{2 \mu_{0}}{h_{0} k_{1}^{2}} & 0 & -k_{1}^{2} A_{11} & 0 & \cdots \\
-\frac{2 a \mu_{0}}{h_{0} k_{2}^{2}} & -\frac{2 b \mu_{0}}{h_{0} k_{2}^{2}} & 0 & 0 & -k_{2}^{2} A_{22} & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{array}\right), \\
\left(\begin{array}{cc}
C_{-2,-2} & C_{-2,-1} \\
C_{-1,-2} & C_{-1,-1}
\end{array}\right)=\left(\begin{array}{cccc}
-\frac{\mu_{0}^{2} h_{0}}{3}+\frac{2}{3 h_{0}}+\frac{\mu_{0}}{3} & -\frac{\mu_{0}^{2} h_{0}}{3}-\frac{2}{3 h_{0}}+\mu_{0} \\
-\frac{\mu_{0}^{2} h_{0}}{3}-\frac{1}{6 h_{0}}+\frac{\mu_{0}}{2} & -\frac{\mu_{0}^{2} h_{0}}{3}+\frac{1}{6 h_{0}}+\frac{\mu_{0}}{6}
\end{array}\right) .
\end{gathered}
$$

The determination of the infinite matrices $A$ and $C$ requires the parameters $k_{n}=k_{n}\left(0, h_{0}\right)$, $n \geq 0$, which are positive real numbers ( $\partial_{x_{i}} k_{n}=\partial_{x_{i}}^{2} k_{n}=0$ ) obtained as the solutions of the transcendental equations

$$
\mu_{0}-k_{0} \tanh \left(k_{0} h_{0}\right)=0, \quad \mu_{0}+k_{n} \tan \left(k_{n} h_{0}\right)=0,
$$

for some $\mu_{0}>0$.
In order to investigate the dispersive properties of the above linearized formulation, Eqs. (3.60), (3.61) and (3.62), we consider plane wave solutions of the form

$$
\begin{equation*}
(\eta(x, t), \psi(x, t))=(\tilde{\eta}, \tilde{\psi}) e^{i(\kappa x-\omega t)} \tag{3.63}
\end{equation*}
$$

where ( $\tilde{\eta}, \tilde{\psi}$ ) are nonzero real numbers. This implies that the solution of the linear substrate system (3.62) is of the form $\varphi_{n}(x, t)=\tilde{\varphi}_{n} e^{i(\kappa x-\omega t)}, n \geq-2$, where $\tilde{\varphi_{n}}$ satisfies the algebraic system

$$
\begin{gather*}
\sum_{n=-2}^{\infty}\left(-\kappa^{2} A_{m n}\left(0, h_{0}\right)+C_{m n}\left(0, h_{0}\right)\right) \tilde{\varphi_{n}}=0, \quad m \geq-2,  \tag{3.64a}\\
\sum_{n=-2}^{\infty} \tilde{\varphi_{n}}=\tilde{\psi} . \tag{3.64b}
\end{gather*}
$$

Upon the linear transformation $\tilde{\phi}_{n}=\tilde{\varphi}_{n} / \tilde{\psi}$, the above system is equivalent to

$$
\begin{gather*}
\sum_{n=-2}^{\infty}\left(-\kappa^{2} A_{m n}\left(0, h_{0}\right)+C_{m n}\left(0, h_{0}\right)\right) \tilde{\phi}_{n}=0, \quad m \geq-2  \tag{3.65a}\\
\sum_{n=-2}^{\infty} \tilde{\phi}_{n}=1 \tag{3.65b}
\end{gather*}
$$

which can be solved for different values of $\kappa$ and $h_{0}$, once $\mu_{0}$ is specified. Thus,

$$
\begin{equation*}
\mathscr{F}_{n}\left[0, h_{0}\right] \psi=\tilde{\phi}_{n} \tilde{\psi} e^{i(\kappa x-\omega t)}, \quad n \geq-2 \tag{3.66}
\end{equation*}
$$

and the evolutionary system $(3.60),(3.61)$ takes the form

$$
\begin{align*}
-i \omega \tilde{\eta}-\left(h_{0}^{-1} \tilde{\phi}_{-2}+\mu_{0}\right) \tilde{\psi} & =0  \tag{3.67a}\\
-i \omega \tilde{\psi}+g \tilde{\eta} & =0 \tag{3.67b}
\end{align*}
$$

The vanishing of the determinant of system (3.67) leads to the following dispersion relation

$$
\begin{equation*}
\omega(\kappa)=\left(g\left(h_{0}^{-1} \tilde{\phi}_{-2}\left(\kappa, h_{0}, \mu_{0}\right)+\mu_{0}\right)\right)^{1 / 2} \tag{3.68}
\end{equation*}
$$

where we have emphasized the dependence of $\tilde{\varphi}_{-2}$ on $\kappa, h_{0}$ and $\mu_{0}$. The next proposition verifies that (3.68) is the dispersion relation of water waves.
Proposition 3.1. Let $\mu_{0}>0$. Then (3.68) is identical to $\omega(\kappa)=\left(g h_{0} \tanh \left(\kappa h_{0}\right)\right)^{1 / 2}$
Proof. Let us start from the observation that a solution of the system (3.62), with $\psi=\tilde{\psi} e^{i(\kappa x-\omega t)}$, is obtained as the modal decomposition $\boldsymbol{\phi}=\left\{\varphi_{n}\right\}_{n=-2}^{\infty}$ of

$$
\Phi=\frac{\cosh \left(\kappa\left(z+h_{0}\right)\right)}{\cosh \left(\kappa h_{0}\right)} \tilde{\psi} e^{i(\kappa x-\omega t)}
$$

furnished by Theorem 2.1. Indeed, since $\Phi=\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}=\sum_{n=-2}^{\infty} \varphi_{n} Z_{n}$, we get that $\Delta\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)=\Delta \Phi=0$ and $\left[\partial_{z}\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=-h_{0}}=\left[\partial_{z} \Phi\right]_{z=-h_{0}}=0$, and we easily deduce from identity (3.24) that Eqs. (3.62a) are satisfied. Eq. (3.62b) is obtained by recalling that $Z_{n}=1, n \geq-2$, which implies that $[\Phi]_{z=0}=\left[\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right]_{z=0}=\sum_{n=-2}^{\infty} \varphi_{n}$. Thus, taking into account Eqs. (2.10) and (2.12) of Theorem 2.1, we find that $\phi$ is explicitly given by

$$
\begin{align*}
\varphi_{-2} & =h_{0}\left(\kappa \tanh \left(\kappa h_{0}\right)-\mu_{0}\right) \tilde{\psi} e^{i(\kappa x-\omega t)}  \tag{3.69a}\\
\varphi_{-1} & =0  \tag{3.69b}\\
\varphi_{0} & =\left[\frac{\kappa \tanh \left(\kappa h_{0}\right)-\mu_{0}}{\kappa^{2}-k_{0}^{2}}-h_{0}\left(\kappa \tanh \left(\kappa h_{0}\right)-\mu_{0}\right) A_{-2,0}\right] \frac{\tilde{\psi}}{A_{00}} e^{i(\kappa x-\omega t)}  \tag{3.69c}\\
\varphi_{n} & =\left[\frac{\kappa \tanh \left(\kappa h_{0}\right)-\mu_{0}}{\kappa^{2}+k_{n}^{2}}-h_{0}\left(\kappa \tanh \left(\kappa h_{0}\right)-\mu_{0}\right) A_{-2, n}\right] \frac{\tilde{\psi}}{A_{n n}} e^{i(\kappa x-\omega t)}, \quad n \geq 1 \tag{3.69~d}
\end{align*}
$$

Noting that the plane wave assumption (3.63) in conjunction with Eq. (3.69a), implies that $\tilde{\varphi}_{-2}=h_{0}\left(\kappa \tanh \left(\kappa h_{0}\right)-\mu_{0}\right) \tilde{\psi}$, the system (3.67) becomes

$$
\begin{aligned}
-i \omega \tilde{\eta}-\kappa \tanh \left(\kappa h_{0}\right) \tilde{\psi} & =0 \\
-i \omega \tilde{\psi}+g \tilde{\eta} & =0
\end{aligned}
$$

and the result follows by requiring the determinant of this system to vanish.
The essence of the above proposition is that, in the linear limit, HCMS is equivalent with the water wave equations. Eventually, a natural question arises concerning the sensitivity of the dispersive properties of HCMS to the choice of $\mu_{0}$ and the order of truncation of the infinite algebraic system (3.65). In order to investigate this, let us fix a constant depth $h_{0}=1 \mathrm{~m}$ and choose three dimensionless values for $\mu_{0} h_{0}=0.1 \pi, \pi, 2 \pi$. The system (3.65) is truncated by retaining Eqs. (3.65a) for $m=-2,-1, \ldots, N_{\text {tot }}-1$, where $N_{\text {tot }}$ denotes the total number of terms retained the expansion. This system, together with the truncated version of (3.65b), $\sum_{n=-2}^{N_{\text {tot }}} \varphi_{n}^{\prime}=1$ (see also Chapter 5) is a square linear algebraic system which can be solved for different values of $\kappa h_{0}$. Its solution yields a numerical approximation of $\tilde{\phi}_{n}, n \geq-2$ denoted by $\tilde{\phi}_{n}\left(\kappa, h_{0}, \mu_{0} ; N_{\text {tot }}\right)$ and a corresponding approximate dispersion relation which is written as

$$
\begin{equation*}
\omega\left(\kappa ; N_{\mathrm{tot}}\right)=\left(g\left(h_{0}^{-1} \tilde{\phi}_{-2}\left(\kappa, h_{0}, \mu_{0} ; N_{\mathrm{tot}}\right)+\mu_{0}\right)\right)^{1 / 2} \tag{3.70}
\end{equation*}
$$

It follows that plane waves of the truncated linearized HCMS move with a phase velocity $C^{\left(N_{\text {tot }}\right)}=\omega\left(\kappa ; N_{\text {tot }}\right) / \kappa$ given by

$$
\begin{equation*}
\frac{C^{\left(N_{\mathrm{tot}}\right)}}{\left(g h_{0}\right)^{1 / 2}}=\frac{\left(\tilde{\phi}_{-2}\left(\kappa, h_{0}, \mu_{0} ; N_{\mathrm{tot}}\right)+\mu_{0} h_{0}\right)^{1 / 2}}{\left(\kappa h_{0}\right)^{1 / 2}\left(\kappa h_{0}\right)^{1 / 2}} \tag{3.71}
\end{equation*}
$$

The latter is plotted in the left column of Figure 3.1 together with the exact velocity

$$
\begin{equation*}
\frac{C_{\mathrm{WW}}}{\left(g h_{0}\right)^{1 / 2}}=\frac{\left(\tanh \left(\kappa h_{0}\right)\right)^{1 / 2}}{\left(\kappa h_{0}\right)^{1 / 2}} \tag{3.72}
\end{equation*}
$$

predicted by the linearized water wave equations. Their relative error

$$
\begin{equation*}
\left|1-\frac{C^{\left(N_{\mathrm{tot}}\right)}}{C_{W W}}\right|, \tag{3.73}
\end{equation*}
$$

is shown at the right column of Figure 3.1 in a semilog scale. It is observed that $C^{\left(N_{\text {tot }}\right)}$ tends to the exact one as $N_{\text {tot }}$ increases for all choices of $\mu_{0}$. When $N_{\text {tot }}$ is small, $\omega\left(\kappa ; N_{\text {tot }}\right)$ becomes purely imaginary in a small neighbourhood of $\kappa h_{0}=0$ which grows for increasing $\mu_{0}$ but shrinks to zero for increasing $N_{\text {tot }}$. A fairly small number of terms ( $N_{\text {tot }}=6-8$ ) is sufficient for the accurate reproduction of the exact velocity in a fairly large range $\kappa h_{0}$. In the left column of

Figure 3.1, it is clearly observed that the relative error for increasing $N_{\text {tot }}$ always attains a minimum exactly at the value $\kappa h_{0}=k_{0}^{*} h_{0}$, where $k_{0}^{*}$ denotes the solution of $k_{0}^{*} \tanh \left(k_{0}^{*} h\right)=\mu_{0}$ for different values of $\mu_{0}$. This suggests that when $N_{\text {tot }}$ is small the region of the highest accuracy of the truncated system is restricted around $k_{0}^{*} h_{0}$. However, as $N_{\text {tot }}$ increases, the relative error around $k_{0}^{*} h_{0}$ reaches the precision of our machine and becomes almost independent on $\kappa h_{0}$ (in fact it hardly exceeds $10^{-12}$ for limiting values of $\kappa h_{0}$ ).


Figure 3.1: Linear phase velocity predicted by HCMS (left) and relative error in semilog scale (right) for $\mu_{0}=0.1 \pi, \pi, 2 \pi$. The vertical dashed lines correspond to the lines $\kappa h_{0}=k_{0}^{*} h_{0}$, where $k_{0}^{*}$ denotes the solution of $k_{0}^{*} \tanh \left(k_{0}^{*} h\right)=\mu_{0}$ for the different values of $\mu_{0}$.

## Chapter 4

## Derivation of simple model equations by means of the new variational equations

In this chapter, the Euler-Lagrange equations (3.16)-(3.18), which were derived on the basis of a generic series representation $\Phi(\mathbf{x}, z, t)=\sum_{n} \varphi_{n}(\mathbf{x}, t) Z_{n}(z ; \eta(\mathbf{x}, t), h(\mathbf{x}))$, are applied for the case of series representations which are assumed finite. In this framework, the undetermined functions $\varphi_{n}(\mathbf{x}, t)$ are not a priori defined in terms of the unknown velocity potential $\Phi$ and most importantly a notion of convergence of the finite series does not exist. Such a choice is understood as an ansatz and the physical relevance of the resulting models is left to be examined a posteriori. For the remainder of this chapter, we take $P_{\text {surf }}=0$ and work in the case of a horizontally unbounded fluid, thus the matching boundary condition (3.17) is replaced by vanishing at infinity conditions.

Let us start by rewriting (3.16), (3.18) in a form where the space and time derivatives of the free surface elevation $\eta$ and bottom surface $h$ appear explicitly. This becomes possible after expanding the horizontal and time derivative of $Z_{n}(z ; \eta, h)$ using the chain rule:

$$
\begin{align*}
& \partial_{x_{i}} Z_{n}=\partial_{\eta} Z_{n} \partial_{x_{i}} \eta+\partial_{h} Z_{n} \partial_{x_{i}} h  \tag{4.1}\\
& \begin{array}{c}
\partial_{x_{i}}^{2} Z_{n}=\partial_{\eta}^{2} Z_{n}\left(\partial_{x_{i}} \eta\right)^{2}+\partial_{\eta} Z_{n}\left(\partial_{x_{i}}^{2} \eta\right)+2 \partial_{\eta h} Z_{n}\left(\partial_{x_{i}} \eta\right)\left(\partial_{x_{i}} h\right) \\
\quad+\partial_{h}^{2} Z_{n}\left(\partial_{x_{i}} h\right)^{2}+\partial_{h} Z_{n}\left(\partial_{x_{i}}^{2} h\right)
\end{array}
\end{align*}
$$

$$
\begin{equation*}
\partial_{t} Z_{n}=\partial_{\eta} Z_{n} \partial_{t} \eta \tag{4.3}
\end{equation*}
$$

By direct differentiation and use of (4.3) one obtains the following expression for the time derivative of the approximate velocity potential

$$
\begin{equation*}
\partial_{t}\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)=\partial_{t} \boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}+\boldsymbol{\phi}^{\mathrm{T}} \partial_{t} \boldsymbol{Z}=\partial_{t} \boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}+\boldsymbol{\phi}^{\mathrm{T}} \partial_{\eta} \boldsymbol{Z} \partial_{t} \eta \tag{4.4}
\end{equation*}
$$

Similarly, using (4.1), the gradient of the approximate velocity potential, takes the form

$$
\begin{equation*}
\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)=\binom{\nabla_{\mathrm{x}} \boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}+\boldsymbol{\phi}^{\mathrm{T}} \nabla_{\mathrm{x}} \boldsymbol{Z}}{\boldsymbol{\phi}^{\mathrm{T}} \partial_{z} \boldsymbol{Z}}=\binom{\nabla_{\mathrm{x}} \boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}+\boldsymbol{\phi}^{\mathrm{T}} \partial_{\eta} \boldsymbol{Z} \nabla_{\mathbf{x}} \eta+\boldsymbol{\phi}^{\mathrm{T}} \partial_{h} \boldsymbol{Z} \nabla_{\mathbf{x}} h}{\boldsymbol{\phi}^{\mathrm{T}} \partial_{z} \boldsymbol{Z}} \tag{4.5}
\end{equation*}
$$

Using Eq. (4.3) in Eq. (3.18), Eqs. (3.16) and (3.18) yield

$$
\begin{array}{r}
\left(\partial_{t} \eta-N_{\eta} \cdot\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{\eta}\right)\left[Z_{m}\right]_{\eta}+\sum_{n} L_{m n} \varphi_{n}=0, \\
\partial_{t} \boldsymbol{\phi}^{\mathrm{T}}[\boldsymbol{Z}]_{\eta}+g \eta+\frac{1}{2}\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{\eta}^{2}+N_{\eta} \cdot\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\left(\boldsymbol{\phi}^{\mathrm{T}} \partial_{\eta} \boldsymbol{Z}\right)\right]_{\eta}-\sum_{m}\left(\sum_{n} l_{m n} \varphi_{n}\right) \varphi_{m}=0, \tag{4.7}
\end{array}
$$

where we have further abbreviated the notation of the trace from [ $]_{z=\eta}$ to []$_{\eta}$. At this point, we shall also reformulate the matrix coefficients $A, B, C$, Eqs. (3.22a)-(3.23c), of the operators $L_{m n}$ and $l_{m n}$ appearing above. Substituting (4.1) and (4.2) in (3.22a)-(3.23c), we find

$$
\begin{align*}
A_{m n}= & \int_{-h}^{\eta} Z_{n} Z_{m} d z,  \tag{4.8a}\\
B_{m n}^{i}= & 2 \partial_{x_{i}} h \int_{-h}^{\eta} \partial_{h} Z_{n} Z_{m} d z+2 \partial_{x_{i}} \eta \int_{-h}^{\eta} \partial_{\eta} Z_{n} Z_{m} d z+\partial_{x_{i}} h\left[Z_{n} Z_{m}\right]_{z=-h},  \tag{4.8~b}\\
C_{m n}= & \left(\nabla_{x} h\right)^{2} \int_{-h}^{\eta} \partial_{h}^{2} Z_{n} Z_{m} d z+\left(\nabla_{x}^{2} h\right) \int_{-h}^{\eta} \partial_{h} Z_{n} Z_{m} d z+\left(\nabla_{x} \eta\right)^{2} \int_{-h}^{\eta} \partial_{\eta}^{2} Z_{n} Z_{m} d z \\
& +\left(\nabla_{x}^{2} \eta\right) \int_{-h}^{\eta} \partial_{\eta} Z_{n} Z_{m} d z+2\left(\nabla_{x} h\right) \cdot\left(\nabla_{x} \eta\right) \int_{-h}^{\eta} \partial_{h \eta}^{2} Z_{n} Z_{m} d z+\int_{-h}^{\eta} \partial_{z}^{2} Z_{n} Z_{m} d z  \tag{4.8c}\\
& +\left(\nabla_{\mathbf{x}} h\right)^{2}\left[\partial_{h} Z_{n} Z_{m}\right]_{z=-h}+\left(\nabla_{\mathbf{x}} h\right) \cdot\left(\nabla_{\mathbf{x}} \eta\right)\left[\partial_{\eta} Z_{n} Z_{m}\right]_{z=-h}+\left[\partial_{z} Z_{n} Z_{m}\right]_{z=-h}, \\
a_{m n}= & \int_{-h}^{\eta} Z_{n} \partial_{\eta} Z_{m} d z,  \tag{4.9a}\\
b_{m n}^{i}= & 2 \partial_{x_{i} \eta} \eta \int_{-h}^{\eta} \partial_{\eta} Z_{n} \partial_{\eta} Z_{m} d z+2 \partial_{x_{i}} h \int_{-h}^{\eta} \partial_{h} Z_{n} \partial_{\eta} Z_{m} d z+\partial_{x_{i}} h\left[Z_{n} \partial_{\eta} Z_{m}\right]_{z=-h}  \tag{4.9b}\\
c_{m n}= & \left(\nabla_{x} h\right)^{2} \int_{-h}^{\eta} \partial_{h}^{2} Z_{n} \partial_{\eta} Z_{m} d z+\left(\nabla_{x}^{2} h\right) \int_{-h}^{\eta} \partial_{h} Z_{n} \partial_{\eta} Z_{m} d z+\left(\nabla_{x} \eta\right)^{2} \int_{-h}^{\eta} \partial_{\eta}^{2} Z_{n} \partial_{\eta} Z_{m} d z \\
& +\left(\nabla_{x}^{2} \eta\right) \int_{-h}^{\eta} \partial_{\eta} Z_{n} Z_{m} d z+2\left(\nabla_{x} h\right) \cdot\left(\nabla_{x} \eta\right) \int_{-h}^{\eta} \partial_{h \eta}^{2} Z_{n} \partial_{\eta} Z_{m} d z+\int_{-h}^{\eta} \partial_{z}^{2} Z_{n} \partial_{\eta} Z_{m} d z  \tag{4.9c}\\
& +\left(\nabla_{\mathbf{x}} h\right)^{2}\left[\partial_{h} Z_{n} \partial_{\eta} Z_{m}\right]_{z=-h}+\left(\nabla_{\mathbf{x}} h\right) \cdot\left(\nabla_{\mathbf{x}} \eta\right)\left[\partial_{\eta} Z_{n} \partial_{\eta} Z_{m}\right]_{z=-h}+\left[\partial_{z} Z_{n} \partial_{\eta} Z_{m}\right]_{z=-h} .
\end{align*}
$$

Assuming now that the smooth vertical functions $Z_{n}(z ; \eta, h)$, for any $n$, do not depend explicitly on the derivatives (slopes) of $\eta$ and $h$, it is easily seen that the above matrix functions have the following order

$$
\begin{array}{rlrl}
A_{m n} & =O(1), & B_{m n}^{i}=O\left(\left|\partial_{x_{i}} \eta\right|,\left|\partial_{x_{i}} h\right|\right), & \\
C_{m n}=O\left(\left|\nabla_{\mathbf{x}} \eta\right|^{2},\left|\nabla_{\mathbf{x}} h\right|^{2}, \Delta_{\mathbf{x}} \eta, \Delta_{\mathbf{x}} h\right),  \tag{4.11}\\
a_{m n}=O(1), & b_{m n}^{i}=O\left(\left|\partial_{x_{i}} \eta\right|,\left|\partial_{x_{i}} h\right|\right), & c_{m n}=O\left(\left|\nabla_{\mathbf{x}} \eta\right|^{2},\left|\nabla_{\mathbf{x}} h\right|^{2}, \Delta_{\mathbf{x}} \eta, \Delta_{\mathbf{x}} h\right) .
\end{array}
$$

In the next section, we shall derive two different formal results, already appeared in literature, as special cases of Eqs. (4.6), (4.7).

### 4.1 Derivation of some existing models

In an attempt to derive extended versions of classical water wave models, (Isobe \& Abohadima 1998) and (Klopman et al. 2010) called herein IA98 and KVGD10, invoked Luke's variational principle in conjunction with finite series representations of the velocity potential and appropriate simplifications. In this section, we shall briefly present how one can obtain the results of the aforementioned works from Eqs. (4.6), (4.7).

## Euler-Lagrange equations of IA98

Following IA98, we represent the velocity potential by the following expression

$$
\begin{equation*}
\Phi(x, z, t)=\sum_{n=1}^{N} \varphi_{n}(x, t) Z_{n}(z ; h(x, t)) . \tag{4.12}
\end{equation*}
$$

Since $Z_{n}$ are chosen here to be independent of $\eta$, we see immediately that $\partial_{\eta} Z_{n}=0$, so that in view of Eqs. (4.9a)-(4.9c), the double series in Eq. (4.7) vanishes. Also, the third term of the left-hand side of Eq. (4.7) vanishes for the same reason. Thus, Eqs. (4.6), (4.7) take the following form

$$
\begin{gather*}
\left(\partial_{t} \eta-N_{\eta} \cdot\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=\eta}\right)\left[Z_{m}\right]_{z=\eta}+\sum_{n=1}^{N} L_{m n} \varphi_{n}=0, \quad m=1, \ldots, N,  \tag{4.13}\\
\partial_{t} \boldsymbol{\phi}^{\mathrm{T}}[\boldsymbol{Z}]_{z=\eta}+g \eta+\frac{1}{2}\left[\nabla\left(\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=\eta}^{2}=0 . \tag{4.14}
\end{gather*}
$$

Eq. (4.14) is easily identified with Eq. (9) of IA98. In order to verify that Eq. (4.13) is the same as Eq. (8) of IA98, we reformulate the coefficients of the operators $L_{m n}$, given in the general case by Eqs. (4.8a)-(4.8c), by taking into account once again that $\partial_{\eta} Z_{n}=0$. Then, we easily obtain from Eqs. (4.8a)-(4.8c) the following expressions

$$
\begin{align*}
& A_{m n}=\int_{-h}^{\eta} Z_{n} Z_{m} d z  \tag{4.15a}\\
& B_{m n}^{i}=2 \partial_{x_{i}} h \int_{-h}^{\eta} \partial_{h} Z_{n} Z_{m} d z+\partial_{x_{i}} h\left[Z_{n} Z_{m}\right]_{-h},  \tag{4.15b}\\
& C_{m n}=\left(\nabla_{x} h\right)^{2} \int_{-h}^{\eta} \partial_{h}^{2} Z_{n} Z_{m} d z+\left(\nabla_{x}^{2} h\right) \int_{-h}^{\eta} \partial_{h} Z_{n} Z_{m} d z+\int_{-h}^{\eta} \partial_{z}^{2} Z_{n} Z_{m} d z \\
&  \tag{4.15c}\\
& \quad+\left(\nabla_{\mathbf{x}} h\right)^{2}\left[\partial_{h} Z_{n} Z_{m}\right]_{-h}+\left[\partial_{z} Z_{n} Z_{m}\right]_{-h} .
\end{align*}
$$

As shown in IA98, linearisation of (4.13), (4.14) in conjunction with the choice of a single term representation $\Phi=\varphi Z(z ; h), Z(z ; h)=\operatorname{sech}(\kappa h) \cosh (\kappa(z+h))$ with $\kappa$ satisfying the linear
dispersion relation, leads to the standard mild slope equation of (Berkhoff 1972). Further, preserving the non-linearity of Eqs. (4.13), (4.14) and choosing $\Phi=\varphi Z(z ; h), Z(z ; h)=1$, leads to a two component system on $(\eta, \varphi)$, which after the introduction of the approximate horizontal velocity can be easilly identified with the nonlinear shallow-water equations. Choosing a two term representation for $\Phi$, IA98 also derived a three component model which, upon appropriate simplifications, leads to the Boussinesq equations in the form given by Peregrine (Peregrine 1967). Recently, (Murakami \& Iguchi 2015) proved the solvability of the initial value problem for the original three component system of IA98.

## Euler-Lagrange equations of KVGD10

The derivation of the general series model of KVGD10 is more involved due to the fact that all but one of the prescribed vertical functions are allowed to depend on the free surface elevation $\eta$. In particular, it is assumed in KVGD10 that $Z_{n}$ have they following form

$$
\begin{equation*}
Z_{0}=1, \quad Z_{n}=Z_{n}(z ; \eta(\mathbf{x}, t), h(\mathbf{x})), \tag{4.16}
\end{equation*}
$$

and, for $n \geq 1$, they satisfy the following essential conditions

$$
\begin{equation*}
\left[Z_{n}\right]_{z=\eta}=0, \quad n \geq 0 . \tag{4.17}
\end{equation*}
$$

The corresponding representation of the velocity potential is written

$$
\begin{equation*}
\Phi(\mathbf{x}, z, t)=\psi(\mathbf{x}, t) Z_{0}+\sum_{n=1}^{N} \varphi_{n}(\mathbf{x}, t) Z_{n}(z ; \eta(\mathbf{x}, t), h(\mathbf{x})) . \tag{4.18}
\end{equation*}
$$

In view of Eqs. (4.16)-(4.18), the Euler-Lagrange equations (4.6), (4.7) take the following form

$$
\begin{align*}
& \partial_{t} \eta-N_{\eta} \cdot\left[\nabla\left(\psi+\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=\eta}+H \Delta \psi+\sum_{n=1}^{N} L_{0 n} \varphi_{n}=0,  \tag{4.19}\\
& \int_{-h}^{\eta} Z_{m} d z \Delta \psi+\sum_{n=1}^{N} L_{m n} \varphi_{n}=0, m=1, \ldots, N,  \tag{4.20}\\
& \partial_{t} \psi+g \eta+\frac{1}{2}\left[\nabla\left(\psi+\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\right]_{z=\eta}^{2}+N_{\eta} \cdot\left[\nabla\left(\psi+\boldsymbol{\phi}^{\mathrm{T}} \boldsymbol{Z}\right)\left(\boldsymbol{\phi}^{\mathrm{T}} \partial_{\eta} \boldsymbol{Z}\right)\right]_{z=\eta} \\
&-\Delta \psi \sum_{n=1}^{N} \varphi_{n} \int_{-h}^{\eta} \partial_{\eta} Z_{n} d z-\sum_{m=1}^{N}\left(\sum_{n=1}^{N} l_{m n} \varphi_{n}\right) \varphi_{m}=0 . \tag{4.21}
\end{align*}
$$

The matrix coefficients of the horizontal differential operators $L_{m n}$ and $l_{m n}$, in conformity with Klopman's simplification ( $\partial_{x_{i}} h=0$ ), are given by

$$
\begin{equation*}
A_{m n}=\int_{-h}^{\eta} Z_{n} Z_{m} d z \tag{4.22a}
\end{equation*}
$$

$$
\begin{align*}
& B_{m n}^{i}= 2 \partial_{x_{i}} \eta \int_{-h}^{\eta} \partial_{\eta} Z_{n} Z_{m} d z,  \tag{4.22b}\\
& C_{m n}=\left(\nabla_{\mathbf{x}} \eta\right)^{2} \int_{-h}^{\eta} \partial_{\eta}^{2} Z_{n} Z_{m} d z+\left(\nabla_{\mathbf{x}}^{2} \eta\right) \int_{-h}^{\eta} \partial_{\eta} Z_{n} Z_{m} d z \\
&+\int_{-h}^{\eta} \partial_{z}^{2} Z_{n} Z_{m} d z+\left[\partial_{z} Z_{n} Z_{m}\right]_{z=-h},  \tag{4.22c}\\
& a_{m n}= \int_{-h}^{\eta} Z_{n} \partial_{\eta} Z_{m} d z,  \tag{4.23a}\\
& b_{m n}^{i}= 2 \partial_{x_{i}} \eta \int_{-h}^{\eta} \partial_{\eta} Z_{n} \partial_{\eta} Z_{m} d z,  \tag{4.23b}\\
& c_{m n}=\left(\nabla_{\mathbf{x}} \eta\right)^{2} \int_{-h}^{\eta} \partial_{\eta}^{2} Z_{n} \partial_{\eta} Z_{m} d z+\left(\nabla_{\mathbf{x}}^{2} \eta\right) \int_{-h}^{\eta} \partial_{\eta} Z_{n} \partial_{\eta} Z_{m} d z \\
& \quad+\int_{-h}^{\eta} \partial_{z}^{2} Z_{n} \partial_{\eta} Z_{m} d z+\left[\partial_{z} Z_{n} \partial_{\eta} Z_{m}\right]_{z=-h} . \tag{4.23c}
\end{align*}
$$

Performing appropriate algebraic manipulations, and discarding all terms containing horizontal derivatives of $h$, we find that our Eqs. (4.19), (4.20) and (4.21) reduce to Eqs. (4.3a), (4.3c) and (4.3b) of KVGD10 respectively.

One obvious advantage of Klopman et al's choice of vertical functions, Eq. (4.16), is that it directly yields two evolution equations on $(\eta, \psi)$ coupled with a time independent system of partial differential equations on $\varphi_{n}, n \geq 1$. Moreover, as one might expected in this nonpertubative framework, the maximum order of spatial derivatives in the evolution equations never exceeds two, independently of the number of vertical functions used in (4.18).

### 4.2 Derivation of a new model system

In this section, we derive a water wave model as an application of Eqs. (4.19)-(4.21). Focusing our attention to the modelling of long waves propagating in shallow water over a horizontal seabed $z=-h$, we recall that the velocity potential is well approximated by even order polynomials in $z$ (see e.g., (Witham 1974, Chapter 13), (Massel 1989, Chapter 4), (Lannes 2013, Chapter 3.6)). Motivated by this fact, we choose a simple two term representation of the velocity potential ( $N=1$ in Eq. (4.18)) given by

$$
\begin{align*}
\Phi(\mathbf{x}, z, t) & =\psi(\mathbf{x}, t)+\varphi(\mathbf{x}, t) Z(z ; \eta(\mathbf{x}, t), h)  \tag{4.24a}\\
Z(z ; \eta(\mathbf{x}, t), h) & =\frac{1}{2}(z-\eta(\mathbf{x}, t))^{2}+(\eta(\mathbf{x}, t)+h)(z-\eta(\mathbf{x}, t)) \tag{4.24b}
\end{align*}
$$

A similar representation was also used in KVGD10 for the derivation of the so called parabolic model. In fact, the choice (4.24) is an attempt to extend the asymptotic expansion of the velocity potential that derives the Green-Nagdhi equations (see Eqs. (17), (20), (21) of (Lannes
\& Bonneton 2009)); the functions $\psi$ and $\Delta \psi$ appearing in Eqs. (21), (22) of (Lannes \& Bonneton 2009) (determined by the perturbation procedure), are replaced here by the undetermined functions $\psi$ and $\varphi$ which will eventually appear in the resulting Euler-Lagrange equations. In this case, Eqs. (4.19)-(4.21), after some straightforward calculations, yield the following system

$$
\begin{align*}
\partial_{t} \eta+\nabla_{\mathbf{x}} \eta \cdot \nabla_{\mathbf{x}} \psi-\left[\left(\nabla_{\mathbf{x}} \eta\right)^{2}+1\right] \varphi H+H \Delta_{\mathbf{x}} \psi+L_{0,1} \varphi & =0,  \tag{4.25}\\
\partial_{t} \psi+\frac{1}{2}\left(\nabla_{\mathbf{x}} \psi\right)^{2}-\frac{1}{2}\left[\left(\nabla_{\mathbf{x}} \eta\right)^{2}+1\right](\varphi H)^{2}-\frac{1}{2} H^{2} \Delta_{\mathbf{x}} \psi \varphi-\left(l_{1,1} \varphi\right) \varphi & =0,  \tag{4.26}\\
-\frac{H^{3}}{3} \Delta_{\mathbf{x}} \psi+L_{11} \varphi & =0, \tag{4.27}
\end{align*}
$$

with $H=\eta(\mathbf{x}, t)+h$ and

$$
\begin{align*}
L_{0,1} & =-\frac{1}{3} H^{3} \Delta_{\mathbf{x}}-2 H^{2} \nabla_{\mathbf{x}} \eta \cdot \nabla_{\mathbf{x}}-H\left(\nabla_{\mathbf{x}} \eta\right)^{2}-H^{2} \Delta_{\mathbf{x}} \eta+H  \tag{4.28a}\\
L_{1,1} & =\frac{2}{15} H^{5} \Delta_{\mathbf{x}}+\frac{2}{3} H^{4} \nabla_{\mathbf{x}} \eta \cdot \nabla_{\mathbf{x}}+\frac{1}{3}\left(H^{4} \Delta_{\mathbf{x}} \eta+H^{3}\left(\nabla_{\mathbf{x}} \eta\right)^{2}-H^{3}\right),  \tag{4.28b}\\
l_{1,1} & =-\frac{1}{3} H^{4} \Delta_{\mathbf{x}}+2 H^{3} \nabla_{\mathbf{x}} \eta \cdot \nabla_{\mathbf{x}}+\left(H^{2}\left(\nabla_{\mathbf{x}} \eta\right)^{2}+H^{3} \Delta_{\mathbf{x}} \eta-H^{2}\right) \tag{4.28c}
\end{align*}
$$

The two component system (4.25), (4.26), is an evolutionary system on $(\eta, \psi)$ coupled with the time independent partial differential equation (4.27) which determines $\varphi$ at time $t$. Introducing the operator $\mathscr{F}[\eta, h]$ that maps $\psi$ to the solution of (4.27), $\varphi=\mathscr{F}[\eta, h] \psi$, and performing straightforward manipulations, the above system is written as

$$
\begin{array}{r}
\partial_{t} \eta+\nabla_{\mathbf{x}} \cdot\left[H \nabla_{\mathbf{x}} \psi-\frac{1}{3} \nabla_{\mathbf{x}}\left(H^{3} \mathscr{F}[\eta, h] \psi\right)\right]=0 \\
\partial_{t} \psi+g \eta+\frac{1}{2}\left(\nabla_{\mathbf{x}} \psi\right)^{2}-\left(\frac{3}{2}\left|\nabla_{\mathbf{x}} \eta\right|^{2}-\frac{1}{2}\right)(H \mathscr{F}[\eta, h] \psi)^{2} \\
+\left\{H \Delta_{\mathbf{x}} \psi-\nabla_{\mathbf{x}} \cdot\left[\frac{1}{3} \nabla_{\mathbf{x}}\left(H^{3} \mathscr{F}[\eta, h] \psi\right)\right]\right\} H \mathscr{F}[\eta, h] \psi=0 \tag{4.29b}
\end{array}
$$

In order to gain some insight on the physical properties of above the model, we pursue a linear analysis. Linearising Eqs. (4.29a), (4.29b) around $(\eta, \psi)=(0,0)$, we get

$$
\begin{align*}
\partial_{t} \eta+\nabla_{\mathbf{x}} \cdot\left[h \nabla_{\mathbf{x}} \psi-\frac{1}{3} \nabla_{\mathbf{x}}\left(h^{3} \mathscr{F}[0, h] \psi\right)\right] & =0,  \tag{4.30a}\\
\partial_{t} \psi+g \eta & =0, \tag{4.30b}
\end{align*}
$$

where $\mathscr{F}[0, h] \psi=\varphi$ is determined by the solution of

$$
\begin{equation*}
\nabla_{\mathbf{x}} \cdot\left(\frac{2}{15} h^{5} \nabla_{\mathbf{x}} \varphi\right)-\frac{1}{3} h^{3} \varphi-\frac{h^{3}}{3} \Delta_{\mathbf{x}} \psi=0 . \tag{4.31}
\end{equation*}
$$

Looking for plane wave solutions of Eqs. (4.30a)-(4.30b) in the form

$$
(\eta(x, t), \psi(x, t), \varphi(x, t))=(\tilde{\eta}, \tilde{\psi}, \tilde{\varphi}) e^{i(\kappa x-\omega t)}
$$

we find from (4.31) that

$$
\begin{equation*}
\varphi=\mathscr{F}[0, h] \psi=\frac{\kappa^{2}}{1+\frac{2}{5} h^{2} \kappa^{2}} \tilde{\psi} e^{i(\kappa x-\omega t)}, \tag{4.32}
\end{equation*}
$$

consequently, Eqs. (4.30a)-(4.30b) take the form of an homogeneous algebraic system on $(\tilde{\eta}, \tilde{\psi})$

$$
\left(\begin{array}{cc}
-i \omega & -h \kappa^{2}+\frac{h \kappa^{2}}{3} \frac{h^{2} \kappa^{2}}{1+\frac{2}{5} h^{2} \kappa^{2}} \\
g & -i \omega
\end{array}\right)\binom{\tilde{\eta}}{\tilde{\psi}}=\binom{0}{0} .
$$

For this system to have a non-trivial solution, the determinant of its matrix must vanish, thus yielding the dispersion relation

$$
\begin{equation*}
\omega^{2}(k)=g h \kappa^{2} \frac{1+\frac{1}{15} h^{2} \kappa^{2}}{1+\frac{2}{5} h^{2} \kappa^{2}} . \tag{4.33}
\end{equation*}
$$

It follows from (4.33) that the speed $C=\omega / k$, is

$$
\begin{equation*}
\frac{C}{\sqrt{g h}}=\left(\frac{1+\frac{1}{15} h^{2} \kappa^{2}}{1+\frac{2}{5} h^{2} \kappa^{2}}\right)^{1 / 2} \tag{4.34}
\end{equation*}
$$

which coincides with the one predicted by the parabolic model of KVGD10, the three component model of IA98 and the (improved) Green-Nagdhi equations of (Bonneton et al. 2011, Section 2.6) with $a=6 / 5$. In the following figure, the wave speed given by (4.34) is compared with the exact,

$$
\begin{equation*}
\frac{C_{\mathrm{WW}}}{\sqrt{g h}}=\left(\frac{\tanh (\kappa h)}{\kappa h}\right)^{1 / 2}, \tag{4.35}
\end{equation*}
$$

the one predicted by HCMS with $N_{\text {tot }}=6$ (including the sloping bottom mode) and $\mu_{0} h_{0}=0.1 \pi$, as well as, the ones predicted by the usual and higher order Green-Nagdhi (GN) equations derived in (Matsuno 2016). The latter are denoted as $\mathrm{GN}^{2 n}$, where the exponent signifies the asymptotic order $\delta^{2 n}=\left(h_{0} / L_{0}\right)^{2 n}$. As shown in the latter work, when $n$ is even the dispersion relation becomes singular. Eqs. (4.29a), (4.29b) give a more accurate wave speed than the usual GN equations, $\mathrm{GN}^{2}$. GN ${ }^{4}$ and $\mathrm{GN}^{6}$ perform better than Eqs. (4.29a), (4.29b) up to some values of $\kappa h_{0}$. The wave speed predicted by HCMS with $N_{\text {tot }}=6$ is the most close to the exact one, provided that the waves are not too shallow. Although further investigation is required, the present results show that nonlocal simplified models that retain a substrate time independent structure have better dispersive properties than two component models. Moreover, HCMS, being


Figure 4.1: Errors on the linear wave speed predicted by (4.29a), (4.29b), the HCMS with $N_{\text {tot }}=6$ and the Green-Nagdhi equations for several orders.
derived through an exact representation of the wave potential, reproduces the wave velocity with very high accuracy using only $N_{\text {tot }}=5,6$ modes.

## Part II

Numerical method and results

## Chapter 5

## Truncation and spatial discretisation of the Coupled-Mode System

As already mentioned, the numerical implementation of the ZCS formulation requires the computation of the non-local DtN operator, which takes care of the substrate kinematics of the fluid. This is the most crucial step for demanding numerical simulations of nonlinear water-waves, in terms of both computational time and accuracy. This happens since the boundary value problem (1.23) (together with appropriate lateral boundary conditions) has to be solved at every time step during the numerical integration of the Hamiltonian evolution Eqs. (1.26), (1.27), and $G[\eta, h] \psi$ enters quadratically in Eq. (1.27), making its contribution crucial for highly nonlinear effects.

For the numerical implementation of HCMS, Eqs. (3.42), (3.43), one needs to compute an approximation of the free surface amplitude $\mathscr{F}_{-2}[\eta, h] \psi$ (and thus of the DtN operator in view of Eq. (3.44)). This requires the reduction (truncation) of the infinite substrate system (3.35) to a finite system, the spatial discretization of the truncated system, and its solution with a certain numerical method. Restricting our attention to the convergence properties of the coupled mode method for large values of $n$, the modes $n=-2,-1,0$ are always kept in the expansion (2.4). Denoting by $M$ the number of evanescent modes ( $n \geq 1$ ) kept in the truncated series, the total number of unknown functions $\left\{\varphi_{n}\right\}_{n=-2}^{M}$ is $N_{\text {tot }}=M+3$. These are computed by solving the system of equations which consists of the first $M+2$ differential equations of (3.35a), supplemented by the linear algebraic constraint obtained by truncating the series appearing in Eq. (3.35b) at $n=M$.

Once the finite system is formulated, a fourth order finite difference method is employed for its discretization and reduction to a square system of linear algebraic equations. The corresponding approximate free surface amplitude, denoted by $\mathscr{F}_{-2}^{(M)}[\eta, h] \psi$, can then be used in Eq. (3.44), for the computation of an approximation of the DtN operator $G[\eta, h] \psi$ :

$$
\begin{equation*}
G^{(M)}[\eta, h] \psi=-\nabla_{\mathbf{x}} \eta \cdot \nabla_{\mathbf{x}} \psi+\left(\left(\nabla_{\mathbf{x}} \eta\right)^{2}+1\right)\left(h_{0}^{-1} \mathscr{F}_{-2}^{(M)}[\eta, h] \psi+\mu_{0} \psi\right) . \tag{5.1}
\end{equation*}
$$

Restricting for simplicity to the case of waves of one horizontal dimension (i.e., $\partial_{x_{1}} \equiv \partial_{x}$, $\left.\partial_{x_{2}}=\partial / \partial_{x_{2}} \equiv 0\right)$ in which $X$ is a finite interval, say $X=[a, b]$, the truncated version of Eqs. (3.35a), (3.35b) takes the form:

$$
\begin{align*}
\sum_{n=-2}^{M} A_{m n} \partial_{x}^{2} \varphi_{n}+B_{m n} \partial_{x} \varphi_{n}+C_{m n} \varphi_{n} & =0, \quad m=-2, \ldots, M-1, \quad x \in X  \tag{5.2a}\\
\sum_{n=-2}^{M} \varphi_{n} & =\psi, \quad x \in X \tag{5.2b}
\end{align*}
$$

It should be noted that, independently of the numerical method chosen for the solution of the truncated substrate system (5.2a)-(5.2b), the matrix coefficients $A, B$ and $C$ appearing in (5.2a) can be efficiently evaluated, at every time $t$, since they are explicitly expressed, through Eqs. (3.22a), (3.22b) and (3.22c), in terms of the parameters $h_{0}, \mu_{0}$, the free surface elevation $\eta$, the bottom surface $h$ and the local wavenumber functions $k_{n}(\eta, h)$ (see Appendix F). The latter are computed as highly accurate solutions to the local transcendental equations (2.32) using the Newton-Raphson method.

The organisation of the remainder of this chapter is as follows. In Section 5.1 we describe the lateral boundary conditions which can possibly complete the substrate system (5.2). In Section 5.2 we provide the corresponding discrete equations obtained by spatial discretization using fourth order finite differences. Finally, in Section 5.3 we assess the accuracy and convergence of the DtN approximation, furnished by Eq. (5.1). The results of Theorem 2.2 concerning the decay of the modal amplitudes are also verified through the solution of the substrate system (5.2).

### 5.1 Lateral boundary conditions

### 5.1.1 Matching condition at $x=a$

In this case, we assume that $\eta, \psi$ and lateral data $g_{m}$ of $\varphi_{m}, m=-2, \ldots, M-1$ are known on $x=a$. The matching of the velocity potential is then implemented by the following system of coupled boundary conditions

$$
\begin{equation*}
\sum_{n=-2}^{M}\left[A_{m n}\right]_{x=a}\left[\partial_{x} \varphi_{n}\right]_{x=a}+\frac{1}{2}\left[B_{m n}\right]_{x=a}\left[\varphi_{n}\right]_{x=a}=g_{m}, \quad m=-2, \ldots, M-1 \tag{5.3}
\end{equation*}
$$

### 5.1.2 Vertical impermeable walls at $x=a$ and $x=b$

The boundary conditions for fully reflecting vertical walls at $x=a$ and $x=b$ read

$$
\begin{equation*}
\sum_{n=-2}^{M}\left[A_{m n}\right]_{x=a}\left[\partial_{x} \varphi_{n}\right]_{x=a}+\frac{1}{2}\left[B_{m n}-\partial_{x} h Z_{n} Z_{m}\right]_{x=a}\left[\varphi_{n}\right]_{x=a}=0, \quad m=-2, \ldots, M-1 \tag{5.4a}
\end{equation*}
$$

$$
\begin{equation*}
\sum_{n=-2}^{M}\left[A_{m n}\right]_{x=b}\left[\partial_{x} \varphi_{n}\right]_{x=b}+\frac{1}{2}\left[B_{m n}-\partial_{x} h Z_{n} Z_{m}\right]_{x=b}\left[\varphi_{n}\right]_{x=b}=0, \quad m=-2, \ldots, M-1 \tag{5.4b}
\end{equation*}
$$

Note that the slope of the bathymetry at $x=a, b$ can be non-zero.

### 5.1.3 Periodic boundary conditions

Periodicity on the modal amplitudes is imposed by

$$
\begin{equation*}
\varphi_{m}(a)=\varphi_{m}(b), \quad m=-2, \ldots, M-1 . \tag{5.5}
\end{equation*}
$$

### 5.2 Discretization using fourth-order finite-differences

The system of differential equations (5.2a) is discretised using the finite difference method on a uniform grid of $N_{X}$ points at fourth order of accuracy. In order to avoid the use of fictitious points and at the same time keep fourth order of accuracy near the boundaries of the computational domain, we use asymmetric and one sided formulae for $i=2, N_{X}-1$ and $i=1, N_{X}$ respectively. Thus, the first and second derivative of a function $u$ at $x_{i}$ are approximated by

$$
\begin{gather*}
\left(\partial_{x} u\right)_{i}= \begin{cases}\frac{1}{\delta}\left(-\frac{25}{12} u_{i}+8 u_{i+1}-3 u_{i+2}+\frac{4}{3} u_{i+3}-\frac{1}{4} u_{i+4}\right), & i=1 \\
\frac{1}{\delta}\left(\frac{1}{4} u_{i-1}+\frac{5}{6} u_{i}-\frac{3}{2} u_{i+1}+\frac{1}{2} u_{i+2}-\frac{1}{12} u_{i+3}\right), & i=2 \\
\frac{1}{12 \delta}\left(u_{i-2}-8 u_{i-1}+8 u_{i+1}-u_{i+2}\right), & i=3, \ldots, N_{X}-2 \\
\frac{1}{\delta}\left(\frac{1}{12} u_{i-3}-\frac{1}{2} u_{i-2}+\frac{3}{2} u_{i-1}-\frac{5}{6} u_{i}-\frac{1}{4} u_{i+1}\right), & i=N_{X}-1 \\
\frac{1}{\delta}\left(\frac{1}{4} u_{i-4}-\frac{4}{3} u_{i-3}+3 u_{i-2}-8 u_{i-1}+\frac{25}{12} u_{i}\right), & i=N_{X}\end{cases}  \tag{5.6}\\
\left(\partial_{x}^{2} u\right)_{i}= \begin{cases}\frac{1}{\delta^{2}}\left(\frac{15}{4} u_{i}-\frac{77}{6} u_{i+1}+\frac{107}{6} u_{i+2}-13 u_{i+3}-\frac{61}{12} u_{i+4}-\frac{5}{6} u_{i+5}\right), & i=1 \\
\frac{1}{\delta^{2}}\left(\frac{5}{6} u_{i-1}-\frac{5}{5} u_{i}-\frac{1}{3} u_{i+1}+\frac{7}{6} u_{i+2}-\frac{1}{2} u_{i+3}+\frac{1}{12} u_{i+4}\right), & i=2 \\
\frac{1}{12 \delta^{2}}\left(-u_{i-2}+16 u_{i-1}-30 u_{i}+16 u_{i+1}-u_{i+2}\right), & i=3, \ldots, N_{X}-2 \\
\frac{1}{\delta^{2}}\left(\frac{5}{6} u_{i+1}-\frac{5}{5} u_{i}-\frac{1}{3} u_{i-1}+\frac{7}{6} u_{i-2}-\frac{1}{2} u_{i-3}+\frac{1}{12} u_{i-4}\right), & i=N_{X}-1 \\
\frac{1}{\delta^{2}}\left(-\frac{15}{4} u_{i}+\frac{77}{6} u_{i-1}-\frac{107}{6} u_{i-2}+13 u_{i-3}+\frac{61}{12} u_{i-4}+\frac{5}{6} u_{i-5}\right), & i=N_{X}\end{cases} \tag{5.7}
\end{gather*}
$$

In the case of a periodic problem, we use the following central formulae

$$
\begin{align*}
& \left(\partial_{x} u\right)_{i}=\frac{1}{12 \delta}\left(u_{i-2}-8 u_{i-1}+8 u_{i+1}-u_{i+2}\right)  \tag{5.8}\\
& \left(\partial_{x}^{2} u\right)_{i}=\frac{1}{12 \delta^{2}}\left(-u_{i-2}+16 u_{i-1}-30 u_{i}+16 u_{i+1}-u_{i+2}\right) \tag{5.9}
\end{align*}
$$



Figure 5.1: Sparsity pattern of the submatrices $D_{m n}$ for the case of two vertical walls.
with the usual modifications at the ends of the periodic domain and its vicinities.

### 5.2.1 Discretisation of the field equations

Using Eqs. (5.6) and (5.7) for the approximation of $\partial_{x} \varphi_{n}$ and $\partial_{x}^{2} \varphi_{n}, n=-2, \ldots, M$, the system of differential equations (5.2a) at the nodes $i=3, \ldots, N_{X}-2$ takes the following form

$$
\begin{align*}
\sum_{n=-2}^{M}\left(-\frac{1}{12 \delta^{2}} A_{m n}^{i}+\right. & \left.\frac{1}{12 \delta} B_{m n}^{i}\right) \varphi_{n}^{i-2}+\left(\frac{4}{3 \delta^{2}} A_{m n}^{i}-\frac{2}{3 \delta} B_{m n}^{i}\right) \varphi_{n}^{i-1}+\left(-\frac{5}{2 \delta^{2}} A_{m n}^{i}+C_{m n}^{i}\right) \varphi_{n}^{i} \\
& +\left(\frac{4}{3 \delta^{2}} A_{m n}^{i}+\frac{2}{3 \delta} B_{m n}^{i}\right) \varphi_{n}^{i+1}+\left(\frac{1}{12 \delta^{2}} A_{m n}^{i}-\frac{1}{12 \delta} B_{m n}^{i}\right) \varphi_{n}^{i+2}=0, \tag{5.10}
\end{align*}
$$

where the superscript denotes local value of the corresponding quantity at the indicated node. Similar equations are obtained for $i=2, N_{X}-1$ :

$$
\begin{align*}
& \sum_{n=-2}^{M}\left(\frac{5}{6 \delta^{2}} A_{m n}^{i}-\frac{1}{4 \delta} B_{m n}^{i}\right) \varphi_{n}^{i-1}+\left(-\frac{5}{4 \delta^{2}} A_{m n}^{i}-\frac{5}{6 \delta} B_{m n}^{i}+C_{m n}^{i}\right) \varphi_{n}^{i}+\left(-\frac{1}{3 \delta^{2}} A_{m n}^{i}+\frac{3}{2 \delta} B_{m n}^{i}\right) \varphi_{n}^{i+1} \\
& \quad+\left(\frac{7}{6 \delta^{2}} A_{m n}^{i}-\frac{1}{2 \delta} B_{m n}^{i}\right) \varphi_{n}^{i+2}+\left(-\frac{1}{2 \delta^{2}} A_{m n}^{i}+\frac{1}{12 \delta} B_{m n}^{i}\right) \varphi_{n}^{i+3}+\frac{1}{12 \delta^{2}} A_{m n}^{i} \varphi_{n}^{i+4}=0 . \tag{5.11}
\end{align*}
$$

### 5.2.2 Discretization of lateral boundary conditions

The discretised version of Eq. (5.3) reads

$$
\begin{equation*}
\sum_{n=-2}^{M}\left(-\frac{25}{12 \delta} A_{m n}^{1}+\frac{1}{2} B_{m n}^{1}\right) \varphi_{n}^{1}+\frac{1}{\delta} A_{m n}^{1}\left(4 \varphi_{n}^{2}-3 \varphi_{n}^{3}+\frac{4}{3} \varphi_{n}^{4}-\frac{1}{4} \varphi_{n}^{5}\right)=g_{m} \tag{5.12}
\end{equation*}
$$

The discretisation of Eq. (5.4a) is the same as above with $g_{m}=0$. The latter equation evaluated at $i=N_{X}$ is the discretised version of Eq. (5.4b).

### 5.2.3 The structure of the linear system

The final discrete problem consists of a linear algebraic system with $(M+3) N_{X}$ unknowns and $(M+3) N_{X}$ equations. This system is written as $P \mathbf{y}=\mathbf{b}$, where $\mathbf{y}=\left\{y_{j}\right\}_{j=1}^{(M+3) N_{X}}=$ $\left\{\left\{\varphi_{m}^{i}\right\}_{i=1}^{N_{X}}\right\}_{m=-2}^{M}$ is the vector of unknown values and $P \in \mathbb{R}^{(M+3) N_{X} \times(M+3) N_{X}}$, reads

$$
P=\left(\begin{array}{ccccc}
D_{-2,-2} & D_{-2,-1} & D_{-2,0} & \cdots & D_{-2, M}  \tag{5.13}\\
D_{-1,-2} & D_{-1,-1} & D_{-1,0} & \cdots & D_{-1, M} \\
D_{0,-2} & D_{0,-1} & D_{0,0} & \cdots & D_{0, M} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
D_{M-1,-2} & D_{M-1,-1} & D_{M-1,0} & \cdots & D_{M-1, M} \\
I_{N_{X}} & I_{N_{X}} & I_{N_{X}} & I_{N_{X}} & I_{N_{X}}
\end{array}\right)
$$

where the square sub-matrices $D_{m, n} \in \mathbb{R}^{N_{X} \times N_{X}}, m=-2, \ldots, M$, are almost penta-diagonal (except for entries corresponding to $i, j=1,2, N_{X}-1, N_{X}$, see Figure 5.1) and $I_{N_{X}}$ denotes the unit matrix.

The sub-matrices $D_{m n}$ correspond to the left hand sides of Eqs. (5.10)-(5.12), while the unitary sub-matrices appearing in the last line of $P$ correspond to the algebraic constraint (5.2b). The components $b_{j}, j=1, \ldots,(M+2) N_{X}$, are non-zero only in the case of excitation boundary (see Eqs. (5.12)), while for $j=(M+2) N_{X}, \ldots,(M+3) N_{X}, b_{j}$ are equal to the local values of $\psi$ (Eq. (5.2b)). The above system can be solved for $y$ by means of several available tools. Here we use mldivide (" $\mathbf{y}=P \backslash \mathbf{b}$ ") of Matlab which implements an LU solver. Thus, the solution vector $y$ contains the local values of the modal amplitudes $\left\{\varphi_{m}^{i}\right\}_{i=1}^{N_{X}}$ for $m=-2, \ldots, M$ that correspond to the local values of $\eta, \psi$ and boundary data $g_{m}$ if they exist. This eventually leads to an approximation of the free-surface amplitude $\mathscr{F}_{-2}^{(M)}[\eta, h] \psi$ and the corresponding DtN operator $G^{(M)}[\eta, h] \psi$ at every node $i=1, \ldots, N_{X}$.

### 5.3 Convergence and accuracy of the method

To demonstrate the numerical performance of the present approach and to assess the accuracy of the approximate DtN operator as given by Eq. (5.1), use will be made of some indicative examples involving highly non-uniform domains.

We first consider two examples for the flat bottom case, introduced in (Nicholls \& Reitich 2001b) for the assessment of petrurbative computations of the DtN operator, and often used for similar purposes (see e.g. (Xu \& Guyenne 2009, Fazioli \& Nicholls 2010, Wilkening \& Vasan
2015)). These examples are constructed by using the function

$$
\begin{equation*}
\Phi_{\kappa}=\cosh (\kappa(z+h)) \cos (\kappa x) \tag{5.14}
\end{equation*}
$$

which is a particular solution of the Laplace Eq. (1.5), with horizontal spatial period $2 \pi / \kappa$, and satisfies the Neumann boundary condition (1.6) at a flat seabed $z=-h$. In addition, two "free surface" profiles are introduced, defined by $\eta(x)=\varepsilon \cos (\kappa x)$, where $\gamma$ is an indifferent constant, and $\eta=\varepsilon f_{r}(x), f_{r}(x)=A x^{4}(2 \pi-x)^{4}+B$, where $A$ and $B$ are constants chosen so that $\int_{0}^{2 \pi} f_{r}(x) d x=0$ and $\max \left\{f_{r}(x)\right\}=f_{r}(\pi)=1$. Following (Nicholls \& Reitich 2001b), we call the first surface smooth $\left(\eta \in C^{\infty}(X)\right)$, and the second rough $\left(\eta \in C^{4}(X)\right)$. The constant $\varepsilon$ determines the amplitude of the surfaces and represents the order of the deformed domain. The Dirichlet data of the harmonic function $\Phi_{\kappa}$ are given by $\psi=\left[\Phi_{\kappa}\right]_{z=\eta}=\cos (\kappa(\eta+h)) \cos (\kappa x)$, so that the action of $\operatorname{DtN}$ operator on $\psi$ is explicitly given by

$$
\begin{align*}
G[\eta, h] \psi & =-\partial_{x} \eta\left[\partial_{x} \Phi_{\kappa}\right]_{z=\eta}+\left[\partial_{z} \Phi_{\kappa}\right]_{z=\eta}  \tag{5.15}\\
& =\left[-\partial_{x} \eta \cos (\kappa(\eta+h))+\sinh (\kappa(\eta+h))\right] \kappa \cos (\kappa x)
\end{align*}
$$

In order to compute the DtN operator using (5.1), we solve the coupled mode system (5.2) with $\psi=\left[\Phi_{\kappa}\right]_{z=\eta}$, and periodic boundary conditions on $\varphi_{n}$ (see Eqs. (5.5)). This gives an approximation $G^{(M)}[\eta, h] \psi$ where $M$ denotes the number of modes $(n \geq 0)$ kept in the enhanced eigenfunction expansion (2.4). Computations presented below correspond to $\kappa=1, h_{0}=1$, and values of the deformation parameter $\varepsilon$, from $\varepsilon=0.1$ to $\varepsilon=0.9$; see Figure 5.2 . For the construction of the vertical basis functions $Z_{n}$ we choose $\mu_{0}=\kappa \tanh \left(\kappa h_{0}\right)$. The horizontal grid consists of $N_{X}=256$, uniformly distributed points on the interval $X=[0,2 \pi]$. The bottom mode, $n=-1$, is dropped in these examples, since the seabed is globally flat and the bottom boundary condition of the reference waveguide and the problem are consistent. Thus, in this case, the total number of modes is $M+2$.

The first issue addressed in the context of our numerical investigation concerns the rate of decay of the numerically computed modal amplitudes $\left\{\varphi_{n}\right\}_{n=-2}^{M}$ and their horizontal derivatives, measured by the $C^{2}(X)$ norm, $X=[0,2 \pi]$,

$$
\begin{equation*}
\left\|\varphi_{n}\right\|_{C^{2}(X)}=\left\|\varphi_{n}\right\|_{\infty}+h_{0}^{-1}\left\|\partial_{x} \varphi_{n}\right\|_{\infty}+h_{0}^{-2}\left\|\partial_{x}^{2} \varphi_{n}\right\|_{\infty} \tag{5.16}
\end{equation*}
$$

Numerical results for $\left\|\varphi_{n}\right\|_{C^{2}(X)}$, obtained by solving the truncated substrate problem (5.2a) with periodic boundary conditions are shown in Figure 5.3. The calculations have been performed with a great number of modes ( $-2,0$, and 67 evanescent modes) in order to reveal the asymptotic behaviour for large values of $n$. Two conclusions can be readily drawn: First, for large values of $n,\left\|\varphi_{n}\right\|_{C^{2}(X)}=O\left(n^{-4}\right)$, as predicted by Theorem 2. Second, and most importantly, the decay rate of the first few modal amplitudes, up to $n=3,4$, is almost exponential. This phenomenon is an inherent, generic feature of the CCMM, appearing consistently in all geometric configurations,


Figure 5.2: Periodic domains used in the computations (a) Smooth case, (b) Rough case.
even in very complicated ones. It is reasonable to assume that this phenomenon plays an essential role in the efficiency of the present method.

The second and more important issue concerns the numerical investigation of the convergence and accuracy properties of the DtN operator computed by (5.1). Following the usual practice, we will be interested in the following relative error

$$
\begin{equation*}
\mathscr{E}^{(M)}[G]=\frac{\left\|G^{(M)}\left[\eta, h_{0}\right] \psi-G\left[\eta, h_{0}\right] \psi\right\|_{L^{2}(X)}}{\left\|G\left[\eta, h_{0}\right] \psi\right\|_{L^{2}(X)}} \tag{5.17}
\end{equation*}
$$

where $G[\eta, h] \psi$ is given by Eq. (5.15). Numerical results for $\mathscr{E}^{(M)}[G]$ have been obtained by using various values of $M$, from $M+2=3$ up to $M+2=70$, for both the smooth and the rough cases. In Figure $5.4, \mathscr{E}^{(M)}[G]$ is shown for five increasing values of the deformation parameter $\varepsilon=0.1$ (0.2) 0.9. In both (smooth and rough) cases, $\mathscr{E}^{(M)}[G]$ decays rapidly, up to a plateau limit, which is reached for $M+2 \simeq 20$. The following three conclusions are readily drawn from the results shown in Figure 5.4.

1) The decay rate $M^{-6.5}$ applies to all cases, even the for large value of the deformation parameter $\varepsilon$.
2) The accuracy of $\operatorname{DtN}$ operator is only slightly affected by the reduction of smoothness of $\eta$ from $C^{\infty}(X)$ to $C^{4}(X)$.
3) To achieve an accuracy $10^{-5}$, which is satisfactory in many applications, we need four evanescent modes for $\varepsilon \leq 0.5$, or five evanescent modes, for any $\varepsilon \leq 0.9$.

The computations up to now were performed for the same spatial discretisation. In order to quantify the convergence of the present finite difference scheme we compute the DtN operator



Figure 5.3: Decay of the computed $\left\|\varphi_{n}\right\|_{C^{2}(X)}$ for $\varepsilon=0.1,0.5,0.9$. (a) Smooth case, (b) Rough case.



Figure 5.4: $L^{2}$-error of the DtN operator, Eq. (5.17), as a function of the total number of modes, for $\varepsilon=0.1,0.5 .0 .9$. (a) Smooth case, (b) Rough case.
for the smooth case with $\varepsilon=0.5$ for several values $\left(N_{X}, M\right)$. In Figure 5.5 (a) we show $\mathscr{E}^{M}[G]$ as a function of $N_{X}$ for different values of $M$. It is observed that as the total number of modes increases, $\mathscr{E}^{M}[G]$ becomes proportional to $\delta x^{4}$ which is consistent with the fourth order accuracy of the present scheme. In other words, as soon as the total number of modes is large enough the error due to spatial discretization becomes dominant. The error $\mathscr{E}^{M}[G]$ as a function of the total number of modes for different values of $N_{X}$ is plotted in Figure 5.5(b). As the spatial discretization becomes finer the rate of diminution of $\mathscr{E}^{M}[G]$ with respect to $M$ tends to become proportional to $1 / M^{7}$. The plateau limit of $\mathscr{E}^{(M)}[G]$ significantly decreases and shifts towards larger values of $M\left(\min \mathscr{E}^{M}[G]=\mathscr{E}^{(6)}[G]=2 \times 10^{-4}\right.$ for $N_{X}=32$ and $\min \mathscr{E}^{(M)}[G]=\mathscr{E}^{(40)}[G]=2 \times 10^{-9}$ for $\left.N_{X}=512\right)$. The relative error as a function of $\left(N_{X}, M\right)$ is depicted in Figure 5.5.

Notwithstanding the interest and the significance of the above results, the main advantage of the present approach (the CCMM) seems to us to be its ability to treat cases with varying bathymetry $h=h(x)$ without any additional cost apart from the inclusion of the bottom boundary mode, $n=-1$. As a demonstration of this ability, we consider the DtN operator corresponding to the complex domain and Dirichlet data $\psi$ shown in Figure 5.6(a). Homogeneous Neumann boundary conditions are applied to the bottom and lateral boundaries. Including now the mode $n=-1$, the DtN is computed with a total number of four and seven modes. For comparison purposes, the same problem is solved by a standard Boundary Element Method (BEM) ((Fillipas \& Belibassakis 2014)) and the results are plotted in Figure 5.6(b). The differences between $G^{(1)}[\eta, h] \psi$ and $G^{(4)}[\eta, h] \psi$ are minor, and mainly restricted near the ends of the boundary nonuniformities. The relative discrepancy between the BEM solution and $G^{(4)}[\eta, h] \psi$ is of order $O\left(10^{-4}\right)$, while the CCMM solution is much faster. The above results justify the expectation that the DtN operator in the presence of complex, variable bathymetries, is accurately and efficiently computed by CCMM, using a small total number of horizontal modal amplitudes $\varphi_{n}$ in the series expansion 2.4.

Closing this section, we shall comment on how the present method compares with perturbative methods. The latter are based on the approximation of the DtN operator by an operator-Taylor series, with respect to the field $\eta$. They were initially introduced for the flat bottom case in (Craig \& Sulem 1993) and have been extended to variable bottoms in (Craig et al. 2005, Guyenne \& Nicholls 2005). First of all, in contrast with the present method, perturbative methods are limited by horizontal periodicity and smallness assumptions on the deformation of the horizontal boundaries. For the flat bottom case, Nicholls and Reitich (Nicholls \& Reitich 2001b), called herewith NR01, presented three variants, called the operator expansion (OE) method, the field expansion (FE) method, and the transformed field expansion (TFE) method, and used the periodic examples described above to compare their numerical performance. A first qualitative comparison between these pertubative methods and the CCMM is summarised by the following points:

1) The OE and the FE methods always diverge as the order of truncation of the Taylor series exceeds some value (about 10 or smaller, dependent on $\varepsilon$ and $N_{x}$, see, e.g., Figures 1 to 6 in


Figure 5.5: $\mathscr{E}^{(M)}[G]$ for the smooth case $\varepsilon=0.5$. (a) $\mathscr{E}^{(M)}[G]$ as a function of $N_{X}$ for different values of $M+2$. (b) $\mathscr{E}^{(M)}[G]$ as a function of $M+2$ for different values of $N_{X}$. (c) $\mathscr{E}^{(M)}[G]$ as a function of $\left(N_{X}, M\right)$.


Figure 5.6: (a) Non-uniform domain and Dirichlet data $\psi$ used in the computations. (b) Comparison of the DtN operator computed by using CCMM and BEM.

NR01, while CCMM does not diverge for any number of terms $M$.
2) CCMM with 6 or 7 modes provides better accuracy in comparison with the best accuracy possible by OE and FE before their divergence.
3) The TFE does not diverge, reaching a plateau limit, with a limiting accuracy which is slightly better than that of CCMM for small values of $\varepsilon$ (see Figs. 1 to 5 in NR01 in comparison with Figure 5.4, above), but it is worse for high values of $\varepsilon$; for example, for the "rough" profile and $\varepsilon=0.8$, the limiting accuracy of TFE is a little more than $10^{-4}$ (see Figure 6 of NR01), while the limiting accuracy of CCMM is less than $10^{-4}$ and is reached by CCMM with only 7 modes.

It should be noted here that the TFE is implemented by using both operator-Taylor expansion and vertical discretization of the domain in order to calculate each term of the expansion, which makes it comparable with direct numerical methods concerning the computational burden.


Figure 5.7: $L^{2}$-error of the $\operatorname{DtN}$ operator, Eq. (5.17)

### 5.4 On the solution strategy of the substrate CMS

The strategy proposed for the truncation of the infinite substrate system (3.35), is not the only possible. In fact, in the initial implementations of the method the first $M+2$ equations of (3.35) where kept, leading to the following truncated CMS

$$
\begin{align*}
\sum_{n=-2}^{M} A_{m n} \partial_{x}^{2} \varphi_{n}+B_{m n} \partial_{x} \varphi_{n}+C_{m n} \varphi_{n} & =0, \quad m=-2, \ldots, M, \quad x \in X  \tag{5.18a}\\
\sum_{n=-2}^{M} \varphi_{n} & =\psi, \quad x \in X . \tag{5.18b}
\end{align*}
$$

The finite-difference discretization of the above system leads to an overdetermined linear system which cannot be treated with direct numerical methods and its solution is calculated up to a round-off error. We have observed that this strategy significantly slows down the rate of convergence of $G^{(M)}[\eta, h] \psi$ to the exact solution, see Figure 5.7. Moreover, it increases the computational time, which is inappropriate for simulations in large domains and had to be avoided.

## Chapter 6

## Computation of travelling periodic waves above a flat bottom

The search of solutions to the problem of steadily traveling water waves goes back to Stokes (Stokes 1847) who employed Fourier series in the horizontal direction and noticed that the free boundary nature of this problem can be treated by perturbation methods, essentially by employing a Taylor series expansion for the velocity potential. This approach was further developed by several authors leading to several variants concerning the type and the order of the employed perturbation expansion, see e.g., (Cokelet 1976, Fenton 1985). As the deficiency of higher order Stoke's expansions, in computing waves of high amplitude, was becoming evident, several authors turned to alternative methods of solution, free of restrictions concerning the nonlinearity or the shallowness of the wave. We mention, for example, the classical works of Longuet-Higgins (Longuet-Higgins 1978a,b) and (Williams 1981). Another method, perhaps the most popular among the engineering community, is the Fourier approximation method in the context of stream function theory, which was initiated in (Rienecker \& Fenton 1981) and further elaborated in (Fenton 1988), leading eventually to a code which is now available online. More recent formulations, applied to the study of the dynamics of steady water waves, include the Zakharov/Craig-Sulem formulation (Nicholls 1998, Craig \& Nicholls 2002) and the Ablowitz-Fokas-Muslimani formulation (Deconinck \& Oliveras 2011). The present chapter is devoted to the computation of periodic travelling waves above a flat bottom through the HCMS formulation. The methodology followed is similar to (Rienecker \& Fenton 1981, Belibassakis \& Athanassoulis 2011, Zhao et al. 2016) and aims at the accurate computation of fully nonlinear travelling periodic waves which will serve as data in simulations.

The organisation of the present chapter is as follows. In Section 6.1 we formulate the equations of travelling periodic waves governed by HCMS and, in Section 6.2, we propose a numerical scheme for its solution. Numerical results are presented in the last section.

### 6.1 Mathematical formulation

The classical differential formulation describing a perfect two dimensional fluid with a free surface in the presence of gravity and under the assumption of irrotational flow consists of the following set of equations

$$
\begin{align*}
\Delta \Phi & =0, \quad \text { in } D_{h_{0}}^{\eta}  \tag{6.1}\\
\partial_{z} \Phi & =0, \quad \text { on } z=-h_{0}  \tag{6.2}\\
\partial_{t} \eta+\partial_{x} \eta \partial_{x} \Phi-\partial_{z} \Phi & =0, \quad \text { on } z=\eta,  \tag{6.3}\\
\partial_{t} \Phi+\frac{1}{2}(\nabla \Phi)^{2}+g \eta & =C(t), \quad \text { on } z=\eta . \tag{6.4}
\end{align*}
$$

Eq. (6.1) is the Laplace equation for the velocity potential, accounting for the irrotationality and incompressibility of the fluid flow in the two dimensional domain $D_{h}^{\eta}$. Eq. (6.2) is the impermeability boundary condition on the flat seabed $z=-h_{0}$. Eq. (6.3) and (6.4) are the kinematic and dynamic free-surface conditions, respectively ((Stoker 1957)). In the Bernoulli equation Eq. (6.4), we have chosen to keep the function $C(t)$, emerging from the integration of Euler equations. Following the procedure of Chapter 3.3 the above set of equations can be equivalently reformulated as

$$
\begin{align*}
& \partial_{t} \eta=-\partial_{x} \eta \partial_{x} \psi+\left(\left(\partial_{x} \eta\right)^{2}+1\right)\left(h_{0}^{-1} \mathscr{F}\left[\eta, h_{0}\right] \psi+\mu_{0} \psi\right), \quad x \in X  \tag{6.5a}\\
& \partial_{t} \psi=-g \eta-\frac{1}{2}\left(\partial_{x} \psi\right)^{2}+\frac{1}{2}\left(\left(\partial_{x} \eta\right)^{2}+1\right)\left(h_{0}^{-1} \mathscr{F}\left[\eta, h_{0}\right] \psi+\mu_{0} \psi\right)^{2}+C(t), \quad x \in X \tag{6.5b}
\end{align*}
$$

where $\mathscr{F}\left[\eta, h_{0}\right] \psi$ is the free surface amplitude $\varphi_{-2}$ defined through the infinite time-independent system of second order horizontal ordinary differential equations.

$$
\begin{align*}
\sum_{n=-2}^{\infty} A_{m n} \partial_{x}^{2} \varphi_{n}+B_{m n} \partial_{x} \varphi_{n}+C_{m n} \varphi_{n} & =0, \quad m \geq-2, \quad x \in X  \tag{6.6a}\\
\sum_{n=-2}^{\infty} \varphi_{n} & =\psi, \quad x \in X  \tag{6.6b}\\
\varphi_{n}(0) & =\varphi_{n}(L) \tag{6.6c}
\end{align*}
$$

In (6.6a) the variable coefficients are given by

$$
\begin{align*}
A_{m n} & =\int_{-h}^{\eta} Z_{n} Z_{m} d z  \tag{6.7a}\\
B_{m n} & =2 \int_{-h}^{\eta} \partial_{x} Z_{n} Z_{m} d z  \tag{6.7b}\\
C_{m n} & =\int_{-h}^{\eta}\left(\partial_{x}^{2} Z_{n}+\partial_{z}^{2} Z_{n}\right) Z_{m} d z \tag{6.7c}
\end{align*}
$$

To find steady travelling wave solutions, apart from spatial periodicity, one assumes that waves propagate towards one direction, say towards the right, with an unknown uniform speed $c>0$. Thus, we search for solutions of the form $\eta(x, t)=\tilde{\eta}(\xi)$ and $\psi(x, t)=\tilde{\psi}(\xi)$ where $\xi=x-c t$. Substituting these expressions in Eqs. (6.5a)-(6.5b), dropping tildes and writing $x$ instead of $\xi$ we obtain the following time-independent system

$$
\begin{align*}
c \partial_{x} \eta-\partial_{x} \eta \partial_{x} \psi+\left(\left(\partial_{x} \eta\right)^{2}+1\right)\left(h_{0}^{-1} \mathscr{F}\left[\eta, h_{0}\right] \psi+\mu_{0} \psi\right)=0, & x \in X  \tag{6.8a}\\
c \partial_{x} \psi-g \eta-\frac{1}{2}\left(\partial_{x} \psi\right)^{2}+\frac{1}{2}\left(\left(\partial_{x} \eta\right)^{2}+1\right)\left(h_{0}^{-1} \mathscr{F}\left[\eta, h_{0}\right] \psi+\mu_{0} \psi\right)^{2}+E=0, & x \in X \tag{6.8b}
\end{align*}
$$

coupled with the substrate system (6.6), which remains the same under the travelling wave assumption, since it does not contain time derivatives. The arbitrary constant $E$ appearing in Eq. (6.8b) is the Bernoulli constant. Its inclusion, technically speaking, is not of fundamental importance for the numerical solution of the system (6.8). If the time dependent function $C(t)$, appearing in Eq. (6.4), have been absorbed in $\Phi$, then a constant $E$ would not appear in Eq. (6.8b). The equivalence of these two possibilities was recently discussed in (Vasan \& Deconinck 2013), where it is shown that taking $E=0$ results in a steady flow with uniform current.

### 6.2 Numerical Scheme

A uniformly distributed grid, $x_{i}, i=1, \ldots, N_{X}+1$, is introduced in the interval $[0, \lambda]$, where $\lambda$ denotes the wavelength of the unknown wave. The derivatives of $\eta$ and $\psi$, in Eqs. (6.8a), (6.8b), are approximated by using fourth-order central finite-differences for periodic functions,

$$
\left(\partial_{x} u\right)_{i}=\frac{1}{12 \delta}\left(u_{i-2}-8 u_{i-1}+8 u_{i+1}-u_{i+2}\right)
$$

where the index $i$ denotes the value at $x_{i}$ and $\delta=\lambda / N_{X}$. Using the above formula with $f=\eta$ and $\psi$, in Eqs. (6.8a), (6.8b), we find that ( $\eta_{i}, \psi_{i}$ ), $c$ and $E$ must satisfy the following nonlinear algebraic system

$$
\begin{align*}
c\left(\partial_{x} \eta\right)_{i}-\left(\partial_{x} \eta\right)_{i}\left(\partial_{x} \psi\right)_{i}+\left(\left(\partial_{x} \eta\right)_{i}^{2}+1\right)\left(\frac{1}{h_{0}}\left(\mathscr{F}^{(M)}\left[\eta, h_{0}\right] \psi\right)_{i}+\mu_{0} \psi_{i}\right)=0,  \tag{6.9}\\
c\left(\partial_{x} \psi\right)_{i}-g \eta_{i}-\frac{1}{2}\left(\partial_{x} \psi\right)_{i}^{2}+\frac{1}{2}\left(\left(\partial_{x} \eta\right)_{i}^{2}+1\right)\left(\frac{1}{h_{0}}\left(\mathscr{F}^{(M)}\left[\eta, h_{0}\right] \psi\right)_{i}+\mu_{0} \psi_{i}\right)^{2}+E=0 . \tag{6.10}
\end{align*}
$$

The grid values of the approximate free surface amplitude, $\left(\mathscr{F}^{(M)}\left[\eta, h_{0}\right] \psi\right)_{i}, i=1, \ldots, N_{X}$, are determined by the grid values of the solution of the substrate coupled mode system (6.6). System (6.9), (6.10) involves $2 N_{X}+2$ unknowns, $\eta_{i}, \psi_{i}, i=1, \ldots, N_{X}+1, c$ and $E$, but consists of $2\left(N_{X}+1\right)$ equations. Thus, in order to obtain a closed system we need to impose additional conditions (Rienecker \& Fenton 1981, Belibassakis \& Athanassoulis 2011, Zhao et al. 2016). The first condition corresponds to the restriction to unimodal waves (one trough in one wavelength)
of specified wave height $H$ :

$$
\begin{equation*}
\eta_{1}-\eta_{\frac{1}{2}\left(N_{X}+1\right)}=H \tag{6.11}
\end{equation*}
$$

The last condition expresses the conservation of mass and is obtained by using a numerical integration formula for the approximation of

$$
\begin{equation*}
\int_{0}^{\lambda} \eta(x) d x=0 \tag{6.12}
\end{equation*}
$$

Given the wave-height $H$ and wavelength $\lambda$, steady water waves for the HCMS are computed by the following iterative procedure

```
Algorithm 1 Steady Water Wave
    Input: \(\lambda / h_{0}\) and \(H / h_{0}\)
    for \(k=0 \rightarrow N_{\text {iter }}\) do
        Evaluate \(A\left(\eta^{k}, h_{0}\right), B\left(\eta^{k}, h_{0}\right), C\left(\eta^{k}, h_{0}\right)\) and compute \(\mathscr{F}\left[\eta^{k}, h_{0}\right] \psi^{k}\)
        Solve the system (6.9), (6.10), (6.11), (6.12), with \(\mathscr{F}\left[\eta, h_{0}\right] \psi=\mathscr{F}\left[\eta^{k}, h_{0}\right] \psi^{k}\)
            by the Newton-Raphson method, in order to obtain \(\left(\eta^{k+1}, \psi^{k+1}, c^{k+1}, K^{k+1}\right)\)
        Repeat until \(\left|\eta^{k+1}\right|+\left|\psi^{k+1}\right|+\left|c^{k+1}\right|+\left|K^{k+1}\right|>\left|\eta^{k}\right|+\left|\psi^{k}\right|+\left|c^{k}\right|+\left|K^{k}\right|\).
    end for
```

The initial guess $(k=0)$ is made on the basis of linear theory

$$
\begin{equation*}
\eta^{0}(x)=\frac{H}{2} \cos \left(\kappa_{0} x\right), \quad \psi^{0}(x)=g \frac{H}{2 \omega_{0}} \sin \left(\kappa_{0} x\right), \quad c^{0}=\frac{\omega_{0}}{\kappa_{0}}, \quad K^{0}=0, \tag{6.13}
\end{equation*}
$$

where $H$ is the sought for wave height, and the frequency $\omega_{0}$ and wavenumber $\kappa_{0}$ are related by the well-known dispersion relation

$$
\omega_{0}^{2}\left(\kappa_{0}\right)=g \kappa_{0} \tanh \left(\kappa_{0} h_{0}\right)
$$

The Jacobian needed for the solution of Eqs. (6.9), (6.10), (6.11),(6.12), at every iteration $k$, is computed analytically by keeping $\mathscr{F}^{(M)}\left[\eta^{k}, h_{0}\right] \psi^{k}$ fixed with respect to the local values $\eta_{i}, \psi_{i}$. The Newton-Rapshon procedure performed at every iteration $k$ is terminated when the maximum difference between two consecutive iterations becomes less that $10^{-15}$. It should be emphasized that the present algorithm executes a double iteration procedure. Other implementations are possible and are left for future study.

| $\lambda / h_{0}$ | $0.8 H_{\max } / h_{0}$ | $c / c_{0}$ |
| :---: | :---: | :---: |
| 1 | 0.1132 | 0.4250 |
| 4 | 0.4016 | 0.8127 |
| 7 | 0.5230 | 0.9608 |
| 12 | 0.5832 | 1.0668 |
| 28 | 0.7741 | 1.1724 |

Table 6.1: Wave speed $c / c_{0}$ of strongly nonlinear waves for different shallowness conditions.

### 6.3 Results and discussion

In this section, Algorithm 1 is implemented for the computation of steady water waves governed by the HCMS. In particular, we examine a well known property of nonlinear waves, that is the dependence of their speed $c$ on their height $H$. As already mentioned, in order to obtain travelling wave solutions, using the present algorithm, we need to specify $\lambda / h_{0}$ and $H / h_{0}$. Algorithm 1 is implemented by gradually increasing $H / h_{0}$ for a wide range of shallowness conditions $\lambda / h_{0}=1,4,7,12,20,28$. The largest value of $H / h_{0}$ is specified by the maximum wave height $H / h_{0}$ for which convergence is achieved. For comparison purposes, we introduce the following expression for the extremal value of the wave height with respect to wave length,

$$
\begin{equation*}
\frac{H_{\max }}{h_{0}}=\frac{0.141063\left(\frac{\lambda}{h_{0}}\right)+0.0095721\left(\frac{\lambda}{h_{0}}\right)^{2}+0.0077829\left(\frac{\lambda}{h_{0}}\right)^{3}}{1+0.00788340\left(\frac{\lambda}{h_{0}}\right)+0.0317567\left(\frac{\lambda}{h_{0}}\right)^{2}+0.0093407\left(\frac{\lambda}{h_{0}}\right)^{3}} \tag{6.14}
\end{equation*}
$$

which is given in (Fenton 1990, Section 6) through fitting on the data of (Williams 1981). Throughout our computations we have used a fine spatial discretisation of $N_{X}=1000$ points per wavelength and $N_{\text {tot }}=4,6,8$ for the solution of HCMS. Results are shown in Figure 6.1, where they are compared with the corresponding (digitized) data (for $\lambda / h_{0}=4,7,12,20,28$ ) presented in (Zhao et al. 2016, Figure 2). The latter are obtained by using modified a version of Fenton's code, able to reach waves of highest amplitude. For waves of height less than $90 \%$ of $H_{\max } / h_{0}$ the results corresponding to $N_{\text {tot }}=4,6,8$ are almost indistinguishable. The convergence of the method with respect to $N_{\text {tot }}$ is better observed in the vicinity of $H_{\max } / h_{0}$. The agreement with stream function theory is evident almost for all values $H / h_{0}$. Slight discrepancies are only observed for waveheights larger than $99 \%$ of $H_{\max } / h_{0}$.

In order to illustrate the convergence of the present algorithm we consider strongly nonlinear waves of height equal to $80 \%$ of $H_{\max } / h_{0}$. The corresponding computed velocities are shown in Table 6.1 and are in agreement with the output of Fenton's original code. In Figure 6.2 we have plotted the successive iterations of the free surface elevation for the above five cases. Convergence is always achieved starting from the initial guess corresponding to the desired wave


Figure 6.1: The dependence of the wavespeed on the waveheight for different values of wavelength.
height. One might say that the present algorithm implements a "nonlinearization" of the initial linear guess (6.13), which nevertheless is quite naive for that wave height. The investigation of this remarkable feature is left for future work. As the conditions become shallower and the wave height comparable to the depth, more iterations are needed for the fulfillment of the stopping criterion. Furthermore, we have observed that the range of applicability of the present scheme, concerning the shallowness conditions, broadens as nonlinearity becomes smaller.

An important by-product of our approach is that the velocity potential can also be computed in a straightforward way, in view of the solution of the substrate system (6.6). In fact, having computed the numerical solution $\varphi_{n}, n=-2,0,1, \ldots, N_{\text {tot }}$, of the latter system for some $N_{\text {tot }}$, the velocity potential on the whole fluid domain is efficiently reconstructed by $\Phi=\sum_{n=-2}^{N_{\text {tot }}} \varphi_{n} Z_{n}$, where $Z_{n}$ are given by Eqs. (2.9) and (2.33). This is very useful because the modal decomposition $\varphi_{n}, n=-2,0,1, \ldots, N_{T}$ provides useful data for the vertical matching of the velocity potential in time-domain computations. Additionally, in view of the analytical expressions for the derivatives of $Z_{n}$, derived in Chapter 2, the computation of the velocity $V=\nabla \Phi$ becomes a matter of multiplication and addition. Thus, we also easily retract the data $g_{m}$ (see Eq. (3.13)) needed for the vertical matching of the horizontal velocity in the substrate system, Eq. (3.35c). As an example, we provide Figures 6.3 and 6.4 the computed horizontal and vertical velocity fields for the studied travelling waves of wave height $80 \%$ of $H_{\max } / h_{0}$. For an interesting discussion on the structure of these fluid quantities we refer to (Clamond 2012).


Figure 6.2: Convergence of the nondimensional free surface elevation $\tilde{\eta}=\eta / H$ for waves of wave height $H_{\max } / h_{0}$. Initial guess and final solution are shown with broken and light blue lines respectively. Grey lines correspond to solutions along the iterations.


Figure 6.3: Horizontal velocity field $\partial_{x} \Phi / c_{0}$ of traveling periodic waves of wave height $0.8 H_{\text {max }} / h_{0}$.


Figure 6.4: Vertical velocity field $\partial_{z} \Phi / c_{0}$ of traveling periodic waves of wave height $0.8 H_{\max } / h_{0}$.

## Chapter 7

## Time stepping scheme

In this chapter, we describe two numerical schemes applicable to the Hamiltonian Coupled Mode System (HCMS) in one horizontal dimension. The first one corresponds to the case of a basin laterally confined by vertical impermeable walls. This configuration is suitable for simulating the evolution of water waves starting from an initial condition and it can be used to study wave-wave and wave-bottom interactions and the reflection of waves on vertical walls. The second one concerns the case of a numerical wave-tank, able to account for wave generation and absorption. This configuration is suitable for numerical experiments involving the transformation of incident wave fields due to variable bathymetry.

### 7.1 Closed tank with vertical walls

Assuming that the two fully reflecting walls are located at $x=a, b, \operatorname{HCMS}$ consists of the following two component system on $X=[a, b]$

$$
\begin{align*}
\partial_{t} \eta & =-\partial_{x} \eta \partial_{x} \psi+\left(\left(\partial_{x} \eta\right)^{2}+1\right)\left(h_{0}^{-1} \mathscr{F}_{-2}^{(M)}[\eta, h] \psi+\mu_{0} \psi\right), \quad x \in X  \tag{7.1a}\\
\partial_{t} \psi & =-g \eta-\frac{1}{2}\left(\partial_{x} \psi\right)^{2}+\frac{1}{2}\left(\left(\partial_{x} \eta\right)^{2}+1\right)\left(h_{0}^{-1} \mathscr{F}_{-2}^{(M)}[\eta, h] \psi+\mu_{0} \psi\right)^{2}, \quad x \in X, \tag{7.1b}
\end{align*}
$$

where the (nonlocal) operator $\mathscr{F}_{-2}^{(M)}[\eta, h] \psi=\varphi_{-2}$ is determined by solving the following (substrate) system of second order variable coefficient differential equations on $X$

$$
\begin{align*}
\sum_{n=-2}^{M} A_{m n} \partial_{x}^{2} \varphi_{n}+B_{m n} \partial_{x} \varphi_{n}+C_{m n} \varphi_{n} & =0, \quad m=-2, \ldots, M-1, \quad x \in X  \tag{7.2a}\\
\sum_{n=-2}^{M-1} \varphi_{n} & =\psi, \quad x \in X  \tag{7.2b}\\
\sum_{n=-2}^{M-1} A_{m n} \partial_{x} \varphi_{n}+\frac{1}{2}\left(B_{m n}-\partial_{x} h Z_{n} Z_{m}\right) \varphi_{n} & =0, \quad m=-2, \ldots, M-1, \quad x=a, b \tag{7.2c}
\end{align*}
$$

The matrix coefficients appearing in Eqs. (7.2a) are given by

$$
\begin{align*}
A_{m n} & =\int_{-h}^{\eta} Z_{n} Z_{m} d z  \tag{7.3a}\\
B_{m n} & =\int_{-h}^{\eta} \partial_{x} Z_{n} Z_{m} d z+\partial_{x} h\left[Z_{n} Z_{m}\right]_{z=-h}  \tag{7.3b}\\
C_{m n} & =\int_{-h}^{\eta} \Delta Z_{n} Z_{m} d z-N_{h} \cdot\left[\nabla Z_{n} Z_{m}\right]_{z=-h} \tag{7.3c}
\end{align*}
$$

and the system (7.1) is supplemented by initial conditions

$$
\begin{equation*}
\eta\left(x, t_{0}\right)=\eta_{0}(x), \quad \psi\left(x, t_{0}\right)=\psi_{0}(x) \tag{7.4}
\end{equation*}
$$

For the spatial discretization of the evolutionary system (7.1), we use fourth order central finite differences (see Eqs. (5.6)) on a uniform grid $x_{i}, i=1, \ldots, N_{X}$, of $X$, obtaining the following semi-discretized system

$$
\begin{align*}
\partial_{t} \eta_{i} & =-\left(\partial_{x} \eta\right)_{i}\left(\partial_{x} \psi\right)_{i}+\left(\left(\partial_{x} \eta\right)_{i}^{2}+1\right)\left(h_{0}^{-1} \mathscr{F}_{-2}^{(M)}[\eta, h] \psi+\mu_{0} \psi\right)_{i}  \tag{7.5a}\\
\partial_{t} \psi_{i} & =-g \eta_{i}-\frac{1}{2}\left(\partial_{x} \psi\right)_{i}^{2}+\frac{1}{2}\left(\left(\partial_{x} \eta\right)_{i}^{2}+1\right)\left(h_{0}^{-1} \mathscr{F}_{-2}^{(M)}[\eta, h] \psi+\mu_{0} \psi\right)_{i}^{2} \tag{7.5b}
\end{align*}
$$

For the time integration of this evolutionary nonlocal system (7.5), we employ the fourth order Runge-Kutta method, which is a classical explicit method. At every time step, the computation of the free surface amplitude $\mathscr{F}_{-2}^{(M)}[\eta, h] \psi$, required for the evaluation of the right hand sides of (7.5), is accomplished by the finite difference method described in Chapter 5. In order to describe this procedure, let us write the system (7.5) in the compact form $\partial_{t} U=N[U]$, where $U=U\left(x_{i}, t\right)$. Introducing a temporal grid $t^{n}=n \delta t$ and $U^{n} \equiv U\left(x, t^{n}\right)$, the time-stepping is implemented by Algorithm 2. The coefficients $\alpha, \beta$ and $\gamma$ are given by the well known Butcher tableau

$$
\begin{array}{c|c|cccc} 
& \alpha_{i j} \\
\hline & \beta
\end{array}=\begin{gathered}
0 \\
1 / 2
\end{gathered} \left\lvert\, \begin{array}{cccc}
0 & 0 & 0 & 0 \\
1 / 2 & 0 & 0 & 0 \\
1 & 0 & 1 / 2 & 0 \\
0 & 0 & 1 & 0 \\
\hline & 1 / 6 & 1 / 3 & 1 / 3
\end{array} 1 / 6\right.
$$

It should be emphasized that Algorithm 2, requires four evaluations of $A\left(\bar{\eta}^{k}, h\right), B\left(\bar{\eta}^{k}, h\right), C\left(\bar{\eta}^{k}, h\right)$ and four inversions of the corresponding substrate linear system. Modifications of the above algorithm for the use of other explicit methods of time integration are straightforward.

```
Algorithm 2 IBVP for the HCMS (7.1)
    Given \(U^{0} \equiv\left(\eta^{0}, \psi^{0}\right)\)
    for \(n=1 \rightarrow N_{\text {time }}\) do
        for \(i=1 \rightarrow 4\) do
            \(\bar{U}_{i} \equiv\left(\bar{\eta}_{i}, \bar{\psi}_{i}\right)=U^{n}+\delta t \sum_{j=1}^{i-1} \alpha_{i j} K_{j}^{n}\)
            Evaluate \(A\left(\bar{\eta}_{i}, h\right), B\left(\bar{\eta}_{i}, h\right), C\left(\bar{\eta}_{i}, h\right)\) and solve the substrate system (7.2) with \(\psi=\bar{\psi}_{i}\)
            \(K_{i}^{n}=N\left(t^{n}+\gamma_{i} \delta t, \bar{U}_{i}\right)\)
        end for
        \(U^{n+1}=U^{n}+\delta t \sum_{j=1}^{4} \beta_{j} K_{j}^{n}\)
    end for
```


### 7.2 Periodic domain

The HCMS formulation in the periodic case becomes

$$
\begin{align*}
\partial_{t} \eta & =-\partial_{x} \eta \partial_{x} \psi+\left(\left(\partial_{x} \eta\right)^{2}+1\right)\left(h_{0}^{-1} \mathscr{F}_{-2}^{\left(N_{\text {tot }}\right)}[\eta, h] \psi+\mu_{0} \psi\right), \quad x \in X,  \tag{7.6a}\\
\partial_{t} \psi & =-g \eta-\frac{1}{2}\left(\partial_{x} \psi\right)^{2}+\frac{1}{2}\left(\left(\partial_{x} \eta\right)^{2}+1\right)\left(h_{0}^{-1} \mathscr{F}_{-2}^{\left(N_{\text {tot }}\right)}[\eta, h] \psi\right)^{2}, \quad x \in X, \tag{7.6b}
\end{align*}
$$

where $X=[0, \lambda]$. The (nonlocal) operator $\mathscr{F}_{-2}^{\left(N_{\text {tot }}\right)}[\eta, h] \psi=\varphi_{-2}$ is determined by solving

$$
\begin{align*}
\sum_{n=-2}^{M} A_{m n} \partial_{x}^{2} \varphi_{n}+B_{m n} \partial_{x} \varphi_{n}+C_{m n} \varphi_{n} & =0, \quad m=-2, \ldots, M-1, \quad x \in X,  \tag{7.7a}\\
\sum_{n=-2}^{M-1} \varphi_{n} & =\psi, \quad x \in X,  \tag{7.7b}\\
\varphi_{n}(0) & =\varphi_{n}(\lambda), \quad m=-2, \ldots, M-1 . \tag{7.7c}
\end{align*}
$$

Eventually, the initial conditions $\left(\eta_{0}, \psi_{0}\right)$ and the bathymetry $h$ must be periodic in this case. The time marching of Eqs. (7.6) is implemented by the obvious modification of Algorithm 2.

### 7.3 Wave tank with generation and absorption layers

A common feature of wave simulations in finite domains is that reflections are expected to occur at the boundaries, at a finite time during the simulation. An approach to cope with this
burden in water waves is to surround the boundaries of the computational domain by absorbing layers appropriately designed to absorb outgoing waves. This method, also called sponge layer technique, is very popular in the engineering community and has been implemented in several variants see e.g. (Cao et al. 1993, Jensen 1998, Clamond et al. 2005, Zhang et al. 2014). In order to describe the implementation of this method in the present context, let us first write the Hamiltonian Coupled Mode system in one horizontal dimension, in the case of a matching condition at $x=a$ and a vertical wall at $x=b$ :

$$
\begin{align*}
\partial_{t} \eta & =-\partial_{x} \eta \partial_{x} \psi+\left(\left(\partial_{x} \eta\right)^{2}+1\right)\left(h_{0}^{-1} \mathscr{F}_{-2}^{\left(N_{\mathrm{tot}}\right)}[\eta, h] \psi+\mu_{0} \psi\right), \quad x \in X  \tag{7.8a}\\
\partial_{t} \psi & =-g \eta-\frac{1}{2}\left(\partial_{x} \psi\right)^{2}+\frac{1}{2}\left(\left(\partial_{x} \eta\right)^{2}+1\right)\left(h_{0}^{-1} \mathscr{F}_{-2}^{\left(N_{\mathrm{tot}}\right)}[\eta, h] \psi+\mu_{0} \psi\right)^{2}, \quad x \in X \tag{7.8b}
\end{align*}
$$

where $N_{\text {tot }}=M+3, M$ denoting the number of evanescent modes $(n \geq 1)$, and $\mathscr{F}_{-2}^{\left(N_{\text {tot }}\right)}[\eta, h] \psi$ is obtained by solving the following system

$$
\begin{align*}
\sum_{n=-2}^{M} A_{m n} \partial_{x}^{2} \varphi_{n}+B_{m n} \partial_{x} \varphi_{n}+C_{m n} \varphi_{n} & =0, \quad m=-2, \ldots, M-1, \quad x \in X  \tag{7.9a}\\
\sum_{n=-2}^{M-1} \varphi_{n} & =\psi, \quad x \in X,  \tag{7.9b}\\
\sum_{n=-2}^{M-1} A_{m n} \partial_{x} \varphi_{n}+\frac{1}{2} B_{m n} \varphi_{n} & =g_{m}, \quad m=-2, \ldots, M-1, \quad x=a  \tag{7.9c}\\
\sum_{n=-2}^{M-1} A_{m n} \partial_{x} \varphi_{n}+\frac{1}{2} B_{m n} \varphi_{n} & =0, \quad m=-2, \ldots, M-1, \quad x=b \tag{7.9d}
\end{align*}
$$

An important question, regarding the numerical wave generation scheme, is how to initialize the wave propagation process. Since an instantaneous non-trivial configuration of the wave field is not known, it seems natural to assume that the fluid is initially $(t=0)$ at rest and it is gradually excited at $x=a$. This is implemented by imposing the conditions

$$
\begin{equation*}
\eta(x, 0)=0, \quad \psi(x, 0)=0, x \in X, \quad g_{m}(0)=0, m=-2, \ldots, M-1 \tag{7.10}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{m}(t)=D(t) g_{m, \mathrm{imp}}(t) \tag{7.11}
\end{equation*}
$$

where

$$
D(\tau)=\left\{\begin{align*}
e^{1-\frac{1}{1-(\tau-1)^{2}}}, & \tau \in(0,1)  \tag{7.12}\\
1, & \text { otherwise }
\end{align*}\right.
$$



Figure 7.1: The transition function $D(\tau)$
is a smooth transition function and $g_{m, \text { imp }}$ denote the data we desire to impose at $x=a$ after some appropriate time $t_{c}>0$. In the case of a Dirichlet matching condition we can use instead

$$
\begin{equation*}
\eta(a, t)=D(t) \eta_{\mathrm{imp}}(t), \quad \psi(a, t)=D(t) \psi_{\mathrm{imp}}(t), \quad \varphi_{m}(t)=D(t) \varphi_{m, \mathrm{imp}}(t) \tag{7.13}
\end{equation*}
$$

Condition Eq. (7.11) in conjunction with the matching condition Eq. (7.9c) might ensure the generation of a predefined wave at the entrance section $x=a$. However, this is not enough for an efficient, long-lasting, numerical simulation. The reason is that, because of the variations of the bathymetry, backscattered waves are developed, propagating towards $x=a$ and these waves will be reflected within the computational domain (in positive direction) if we do not apply a specific absorption procedure.

We proceed by applying appropriate modifications on the evolutionary system Eqs. (7.8) in an entrance layer (starting at $x=a>0$ ) and in an absorption layer (near the end of the finite computational domain at $x=b>a)$. Using the notation $U=(\eta, \psi)^{\mathrm{T}}$, the right hand sides of (7.8), denoted by $N(U, t)$, are modified by the introduction of two terms proportional to prescribed smooth functions $c_{a}(x)$ and $c_{b}(x)$ supported in small regions before the boundaries $x=a$ and $x=b:$

$$
\begin{equation*}
\partial_{t} U=N(U, t)-c_{a}\left(U_{\mathrm{imp}}-U\right)-c_{b} U:=\tilde{N}(U, t) \tag{7.14}
\end{equation*}
$$

The spatial variation of $c_{a}$ and $c_{b}$ is chosen to be polynomial as in (Zhang et al. 2014).

$$
\begin{align*}
& c_{a}=\left\{\begin{array}{cc}
C_{a}\left(\frac{a+L_{a}-x}{L_{a}}\right)^{p}, & x \in\left[a, a+L_{a}\right] \\
0 & , \\
c_{b} & =\left\{\begin{array}{cc}
0 \in\left[a+L_{a}, b\right]
\end{array}\right. \\
C_{b}\left(\frac{x-\left(b-L_{b}\right)}{L_{b}}\right)^{p}, & x \in\left[a, b-L_{b}\right]
\end{array}\right.  \tag{7.15}\\
& \tag{7.16}
\end{align*}
$$

where $L_{a}$ and $L_{b}$ denote the lengths of the entrance and absorbing layer. The algorithm for time stepping in this case is shown Algorithm 3. It should be noted that no modification takes place on the substrate system, that is, the sponge layers affects only the free surface boundary conditions. Concerning the vertical wall conditions of $\varphi_{n}$ at $x=b$, Eqs. (7.9d), we have observed that as soon as no disturbance reaches $x=b$, up to some level of accuracy, it does not play a significant role and could be replaced for example by homogeneous Dirichlet conditions.

```
Algorithm 3 HCMS (7.14) with Generation and Absorption Layers
    \(U^{0} \equiv\left(\eta^{0}, \psi^{0}\right)=0\)
    for \(n=1 \rightarrow N_{\text {time }}\) do
        for \(i=1 \rightarrow 4\) do
            Calculate \(\bar{U}_{\text {imp }}\left(t^{n}+\gamma_{i} \delta t\right)\) and \(\bar{g}_{m}\left(t^{n}+\gamma_{i} \delta t\right)\)
            \(\bar{U}_{i} \equiv\left(\bar{\eta}_{i}, \bar{\psi}_{i}\right)=U^{n}+\sum_{j=1}^{i-1} \alpha_{i j} K_{j}^{n}\)
            Evaluate \(A\left(\bar{\eta}_{i}, h\right), B\left(\bar{\eta}_{i}, h\right), C\left(\bar{\eta}_{i}, h\right)\) and solve (7.9) with \(\psi=\bar{\psi}_{i}\) and \(g_{m}=\bar{g}_{m}\left(t^{n}+\gamma_{i} \delta t\right)\)
            \(K_{i}^{n}=\tilde{N}\left(t^{n}+\gamma_{i} \delta t, \bar{U}^{i}\right)\)
        end for
        \(U^{n+1}=U^{n}+\delta t \sum_{j=1}^{4} \beta_{j} K_{j}^{n}\)
    end for
```


## Chapter 8

## Simulations of water waves in one horizontal dimension

In this chapter, the numerical schemes presented previously are implemented for the simulations of nonlinear water waves over flat or varying bathymetry. Our aim is to provide sufficient evidence of the nonlinear accuracy of HCMS and its applicability in demanding cases. First, in Section 8.1 we consider the long-time steady propagation of nonlinear water waves above flat bottom. In Sections 8.2 and 8.3 , we consider experiments involving the nonlinear transformation of solitary waves, due to their interaction with vertical impermeable walls and varying bathymetry. In Sections 8.4 and 8.5, we consider the transformation of incident regular waves in the presence of varying bathymetry. Finally, in order to demonstrate the applicability of the method in a quite complicated case, we provide, in Section 8.6, numerical results on the interaction of a solitary wave with an undulating bathymetry.

### 8.1 Propagation of steady travelling waves over flat bottom

In this section, we illustrate the nonlinear accuracy of the present numerical method and its capability in reproducing the long-time propagation of travelling nonlinear waves above a flat bottom. In order to assess the conservation properties of our numerical scheme, we introduce the relative error on the conservation of energy

$$
\begin{equation*}
\mathscr{E}[H]=\left|\frac{H_{0}-H^{\left(N_{\mathrm{tot})}\right.}(t)}{H_{0}}\right| \tag{8.1}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{0}=\frac{1}{2} \int_{X}\left(\psi_{0} G^{\left(N_{\mathrm{tot}}\right)}\left[\eta_{0}, h\right] \psi_{0}+g \eta_{0}^{2}\right) d x \tag{8.2}
\end{equation*}
$$

is the initial energy, and $H^{\left(N_{\text {tot }}\right)}(t)$ is the energy during the simulation, computed by

$$
\begin{equation*}
H^{\left(N_{\mathrm{tot}}\right)}(t)=\frac{1}{2} \int_{X}\left(\psi G^{\left(N_{\mathrm{tot}}\right)}[\eta, h] \psi+g \eta^{2}\right) d x \tag{8.3}
\end{equation*}
$$

The $X$ integrals in the above equations are calculated by the trapezoidal rule and $N_{\text {tot }}=M+3$, where $M$ denotes the number of evanescent modes $(n \geq 1)$ kept in the enhanced eigenfunction expansion (2.4).

### 8.1.1 Periodic nonlinear waves

The initial conditions $(\eta(x, 0), \psi(x, 0))=\left(\eta_{0}, \psi_{0}\right)$ for (7.6) are specified as travelling wave numerical solutions (regular waves) obtained by the method developed in Chapter 6. The substrate periodic CMS (7.7) is solved by the finite difference method presented in Chapter 5. Eqs. (7.6) are marched in time by a straightforward adaptation of Algorithm 2 in the present periodic case.

We consider a deep steady wave of wave length $\lambda=1 \mathrm{~m}$ over a depth $h_{0}=1 \mathrm{~m}$ (shallowness $\left.k h_{0}=2 \pi\right)$. The wave height is $H=0.1132 \mathrm{~m}$ which corresponds to $80 \%$ of the maximum value, predicted by (Williams 1981), for the specific choise of $\lambda, h_{0}$. This wave is characterised by nonlinearity $H / h_{0}=0.1132$ (steepness $k H / 2=0.3555$ ) which is quite significant. The nondimensional wave speed and period are $c /\left(g h_{0}\right)^{1 / 2}=0.4249$ and $T /\left(g / h_{0}\right)^{1 / 2}=2.3534$ respectively. The parameter $\mu_{0}$ is chosen to be $\mu_{0}=k \tanh \left(k h_{0}\right)$, where $k=2 \pi \lambda$. The uniform spatio-temporal discretisation is $\delta x=0.01 \mathrm{~m}$ and $\delta t=0.05 \mathrm{~s}$ which corresponds to a Courant-Friedrichs-Lewy (CFL) number CFL $=c \delta t / \delta x=0.667$ and the wave is left to propagate for a duration $30 T \mathrm{~s}$. Starting with $N_{\text {tot }}=4$ we have observed that high frequency instabilities deteriorate the evolution after $t=6 T \mathrm{~s}$. The same happens for $N_{\text {tol }}=5$ after $t=14 T \mathrm{~s}$. A choice $N_{\text {tot }} \geq 6$ proved sufficient for the completion of the present simulation. The free surface elevation at $t=30 T$ s is shown in Figure 8.1 (a). Its shape and phase is well preserved for $N_{\text {tot }}=7,8$ (results for $N_{\text {tot }}=9-12$ are indistinguishable and therefore omitted). The mass $M(t)=\int_{X} \eta d x$ as a function of time $t$ is shown in Figure 8.1 (b) and the relative error on the Hamiltonian in Figure 8.1 (c). Both quantities are well conserved, bearing in mind that Eqs. (7.6) are marched in time with the classical Runge-Kutta method.

### 8.1.2 Solitary waves

We shall now consider the closed wave tank case, Eqs. (7.1), (7.2). The initial conditions $\left(\eta_{0}, \psi_{0}\right)$ of (7.1) are specified as a highly accurate solitary wave solutions of the complete water wave problem produced by the code of (Clamond \& Dutykh 2013). Specifically, we use the version of the code that takes as input a prescribed amplitude, say $a / h_{0}$, and returns the free surface elevation, potential and constant velocity $c$. The length $L$ of the constructed wave is used for the calculation of $\mu_{0}=(2 \pi / L) \tanh \left((2 \pi / L) h_{0}\right)$.

In the first simulation we consider HCMS with $N_{\text {tot }}=7$. We note that $N_{\text {tot }}=M+3$ where


Figure 8.1: Errors during the evolution of a travelling periodic wave of wave height $H / h_{0}=0.113$, $\lambda / h_{0}=1$ (steepness $k a=0.355$ ) for different values of $N_{\text {tot }}$ : Free surface elevation (a), error on mass as a function of time (b), and relative error on energy as a function of time (c).
$M$ denotes the number of evanescent modes ( $n \geq 1$ in (2.4)). This means that we have included the sloping bottom mode despite the fact that the bottom is flat. The sloping bottom amplitude $\varphi_{-1}$ that is computed during the simulation is practically negligible and no significant differences are observed when the latter mode is neglected from the series expansion. The initial solitary wave has normalized amplitude $a / h=0.5$ and nondimensional wave speed $c=1.21$. The constant depth is taken $h_{0}=1 \mathrm{~m}$ and the computational domain is 600 m long. The initial free surface elevation and potential are centered 25 m from the left wall which is a sufficiently long distance in order for the interaction with the wall to be negligible. The spatial and temporal discretization is $\delta x=0.1 \mathrm{~m}$ and $\delta t=0.02 \mathrm{~s}$ respectively. Snapshots of the free surface elevation are shown in Figure 8.2. The computed solitary wave maintains its shape even after it has propagated 500 times its depth. The characteristic trail, appearing in the evolution of "exact" solitary wave solutions with asymptotic models (see Figure 5 of (Mitsotakis et al. 2016)) is not noticeable.

The next test concerns the assessment of the convergence our numerical scheme with respect to the spatial discretization. For this purpose we have propagated a solitary wave of amplitude


Figure 8.2: Propagation of a solitary wave of amplitude $a / h_{0}=0.5$. Snapshots correspond to $t=0,26.24,52.50,78.76,105.04,131.30 \mathrm{~s}$.
$a=0.5 \mathrm{~m}$ over depth $h_{0}=1$ and constant speed $c=3.8073 \mathrm{~m} / \mathrm{s}$ for a duration of approximately 5 s using HCMS $N_{\text {tot }}=7$. Simulations were performed with $\delta x=0.5,0.5,0.25,0.125,0.0625,0.03125$ and a time step sufficiently small, so that errors from the time integration can be considered insignificant. In Figure 8.3 we monitor the relative $L^{2}$ error for $\eta$ and $\psi$, denoted by $\mathscr{E}_{L^{2}}[\eta]$ and $\mathscr{E}_{L^{2}}[\psi]$ respectively. The scheme clearly convergences with a rate $O\left(\delta x^{4}\right)$ up to $\delta x=0.0625$ m . For smaller $\delta x$ the rate of convergence decreases and this might be related to a similar behaviour already observed in the numerical solution of the substrate problem (see Figure 5.5). To investigate the present numerical scheme concerning the number of modes $N_{\text {tot }}$ used for the solution of the substrate system, we performed the same computation with $N_{\text {tot }}=4,6,8$. As shown in Figure 8.4 the speed of the computed solitary waves is in very good agreement with the exact one. A slight phase shift is observed only for the case $N_{\text {tot }}=4$. Finally, in order to examine the sensitivity of the conservation properties on the spatio temporal discretization and


Figure 8.3: Propagation of a solitary wave of normalised amplitude $a / h_{0}=0.4: L^{2}$ error on the free surface elevation $\eta$ and potential $\psi$.


Figure 8.4: Comparison of the computed solitary wave with the exact one after it has travelled 525 times its depth.
$N_{\text {tot }}$, we propagated a solitary wave with $a=0.4 \mathrm{~m}$ by using CFL $=0.5$ and $N_{\text {tot }}=4,6,8,10,12$. The results are gathered in Tables 8.1 and 8.2. The conserved quantities are very well reproduced for a wide range of numerical parameters.

Despite the fact that the cases studied in this and the previous section are simple, they offer a convenient framework for a detailed numerical investigation of the present scheme which is planned for the near future. Due to the structure of the HCMS, such a study is not classical and requires special attention, since, apart from the discretization in space and time, one must take also into account the errors induced by the truncation of the substrate system.

Table 8.1: Error in the conservation of mass $\mathscr{E}^{\left(N_{\text {tot }}\right)}[M]$.

| $N_{\text {tot }}$ | $\delta x=0.8$ | $\delta x=0.4$ | $\delta x=0.2$ | $\delta x=0.1$ | $\delta x=0.05$ | $\delta x=0.025$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | $1.01 \cdot 10^{-4}$ | $3.00 \cdot 10^{-6}$ | $7.24 \cdot 10^{-8}$ | $2.40 \cdot 10^{-8}$ | $1.42 \cdot 10^{-8}$ | $5.31 \cdot 10^{-9}$ |
| 6 | $9.25 \cdot 10^{-5}$ | $2.40 \cdot 10^{-6}$ | $3.31 \cdot 10^{-8}$ | $2.31 \cdot 10^{-8}$ | $1.58 \cdot 10^{-8}$ | $1.87 \cdot 10^{-9}$ |
| 8 | $9.11 \cdot 10^{-5}$ | $2.33 \cdot 10^{-6}$ | $3.12 \cdot 10^{-8}$ | $2.09 \cdot 10^{-8}$ | $1.87 \cdot 10^{-8}$ | $3.04 \cdot 10^{-9}$ |
| 10 | $9.06 \cdot 10^{-5}$ | $2.31 \cdot 10^{-6}$ | $3.12 \cdot 10^{-8}$ | $2.12 \cdot 10^{-8}$ | $1.51 \cdot 10^{-8}$ | $4.68 \cdot 10^{-9}$ |
| 12 | $9.04 \cdot 10^{-5}$ | $2.30 \cdot 10^{-6}$ | $3.50 \cdot 10^{-8}$ | $1.84 \cdot 10^{-8}$ | $1.51 \cdot 10^{-8}$ | $7.60 \cdot 10^{-9}$ |

Table 8.2: Error in the conservation of energy $\mathscr{E}\left(N_{\text {tot }}\right)[H]$.

| $N_{\text {tot }}$ | $\delta x=0.8$ | $\delta x=0.4$ | $\delta x=0.2$ | $\delta x=0.1$ | $\delta x=0.05$ | $\delta x=0.025$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | $1.73 \cdot 10^{-3}$ | $7.84 \cdot 10^{-5}$ | $1.71 \cdot 10^{-6}$ | $3.36 \cdot 10^{-7}$ | $1.61 \cdot 10^{-7}$ | $1.19 \cdot 10^{-7}$ |
| 6 | $1.74 \cdot 10^{-3}$ | $8.19 \cdot 10^{-5}$ | $2.89 \cdot 10^{-6}$ | $9.50 \cdot 10^{-8}$ | $4.42 \cdot 10^{-9}$ | $3.76 \cdot 10^{-9}$ |
| 8 | $1.74 \cdot 10^{-3}$ | $8.19 \cdot 10^{-5}$ | $2.90 \cdot 10^{-6}$ | $9.76 \cdot 10^{-8}$ | $6.54 \cdot 10^{-9}$ | $1.37 \cdot 10^{-9}$ |
| 10 | $1.74 \cdot 10^{-3}$ | $8.19 \cdot 10^{-5}$ | $2.90 \cdot 10^{-6}$ | $9.80 \cdot 10^{-8}$ | $5.29 \cdot 10^{-9}$ | $6.10 \cdot 10^{-9}$ |
| 12 | $1.74 \cdot 10^{-3}$ | $8.19 \cdot 10^{-5}$ | $2.91 \cdot 10^{-6}$ | $9.85 \cdot 10^{-8}$ | $7.10 \cdot 10^{-9}$ | $1.14 \cdot 10^{-8}$ |



Figure 8.5: Initial free surface and configuration of the domain for the study of the reflection of solitary waves on a vertical wall.

### 8.2 Reflection of solitary waves on a vertical wall

In order to examine the interaction of nonlinear waves with vertical impermeable boundaries we study the reflection of incident solitary waves on a vertical wall located at the right end $(x=b)$ of a flat bottom basin $\left(h(x)=h_{0}\right)$, see Figure 8.5. It is recalled that the no-flux condition on the vertical boundaries is implemented by the coupled Robin type boundary conditions (7.2c). This


Figure 8.6: Comparison of the maximum run-up, computed by several methods, as a function of incident wave height.
phenomenon has been studied theoretically, numerically and experimentally by several authors. A quantity of interest during this interaction is the (normalised) maximum run-up of the wave on the wall, defined as $R_{\max }=\max \{\eta(b, t)\} / h_{0}$. An asymptotic formula for $R_{\max }$ is available (Su \& Mirie 1980),

$$
\begin{equation*}
R_{\max } \sim 2 \alpha+\frac{1}{2} \alpha^{2}+\frac{3}{4} \alpha^{3}, \tag{8.4}
\end{equation*}
$$

where $\alpha$ is the normalised amplitude of the initial solitary wave. As it was shown in (Cooker et al. 1997), the maximum run-up predicted by direct numerical simulations for the full problem using the boundary element method, does not agree with the above formula as $\alpha$ approaches its largest possible value. Numerical computations of $R_{\max }$ are also provided in (Craig et al. 2006), using the Zakharov/Craig-Sulem formulation in conjunction with a Taylor series expansion of the DtN operator, and in (Chambarel et al. 2009) using a Boundary Integral Equation Method for the direct solution of the full problem. The same computations are undertaken here by using the HCMS with $N_{\text {tot }}=8$. The closed basin is extended from $x=-100$ to $x=0$ and the depth is $h_{0}=1 \mathrm{~m}$. The spatial and temporal discretisation is $\delta x=0.05$ and $\delta t=0.01$ respectively for solitary waves with initial amplitude less than 0.35 . For larger values, a finer resolution was required ( $\delta x=0.025$ and $\delta t=0.005$ ) in order to obtain stable simulations during the runup and rundown on the wall. Results are shown in Figure 8.6 where several other computations are plotted for comparison purposes. The present method is able to successfully simulate the reflection process for incident solitary waves of amplitude up to $\alpha=0.6$, showing excellent agreement with the direct BEM method. For values slightly larger than $\alpha=0.6$ the simulations were interrupted during the rundown process when the free surface becomes almost vertical. BEM


Figure 8.7: Symmetric collision of solitary waves of normalised amplitude $a / h_{0}=0.4$.
computations of (Chambarel et al. 2009) suggest that above this threshold value a residual jet appears. More details and discussions on the reflection of solitary waves as well as its reproduction in the laboratory we refer to (Chambarel et al. 2009, Chen et al. 2015) and the references therein. Closing this section, we present in Figure 8.7 the time history of the symmetric collision of two solitary waves of amplitude $\alpha=0.4$. It is well known that this interaction is equivalent with the reflection on a vertical wall. For this amplitude, the maximum run-up for both the collision and reflection was $R_{\max }=0.936$. Further validations as well as numerical results on the velocity field and pressure predicted by HCMS during these interactions can be found in (Charalampopoulos 2016).

### 8.3 Transformation of solitary waves over varying bathymetry

### 8.3.1 Shoaling of solitary waves on a plane beach

A solitary wave, initially travelling over a flat bottom, shoals when it encounters a seabed of gradually diminishing topography, usually a plane beach, that ends up to the shore line. During shoaling, the solitary wave undergoes a severe nonlinear transformation which eventually leads to more complex phenomena such as overturning, breaking and run-up.

To show the applicability of HCMS to the simulation of shoaling solitary waves we consider the benchmark test of (Grilli et al. 1994) in which solitary waves are generated in a laboratory wave tank and propagate towards a plane beach of slope $1 / 35$. Since our formulation requires a non-vanishing water depth, we have slightly modified the sloping beach just before the end of the domain. The configuration of the numerical experiment and the position of the measuring gauges is shown in Figure 8.8.


Figure 8.8: Initial free surface and configuration of the computational domain for the experiment of (Grilli et al. 1994). Vertical black line segments correspond to the position of the gauges $g_{0}$, $g_{1}, g_{3}, g_{5}, g_{7}$ and $g_{9}$.


Figure 8.9: Time series of the free surface elevation at several gauges along the wave tank.


Figure 8.10: Initial free surface and computational domain for the experiment of (Dodd 1998). Vertical black line segments correspond to the measuring stations $\# 1, \# 2$ and $\# 3$, located at $x=0,16.25$ and 17.75 m .

We consider the case of an initial solitary wave of amplitude $a / h_{0}=0.2$. For the simulation of this experiment we have used HCMS with a total number of modes $N_{\text {total }}=8$ and a uniform spatio-temporal discretisation $\delta x=0.1$ and $\delta t=0.01$. Comparison of our computations with the measurements of (Grilli et al. 1994) and the BEM method (Manolas 2015) are shown in Figure 8.9. The computed free surface elevation is in very good agreement with the measurements at first three gauges $g_{1}, g_{3}, g_{5}$. A small discrepancy starts to appear at $g_{7}$ and becomes more significant at $g_{9}$ which is closest to the point where breaking occurs in the laboratory. Agreement of computations and experimental measurements is also observed for the rest of the cases examined in (Grilli et al. 1994) (see (Charalampopoulos 2016)). Shoaling is overall very well reproduced by the HCMS and the phenomenon is captured with adequate accuracy even before breaking.

### 8.3.2 Reflection of shoaling solitary waves on a vertical wall at the end of a sloping beach

In this numerical test, we simulate a solitary wave that shoals, climbing up a sloping plane beach, and reflects on a vertical wall without breaking. Experiments for this configuration have been conducted in (Dodd 1998) and have been used for the validation of the numerical scheme solving Nwogu's extended Boussinesq equations (Wakley \& Berzins 1999). These model equations, being weakly non-linear and weakly dispersive, capture the phenomenon with moderate accuracy, especially when the amplitude of the incident solitary wave is significant (see Section 5.2, Figures 3 and 4 of (Wakley \& Berzins 1999)). Recently, (Mitsotakis et al. 2015) demonstrated that the (fully nonlinear) Serre-Green-Nagdhi equations simulate this experiment with higher accuracy than weakly nonlinear models.

The horizontal computational domain extends from $x=-100$ to $x=20 \mathrm{~m}$ where vertical impermeable walls are located. The depth, for $x \in[-100,0]$ is constant, $h_{0}=0.7 \mathrm{~m}$, and the


Figure 8.11: Reflection of a shoaling solitary wave, of initial amplitude $a=0.07 \mathrm{~m}$, on a vertical wall located at $x=20 \mathrm{~m}$. Time series of the free surface elevation, at gauges 1-3. Numerical solution is shown with a light blue line and experimental data with grey circles. The solitary wave is initially centered at $x=-30$.
plane beach of slope $1 / 50$, starts at $x=0 \mathrm{~m}$ and ends at $x=20 \mathrm{~m}$. The initial solitary wave is centered at at $x=-30$, see Figure 8.10. We have considered both cases of (Dodd 1998), corresponding to solitary waves of amplitude $a=0.07 \mathrm{~m}$ and $a=0.12 \mathrm{~m}$, with corresponding velocities $c=2.7472$ and $c=2.8337 \mathrm{~m} / \mathrm{s}$. For the numerical solution of HCMS, we have used $N_{\text {tot }}=7$ modes for the substrate coupled mode system and a spatio-temporal discretization $\delta x=0.08 \mathrm{~m}$ and $\delta t=0.015 \mathrm{~s}$. Comparisons of our computations with experimental measurements are shown in Figures 8.11 and 8.12. The agreement is evident, demonstrating that the present method can accurately simulate the strongly nonlinear reflection process.


Figure 8.12: Reflection of a shoaling solitary wave of initial amplitude $a=0.12 \mathrm{~m}$, on a vertical wall located at $x=20 \mathrm{~m}$. Time series of the free surface elevation, at gauges 1-3. Numerical solution is shown with a light blue line and experimental data with grey circles. The solitary wave is initially centered at $x=-30$.


Figure 8.13: Geometric configuration of the numerical wave tank and locations of the measuring stations 1-11 used in (Dingemans 1994). Vertical dashed lines correspond to the ends of the generation and absorbing layers.

### 8.4 Transformation of regular waves past a submerged obstacle. Harmonic Generation

### 8.4.1 Trapezoid with mild front and back slopes

We simulate here the experiment conducted by Beji and Battjes in the 90s (Beji \& Battjes 1993), which examines the transformation that incident long waves undergo as they propagate past a region characterised by a trapezoidal shoal with mild front and back slopes; see Figure 8.13.

On the one side of the laboratory tank, a wavemaker generates regular waves of relatively small amplitude that propagate towards a submerged bar of trapezoidal shape. As the wave approaches the front side of the bar the shoaling process is initiated, during which the wave amplitude increases. When the wave reaches the horizontal side, it steepens, exhibiting a substantial increase of wave height, just before it is abruptly released towards the deeper region of the tank where it transforms to a rapidly changing dispersive wave pattern. The transmitted wave-field heads towards a region where it is absorbed, allowing the wave-tank to reach a steady state. The free surface elevation is recorded at eight locations along the wave tank, making possible the quantification and further study of the wave transformation. A spectral analysis of the time history of the free surface elevation reveals that the incident monochromatic wave-field is decomposed into higher frequency components, thus this procedure is also called harmonic generation. The same experiment, in a different scale, was also conducted by (Dingemans 1994) who measured the free surface elevation in three additional locations after the last station of Beji and Battjes. These type of experimental measurements were used thenceforth for the evaluation of the performance of several numerical water wave models in the case of varying bathymetry and are now widespread (Beji \& Battjes 1994, Dingemans 1994, Wakley \& Berzins 1999, Woo \& Liu 2001, Guyenne \& Nicholls 2007, Klopman et al. 2010, Chazel et al. 2011, Belibassakis \& Athanassoulis 2011, Chondros \& Memos 2014, Zhao et al. 2014, Gouin et al. 2016, Rault et al.
2016).

The case considered herewith is Case A of (Dingemans 1994) in which the wave generation procedure ensures incident periodic wave conditions of wave-height $H=0.02 \mathrm{~m}$ and period $T=2.02 \mathrm{sec}$ that corresponds, according to linear theory, to a wavelength $\lambda_{0}=3.7365$. In the language of asymptotic modelling such a wave is characterized by mild nonlinearity $\varepsilon=H / h=0.05$, quite small shallowness $\sigma=\left(h / l_{0}\right)=0.01$, and it can be considered as a shallow or long wave. In order to impose these incident wave conditions, we have first computed a travelling wave numerical solution, by using our Hamiltonian Coupled Mode System (see Chapter 6). The computed wave speed is $c=1.8518308 \mathrm{~m} / \mathrm{s}$ and the wavelength $l=3.7407 \mathrm{~m}$. Wave generation/absorption and wave absorption are achieved with the sponge layer approach described in Section 7.3. The length of layers at the left (generating area) and the right (absorbing area) ends of the wave tank is $l$ and $2 l$, respectively. The absorbing sponge layer starts acting one meter after the last station (\#11) of the experiment. The total length of the computational domain (including sponge layers) is 33.2 m . The spatio-temporal discretisation is $\delta x=l / 80=0.0468 \mathrm{~m}$ ( $N_{X}=711$ grid points) and $\delta t=T / 100=0.0202 \mathrm{~s}$. The geometric configuration of the numerical wave tank and a snapshot of the computed free surface are shown in Figure 8.13.

In Figure 8.14 we compare the experimental time series of the free surface elevation with our computations by using a total number of 7 modes, for the time window $[35,39] \mathrm{s}$, in which the wave kinematics are adequately established in the laboratory wave tank. The computations show excellent agreement with the experimental measurements concerning both the amplitude and the phase of the free surface elevation. The phenomenon is accurately captured by the present method even in the region after Station \#6 where strong dispersion is present and weakly dispersive models give inaccurate predictions (Woo \& Liu 2001).

## Convergence with respect to $M$

In order to understand how the performance of the present method depends on the number of modes kept in the enhanced series expansion (2.4), we provide the results obtained for increasing number of modes. The rest of the numerical parameters (spatio-temporal discretisation and sponge layers are kept the same). This type of convergence has also been examined in other numerical models that are based on series representations (Zhao et al. 2014, Rault et al. 2016). Here we take $M=1,2,3,4,7$, that corresponds to a total number of modes $N_{\text {tot }}=M+3=4,5,6,7,10$. For stations \#1-\#7, the results are almost identical. Differences start to become significant after station \#7 (in the strongly dispersive region of the experiment), and are more pronounced at stations \#9 and \#11; see Figures 8.15 and 8.16. More specifically, using $M=2\left(N_{\text {tot }}=5\right)$ the results are overall in good agreement with the measurements, except for stations \#9 and \#11, where they slightly miss to represent the higher harmonics. Using $M=4\left(N_{\text {tot }}=7\right)$ is enough for an accurate reproduction of the experimental results up to station \#11. Tiny differences between $M=4$ and $M=7$ are observed only in the last three stations (and they are local in time).


Figure 8.14: Comparison between the time series of the computed free surface elevation (light blue lines) and experimental data from (Dingemans 1994) (grey circles). Measuring stations \#4-\#11 (see Figure 8.13).


Figure 8.15: Numerical convergence of HCMS with respect to the number of modes used in the series expansion, for the experiment of (Dingemans 1994). Measuring gauges \#4-\#7.


Figure 8.16: Numerical convergence of HCMS with respect to the number of modes used in the series expansion, for the experiment of (Dingemans 1994). Measuring gauges \#8-\#11.


Figure 8.17: Geometric configuration of the numerical wave-tank and locations of the measuring stations 1-5 used in (Ohyama et al. 1995). Vertical dashed lines correspond the ends of the generation and absorbing layers.

| Case | Wave height $H_{0}(\mathrm{~m})$ | Wave period $T_{0}(\mathrm{~s})$ | Nonlinearity $H_{0} / h_{0}$ |
| :---: | :---: | :---: | :---: |
| 2 | 0.05 | 1.341 | 0.1 |
| 4 | 0.05 | 2.010 | 0.1 |
| 6 | 0.05 | 2.683 | 0.1 |

Table 8.3: Incident wave conditions for the experiment of (Ohyama et al. 1995)

### 8.4.2 Isosceles trapezoid with steep slope

We shall now examine the applicability of HCMS in more demanding cases where the trapezoidal bathymetry is characterised by steeper slopes. For this purpose, the experiment of (Ohyama et al. 1995) is considered, in which regular incident waves are transformed past a submerged isosceles trapezoid which compels the depth to range from $h_{0}=0.5$ to 0.15 m with a slope 0.5 , see Figure 8.17. (Ohyama et al. 1995) used this experiment to test the ability of a Stokes $2^{\text {nd }}$ order model, the improved Boussinesq equations of (Nwogu 1993) and a fully nonlinear model based on the boundary element method (BEM). This test was recently used for the validation of several other numerical models, including the higher order Green-Nagdhi equations (Zhang et al. 2014), the High Order Spectral method (Gouin et al. 2016) and even a solver for the incompressible Navier-Stokes equations with free surface (Chen et al. 2016). In this work, we consider Case 2 , 4 and 6 of (Ohyama et al. 1995) which correspond to the "short", "intermediate" and "long" incident wave conditions. The relevant parameters are shown in Table 8.3. Simulations were performed by gradually increasing the total number of modes $N_{\text {tot }}$ until convergence is achieved. For all cases $N_{\text {tot }}=8$ was sufficient. Denoting by $L_{0}$ and $T_{0}$ the incident wave length and wave period, the spatio-temporal discretization is $\delta x=L_{0} / 160=0.015 \mathrm{~m}$ and $\delta t=T_{0} / 200=0.007 \mathrm{~s}$ for Case $2, \delta x=L_{0} / 200=0.02 \mathrm{~m}$ and $\delta t=T_{0} / 200=0.013 \mathrm{~s}$ for Case $4, \delta x=L_{0} / 150=0.026 \mathrm{~m}$ and $\delta t=T_{0} / 150=0.018 \mathrm{~s}$ for Case 6 .
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Figure 8.18: Comparison of the computed free surface elevation $\eta / H_{0}$ using HCMS (light blue line) with experimental data (grey circles) and BEM computations (dashed line) of (Ohyama et al. 1995). Measuring stations \#3 and \#5 (see Figure 8.17).

Comparisons of the computed dimensionless free surface elevation $\eta / H_{0}$ with the digitised experimental data and BEM computations of (Ohyama et al. 1995), at stations \#3 and \#5, are shown in Figure 8.18. Our computations are time shifted so that their phase matches the experimental ones at station $\# 3$, which is located above the right end of the shorter base edge of the trapezoidal bar. The agreement for all cases at station $\# 3$ is evident. A slight difference is observed concerning the maximum free surface elevation at station $\# 3$ which is also observed in the BEM computations of (Ohyama et al. 1995) as well as in the recent results of (Zhao et al. 2014, Gouin et al. 2016, Chen et al. 2016). It should be noted that according to the computations of (Ohyama et al. 1995), the Stokes $2^{\text {nd }}$ order model provides inaccurate predictions for these cases while the improved Boussinesq equations perform much better despite their weak


Figure 8.19: Configuration of the wave-tank for the study of Bragg reflection due to the presence of a sinusoidal patch.
nonlinearity. The situation at station $\# 5$ is more complicated. Station $\# 5$ is located at the lee side of the bar, which is characterised by strongly nonlinear and dispersive effects that cannot be captured by models based on weak nonlinearity and weak dispersion assumptions. In Case 6, our computations are in agreement with the experimental measurements. In Case 4, a significant difference in the phase of higher harmonics is evident between the present computations and the experiment. This difference also appears in the computations of (Ohyama et al. 1995, Zhang et al. 2014, Chen et al. 2016). (Ohyama et al. 1995) and (Chen et al. 2016) argued that this discrepancy is basically due to insufficient resolution in their computations. However, the results of (Zhang et al. 2014), as well as our results are obtained with much finer resolution than the one used in (Ohyama et al. 1995). Finally, our predictions in Case 2 are in very good agreement with the experimental measurements, despite the significant steepness of the free surface elevation. These results indicate that HCMS is capable of modelling strongly nonlinear and dispersive waves that develop during free surface flows past submerged obstacles.

### 8.5 Reflection of incident waves on a patch of bottom corrugations. Bragg reflection

We study here the transformation of incident regular periodic waves that propagate towards a region characterized by a periodic variation of the seabed. For the case of sinusoidal nonuniformity this wave-bottom interaction was studied theoretically and experimentally in (Davies \& Heathersaw 1983, 1984) for the first time. It is shown there that a bottom patch composed by sinusoidal ripples is able to reflect a significant amount of the incident wave energy impinging transversely to the patch. More precisely, it was observed that the incident wave is strongly reflected if its wavelength equals to two times the wavelength of the ripples. This was understood as the hydrodynamic analogue of a phenomenon discovered in 1912, in the context of solid state


Figure 8.20: Estimation of the local Bragg reflection coefficient in the experiments of (Davies \& Heathersaw 1984), for two bottom amplitudes $d / h_{0}$ of steepness $k_{b} d=0.31$ and incident wave of steepness $k A=0.05$.
physics, by William Lawrence Bragg and his father William Henry Bragg and is now known as Bragg scattering. In the sediment transport literature, this mechanism is employed for the study of formation of sinusoidal sandbars in coastal regions due to surface waves. The original work of DH84 was followed by several others developing the subject in various directions. We mention the work of (Mei 1985) who proposed a theory able to take into account large reflections and (Liu \& Yue 1998) who extended the study to three dimensional wave-bottom interactions. Recently, (Couston et al. 2015) studied a closely related phenomenon which can be characterised as the hydrodynamic analogue of the Fabry-Pérrot resonance encountered in optics.

In the following numerical tests we consider a sinusoidal bottom patch of wavenumber $k_{b}=\frac{2 \pi}{l_{b}}$. The bathymetry $h(x)$ is given by

$$
h(x)=\left\{\begin{align*}
h_{0}+d \sin \left(k_{b}\left(x-x_{l}\right)\right), & x \in\left[x_{l}, x_{r}\right]  \tag{8.5}\\
h_{0}, & \text { elsewhere }
\end{align*}\right.
$$

where $x_{l}$ and $x_{r}=x_{l}+L$ denote the left and right ends of a sinusoidal patch of total length $L=n \lambda_{b}$, where $n$ is the number of the ripples and $\lambda=2 \pi / k_{b}$ the bottom wave length, see Figure 8.19.

The amplitude, the wave number and the frequency of the incident waves are denoted by $A$, $k$ and $\omega$ correspondingly. It is known that near the linear Bragg condition $\left(2 k / k_{b}=1\right)$ when incident waves and bottom slopes are significant, non-linear effects arise. In order to compare our computations with experimental measurements of (Davies \& Heathersaw 1984) we consider


Figure 8.21: Bragg scattering for the case $d / h_{0}=0.14$. Evolution of the free surface between 5 periods.
a patch of 10 ripples for two bottom slopes $d / h_{0}=0.1$ and $d / h_{0}=0.14$ of steepness $k_{b} d=0.31$ and incident waves of steepness $k A=0.05$ with periods $T=1.20 \mathrm{~s}$ and $T=1.28 \mathrm{~s}$. The spatial and temporal discretization is $\delta x=0.03 \mathrm{~m}$ and $\delta t=T / 60 \mathrm{~s}$. Simulations were performed by using $M=4$ modes ( 7 modes totally) for the solution of the substrate system until a steady state was reached in the numerical wave tank. The spatial variation of the reflection coefficient $R(x)$ is estimated by time-harmonic analysis on the local free surface elevation time-series following the method of (Goda \& Suzuki 1976). Results in the case where the condition $2 k / k_{b}=1$ is satisfied are shown in Fig. 8.20. Experimental measurements (DH84) and computations with the High Order Spectral of (Liu \& Yue 1998) (LY98), are also plotted, both digitized from LY98. For the case $d / h_{0}=0.1$ experimental and numerical results are almost identical. For the case $d / h_{0}=0.14$, our computations show excellent agreement with the measurements of DH84 over the rippled patch and a slight difference with the computations of LY98. On the upwave side our computations are indistinguishable from the ones of LY98 but both differ from the measurements of DH84 which show a significant decrease on the reflection coefficient. This is attributed in unwanted interference effects present in the tank (see (Davies \& Heathersaw 1984)). The results are overall satisfactory illustrating the accuracy of the method and the good performance of the sponge layers. The evolution of the free surface in the $(x, t)$ space during the resonant reflection is depicted in Figure 8.21. A snapshot of the horizontal velocity field and the free surface elevation for the case $d / h_{0}=0.16$ is provided in Figure 8.22.


Figure 8.22: (top) Snapshot of the horizontal velocity $\partial_{x} \Phi$. The vertical black lines represent the edges of the "sponge layers". (bottom) Nondimensionalised free surface elevation $\eta / h_{0}$ for the case $d / h_{0}=0.16$ (black line). The blue dashed line corresponds to the same incident wave travelling over flat bottom.

### 8.6 Transformation of a solitary wave due to a sinusoidal bottom patch

We consider here the transformation of a solitary wave that initially propagates above a flat bottom and then passes over a sinusoidal patch without breaking. In the present simulation, the initial amplitude of the solitary wave is $a=0.4 \mathrm{~m}$, the constant depth is $h_{0}=1 \mathrm{~m}$, and the varying bathymetry consists of 4 sinusoidal ripples of wave length $L=12.5 \mathrm{~m}$ (total length 50 m ) and amplitude $\beta=0.3 \mathrm{~m}$. It is observed that, as the solitary wave passes above the undulation, its crest oscillates and, at the same time, an irregular wave pattern of small amplitude is generated consisting of two distinct parts. The first one is a wave-train travelling steadily in the opposite direction of the incidence as a reflecting wave. The second part is a rapidly changing wave form, trailing the main solitary wave. Long time after the wave-bottom interaction, the solitary wave detaches from its trailing wave, maintaining its shape, with a slightly reduced amplitude and speed. The maximum wave height of the trailing and reflected wave patterns does not exceed $0.050 h_{0}$ and $0.054 h_{0}$, thus both lie the linear regime. The trailing wave assumes the form a wave group with a very broad frequency content. Indeed, the characteristic depth to wave length ratio ranges from $1 / 2$ to $1 / 25$, and as it can be deduced from the figure, dominant frequencies do exist which travel at distinct speeds. On the other hand, the reflected wave train remains practically unchanged after the interaction, with a characteristic depth to length ratio


Figure 8.23: (top) Transformation of a solitary wave $a / h=0.4$ passing over a sinusoidal patch. (bottom) Time reversal of the evolution.
approximately equal to $1 / 25$ and almost constant speed. The characteristics of both products of the wave-bottom interaction depend on the characteristics of the sinusoidal patch (amplitude and wave length). The investigation of their precise relation requires extensive numerical work which is in progress. The error in the conservation of mass and energy remains under $10^{-7}$ and $10^{-5}$, respectively, during this simulation. For validation purposes, we have also considered the time-reversal of this evolution. HCMS is solved with initial conditions $\left(\eta_{0}, \psi_{0}\right)=\left(\eta_{\mathrm{f}},-\psi_{\mathrm{f}}\right)$, where $\eta_{\mathrm{f}}, \psi_{\mathrm{f}}$ denote the computed free surface elevation and free surface potential at the final instant of the already performed simulation. The highly irregular initial condition evolves in time taking the shape of the localised solitary wave which initialised the previous simulation, as it should.

### 8.7 General comment

The numerical results presented previously demonstrate that the present method can successfully simulate nonlinear and dispersive waves for a wide range of shallowness conditions in the presence of mildly or strongly varying bathymetry. In their majority, the examined cases concern benchmark experiments and were chosen for validation purposes. Several existing models, of low or higher asymptotic order, accurately reproduce the phenomena to these experiments, provided that the involved physical parameters lie in their range of validity. Although, these models allow efficient computations, we are not aware of any model of this type that have reproduced the totality of the cases studied previously. This is understood as a confirmation of the unified non-pertubative character of HCMS.

Emphasis should also be placed on the fact that the accuracy of HCMS is comparable to that of direct numerical methods while its numerical solution does not require the discretization of the time dependent free surface or the vertical variable. Moreover, the evaluation of higher-order polynomial nonlinearities and horizontal spatial derivatives, required in pertubative methods, is also avoided. The main computational burden is the solution of the substrate linear system which nonetheless is sparse. Although a systematic investigation of the computational efficiency is required, we might say that HCMS is placed between pertubative and direct methods for that matter. Precise statements require extensive numerical work which is out of the scope of this thesis. Nevertheless, it seems attractive to retain the nonlocal character of water waves, through a substrate modal system, bearing in mind that the range of validity of the numerical model is significantly increased and at the same time the dimension of computations is genuinely reduced. Additionally, owing to the modal representation of the velocity potential, all the physically interesting fluid quantities (velocity, pressure) can be computed at any local position by straightforward differentiation. Thus, an accurate solution of the irrotational Euler equations with free surface can be efficiently constructed. Some examples in this direction are given in Figures 6.3, 6.4 and 8.22 where the velocity field of nonlinear water waves over flat or variable bottom is depicted. More detailed results and validations can be found in (Charalampopoulos 2016).

Simulations of water waves in one horizontal dimension

## Conclusions and Future directions of research

The main objective of this thesis was the study of the fully nonlinear problem of water waves over varying bathymetry following the approach typified in (Athanassoulis \& Belibassakis 1999, 2000, 2003, Belibassakis \& Athanassoulis 2006, 2011). This study led to several contributions which are summarised bellow.

The analysis deployed in the first part of this thesis extends and justifies previous results of the aforementioned authors who promoted the use of enhanced modal expansions for the solution of water wave problems. In particular we have proved that an expansion of this type in the case of fairly general eigensystem is rapidly convergent. Moreover, assuming appropriate smoothness, we proved that the expansion can be termwise differentiated twice with respect to space and once with respect to time. This finding justifies the use of the modal expansion in the variational analysis of the hydrodynamic problem which is undertaken subsequently. Invoking Luke's variational principle in conjunction with the previously established exact representation of the velocity potential, we derived Euler-Lagrange equations with respect to the free surface elevation and modal amplitudes. Using this result, we pursued with the derivation of a an exact reformulation of the problem in the form of two Hamiltonian evolution equations, coupled with a system of horizontal partial differential equations with respect to the modal amplitudes. This novel formulation, named Hamiltonian Coupled Mode System or HCMS, is a modal version of the Zakharov/Craig-Sulem formulation. In our framework, the computation of the Dirichlet to Neumann operator (DtN) requires the solution of the aforementioned substrate coupled mode system on the fixed horizontal domain. Thus, the computationally expensive solution of Laplace equation in the unknown fluid domain is avoided.

In a numerical level, we implemented a fourth-order finite-difference approach for the numerical solution of HCMS. First of all, we assessed the numerical convergence and accuracy of the new modal characterisation of the DtN operator by considering periodic test cases where closed form solutions are available. It was demonstrated that a small number of modes suffices for the accurate computation of the DtN operator in strongly deformed domains. Moreover, the theoretical findings on the rate of decay of the modal the amplitudes and their spatial derivatives were numerically verified. In the sequel, several computations of nonlinear waves were
performed. Specifically we first considered steady traveling periodic waves above flat bottom. The proposed numerical scheme produces solutions in the whole range of nonlinearity and shallowness parameters, up to the breaking limit. Subsequently, we developed numerical schemes devoted to the solution of HCMS in the time domain. Several benchmark tests are considered, illustrating the ability of the HCMS and the overall numerical scheme to describe nonlinear phenomena such as the reflection and shoaling of solitary waves, the harmonic generation emerging when regular incident waves travel past submerged obstacles, and the Bragg scattering in the presence of a bottom sinusoidal patch. Numerical results on the transformation of a solitary wave due to a sinusoidal bottom patch are also given. It seems that this case have never been considered up to now. The physical parameters involved in the examined cases cover a wide range of nonlinearity, shallowness and bottom variation conditions. This is interpreted as a strong confirmation of the non-pertubative character of HCMS. No filtering technique was necessary during the simulations even in cases involving strong nonlinearity and dispersion. The maximum number of modes, needed in order to obtain highly accurate solutions does not exceed 7 or 8 in the most demanding applications. This fact positively predisposes us for the practical effectiveness of the present method and lead to the conclusion that HCMS can be successfully applied to realistic coastal environments with reasonable computational cost. A remarkable feature of our approach, is that, owing to the modal representation of the wave potential, all important hydrodynamic fields (velocity, pressure etc.) can be very easily and efficiently computed.

As already mentioned in the main part of this manuscript, HCMS formulation opens several directions of research, some of which are already in progress. We shall summarize bellow some important points that deserve attention in the future.
> The mathematical properties of enhanced modal expansions and corresponding coupled mode systems can be further investigated. The numerical results of this thesis indicate the existence of some interesting properties concerning the convergence of the truncated coupled mode system and the dependence of the solution on the free surface elevation and bathymetry. The analyticity properties of the underlying potential can be exploited in order to infer the (shape) derivative of the modal solution sequence and especially of the free surface modal amplitude. This will be particularly useful in the further theoretical and numerical study of HCMS.
$>$ Detailed numerical investigation of the computational efficiency of HCMS and comparison with other numerical wave models based on direct numerical methods, petrubative expansions or other representations of the velocity potential. Although the present explicit scheme (RK4) provides stable simulations and was sufficient to demonstrate the ability of HCMS to describe strongly nonlinear and dispersive waves, one might consider the exploitation of the nonlocal Hamiltonian structure of HCMS for the development of implicit symplectic integrators. It is expected that this approach will increase the accuracy and
improve the conservation properties in long-time simulations without compromising the computational efficiency. Concerning the spatial discretization and the solution of the substrate problem other numerical methods can also be considered (e.g. finite-elements), which are more appropriate for the extension of the numerical method in the case of two horizontal dimensions and realistic non-orthogonal horizontal domains. In this direction, the parallelization of the code is of paramount importance and is already in progress (Charalampopoulos 2016).
$>$ Calculation of hydrodynamic quantities during the interaction of free surface waves with variable bathymetry or vertical boundaries. First results on the velocity field in some cases have been already presented in this thesis. Calculation and validation of the force on a vertical wall during the reflection of solitary waves can be found in the diploma thesis (Charalampopoulos 2016). Reflection of regular nonlinear waves can easily be treated as well. This direction of research can be useful in engineering applications and could potentially lead to the improvement of our understanding concerning the kinematics and dynamics of the fluid and its free surface in physically interesting cases, such as near vertical impermeable boundaries, past submerged obstacles or even before breaking.
$>$ Further study and extension of algorithms devoted to the computation of steady water waves governed by HCMS. Although the finite-difference approach followed in this thesis led to meaningful solutions even in extremal cases, one might also consider a spectral representation in the direction of propagation which is more appropriate in periodic problems and potentially useful in unsteady wave propagation. This axis of work can lead to a detailed numerical study of the stability of steady travelling irrotational water waves in interesting cases such as periodic bottoms, uniform current and two horizontal dimensions. Investigation of the corresponding hydrodynamic fields and particle velocities is also possible.
$>$ Examination of the influence of other bathymetric configurations to the propagation of solitary waves or regular nonlinear waves. Examples that are currently under investigation include underwater steps, trenches, shoals, corrugations and investigation of moving bottoms as a mechanism for tsunami generation (see (Charalampopoulos 2016)). We also plan to investigate other types of waves and phenomena and compare HCMS with weakly nonlinear, weakly dispersive and other models. We mention for example the interaction of envelope solitary waves that can lead to freak wave formation (see e.g. (Clamond et al. 2006)), dispersive shock waves emerging from abrupt initial conditions (see e.g. (Mitsotakis et al. 2016)) and the Fabry-Pérot resonance phenomenon occurring when regular waves imping on two separated sinusoidal bottom patches on an otherwise flat seabed (see (Couston et al. 2015)).

## Part III

## Appendices

## Appendix A

## Auxiliary results for Section 2.1

## A. 1 Vertical derivatives and bounds of functions $Q_{n}^{*}(\mathbf{x}, z)$

The coefficient function $Q(\mathbf{x}, z)$, appearing in the Sturm-Liouville problem of the reference waveguide, Eq. (2.5), is assumed to be a continuous and bounded function, defined throughout of $D_{h}^{\eta}(X)$. Its continuity ensures the validity of all classical results concerning Sturm-Liouville theory invoked in this work, including the asymptotic ones (Ince 1956, p. 271).

In the proof of Theorem 2.1 use is made of the function (for large values of $n$ )

$$
\begin{equation*}
Q_{n}^{*} \equiv Q_{n}^{*}(\mathbf{x}, z)=\frac{1}{1-Q(\mathbf{x}, z) / k_{n}^{2}} \tag{A.1}
\end{equation*}
$$

Under the assumption $Q \in C_{b}\left(D_{h}^{\eta}(X)\right)$, this function is well-defined, continuous and bounded for large values of . Indeed, since $|Q| \leq \bar{Q}_{0}=$ const. and the fact that $k_{n} \rightarrow \infty$ as $n \rightarrow \infty$, it is clear that, for $n$ greater than an appropriate $n_{0}$, we have $|Q| \leq / k_{n}^{2}<\alpha<1$. Thus,

$$
\begin{equation*}
0<Q_{n}^{*}<\frac{1}{1-\alpha}<\infty \tag{A.2}
\end{equation*}
$$

and the following asymptotic expansion of $Q_{n}^{*}$, for large values of $n$, holds true

$$
\begin{equation*}
Q_{n}^{*}=1+\frac{Q(\mathbf{x}, z)}{k_{n}^{2}}+\frac{2 Q(\mathbf{x}, z)^{2}}{k_{n}^{4}}+\frac{O(1)}{n^{6}}=1+O\left(n^{-2}\right) . \tag{A.3}
\end{equation*}
$$

The assumption $Q \in C_{b}\left(D_{h}^{\eta}(X)\right)$ is enough in order to ensure the validity of part (i) of Theorem 2.1. In proving the estimates (2.13) and (2.14), in parts (ii) and (iii) of Theorem 2.1, use is made of the vertical derivatives up to the second and the fourth order, respectively, of the function $Q$. Accordingly, in these cases we need to assume $Q(\mathbf{x}, \cdot) \in C^{m}([-h, \eta])$, for $m=2$ and $m=4$, respectively, and calculate the corresponding derivatives $\partial_{z}^{m} Q_{n}^{*}$ and their asymptotics.

By straightforward calculations we obtain

$$
\begin{align*}
\partial_{z} Q_{n}^{*} & =\frac{\partial_{z} Q}{\left(1-Q / k_{n}^{2}\right)^{2}}  \tag{A.4a}\\
\partial_{z}^{2} Q_{n}^{*} & =\frac{\partial_{z}^{2} Q / k_{n}^{2}}{\left(1-Q / k_{n}^{2}\right)^{2}}+\frac{2\left(\partial_{z} Q / k_{n}^{2}\right)^{2}}{\left(1-Q / k_{n}^{2}\right)^{3}}  \tag{A.4b}\\
\partial_{z}^{3} Q_{n}^{*} & =\frac{\partial_{z}^{3} Q / k_{n}^{2}}{\left(1-Q / k_{n}^{2}\right)^{2}}+\frac{6 \partial_{z} Q \partial_{z}^{2} Q / k_{n}^{4}}{\left(1-Q / k_{n}^{2}\right)^{3}}+\frac{6 \partial_{z} Q\left(\partial_{z} Q\right)^{3} / k_{n}^{6}}{\left(1-Q / k_{n}^{2}\right)^{4}}  \tag{A.4c}\\
\partial_{z}^{4} Q_{n}^{*} & =\frac{\partial_{z}^{4} Q / k_{n}^{2}}{\left(1-Q / k_{n}^{2}\right)^{2}}+\frac{\left(6\left(\partial_{z}^{2} Q\right)^{2}+8 \partial_{z} Q \partial_{z}^{3} Q\right) / k_{n}^{4}}{\left(1-Q / k_{n}^{2}\right)^{3}}+\frac{36\left(\partial_{z} Q\right)^{2} \partial_{z}^{2} Q / k_{n}^{6}}{\left(1-Q / k_{n}^{2}\right)^{4}}+\frac{24\left(\partial_{z} Q\right)^{4} / k_{n}^{8}}{\left(1-Q \kappa_{n}^{2}\right)^{5}} \tag{A.4d}
\end{align*}
$$

Using the above results and the eigenvalue asymptotics, $k_{n}=O(n)$, we obtain the bounds for $\partial_{z}^{m} Q_{n}^{*}, m=1,2,3,4$, presented in the following

Proposition A.1. If $Q(\mathbf{x}, z) \in C^{m}([-h, \eta]), m \geq 1$, and $n$ is greater than an appropriate number $n_{0}$, in which case we have $\left|Q / k_{n}^{2}\right|<a<1$, then, $Q_{n}^{*}(\mathbf{x}, \cdot) \in C^{m}([-h, \eta])$ and, for $\mathbf{x} \in X$, we have

$$
\begin{align*}
\left|Q_{n}^{*}(\mathbf{x}, z)\right| & \leq \bar{a}=O(1), \quad \text { for all } \quad z \in[-h, \eta]  \tag{A.5}\\
\left|\partial_{z}^{m} Q_{n}^{*}(\mathbf{x}, z)\right| & \leq \bar{A}_{m} \frac{\|Q(\mathbf{x}, \cdot)\|_{C^{m}}}{k_{n}^{2}}=O\left(n^{-2}\right), \quad \text { for all } \quad z \in[-h, \eta] \tag{A.6}
\end{align*}
$$

where $\bar{A}_{m}$ is an absolute positive constant (independent from $n$ and $\mathbf{x}$ ), and $\|Q(\mathbf{x}, \cdot)\|_{C^{m}}$ is the vertical $C^{m}$ norm of the coefficient function $Q(\mathbf{x}, z)$, considered as a function of $z$, defined by

$$
\begin{equation*}
\|Q(\mathbf{x}, \cdot)\|_{C^{m}} \equiv\|Q(\mathbf{x}, \cdot)\|_{C^{m}([-h, \eta])}=\sum_{l=0}^{m} \max \left\{\left|\partial_{z}^{l} Q(\mathbf{x}, z)\right|, \quad z \in[-h, \eta]\right\} \tag{A.7}
\end{equation*}
$$

Further, if

$$
\begin{equation*}
\sup \left\{\left\|\partial_{z}^{m} Q_{n}^{*}(\mathbf{x}, z)\right\|\right\} \leq \frac{\bar{B}_{m}}{n^{2}}, \quad \text { for all } \quad(\mathbf{x}, z) \in D_{h}^{\eta}(X) \tag{A.8}
\end{equation*}
$$

where $\bar{B}_{m}$ is another absolute positive constant.

## A. 2 Proof of Eqs. (2.23) and (2.26)

In this appendix we shall prove the inequalities (2.23) and (2.26), which have been used in the proof of Theorem 2.1. To simplify the writing and make the arguments clearer, we rewrite the integrals appearing in the right hand sides of (2.23) and (2.26) as

$$
\begin{equation*}
I_{1}=\int_{-h}^{\eta}(q f)^{\prime \prime} g d z \tag{A.9}
\end{equation*}
$$

$$
\begin{equation*}
I_{2}=\int_{-h}^{\eta}\left(q(q f)^{\prime \prime}\right)^{\prime \prime} g d z, \tag{A.10}
\end{equation*}
$$

where $q(z), f(z), g(z)$ stand for $Q_{n}^{*}, \Phi^{*}, Z_{n}$ and prime denotes the $z$ - derivative.
Proposition A.2. Under the assumptions

$$
q \in C^{2}([-h, \eta]), \quad f \in H^{2}(-h, \eta), \quad g \in L^{2}(-h, \eta),
$$

the following inequality, that is (2.23), holds true:

$$
\begin{equation*}
I_{1} \leq 2\|q\|_{C^{2}}\|f\|_{H^{2}}\|g\|_{L^{2}} \tag{A.11}
\end{equation*}
$$

Proof. By applying simple algebraic manipulations and the Cauchy-Schwartz inequality, we obtain

$$
\begin{aligned}
\left|I_{1}\right| & =\left|\int_{-h}^{\eta}\left(q^{\prime \prime} f+2 q^{\prime} f^{\prime}+q f^{\prime \prime}\right) g d z\right| \\
& \leq \int_{-h}^{\eta}\left(\left|q^{\prime \prime} f g\right|+2\left|q^{\prime} f^{\prime} g\right|+\left|q f^{\prime \prime} g\right|\right) d z \\
& \leq\|q\|_{C^{2}}\left(\int_{-h}^{\eta}|f g| d z+2 \int_{-h}^{\eta}\left|f^{\prime} g\right| d z+\int_{-h}^{\eta}\left|f^{\prime \prime} g\right| d z\right) \\
& \leq\|q\|_{C^{2}}\left(\|f\|_{L^{2}}\|g\|_{L^{2}}+2\left\|f^{\prime}\right\|_{L^{2}}\|g\|_{L^{2}}+\left\|f^{\prime \prime}\right\|_{L^{2}}\|g\|_{L^{2}}\right) \\
& \leq 2\|q\|_{C^{2}}\|f\|_{H^{2}}\|g\|_{L^{2}},
\end{aligned}
$$

which is exactly what we wanted to prove.
Proposition A.3. Under the assumptions

$$
q \in C^{4}([-h, \eta]), \quad f \in H^{4}(-h, \eta), \quad g \in L^{2}(-h, \eta),
$$

the following inequality, that is (2.26), holds true:

$$
\begin{equation*}
I_{1} \leq 13\|q\|_{C^{4}}\|f\|_{H^{4}}\|g\|_{L^{2}} \tag{A.12}
\end{equation*}
$$

Proof. First we calculate the derivatives appearing in the integrand:

$$
\begin{align*}
\left(q(q f)^{\prime \prime}\right)^{\prime \prime}=q^{(4)} q f+2 q^{\prime \prime \prime} q^{\prime} f+4 q^{\prime \prime \prime} q f^{\prime}+q^{\prime \prime} q^{\prime \prime} f & +8 q^{\prime \prime} q^{\prime} f^{\prime} \\
& +7 q^{\prime \prime} q f^{\prime \prime}+6 q^{\prime} q^{\prime} f^{\prime \prime}+6 q^{\prime} q f^{\prime \prime \prime}+q q f^{(4)} . \tag{A.13}
\end{align*}
$$

Then, observe that each $q$-quadratic factor, in the right-hand side of the above equation, is
absolutely bounded by $\|q\|_{C^{4}}$; for example,

$$
\begin{align*}
&\left|q^{(4)} q\right| \leq \max _{z \in[-h, \eta]}\left\{\left|q^{(4)} q\right|\right\} \leq\|q\|_{C^{4}}^{2}  \tag{A.14a}\\
&\left|q^{\prime \prime \prime} q\right| \leq \max _{z \in[-h, \eta]}\left\{\left|q^{\prime \prime \prime} q^{\prime}\right|\right\} \leq\|q\|_{C^{4}}^{2} \tag{A.14b}
\end{align*}
$$

and so on. Now, using Eq. (A.13), inequalities (A.14), and simple properties of the integral, we find

$$
\begin{align*}
&\left|I_{2}\right| \leq\|q\|_{C^{4}}^{2}\left(4 \int_{-h}^{\eta}|f g| d z+12 \int_{-h}^{\eta}\left|f^{\prime} g\right| d z+13 \int_{-h}^{\eta}\left|f^{\prime \prime} g\right| d z\right. \\
&\left.+6 \int_{-h}^{\eta}\left|f^{\prime \prime \prime} g\right| d z+\int_{-h}^{\eta}\left|f^{(4)} g\right| d z\right) \tag{A.15}
\end{align*}
$$

Finally, by increasing all factors in front of the integrals to 13 (the maximum one), and applying Cauchy-Schwarz inequality, we reformulate the right-hand side of the above inequality, obtaining

$$
\begin{align*}
& \left|I_{2}\right| \leq 13\|q\|_{C^{4}}^{2}\left(\|f\|_{L^{2}}+\left\|f^{\prime}\right\|_{L^{2}}+\left\|f^{\prime \prime}\right\|_{L^{2}}+\left\|f^{\prime \prime \prime}\right\|_{L^{2}}+\left\|f^{(4)}\right\|_{L^{2}}\right)  \tag{A.16}\\
& \quad 13\|q\|_{C^{4}}^{2}\|f\|_{H^{4}}^{2}\|g\|_{L^{2}}^{2} \tag{A.17}
\end{align*}
$$

that is what we wanted to prove.

## Appendix B

## Derivatives of $Z_{n}(z ; \eta, h), n=-2,-1$

In this appendix, we derive closed form expressions for the derivatives of functions $Z_{n}=Z_{n}(z ; \eta, h)$, $n=-2,-1$, used for the enrichment of the $L^{2}(-h, \eta)-$ basis, $Z_{n}=Z_{n}(z ; \eta, h), n \geq 0$. It is recall that $Z_{n}, n=-2,-1$ are chosen as second order polynomials in $z+h$ with coefficients dependent on $(\mathbf{x}, t)$, through $\eta, h$ (see Eqs. (2.9a), (2.9b)). In order to abbreviate the presentation we write them in the form

$$
\begin{equation*}
Z_{n}=\zeta_{n}^{2}(z+h)^{2}+\zeta_{n}^{1}(z+h)+\zeta_{n}^{0}, \quad n=-2,-1 \tag{B.1}
\end{equation*}
$$

where $\zeta_{n}^{k}=\zeta_{n}^{k}(\mathbf{x}, t), k=0,1,2$ are given by

$$
\begin{align*}
& \zeta_{-2}^{2}=\frac{\mu_{0} h_{0}+1}{2 h_{0} H}=\frac{a}{H}, \quad \zeta_{-2}^{1}=0, \quad \zeta_{-2}^{0}=a H+1 \\
& \zeta_{-1}^{2}=\frac{\mu_{0} h_{0}-1}{2 h_{0} H}=\frac{b}{H}, \quad \zeta_{-1}^{1}=\frac{1}{h_{0}}, \quad \zeta_{-1}^{0}=a H+1 \tag{B.2}
\end{align*}
$$

with $H=\eta+h$ denoting the local fluid depth. The vertical derivatives of $Z_{n}, n=-2,-1$ are easily computed:

$$
\begin{align*}
& \partial_{z} Z_{-2}=2 \zeta_{-2,2}(z+h) \\
& \partial_{z} Z_{-1}=2 \zeta_{-1,2}(z+h)+\frac{1}{h_{0}}  \tag{B.3}\\
& \partial_{z}^{2} Z_{-2}=2 \zeta_{-2,2} \\
& \partial_{z}^{2} Z_{-1}=2 \zeta_{-1,2}
\end{align*}
$$

In order to calculate the horizontal derivatives, one can use the following identities obtained by direct differentiation of (B.1) with respect to $a=x_{1}$ or $x_{2}$ :

$$
\begin{equation*}
\partial_{x_{i}} Z_{n}=f_{n}^{2, i}(z+h)^{2}+f_{n}^{1, i}(z+h)+f_{n}^{0, i} \tag{B.4}
\end{equation*}
$$

$$
\begin{align*}
& f_{n}^{2, i}=\partial_{x_{i}} \zeta_{n}^{2}, \\
& f_{n}^{1, i}=\partial_{x_{i}} \zeta_{n}^{1}+2 \zeta_{n}^{i} \partial_{x_{i}} h,  \tag{B.5}\\
& f_{n}^{0, i}=\partial_{x_{i}} \zeta_{n}^{0} .
\end{align*}
$$

The coefficients $f_{n}^{k, i}, n=-2,-1, k=0,1,2$ are given by

$$
\begin{array}{ll}
f_{-2}^{2}=-\frac{a}{H^{2}} \partial_{x} H, & f_{-2}^{1}=0, \quad f_{-2,0}=a \partial_{x} H, \\
f_{-1}^{2}=-\frac{a}{H^{2}} \partial_{x} H, & f_{-1}^{1}=\frac{2 \partial_{a} h}{h_{0}}, \quad f_{-1}^{0}=a \partial_{x} H, \tag{B.6}
\end{array}
$$

Similarly, one finds

$$
\begin{equation*}
\Delta_{\mathrm{x}} Z_{n}=g_{n}^{2}(z+h)^{2}+g_{n}^{1}(z+h)+g_{n}^{0}, \tag{B.7}
\end{equation*}
$$

where $g_{n}^{k}, n=-2,-1, k=1,2,3$ are given by

$$
\begin{align*}
& g_{n}^{2}=\Delta_{\mathbf{x}} \zeta_{n}^{2} \\
& g_{n}^{1}=\Delta_{\mathbf{x}} \zeta_{n}^{1}+4 \nabla_{\mathbf{x}} h \cdot \nabla_{\mathbf{x}} \zeta_{n}^{2}+2 \Delta_{\mathbf{x}} h \partial_{n, 2},  \tag{B.8}\\
& g_{n}^{0}=2 \nabla_{\mathbf{x}} h \cdot \nabla_{\mathbf{x}} \zeta_{n}^{1}+2\left(\nabla_{\mathbf{x}} h\right)^{2} \zeta_{n}^{2}+\zeta_{n}^{1} \Delta_{\mathbf{x}} h
\end{align*}
$$

## Appendix C

## Auxiliary results for Section 2.2

We first state and prove a useful consequence of Proposition 2.1:
Lemma C.1. If the boundary functions $\eta$ and $h$ satisfy the $\operatorname{BSC}\left(\tilde{X}_{\text {part }} \times I\right)$, then the $(\mathbf{x}, t)$ derivatives of $k_{n} H$ satisfy the following asymptotic estimates, uniformly in $\tilde{X}_{\text {part }} \times I$,

$$
\begin{align*}
\partial_{a}\left(k_{n} H\right) & =O\left(n^{-1}\right),  \tag{C.1}\\
\partial_{x_{i}}^{2}\left(k_{n} H\right) & =O\left(n^{-1}\right) . \tag{C.2}
\end{align*}
$$

Proof. By a straightforward calculation and use of Eqs. (2.36) and (2.37), we obtain

$$
\begin{align*}
\partial_{x_{i}}\left(k_{n} H\right) & =H \partial_{x_{i}} k_{n}+k_{n} \partial_{x_{i}} H \\
& =\partial_{x_{i}} H\left(H \partial_{H} k_{n}+k_{n}\right), \tag{C.3}
\end{align*}
$$

and

$$
\begin{align*}
\partial_{x_{i}}^{2}\left(k_{n} H\right) & =H \partial_{x_{i}}^{2} k_{n}+2 \partial_{x_{i}} k_{n} \partial_{x_{i}} H+k_{n} \partial_{x_{i}}^{2} H \\
& =\left(\partial_{x_{i}} H\right)^{2}\left(H \partial_{H} k_{n}^{2}+2 \partial_{H} k_{n}\right)+\partial_{x_{i}}^{2} H\left(H \partial_{H} k_{n}+k_{n}\right) . \tag{C.4}
\end{align*}
$$

In order to obtain estimates for the quantities $\partial_{x_{i}}\left(k_{n} H\right)$ and $\partial_{x_{i}}^{2}\left(k_{n} H\right)$ we have to study the terms in parentheses in the right-hand side of Eqs. (C.3) and (C.4). Using Eq. (2.34), we obtain

$$
\begin{align*}
H \partial_{H} k_{n}+k_{n} & =-k_{n}\left(\frac{H\left(k_{n}^{2}+\mu_{0}^{2}\right)}{-\mu_{0}+H\left(k_{n}^{2}+\mu_{0}^{2}\right)}-1\right) \\
& =-k_{n}\left(\frac{\mu_{0}}{H\left(k_{n}^{2}+\mu_{0}^{2}\right)}+O\left(k_{n}^{-4}\right)\right) \\
& =-\frac{\mu_{0}}{H k_{n}}+O\left(k_{n}^{-3}\right)=O\left(n^{-1}\right), \tag{C.5}
\end{align*}
$$

which proves (C.1). Further, using Eq. (2.35) and performing some simple algebraic manipula-
tions, we obtain

$$
\begin{align*}
H \partial_{H}^{2} k_{n}+2 \partial_{H} k_{n} & =-2 \partial_{H} k_{n}\left[\mu_{0}+\frac{\partial_{H} k_{n}}{k_{n}}\left(H \mu_{0}-1\right)\left(2+H \frac{\partial_{H} k_{n}}{k_{n}}\right)\right] H+2 \partial_{H} k_{n} \\
& =-2 \partial_{H} k_{n}\left(H \mu_{0}-1\right)\left(\frac{H \partial_{H} k_{n}+k_{n}}{k_{n}}\right)^{2}=O\left(n^{-3}\right) \tag{C.6}
\end{align*}
$$

The last estimate in (C.6) is obtained by using $\partial_{H} k_{n}=O(n)$ and the already proved Eq. (C.5). Combining now the above two results with Eq. (C.4), gives Eq. (C.2) which completes the proof.

## Detailed proof of the asymptotic estimates appearing in Proposition 2.2

The asymptotic estimates indicated in the second equalities of Eqs. (2.47) and (2.48) are obtained by using the derived analytic expressions in (2.47) and (2.48), in conjunction with $k_{n}=O(n)$, Eq. (2.7a), $Z_{n}=O(1), W_{n}=O(1)$ and the previously established estimates in Proposition 2.1 and Lemma C.1. As an example, we give the details of the estimation $\Delta_{\mathbf{x}} Z_{n}=O\left(n^{2}\right)$. Considering the analytic expression of the second derivative, Eq. (2.48), and using the above mentioned estimates, we see that

$$
\begin{aligned}
\Delta_{\mathbf{x}} Z_{n}= & \underbrace{-\left|\nabla_{\mathbf{x}} k_{n}\right|^{2}(z+h)^{2} Z_{n}}_{O\left(n^{2}\right)}-\underbrace{2 k_{n} \nabla_{\mathbf{x}} k_{n} \cdot \nabla_{\mathbf{x}} h(z+h) Z_{n}}_{O\left(n^{2}\right)} \\
& +[\underbrace{-k_{n}^{2}\left|\nabla_{\mathbf{x}} h\right|^{2}}_{O\left(n^{2}\right)}-\underbrace{\left|\nabla_{\mathbf{x}}\left(k_{n} H\right)\right|^{2}}_{O\left(n^{-2}\right)}-\underbrace{\mu_{0} \frac{\Delta_{\mathbf{x}}\left(k_{n} H\right)}{k_{n}}+2 \mu_{0}^{2} \frac{\left|\nabla_{\mathbf{x}}\left(k_{n} H\right)\right|^{2}}{k_{n}^{2}}}_{O\left(n^{-4}\right)}] Z_{n} \\
& -[\underbrace{\Delta_{\mathbf{x}} k_{n}}_{O(n)}-\underbrace{2 \mu_{0} \frac{\nabla_{\mathbf{x}} k_{n} \cdot \nabla_{\mathbf{x}}\left(k_{n} H\right)}{k_{n}}}_{O\left(n^{-1}\right)}](z+h) W_{n} \\
& +[\underbrace{2 \nabla_{\mathbf{x}} k_{n} \cdot \nabla_{\mathbf{x}} h}_{O(n)}+\underbrace{k_{n} \Delta_{\mathbf{x}} h}_{O(n)}-\underbrace{2 \mu_{0} \nabla_{\mathbf{x}} h \cdot \nabla_{\mathbf{x}}\left(k_{n} H\right)}_{O\left(n^{-1}\right)}] W_{n}=O\left(n^{2}\right) .
\end{aligned}
$$

## Appendix D

## Detailed proof of Lemma 2.1

## Proof of estimates (2.69)

The sequence of functions $\gamma_{n}(\boldsymbol{x}, t)$ and the corresponding sequences of derivatives, $\partial_{a} \gamma_{n}(\boldsymbol{x}, t)$ and $\partial_{x_{i}}^{2} \gamma_{n}(\boldsymbol{x}, t)$, are uniformly convergent to finite limits that can be calculated explicitly in terms of $k_{n}(\boldsymbol{x}, t)$ and $H=\eta+h$. The existence of these limits trivializes the proof of Eq. (4.6). By direct calculation of the integral involved in the definition of the $L^{2}$ - norm, in conjunction with Eq. (3.1b), we find that $\gamma_{n}=\gamma_{n}(\boldsymbol{x}, t)$ is given by the formula

$$
\begin{equation*}
\gamma_{n}=\sec ^{-2}\left(\frac{H}{2}+\frac{\sin \left(k_{n} H\right) \cos k_{n} H}{2 k_{n}}\right)^{-1}=\frac{2 k_{n}^{2}}{H k_{n}^{2}+f} \tag{D.1}
\end{equation*}
$$

where $f=f(\mathbf{x}, t)=\mu^{2} H-\mu_{0}=O(1)$. Then, by straightforward calculations, we find (recall that $a$ stands for $t, x_{i}, i=1,2$.):

$$
\begin{align*}
\partial_{a} \gamma_{n} & =\partial_{a}\left(2 k_{n}^{2}\right) \frac{1}{H k_{n}^{2}+f}+2 k_{n}^{2} \partial_{a}\left(\frac{1}{H k_{n}^{2}+f}\right) \\
& =\frac{4 k_{n} \partial_{a} k_{n}}{H k_{n}^{2}+f}-\frac{2 k_{n}^{2}\left(k_{n}^{2} \partial_{a} H+2 H k_{n} \partial_{a} k_{n}+\partial_{a} f\right)}{\left(H k_{n}^{2}+f\right)^{2}} \tag{D.2}
\end{align*}
$$

The above equations, in conjunction with the fundamental estimate $k_{n}=n \pi / H+O\left(n^{-1}\right)$, Eq. (2.7a) and Proposition 2.1, permits us to calculate the limits

$$
\begin{align*}
\lim _{n \rightarrow \infty} \gamma_{n} & =\frac{2}{H} \equiv \gamma  \tag{D.3a}\\
\lim _{n \rightarrow \infty} \partial_{a} \gamma_{n} & =-\frac{2 \partial_{a} H}{H^{2}}=\partial_{a} \gamma  \tag{D.3b}\\
\lim _{n \rightarrow \infty} \partial_{x_{i}}^{2} \gamma_{n} & =-2\left(\frac{\partial_{x_{i}}^{2} H}{H^{2}}-\frac{2\left(\partial_{x_{i}} H\right)^{2}}{H^{3}}\right) \tag{D.3c}
\end{align*}
$$

Note that the convergence of the three sequences is uniform in $(\mathbf{x}, t) \in \tilde{X}_{\text {part }}$. The fact that the sequences $\gamma_{n}, \partial_{a} \gamma_{n}$ and $\partial_{x_{i}}^{2} \gamma_{n}$ have finite limits proves Eqs. (2.69). It is worth noting that the
commutation between the operations of taking the limit (as $n \rightarrow \infty$ ) and the differentiation, which is apparent in Eqs. (D.3), is also justified by standard theorems of Calculus. See, for example (Rudin 1964, Theorem 7.17).

Proof of estimates (2.70)
From Eq. (2.33b) we have $\left[Z_{n}\right]_{z=-h}=\sec \left(k_{n} H\right)$, which, after straightforward differentiations and use of the local dispersion relation (2.32b), leads to

$$
\begin{align*}
{\left[\partial_{a} Z_{n}\right]_{z=-h} } & =-\mu_{0}\left[Z_{n}\right]_{z=-h} \frac{\partial_{a}\left(k_{n} H\right)}{k_{n}},  \tag{D.4}\\
{\left[\partial_{x_{i}}^{2} Z_{n}\right]_{z=-h} } & =\mu_{0}^{2}\left[Z_{n}\right]_{z=-h}\left(\frac{\partial_{x_{i}}\left(k_{n} H\right)}{k_{n}}\right)^{2}+\left[Z_{n}\right]_{z=-h}^{3}\left(\partial_{x_{i}}\left(k_{n} H\right)\right)^{2}-\mu_{0}\left[Z_{n}\right]_{z=-h} \frac{\partial_{x_{i}}^{2}\left(k_{n} H\right)}{k_{n}} . \tag{D.5}
\end{align*}
$$

The proof of the estimates appearing in Eq. (2.70) is now straightforward. Since $k_{n} H$ tends to $n \pi$, we get $\left|\sec \left(k_{n} H\right)\right| \rightarrow 1$, as $n \rightarrow \infty$, and thus $\left[Z_{n}\right]=O(1)$. Using this result, and Eq. (D.4), in conjunction with $k_{n}=O(n)$, Eq. (2.7a), and $\partial_{a}\left(k_{n} H\right)=O\left(n^{-1}\right)$, Eq. (C.1) of Lemma C.1, we find that $\left[\partial_{a} Z_{n}\right]_{z=-h}=O\left(n^{-2}\right)$. Finally, Eq. (D.5), in conjunction with Eqs. (2.7a) and (C.1), (C.2) of Lemma C.1, leads to $\left[\partial_{x_{i}}^{2} Z_{n}\right]=O\left(n^{-2}\right)$.

## Appendix E

## Proof of composition rule for functionals, Lemma 3.1

We start by invoking the chain rule for composite operators (see, e.g., (Flett 1980, 4.1.2), (Gasiński \& Papageorgiou 2005, Prop 4.1.12)). Assuming that $G: X \longrightarrow Y$ has a Gâteaux variation at $x \in X$ for the increment $h$, say $\delta G(x ; h)$, and $F: Y \longrightarrow Z$ is Fréchet differentiable at $y=G(x)$, with Fréchet derivative $D F(y)$, the composition $W=F \circ G$ has a Gâteaux variation at $x \in X$ for the increment $h, \delta W(x ; h)$, given by

$$
\begin{equation*}
\delta W(x ; h)=\delta F(G(x) ; \delta G(x ; h)) . \tag{E.1}
\end{equation*}
$$

In our case $x=\left(x_{1}, x_{2}\right)=(\eta, \phi), y=\left(y_{1}, y_{2}\right)=(\eta, \Phi), W$ and $F$ are (action) functionals on $\left(x_{1}, x_{2}\right)$ and $\left(y_{1}, y_{2}\right)$, respectively, and $G$ is the operator transforming $\left(x_{1}, x_{2}\right)$ to $\left(y_{1}, y_{2}\right)$, having the form $\left(y_{1}, y_{2}\right)=G\left(x_{1}, x_{2}\right)=\left(G_{1}\left(x_{1}, x_{2}\right), G_{2}\left(x_{1}, x_{2}\right)\right)$. Then, functional $W$ takes the form $W\left(x_{1}, x_{2}\right)=F\left(G\left(x_{1}, x_{2}\right)\right)=F\left(G_{1}\left(x_{1}, x_{2}\right), G_{2}\left(x_{1}, x_{2}\right)\right)$. The partial variations $\delta_{x_{1}} W\left(x ; h_{1}\right)$ and $\delta_{x_{2}}\left(x ; h_{2}\right)$ are calculated by applying the chain rule (E.1) separately, in the directions $h_{1}$ and $h_{2}$ :

$$
\begin{align*}
& \delta_{x_{1}} W\left(x ; h_{1}\right)=\delta_{y_{1}} F\left(G(x) ; \delta_{x_{1}} G_{1}\left(x ; h_{1}\right)\right)+\delta_{y_{2}} F\left(G(x) ; \delta_{x_{1}} G_{2}\left(x ; h_{1}\right)\right)  \tag{E.2}\\
& \delta_{x_{2}} W\left(x ; h_{2}\right)=\delta_{y_{1}} F\left(G(x) ; \delta_{x_{2}} G_{1}\left(x ; h_{2}\right)\right)+\delta_{y_{2}} F\left(G(x) ; \delta_{x_{2}} G_{2}\left(x ; h_{2}\right)\right) \tag{E.3}
\end{align*}
$$

For the specific application considered in this thesis, the composite functional is $W\left(x_{1}, x_{2}\right) \equiv$ $\tilde{\mathcal{S}}[\eta, \boldsymbol{\phi}]=\mathcal{S}\left[G_{1}(\eta, \phi), G_{2}(\eta, \phi)\right]$, where $\mathcal{S}$ is Luke's functional, given by (1.18) and $G_{1}(\eta, \phi)=\eta$, $G_{2}(\eta, \phi)=\Phi(\eta, \phi)$, the latter being expressed by means of the series representation (3.1). In order to apply results (E.2), (E.3) in our case, we calculate

$$
\begin{align*}
\delta_{\eta} G_{1}(\eta, \phi ; \delta \eta) & =\delta \eta  \tag{E.4a}\\
\delta_{\boldsymbol{\phi}} G_{1}(\eta, \boldsymbol{\phi} ; \delta \boldsymbol{\phi}) & =0  \tag{E.4b}\\
\delta_{\eta} G_{2}(\eta, \boldsymbol{\phi} ; \delta \eta) & =\delta_{\eta} \Phi(\eta, \boldsymbol{\phi} ; \delta \eta)=\partial_{\eta} \Phi(\eta, \boldsymbol{\phi}) \delta \eta \tag{E.4c}
\end{align*}
$$

$$
\begin{equation*}
\delta_{\boldsymbol{\phi}} G_{2}(\eta, \boldsymbol{\phi} ; \delta \boldsymbol{\phi})=\delta_{\boldsymbol{\phi}} \Phi(\eta, \boldsymbol{\phi} ; \delta \boldsymbol{\phi})=\partial_{\boldsymbol{\phi}} \Phi(\eta, \boldsymbol{\phi}) \delta \boldsymbol{\phi} \tag{E.4d}
\end{equation*}
$$

Note that the last members of the two last equations are expressed in terms of usual partial derivatives of $\Phi(\eta, \boldsymbol{\phi})$, given respectively by $\partial_{\eta} \Phi=\boldsymbol{\phi} \partial_{\eta} \boldsymbol{Z}(\eta)$ and $\partial_{\boldsymbol{\phi}} \Phi=\boldsymbol{Z}$ in view of Notation 3.1. The partial variations $\delta_{\eta} \tilde{\mathcal{S}}[\eta, \boldsymbol{\phi} ; \delta \eta]$ and $\delta_{\boldsymbol{\phi}} \tilde{\mathcal{S}}[\eta, \boldsymbol{\phi} ; \delta \boldsymbol{\phi}]$ are obtained by applying chain rule (E.1) and taking into account Eqs. (E.4):

$$
\begin{align*}
\delta_{\eta} \tilde{\mathcal{S}}[\eta, \boldsymbol{\phi} ; \delta \eta] & =\delta_{\eta} \mathcal{S}[\eta, \boldsymbol{\phi} \boldsymbol{Z}(\eta) ; \delta \eta]+\delta_{\Phi} \mathcal{S}\left[\eta, \boldsymbol{\phi} \boldsymbol{Z}(\eta) ;\left(\boldsymbol{\phi} \partial_{\eta} \boldsymbol{Z}(\eta)\right) \delta \eta\right]  \tag{E.5}\\
\delta_{\boldsymbol{\phi}} \tilde{\mathcal{S}}[\eta, \boldsymbol{\phi} ; \delta \boldsymbol{\phi}] & =\delta_{\Phi} \mathcal{S}[\eta, \boldsymbol{\phi} \boldsymbol{Z}(\eta) ; \boldsymbol{Z}(\eta) \delta \boldsymbol{\phi}] \tag{E.6}
\end{align*}
$$

Eq. (E.5) is identical to (3.5). Let us prove Eq. (3.6). Invoking the linearity of the variation with respect to the increment, i.e. $\delta_{\boldsymbol{\phi}} \tilde{\mathcal{S}}[\eta, \boldsymbol{\phi} ; \delta \boldsymbol{\phi}]=\sum_{m} \delta_{\varphi_{m}} \tilde{\mathcal{S}}\left[\eta, \boldsymbol{\phi} ; \delta \varphi_{m}\right]$, and observing that the Fréchet differentiability of $S[\eta, \Phi]$ implies that $\delta_{\Phi} \mathcal{S}[\eta, \Phi ; \cdot]$ is a linear operator in $\delta \Phi$, we can write $\delta_{\boldsymbol{\phi}} \tilde{\mathcal{S}}[\eta, \boldsymbol{\phi}, \delta \boldsymbol{\phi}]$ and $\boldsymbol{Z}(\eta) \delta \boldsymbol{\phi}$ as sums in Eq. (E.6). Invoking the arbitrariness of $\delta \varphi_{m}$, Eq. (3.6) is obtained and the proof is complete.

## Appendix F

## Analytical expressions of the matrix functions $A, B, C$

In this Appendix, we derive analytical expressions of the matrix coefficients $A_{m n}, B_{m n}^{i}, i=1,2$, $C_{m n}$, given by Eqs. (3.22a), (3.22b), (3.22c), where the vertical functions $Z_{n}$, are given by Eqs. (2.9) for $n=-2,-1$, and Eqs. (2.33), for $n \geq 0$. It is recalled that the first and second horizontal derivatives $\partial_{x_{i}} Z_{n}$ and $\partial_{x_{i}}^{2} Z_{n}$, appearing in the definitions of $B_{m n}^{i}, i=1,2$ and $C_{m n}$, have been already calculated in Appendix B , for $n=-2,-1$, and Propositions 2.2, 2.4, for $n \geq 0$. These coefficients contain both vertical integrals and bottom boundary terms, and are written here as

$$
\begin{align*}
B_{m n}^{i} & =2 B_{m, n}^{\mathrm{int}, i}+B_{m n}^{\mathrm{bot}}  \tag{F.1}\\
C_{m n}^{i} & =C_{m, n}^{\mathrm{int}, i}+C_{m n}^{\mathrm{bot}} \tag{F.2}
\end{align*}
$$

In the remainder of this Appendix we deal with the integral terms appearing above. The bottom boundary terms are more straightforward and are omitted. In order to proceed with the presentation of the results, we introduce the following notation for the required integrals

Notation F.1. Integrals involving products of vertical functions $Z_{n}=Z_{n}(z ; \eta(\mathbf{x}, t), h(\mathbf{x})),(2.9)$, (2.33), and $(z+h)$ are collectively denoted by

$$
\begin{align*}
& J_{n}^{s}=\int_{-h}^{\eta}(z+h)^{s} Z_{n} d z, \quad n \geq-2  \tag{F.3}\\
& J_{m n}^{s}=\int_{-h}^{\eta}(z+h)^{s} Z_{m} Z_{n} d z, \quad m \geq-2, \quad n \geq 0  \tag{F.4}\\
& \bar{J}_{m n}^{s}=\int_{-h}^{\eta}(z+h)^{s} Z_{m} W_{n} d z, \quad m \geq-2, \quad n \geq 0 \tag{F.5}
\end{align*}
$$

Using the above notation one can easily check that Eq. (3.22a) is written as $A_{m n}=J_{m n}^{0}$. For Eqs. (3.22b), (3.22c) one needs to take into account the analytical expressions of Appendix B and Propositions 2.2, 2.4. Then, after some straightforward manipulations and use of the above
notation, we find that

$$
\begin{align*}
& A_{m, n}=J_{m n}^{0}, \quad m, n \geq-2,  \tag{F.6}\\
& B_{m, n}^{\mathrm{int}, i}=f_{n}^{0, i} J_{m}^{0}+f_{n}^{1, i} J_{m}^{1}+f_{n}^{2, i} J_{m}^{2}, \quad m \geq-2, n=-2,-1,  \tag{F.7}\\
& B_{m, n}^{\mathrm{int}, i}=f_{n}^{0, i} J_{m n}^{0}+f_{n}^{1, i} \bar{J}_{m n}^{0}+f_{n}^{2, i} \bar{J}_{m n}^{1}, \quad m \geq-2, n \geq 0,  \tag{F.8}\\
& C_{m, n}^{\mathrm{int}}=\left(g_{n}^{0}+2 \zeta_{n}^{2}\right) J_{m}^{0}+g_{n}^{1} J_{m}^{1}+g_{n}^{2} J_{m}^{2}, \quad m \geq-2, n=-2,-1,  \tag{F.9}\\
& C_{m, n}^{\mathrm{int}}=\left\{\begin{array}{l}
\left(g_{0}^{0}+k_{0}^{2}\right) J_{m 0}^{0}+g_{0}^{1} J_{m 0}^{1}+g_{0}^{2} J_{m 0}^{2}+g_{0}^{3} \bar{J}_{m 0}^{0}+g_{0}^{4} \bar{J}_{m 0}^{1}, \quad m \geq-2, n=0, \\
\left(g_{n}^{0}-k_{n}^{2}\right) J_{m n}^{0}+g_{n}^{1} J_{m n}^{1}+g_{n}^{2} J_{m n}^{2}+g_{n}^{3} \bar{J}_{m n}^{0}+g_{n}^{4} \bar{J}_{m n}^{1}, \quad m \geq-2, n \geq 1 .
\end{array}\right. \tag{F.10}
\end{align*}
$$

where the coefficients $f_{n}^{k, i}$ and $g_{n}^{k}$, for $n=-2,-1$ and $k=0,1,2,3,4$, are given by Eqs. and (B.8) respectively. The rest of $f_{n}^{k, i}$ and $g_{n}^{k}, n \geq 0$, are given by

$$
\begin{align*}
& f_{0}^{0, i}=-\mu_{0} \frac{\partial_{x_{i}}\left(k_{0} H\right)}{k_{0}}  \tag{F.11a}\\
& f_{0}^{1, i}=k_{0} \partial_{x_{i}} h,  \tag{F.11b}\\
& f_{0}^{2, i}=\partial_{x_{i}} k_{0},  \tag{F.11c}\\
& f_{n}^{0, i}=-\mu_{0} \frac{\partial_{x_{i}}\left(k_{n} H\right)}{k_{n}},  \tag{F.11d}\\
& f_{n}^{1, i}=-k_{n} \partial_{x_{i}} h,  \tag{F.11e}\\
& f_{n}^{2, i}=-\partial_{x_{i}} k_{n}, \tag{F.11f}
\end{align*}
$$

and

$$
\begin{align*}
& g_{0}^{0}=k_{0}^{2}\left|\nabla_{\mathbf{x}} h\right|^{2}-\left|\nabla_{\mathbf{x}}\left(k_{0} H\right)\right|^{2}-\mu_{0} \frac{\Delta_{\mathbf{x}}\left(k_{0} H\right)}{k_{0}}+2 \mu_{0}^{2} \frac{\left|\nabla_{\mathbf{x}}\left(k_{0} H\right)\right|^{2}}{k_{0}^{2}},  \tag{F.12a}\\
& g_{0}^{1}=2 k_{0} \nabla_{\mathbf{x}} k_{0} \cdot \nabla_{\mathbf{x}} h,  \tag{F.12b}\\
& g_{0}^{2}=\left|\nabla_{\mathbf{x}} k_{0}\right|^{2},  \tag{F.12c}\\
& g_{0}^{3}=2 \nabla_{\mathbf{x}} k_{0} \cdot \nabla_{\mathbf{x}} h+k_{0} \Delta_{\mathbf{x}} h-2 \mu_{0} \nabla_{\mathbf{x}} h \cdot \nabla_{\mathbf{x}}\left(k_{0} H\right),  \tag{F.12d}\\
& g_{0}^{4}=\Delta_{\mathbf{x}} k_{0}-2 \mu_{0} \frac{\nabla_{\mathbf{x}} k_{0} \cdot \nabla_{\mathbf{x}}\left(k_{0} H\right)}{k_{0}},  \tag{F.12e}\\
& g_{n}^{0}=-k_{n}^{2}\left|\nabla_{\mathbf{x}} h\right|^{2}-\left|\nabla_{\mathbf{x}}\left(k_{n} H\right)\right|^{2}-\mu_{0} \frac{\Delta_{\mathbf{x}}\left(k_{n} H\right)}{k_{n}}+2 \mu_{0}^{2} \frac{\left|\nabla_{\mathbf{x}}\left(k_{n} H\right)\right|^{2}}{k_{n}^{2}},  \tag{F.12f}\\
& g_{n}^{1}=-2 k_{n} \nabla_{\mathbf{x}} k_{n} \cdot \nabla_{\mathbf{x}} h,  \tag{F.12g}\\
& g_{n}^{2}=-\left|\nabla_{\mathbf{x}} k_{n}\right|^{2},  \tag{F.12h}\\
& g_{n}^{3}=-2 k_{n} \nabla_{\mathbf{x}} k_{n} \cdot \nabla_{\mathbf{x}} h  \tag{F.12i}\\
& g_{n}^{4}=\Delta_{\mathbf{x}} k_{n}-2 \mu_{0} \frac{\nabla_{\mathbf{x}} k_{n} \cdot \nabla_{\mathbf{x}}\left(k_{n} H\right)}{k_{n}} . \tag{F.12j}
\end{align*}
$$

Thus, the calculation of the coefficients $A_{m n}, B_{m n}^{i}, i=1,2$, and $C_{m n}$, is reduced to the calculation of vertical integrals of the form (F.3), (F.4), (F.5) for $s=0,1,2$ and $m, n \geq-2$.

## Integrals of the form $J_{m}^{s}$

For any $s=0,1,2,3, \ldots$, we easily find from (F.3) that

$$
\begin{equation*}
J_{m}^{s}=\zeta_{m}^{2} \frac{H^{s+3}}{s+3}+\zeta_{m}^{1} \frac{H^{s+2}}{s+2}+\zeta_{m}^{0} \frac{H^{s+1}}{s+1}, \quad m=-2,-1 \tag{F.13}
\end{equation*}
$$

For $m \geq 0$, straightforward integration and elimination of trigonometric functions, using the local dispersion relations (2.32), yields

$$
\begin{align*}
J_{0}^{0} & =\frac{\mu_{0}}{k_{0}^{2}}  \tag{F.14a}\\
J_{m}^{0} & =-\frac{\mu_{0}}{k_{m}^{2}}, \quad m \geq 1  \tag{F.14b}\\
J_{0}^{1} & =-\frac{1}{k_{0}^{2}}\left(1-H \mu_{0}\right)+\frac{1}{k_{0}^{2}} \sqrt{1-\frac{\mu_{0}^{2}}{k_{0}^{2}}}  \tag{F.14c}\\
J_{m}^{1} & =\frac{1}{k_{m}^{2}}\left(1-H \mu_{0}\right)+\frac{1}{k_{m}^{2}} \sqrt{1+\frac{\mu_{0}^{2}}{k_{m}^{2}}}, \quad m \geq 1  \tag{F.14d}\\
J_{0}^{2} & =\frac{1}{k_{0}^{2}}\left(H^{2} \mu_{0}-2 H\right)+\frac{2 \mu_{0}}{k_{0}^{4}}  \tag{F.14e}\\
J_{m}^{2} & =-\frac{1}{k_{m}^{2}}\left(H^{2} \mu_{0}-2 H\right)+\frac{2 \mu_{0}}{k_{m}^{4}}, \quad m \geq 1 \tag{F.14f}
\end{align*}
$$

Eqs. (F.13) and (F.14) suffice for the evaluation of the coefficients appearing in Eqs. (F.7) and (F.9), thus, at this point we are left with the integrals appearing in Eqs. (F.6), (F.8) and (F.10). These are calculated similarly and are given below.

## Integrals of the form $J_{m n}^{s}$

- For $s=0$, we obtain from (F.4) that

$$
\begin{align*}
& J_{-2,-2}^{0}=\frac{8 a^{2}}{15} H^{3}-\frac{4 a}{3} H^{2}+H  \tag{F.15a}\\
& J_{-2,-1}^{0}=\left(\frac{2 a^{3}}{3}-\frac{2 a b}{15}-\frac{a}{4 h_{0}}\right) H^{3}+\left(-\frac{5 a}{3}+\frac{b}{3}+\frac{1}{2 h_{0}}\right)+H^{2}+H  \tag{F.15b}\\
& J_{-2,0}^{0}=\frac{2 \mu_{0} a}{k_{0}^{4} H}-\frac{1}{h_{0} k_{0}^{2}},  \tag{F.15c}\\
& J_{-2, n}^{0}=\frac{2 \mu_{0} a}{k_{n}^{4} H}+\frac{1}{h_{0} k_{n}^{2}}, \quad n \geq 1  \tag{F.15d}\\
& J_{-1,0}^{0}=\frac{2 \mu_{0} b}{k_{0}^{4} H}-\frac{\operatorname{sech}\left(k_{0} H\right)}{h_{0} k_{0}^{2}} \tag{F.15e}
\end{align*}
$$

$$
\begin{align*}
& J_{-2, n}^{0}=\frac{2 \mu_{0} a}{k_{n}^{4} H}+\frac{1}{h_{0} k_{n}^{2}}, \quad n \geq 1 .  \tag{F.15f}\\
& J_{0,0}^{0}=\frac{H}{2}-\frac{H \mu_{0}^{2}-\mu_{0}}{2 k_{0}^{2}},  \tag{F.15g}\\
& J_{n, n}^{0}=\frac{H}{2}+\frac{H \mu_{0}^{2}-\mu_{0}}{2 k_{n}^{2}}, \tag{F.15h}
\end{align*}
$$

and $J_{m n}^{0}=0$, for $m, n \geq 0$.

- For $s=1$, we find from (F.4) that

$$
\begin{align*}
& J_{-2,-2}^{1}= \frac{a^{2}}{6} H^{4}-\frac{a}{2} H^{3}+\frac{H^{2}}{2},  \tag{F.16a}\\
& J_{-2,-1}^{1}=\left(\frac{a^{2}}{4}-\frac{a b}{12}-\frac{2 a}{15 h_{0}}\right) H^{4}+\left(-\frac{3 a}{4}+\frac{b}{4}-\frac{1}{3 h_{0}}\right),  \tag{F.16b}\\
& J_{-2,0}^{1}= \frac{6 a\left(\mu_{0} H-1\right)+6 a \operatorname{sech}\left(k_{0} H\right)}{H k_{0}^{4}} \\
& \quad+\frac{-H(1+2 a H)+H^{2} \mu_{0}+H(1-a H) \operatorname{sech}\left(k_{0} H\right)}{H k_{0}^{2}}  \tag{F.16c}\\
& J_{-2, n}^{1}= \frac{6 a\left(\mu_{0} H-1\right)+6 a \sec \left(k_{n} H\right)}{H k_{n}^{4}} \\
& \quad+\frac{H(1+2 a H)-H^{2} \mu_{0}-H(1-a H) \sec \left(k_{n} H\right)}{H k_{n}^{2}}, \quad n \geq 1,  \tag{F.16d}\\
& J_{-1,0}^{1}= \frac{-6 b+2 \mu_{0} H / h_{0}+6 b H \mu_{0}+6 b \operatorname{sech}\left(k_{0} H\right)}{H k_{0}^{4}} \\
&+ \frac{-H\left(1+H\left(\frac{2}{h_{0}}-a+3 b\right)\right)+H^{2}\left(\frac{H}{h_{0}}+1-(a-b) H\right) \mu_{0}+H(1-a H) \operatorname{sech}\left(k_{0} H\right)}{H k_{0}^{2}} \tag{F.16e}
\end{align*}
$$

$$
\begin{align*}
J_{-1, n}^{1} & =\frac{-6 b+2 \mu_{0} H / h_{0}+6 b H \mu_{0}+6 b \sec \left(k_{n} H\right)}{H k_{n}^{4}} \\
& -\frac{-H\left(1+H\left(\frac{2}{h_{0}}-a+3 b\right)\right)+H^{2}\left(\frac{H}{h_{0}}+1-(a-b) H\right) \mu_{0}+H(1-a H) \sec \left(k_{n} H\right)}{H k_{n}^{2}} \tag{F.16f}
\end{align*}
$$

$J_{0,0}^{1}=-\frac{\mu_{0}}{k_{0}^{4}}-\frac{1}{k_{0}^{2}}\left(\frac{H^{2} \mu_{0}^{2}}{4}-\frac{H \mu_{0}}{2}\right)+\frac{H^{2}}{4}$,
$J_{n, n}^{1}=-\frac{\mu_{0}}{k_{n}^{4}}+\frac{1}{k_{n}^{2}}\left(\frac{H^{2} \mu_{0}^{2}}{4}-\frac{H \mu_{0}}{2}\right)+\frac{H^{2}}{4}, \quad n \geq 1$.
$J_{0, n}^{1}=\frac{k_{n}^{2}-k_{0}^{2}+2 \mu_{0}^{2}+\left(k_{0}^{2}-k_{n}^{2}\right) \sec \left(k_{n} H\right) \operatorname{sech}\left(k_{0} H\right)}{\left(k_{0}^{2}+k_{n}^{2}\right)^{2}}, \quad n \geq 1$.
$J_{m, n}^{1}=\frac{\left(k_{m}^{2}+k_{n}^{2}+2 \mu_{0}^{2}-\left(k_{m}^{2}+k_{n}^{2}\right) \sec \left(k_{m} H\right) \sec \left(k_{n} H\right)\right)}{\left(\left(k_{m}-k_{n}\right)^{2}\left(k_{m}+k_{n}\right)^{2}\right)}, \quad m, n \geq 1$.

- For $s=2$, (F.4) yields

$$
\begin{align*}
& J_{-2,-2}^{2}= \frac{8 a^{2}}{105} H^{5}+\frac{4 a}{15} H^{4}+\frac{H^{3}}{3},  \tag{F.17a}\\
& J_{-2,-1}^{2}= \frac{a\left(-35 / h_{0}+56 a-24 b\right)}{420} H^{5}+\frac{105 / h_{0}-196 a+84 b}{420} H^{4}+\frac{H^{3}}{3},  \tag{F.17b}\\
& J_{-2,0}^{2}= \frac{6 a\left(\mu_{0} H-1\right)+6 a \operatorname{sech}\left(k_{0} H\right)}{H k_{0}^{4}} \\
& \quad+\frac{-H(1+2 a H)+H^{2} \mu_{0}+H(1-a H) \operatorname{sech}\left(k_{0} H\right)}{H k_{0}^{2}}  \tag{F.17c}\\
& J_{-2, n}^{2}= \frac{6 a\left(\mu_{0} H-1\right)+6 a \sec \left(k_{n} H\right)}{H k_{n}^{4}} \\
& \quad+\frac{H(1+2 a H)-H^{2} \mu_{0}-H(1-a H) \sec \left(k_{n} H\right)}{H k_{n}^{2}}, \quad n \geq 1,  \tag{F.17d}\\
& J_{-1,0}^{2}= \frac{-6 b+2 \mu_{0} H / h_{0}+6 b H \mu_{0}+6 b \operatorname{sech}\left(k_{0} H\right)}{H k_{0}^{4}} \\
&+ \frac{-H\left(1+H\left(\frac{2}{h_{0}}-a+3 b\right)\right)+H^{2}\left(\frac{H}{h_{0}}+1-(a-b) H\right) \mu_{0}+H(1-a H) \operatorname{sech}\left(k_{0} H\right)}{H k_{0}^{2}} \tag{F.17e}
\end{align*}
$$

$$
\begin{align*}
J_{-1, n}^{2} & =\frac{-6 b+2 \mu_{0} H / h_{0}+6 b H \mu_{0}+6 b \sec \left(k_{n} H\right)}{H k_{n}^{4}} \\
& -\frac{-H\left(1+H\left(\frac{2}{h_{0}}-a+3 b\right)\right)+H^{2}\left(\frac{H}{h_{0}}+1-(a-b) H\right) \mu_{0}+H(1-a H) \sec \left(k_{n} H\right)}{H k_{n}^{2}} \tag{F.17f}
\end{align*}
$$

$$
\begin{equation*}
J_{0,0}^{2}=-\frac{\mu_{0}}{k_{0}^{4}}-\frac{1}{k_{0}^{2}}\left(\frac{H^{2} \mu_{0}^{2}}{4}-\frac{H \mu_{0}}{2}\right)+\frac{H^{2}}{4}, \tag{F.17g}
\end{equation*}
$$

$$
\begin{equation*}
J_{n, n}^{2}=-\frac{\mu_{0}}{k_{n}^{4}}+\frac{1}{k_{n}^{2}}\left(\frac{H^{2} \mu_{0}^{2}}{4}-\frac{H \mu_{0}}{2}\right)+\frac{H^{2}}{4}, \quad n \geq 1 . \tag{F.17h}
\end{equation*}
$$

$J_{0, n}^{2}=\frac{k_{n}^{2}-k_{0}^{2}+2 \mu_{0}^{2}+\left(k_{0}^{2}-k_{n}^{2}\right) \sec \left(k_{n} H\right) \operatorname{sech}\left(k_{0} H\right)}{\left(k_{0}^{2}+k_{n}^{2}\right)^{2}}, \quad n \geq 1$.
$J_{m, n}^{2}=\frac{\left(k_{m}^{2}+k_{n}^{2}+2 \mu_{0}^{2}-\left(k_{m}^{2}+k_{n}^{2}\right) \sec \left(k_{m} H\right) \sec \left(k_{n} H\right)\right)}{\left(k_{m}-k_{n}\right)^{2}\left(k_{m}+k_{n}\right)^{2}}, \quad m, n \geq 1$.

## Integrals of the form $\bar{J}_{m n}^{s}$

- For $s=0$ we obtain from (F.5) that

$$
\begin{align*}
& \bar{J}_{-2,0}^{0}=\frac{2 a\left(1-\mu_{0} H-\operatorname{sech}\left(k_{0} H\right)\right)}{k_{0}^{3} H}+\frac{1+(a H-1) \operatorname{sech}\left(k_{0} H\right)}{k_{0}}  \tag{F.18a}\\
& \bar{J}_{-2, n}^{0}=\frac{2 a\left(1-\mu_{0} H-\sec \left(k_{n} H\right)\right)}{k_{n}^{3} H}-\frac{1+(a H-1) \sec \left(k_{n} H\right)}{k_{n}}, \quad n \geq 1,  \tag{F.18b}\\
& \bar{J}_{-1,0}^{0}=\frac{2 b h_{0}\left(1-\mu_{0} H-\operatorname{sech}\left(k_{0} H\right)\right)-H}{h_{0} k_{0}^{3} H}+\frac{2 h_{0}-\left(2 h_{0}-H\left(1+\mu_{0} h_{0}\right)\right) \operatorname{sech}\left(k_{0} H\right)}{2 h_{0} k_{0}},  \tag{F.18c}\\
& \bar{J}_{-1, n}^{0}=\frac{2 b h_{0}\left(1-\mu_{0} H-\sec \left(k_{n} H\right)\right)-H}{h_{0} k_{n}^{3} H}-\frac{2 h_{0}-\left(2 h_{0}-H\left(1+\mu_{0} h_{0}\right)\right) \sec \left(k_{n} H\right)}{2 h_{0} k_{n}},  \tag{F.18d}\\
& \bar{J}_{0,0}^{0}=\frac{\mu_{0}^{2}}{2 k_{0}^{3}},  \tag{F.18e}\\
& \bar{J}_{0, n}^{0}=-\frac{k_{n}^{2}+\mu_{0}^{2}}{k_{n}^{3}+k_{0}^{2} k_{n}}+\frac{k_{n} \sec \left(k_{n} H\right) \operatorname{sech}\left(k_{0} H\right)}{k_{0}^{2}+k_{n}^{2}}, \quad n \geq 1,  \tag{F.18f}\\
& \bar{J}_{m, 0}^{0}=\frac{k_{0}^{2} H+\mu_{0}-H \mu_{0}^{2}}{k_{0}^{3}+k_{0} k_{m}^{2}}, \quad m \geq 1,  \tag{F.18g}\\
& \bar{J}_{m, n}^{0}=\frac{k_{n}^{2} H-\mu_{0}+H \mu_{0}^{2}}{k_{m}^{2} k_{n}-k_{n}^{3}}, \quad m \geq 1, \quad n \geq 1, \quad m \neq n,  \tag{F.18h}\\
& \bar{J}_{m, m}^{0}=-\frac{-\mu_{0}^{2} H+\mu_{0}}{4 k_{m}^{3}}-\frac{H}{4 k_{m}}, \quad m \geq 1 . \tag{F.18i}
\end{align*}
$$

- For $s=1$ we obtain from (F.5) that

$$
\begin{align*}
& \bar{J}_{-2,0}^{1}=-\frac{6 a \mu_{0}}{k_{0}^{5} H}+\frac{6 a H-H(1+2 a H) \mu_{0}}{k_{0}^{3} H}+\frac{H}{k_{0}}  \tag{F.19a}\\
& \bar{J}_{-2, n}^{1}=\frac{6 a \mu_{0}}{k_{n}^{5} H}+\frac{6 a H-H(1+2 a H) \mu_{0}}{k_{n}^{3} H}-\frac{H}{k_{n}}, \quad n \geq 1,  \tag{F.19b}\\
& \bar{J}_{-1,0}^{1}=-\frac{3 \mu_{0}\left(\mu_{0} h_{0}-1\right)}{h_{0} k_{0}^{5} H}+\frac{-H^{2} h_{0} \mu_{0}^{2}+H\left(2 h_{0} \mu_{0}-1\right)-2 H \operatorname{sech}\left(k_{0} H\right)}{h_{0} k_{0}^{3} H}+\frac{H}{k_{0}},  \tag{F.19c}\\
& \bar{J}_{-1, n}^{1}=\frac{3 \mu_{0}\left(\mu_{0} h_{0}-1\right)}{h_{0} k_{0}^{5} H}+\frac{-H\left(1+h_{0} \mu_{0}\left(H \mu_{0} H\right)\right)-2 H \sec \left(k_{n} H\right)}{h_{0} k_{n}^{3} H}-\frac{H}{k_{n}}, \quad n \geq 1 .  \tag{F.19d}\\
& \bar{J}_{0,0}^{1}=\frac{\mu_{0}^{2} H-\mu_{0}}{4 k_{0}^{3}}+\frac{H}{4 k_{0}},  \tag{F.19e}\\
& \bar{J}_{0, n}^{1}=-\frac{-H\left(k_{n}^{2}+\mu_{0}^{2}\right)+\mu_{0}}{k_{n}^{3}+k_{0}^{2} k_{n}}, \quad n \geq 1,  \tag{F.19f}\\
& \bar{J}_{m, 0}^{1}=\frac{k_{0}^{2}-\mu_{0}^{2}}{k_{0}^{3}+k_{0} k_{m}^{2}}-\frac{k_{0} \sec \left(k_{m} H\right) \operatorname{sech}\left(k_{0} H\right)}{k_{0}^{2}+k_{m}^{2}}, \quad m \geq 1,  \tag{F.19g}\\
& \bar{J}_{m, n}^{1}=\frac{k_{n}^{2}+\mu_{0}^{2}}{-k_{n}^{3}+k_{n} k_{m}^{2}}-\frac{k_{n} \sec \left(k_{m} H\right) \sec \left(k_{n} H\right)}{-k_{n}^{2}+k_{m}^{2}}, \quad m \geq 1, \quad n \geq 1, \quad m \neq n,  \tag{F.19h}\\
& \bar{J}_{m, m}^{1}=\frac{\mu_{0}^{2}}{2 k_{m}^{3}, \quad m \geq 1 .} \tag{F.19i}
\end{align*}
$$
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[^0]:    ${ }^{1}$ A rigorous proof of this statement in the case of a laterally unbounded fluid can be found in (Lannes 2005).
    ${ }^{2}$ Strictly speaking, this operator is the rescaled DtN operator; $G[\eta, h]$ maps the Dirichlet data $\psi$ to the Neumann data, $\partial_{n} \Phi \equiv\left(\left|\nabla_{\mathbf{x}} \eta\right|^{2}+1\right)^{-\frac{1}{2}} N_{\eta} \cdot[\nabla \Phi]_{z=\eta}$, multiplied by the scalar function $\left(\left|\nabla_{\mathbf{x}} \eta\right|^{2}+1\right)^{\frac{1}{2}}$.

[^1]:    ${ }^{1}$ The case where the function $Q(\mathbf{x}, z)$ exhibits discontinuities along a number of surfaces, corresponding to stratified media, is excluded from our analysis herein. The asymptotics of eigenvalues and eigenfunctions is different and more complicated in this case; see e.g., (Athanassoulis \& Papanicolaou 1997).

[^2]:    ${ }^{2}$ Other choices are also possible without affecting the validity of our results.

