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ABSTRACT

The main object of this thesis is the investigation of the inverse transmission eigenvalue
problem, that is the determination of the refractive index of an inhomogeneous medium
from transmission eigenvalues. Using some known results for the case where the
refractive index is a radially symmetric and C? function, we introduce the corresponding
interior transmission eigenvalue problem for a discontinuous refractive index. We
examine the asymptotic properties of the eigenfunctions for large values of the spectral
parameter, and investigate their dependence upon the discontinuity. We prove that
the discontinuous refractive index is uniquely determined from the knowledge of all
transmission eigenvalues, with no restrictions on the position of the discontinuity.

Furthermore, we propose a numerical method to compute transmission eigenvalues.
We adopt a Galerkin-type method which is based on the variational formulation of the
problem. Using a proper operator representation we show convergence of the method.
We define the inverse transmission problem and show that numerically the problem
can be considered as an inverse quadratic eigenvalue problem. We investigate the case
of a spherically symmetric and piecewise constant refractive index and show that a
small number of eigenvalues is sufficient for the reconstructions. We also introduce
a computational method based on a Newton-type algorithm for reconstructions of
arbitrary piecewise constant index from transmission eigenvalues. We illustrate our
method with several examples.

Particularly, our aim is to study the properties of the discontinuous transmission
eigenvalue problem and examine how the presence of a discontinuity affect the inverse
problem. Our work has been motivated by the inverse problem of recovering material
properties of a medium with layers with applications in non-destructive testing and
target identification.






[IEPIAHVH

Yxomég Tng mopoloag Swaxtopixic dtatenc lvor 1 UEAETN TOU aVTIGTEOPOU ECWTERL-
%00 mpofAAuatoc Sumepototnrog (inverse transmission eigenvalue problem), dnhoad
TOU TPOGOLOELOUOY Tou BTy Btddhaong evOg U OUOYEVOUC HEGOU amtd TIG LOLOTLIES
domepatdTnTog (transmission eiegenvalues). Boowlduevol oe yvwotd anoteréopata yio
NV TepinTwor 6mou o deixtng SidAaomg elvol oQAULEIXE CUUUETELXOS XAl C? ouVdETNOT),
OLUTUTIVOUPE TO OVTIGTEOPO (QUoUOTING TEOBATUA Yiot Tov OelxTn Siddhaong Ue aou-
VEYELES. ALEQEUVAUE TNV ACUUTTOTIXY CUUTEQLPORE TOV LOLOCUVIRTACEWY YIo UEYAAES
TWES TNC PUOHOTIXTG TOROUETEOU, X UEAETHUE TNV €EGETNOY| TOUC Amd TNV OCUVEYELDL.
Arnodewvioupe 6Tl 0 acuvey g OeixTng umopel Vol TpoGBLOPLG TEL LoVadIXd amd T YVLoN
OOV TV WBLOTWOVY BLUTERATOTNTAC, Ywelc Teploploolsc oTn Véon Tng douvEYELoC.

211 ouveyew, Tpoteivouue ula apiunTix| LEVODBO YLl TOV UTOAOYIGUO TWV LWOIOTYLMY Lo
repatotnToc. Twodetolue pio uédodo timou Galerkin n onola Bactleton otn yeTofolunt
OLTUTWOY Tou TEoPBAAUATOS. Me TNV xaTdAAnhn avamopdo THoT ToU TEOBAAUATOS WS
Eval TEOBANUN TEAECTMY ATMOOEWYVOUPE TN oUYXALoT TNne Uevodou. Ereita, opilouue to
avTloTEo(o TEOBANUA BlamepaTdTNTAS Kot Oty Voupe OTL To TEOBANUA uTtopel var Vewpniet
0¢ €va avTioTPoPo TETPaYWVIXG TEoBANua WoTwody (inverse quadratic eigenvalue pro-
blem). Meletdue tny neRinTOON TOL GPAUEIXS GUULETEIXOV %ot XATd TUAUAT 0 TEEOD
oetxtn dddhaong xon Belyvouue 6Tl Evag oYETHE UxXEdS apLiuog WOTWOY enopxel Yo
TI¢ avaxataoxeLée. Enlong elodyouue évay alyoprduo timou Newton yio ovaxotaoxevég
OTN YEVXT| TEPITTWOT TOL Xotd Turuato otadepol delxtn Suddiaonc. H pédodoc pog
CUVOBEVETAL ATO TOEOOELYUOTAL.

AVoxeQolon®dvovTog, oxoTOg UaS EVOL Vo UEAETHOOUUE TO AOUVEYES TEOBATUO Olome-
eaTOTNTOG E0TIALOVTAC OTO XoTd TOGO 1) UTUEEYN AOUVEYELDY ETORY 0To avTloTEOYo
medPAnuo.  Kivntpo yio tnv cpyooio yag ebvar 1o avtiotpogo mpofBinua tng edpeong
WOOTATWY UMXOV UE DLIC TEWUATMOOELS, TO OO0 EYEL EQPUPUOYT] OTO U1 XUTAC TROPIXO
EAEYYO XOL TNV AVAYVOPLOT) AVTIXEWEVOV.
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INTRODUCTION

In this introductory chapter we shall present the basic concepts of direct and inverse
spectral problems and give some physical motivations for our investigations. Next, we
introduce the reader to the theory of inverse scattering and pose a relevant eigenvalue
problem, namely the interior transmission eigenvalue problem. Finally, we provide an
outline of this thesis.

Contents

1.1 Direct and inverse spectral problems . . . ... .. ... ..

1.2 Inverse scattering and the interior transmission problem . .

1.2.1 The scattering problem . . . . . . . . ... ...
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1.2.2 The interior transmission problem

1.3 Outline of the thesis




2 1. Introduction

Direct and inverse spectral problems

In general, spectral problems are connected with the investigation of vibrations of
several physical systems like strings or membranes, mechanical systems, atoms or
molecules etc. The direct spectral problem consists on finding the frequencies and the
mode shapes of the vibrations of a system for which all physical properties are known.
The inverse spectral problem is to determine some properties of the system from a
knowledge of its natural frequencies and modes of vibration.

From a mathematical perspective, inverse spectral problems concern the recovery
of coefficients of a differential equation from the knowledge of the eigenvalues, i.e.
the spectral values of the corresponding differential operator. The first study on the
spectral properties of the differential operator

ty = —y" +q(x)y =0

was performed by Sturm and Liouville in 1836 and the corresponding inverse problem

was firstly considered by Ambartsumyan in 1929, (for more information we refer to
[26, 45, 79]).

Example 1.1.1. (Sturm-Liouville eigenvalue problem, [63])

We consider a string of length L and mass density p = p(x) >0, 0 <z < L which is
fized at the endpoints x = 0 and x = L. If an external force sets the string into motion,
tones are produced due to vibrations. Let u(z,t) be the transverse displacement at x
and time t. It obeys the wave equation:

Figure 1.1: A vibrating string

Pu(z,t)  0*u(z,t)
plz) o2 o2

O<az<L,t>0

subject to boundary conditions

u(0,t) = u(L,t) =0, t > 0.
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A periodic vibration of the form
u(z,t) = y(x)[acos kt + bsin kt|

with frequency k is called pure tone. Thus, u solves the boundary value problem if and
only if y and k satisfy the Sturm-Liouville eigenvalue problem:

{ y" () +1~z

p(2)y
y(0)=y(L)=0

p(x)y(x) =0, 0<zx<L
)

For the direct problem we assume that p(x) is known and we want to compute the
etgenfrequencies k and the corresponding eigenfunctions. The inverse problem is to
recover the mass density p(x) from a set of measured frequencies k. This is associated
with the following uniqueness question: "Does a given set of frequencies correspond
to a unique mass distribution of the string?". An answer to this question is not that
simple and in general a single spectrum is insufficient to recover p(z), [26].

Example 1.1.2. (Potential Scattering, [26])

We consider the scattering of a non-relativistic particle by a fixed force or the scattering

of two particles by each other, and we use the time-dependent Schridinger equation:
0V(t)

o = SVU(t),

where the Hamiltonian is given by the sum of kinetic and potential energy:
H=—-A+V.

We restrict ourselves to the time-independent Schrodinger equation in one space di-
mension
—u" +V(z)u = Eu,

where E corresponds to the energy in the particular mode of the state u(x) which
represents the amplitude at the point x. The quantity

z+ox
[ )P

represents the probability of finding the particle between x and x 4+ dx. For the finite
interval case, the values of constant E are allowed to form a discrete sequence {E,},
which means that not all possible energy levels are possible. The inverse spectral problem
is given the possible energy levels of the quantum mechanical system to reconstruct the
unknown potential, and hence recover the qualitative characteristics of the underlying
force.

There is an extensive literature on solving inverse spectral problems, for example
in vibration of discrete systems with applications in engineering [50]. Most of the
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problems of this category, like the above examples, are based on the self-adjoint
formulation of the problems. From a mathematical point of view this means that
the corresponding differential operator is self-adjoint and hence has an infinite and
discrete set of real eigenvalues. This fact is crucial in applications, since only real data
(frequencies) can be measured.

Inverse scattering and the interior transmission problem

In this section, we present an introduction to the scattering theory for inhomogeneous
media. The interior transmission problem appears in scattering theory as a special
eigenvalue problem, associated with non-scattering waves. In the following, we show
how transmission eigenvalues can be used for the inverse problem of determining the
shape and the material properties of a scatterer.

1.2.1| The scattering problem

We consider the scattering problem of an inhomogeneous anisotropic medium of bounded
and simply connected support D C R?, d = 2,3, which is assumed to have a Lipschitz
boundary 0D. We present only the basic results of scattering theory that are necessary
for our work and refer to the monographs [12, 15, 22, 30, 63] for more details and
proofs. The physical characteristics of the medium are described by a bounded function
n € L*(D) and a matrix-valued function A € L*>°(D,C%*9). We assume that A is
symmetric such that {lm(A(x))¢ <0 for all £ € C? and Re(n(z)) > 0, Im(n(z)) > 0.
The scattering problem for an incident wave u* which satisfies the Helmholtz equation
Aul + k*u? = 0, in R? is the following:

Find the total field u = u* + u*® such that:

Au+k*u=0 in R\ D, (1.2.1)
V-A)Vu+En(z)u=0 in D, (1.2.2)
ut =u" on 0D, (1.2.3)

u\ " ou '\

r—00 r

lim 7T (%u — iku8> =0 (1.2.5)
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where v is the outward normal vector to the boundary, £ > 0 is the wave number,
u® is the scattered field and r = |z|. Condition (1.2.5) is the Sommerfeld radiation
condition which guarantees that the scattered field is outgoing and is assumed to

hold uniformly in 4 := z/|z|. Moreover, with the notation f* we express the limits
f* :=1limy_o f(x £ hv), h >0 and x € D and also

ou
Y v A(z)Vu, x € 0D.

It is well known that the scattering problem (1.2.1)-(1.2.5) has a unique solution in
the space C%(R?). The application of a variational method [12] ensures the existence
of a solution in the "larger" space u € H} (R?) where

H. (RY)— {u € L*(K) : such that Vu € (L*(K))", for any ball K = K(0, R)}

provided that ERe(A(z))€ > [£]? > 0 for all £ € C? and almost everywhere in D.

Y

us

X

Figure 1.2: Scattering by an inhomogeneous medium

The direct scattering problem in R® models the propagation of time harmonic acoustic
waves of frequency w in an inhomogeneous medium where k = w/cq is the wave number
and the constant cg is the background sound speed. The refractive index is defined

as:

2
Co

c(x)’

where ¢(z) is the sound speed in the medium and n(z) = 1, for x € R*\ D. A refractive

n(x) = z € R, (1.2.6)

index with an imaginary component corresponds to a medium with absorption.

The direct scattering problem in R? models the scattering of time harmonic electromag-
netic waves by an infinitely long cylinder with the corresponding (electric or magnetic)
field being polarized parallel to the cylinder’s axis. This model is the reduction of
the three-dimensional vector problem for Maxwell’s equations to the corresponding
two-dimensional scalar problem. In this case, D is the cross section of this cylinder, for
which A and n are related to the electric permittivity ¢(z) and magnetic permeability
w(x) respectively. The background medium is assumed to be non-conducting and
homogeneous with constant electric permittivity g and magnetic permeability .
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The wave number is k = w,/Egfig, where w > 0 is the frequency of the time harmonic
electromagnetic wave.

Of main interest is the corresponding inverse scattering problem, that is the deter-
mination of the support and the physical properties of the inhomogeneous medium
(n(z) and A(z)) from measurements of the total field u away from the scatterer, for
several incident fields u’ and wave numbers k. This inverse problem is non-linear
and improperly posed in the sense that small perturbations in the measured data
can cause large errors in the determination of the scatterer. Nevertheless, it has
several applications in computer tomography, seismic and electromagnetic geophysical
exploration, medical imaging and non-destructive testing of materials.

From now on, we restrict ourselves to the isotropic medium case i.e. A = I. The
scattering problem (1.2.1)-(1.2.5) is simplified in the form:

Au+ k*u =0 in R\ D, (1.2.7)
Au+ E*n(z)u =0 in D, (1.2.8)
ut=u" on dD, (1.2.9)
n -
B (2) won 1o
lim 7z <8u5 - ik’us> = 0. (1.2.11)
r—00 or

1.2.2| The interior transmission problem

We raise the following question:
"Are there any incident waves u' such that the scattered field u® is identically zero?'
The answer to this question leads to the interior transmission eigenvalue problem.

More precisely, we assume that the incident field is a plane wave given by u'(z) =
e**"% where @ is the unit vector parallel to the direction of propagation. Then, the
corresponding scattered field satisfies the asymptotic formula [30]:

u’(z) = e““'r”%uoo(i) +0 (7”%) : in RY, d=2,3, (1.2.12)

for r = |z| — oo and uniformly in & = x/|z|. We denote Q2 the (d — 1)-dimensional
sphere Q = {z € R?: |z| = 1}. The far field pattern u., : Q@ — C is defined as

Uoo (T) = ]€2/ (n(y) — 1) e ™ Yy(y)dy & €Q. (1.2.13)
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and is an analytic function on 2. The far field patterns define the far field operator
F:L*Q) — L*(Q)

(Fg) (2) ::/Quoo(:i'; 0)g(d)ds(d) e, (1.2.14)

where 6 is the incident direction and Z is the direction of observation. A special
category of wave functions, the Herglotz wave functions are defined by:

vg(x) = /Qe"kx'ég(é)ds(é), geL*(Q), r R d=2,3. (1.2.15)

Non-scattering waves are associated with the following eigenvalue problem:

Interior transmission eigenvalue problem:
Find k& > 0 and v, w € C*(D) such that:

Aw + k*n(z)w =0 in D, (1.2.16)
Av+Kkv=0 inD, (1.2.17)
w=v on 0D, (1.2.18)

ow Ov

The values of k for which there exists a non-trivial solution (v, w) of (1.2.16)-(1.2.19)
are the interior transmission eigenvalues.

This eigenvalue problem was firstly introduced by Kirsch [65], and was associated
with the injectivity of the far field operator. A few years later, Colton and Monk in
[37] used the interior transmission problem to solve the inverse scattering problem
in inhomogeneous media. It will become clear later, that the interior transmission
eigenvalue problem is a non-self-adjoint eigenvalue problem and is not covered by the
spectral theory of elliptic differential operators. For the time being, we assume that
transmission eigenvalues do exist and form a discrete set and we will discuss these
issues in more detail afterwards.

In general, it is not possible to construct an incident wave that does not scatter.
Although, from the density of Herglotz functions on the space of solutions to the
Helmholtz equation in D [31], we infer that if k is a transmission eigenvalue corre-
sponding to a non-trivial pair of solutions (v, w) then for € > 0 there exists a Herglotz
function v, which e—approximates v and the corresponding scattered field is € —small,
in the L?(D)—norm. We also note that if n is identically equal to 1, the interior
transmission problem is degenerate. Indeed, in this case, every k € C is a transmission
eigenvalue and hence any incident field does not scatter.

The following theorem associates the injectivity of the far field operator with the
interior transmission problem [30, theorem 8.9], and a similar result for the anisotropic
case can be found in [12, theorem 6.2].
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Theorem 1.2.1. The far field operator F : L*(Q) — L*(Q) corresponding to the
scattering problem (1.2.7) — (1.2.11) is injective and has dense range if and only if k*
is not a transmission eigenvalue of (1.2.16) — (1.2.19), such that the function v of the
corresponding non-trivial solution has the form of a Herglotz function (1.2.15).

An application of the above theorem is for the inverse problem of determining the
unknown shape of the scatterer via the Linear Sampling Method, which was introduced
by Colton and Kirsch [28]. The aim of this method is to recover the support of the
inhomogeneous medium from a knowledge of the far field pattern of the scattered wave.
This method is based on solving a linear integral equation of the first kind and then
using the solution as indicator function to reconstruct the boundary of the scatterer.
More precisely, we assume that u..(Z, é) is known, which implies the knowledge of the
far field operator F. We introduce the far field equation:

(Fg)(2) = (2, 2) (1.2.20)

where & (2, z) is the far field pattern corresponding to the fundamental solution
®(x, z) of the Helmholtz equation:

ezk|azfz|

O(z,2) : in R

- Art|x — z|

O(z,2) = %Hél)(ldx —z|) in R?

and Hél) is the Hankel function of order zero.

In order to solve the far field equation (1.2.20), we must introduce the interior trans-
mission problem with non-homogeneous transmission conditions on the boundary:

Non-homogeneous interior transmission problem:

Aw + k*n(r)w =0 in D,
Av+Ek*v =0 in D,
w—v=%®(-,2) ondD,
ow v 9%(-,z)

W w o moP

1.2.21
1.2.22
1.2.23

~—~~ o~ N
~—  ~— — ~—

1.2.24

and we have the following theorem:

Theorem 1.2.2. (/30, theorem 10.22]) We assume that k is not a transmission
eigenvalue. Given € > 0, there exists an approximate solution to the far filed equation
(1.2.20), denoted with g., (i.e. ||Fg.. — Poo(,2)||22 < &) such that

a. if z € D, then the corresponding Herglotz function v, satisfies

=|lv:l|  in L*(D)

lL)H% ||Ugs,z
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where (w,,v,) s the unique solution of the non-homogeneous interior transmis-
ston problem

b. if z ¢ D, then
. - T2
lim [v,, .|| =00 in LY(D).

The far field equation is not in general solvable since ., is not in the range of F'.
Thus, we use regularization methods (e.g. Tikhonov regularization [30, 53]) to solve
the far field equation for an approximate solution g, ,. The boundary is reconstructed
by those points where ||g, |12 becomes large.

Since the interior transmission problem was introduced, the main research interest
was focused on the discreteness of transmission eigenvalues [29, 81]. The problem of
discreteness was important because the various sampling methods for the reconstruction
of the support of an inhomogeneous medium fail at frequencies corresponding to
transmission eigenvalues. For the sampling methods, transmission eigenvalues must be
avoided and thus the fact that they form a discrete set was sufficient. After almost 20
years, it was suggested that transmission eigenvalues carry information about material
properties of the scattering object [11, 17, 18]. Hence, the question of existence of real
or complex eigenvalues became important to answer. The first existence result for
the arbitrary (non-spherically symmetric) case was given by Péivirinta and Sylvester
[77], for sufficiently large refractive index and for at least one eigenvalue. This paper
was soon followed by several others [13, 20, 23, 64]. The problem of existence was
completely answered by Cakoni, Gintides and Haddar [21], only under the restriction
that 0 <n < 1 or n > 1. We state here the theorem and refer to [21] for a detailed
proof.

Theorem 1.2.3. We denote by n, = inf n and n* = supn. We assume thatn € L>(D)
satisfy either one of the following assumptions:

a. 1+a<n,<n(zr)<n* <oo

b. 0<n,<n(x)<n*<1-p

for some constants o« > 0 and B > 0. Then, there exist an infinite set of real
transmission eigenvalues with 400 as the only accumulation point.

The proof also applies to inhomogeneous isotropic and anisotropic media for both
Helmholtz and Maxwell’s equations including the case of media with cavities.

Now, assuming that the shape of the scatterer is known, we consider the inverse problem
of determining the unknown refractive index n(z) from transmission eigenvalues. For
this problem, in contrast with the sampling methods, we require the knowledge
of transmission eigenvalues. We will refer to this problem as the inverse spectral
problem for transmission eigenvalues or inverse transmission eigenvalue problem. This
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problem is motivated by the fact that real transmission eigenvalues can be measured
by scattering data [16, theorem 3.2]:

Theorem 1.2.4. Assume that k is a transmission eigenvalue, and for given € > 0 let
gz be such that
[F'ge, — Pool( - 72)H%2 <e€

with vy, . being the corresponding Herglotz function. Then, for almost every z € D,
the norm ||vg. .||z can not be bounded as e — 0.

Therefore, if D is known, and if we estimate a regularized solution of the far field
equation for a specific interval of wave numbers, we can use the L?—norm of this
solution as an indicator for transmission eigenvalues in this interval. In practice, if we
use a regularization method to solve the far field equation, we can plot the norm of
the solution ||g..||.2 against the wave number & and then sharp peaks should appear
at the values of k which correspond to transmission eigenvalues.

As we mentioned above, transmission eigenvalues provide information about material
properties of the scatterer. This result has also been investigated numerically [6, 18, 19,
48, 49, 84, 85], where eigenvalues are used to reconstruct the unknown refractive index.
Hence, the inverse transmission eigenvalue problem has great importance for many
applications. For example, transmission eigenvalues can be used for non-destructive
testing of materials, to identify cracks or abnormalities inside media [11, 55, 56].

IBE  Outline of the thesis

In this thesis we investigate the inverse transmission eigenvalue problem, to determine
an unknown refractive index from transmission eigenvalues. We examine this inverse
problem both from the theoretical and the computational point of view.

In chapter 2, we consider the interior transmission problem for the special case of the
spherically stratified inhomogeneous medium in R3. In this introductory chapter, we
present some well-known results for the direct and inverse spectral problem when the
refractive index is a C? function, which are necessary for our further investigations.
We introduce spherical coordinates and reduce the problem into a boundary value
problem where the spectral parameter appears in the boundary condition. Concerning
the direct problem, we investigate the existence and discreteness of an infinite set
of transmission eigenvalues. The approach is based on the asymptotic behaviour of
the eigenfunctions for large values of the spectral parameter k. Next, we pose the
corresponding inverse spectral problem and examine the necessary conditions under
which transmission eigenvalues uniquely determine the refractive index. Finally, we
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present some results on existence and location of complex transmission eigenvalues
which verify that the interior transmission problem is non-self-adjoint.

In chapter 3, we introduce the interior transmission problem for a radially symmetric
and discontinuous refractive index. Following the theory of chapter 2, we examine the
properties of the direct problem for a piecewise C? refractive index. We use separation
of variables and derive a discontinuous boundary value problem. Using the formulation
of the discontinuous Sturm-Liouville eigenvalue problem, we obtain the asymptotic
formulas for the eigenfunctions which we prove that are functionally dependent on
the characteristics of the discontinuity. Afterwards, we consider the inverse spectral
problem for the corresponding discontinuous interior transmission problem. We prove
that the special transmission eigenvalues corresponding to spherically symmetric
eigenfunctions can recover some characteristics of the discontinuity. We assume next
that the whole transmission spectrum is known and we prove that the refractive
index is uniquely determined, with no restrictions on the position of the discontinuity.
Uniqueness in this inverse problem demonstrates that transmission eigenvalues can
be used to recover the material properties of a medium with layers. We conclude the
chapter with the investigation of the asymptotic behaviour of the real eigenvalues for
large values of the spectral parameter k. We give an example which shows that if the
refractive index has a discontinuity then the transmission eigenvalues might not have
an asymptotic expansion.

We propose a numerical method to solve the direct transmission eigenvalue problem in
chapter 4. Our approach is based on the variational formulation of an equivalent fourth
order eigenvalue problem. Firstly, we show that the interior transmission eigenvalue
problem can be written as an eigenvalue problem for a compact and non-self-adjoint
block operator. Afterwards, we introduce a Galerkin-type method in the Sobolev space
HZ and pose the corresponding discrete problem to compute transmission eigenvalues.
We prove that the eigenvalues of the discrete problem converge to the corresponding
original by using some abstract results for convergence in Banach spaces. Lastly, we
present a review of the existing numerical methods for transmission eigenvalues.

In chapter 5, we face the inverse transmission eigenvalue problem numerically. Our
goal is the reconstruction of a two-dimensional piecewise constant refractive index
from a sufficiently small number of transmission eigenvalues. Firstly, we consider a
minimization scheme for discs with constant or piecewise constant refractive index.
We minimize the error between measured and computed eigenvalues. Using only
few lower transmission eigenvalues we obtain the reconstructions. Furthermore, we
give numerical evidence that both real and complex eigenvalues are useful for the
reconstructions. Next, we propose a Newton-type algorithm for the reconstruction
of an arbitrary piecewise constant index. This algorithm can be performed without
having knowledge of the exact position of the eigenvalues in the spectrum. We give
some numerical examples of reconstructions in multi-layered domains and compare
the performance of our method with some other minimization methods. We finish
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the chapter with the application of the Newton method to non-spherically stratified
domains.

Finally, in appendix, we consider a generalization of the interior transmission problem
for a refractive index with a finite number of discontinuities and by induction we derive
the asymptotic formula of the eigenfunctions. We also recall some results from entire
function theory which are required for the inverse spectral problem.

Some of the work presented in this thesis is included in the following papers:

1. Gintides D. and Pallikarakis N. (2017), The inverse transmission eigenvalue
problem for a discontinuous refractive index, Inverse Problems 33 055006

2. Gintides D. and Pallikarakis N. (2013), A computational method for the inverse
transmission eigenvalue problem, Inverse Problems 29 104010

and was announced in the international conferences:

1. Gintides D. and Pallikarakis N. (2015), Uniqueness theorems for the inverse
transmission eigenvalue problem with discontinuous refractive index, Interna-

tional Conference on Modern Mathematical Methods in Science and Technology
(M3ST), Kalamata-Greece

2. Gintides D. and Pallikarakis N. (2014), The inverse transmission eigenvalue prob-
lem for a discontinuous refractive index, 7" International Conference, Inverse
Problems: Modeling and Simulation (IPMS), Fethiye-Turkey



'THE INTERIOR TRANSMISSION
PROBLEM FOR THE SPHERICALLY
STRATIFIED MEDIUM WITH
CONTINUOUS REFRACTIVE INDEX

In this chapter we present all the well-known results for the interior transmission
problem of a ball B C R® where the corresponding refractive index is a continuous
function, depending only on the radius. These results are necessary for the next
chapters, because in the latter, we use similar techniques and methods. We discuss

the conditions for the existence and discreteness of an infinite set of transmission
etgenvalues. We also set the corresponding inverse spectral problem, and we present
the conditions under transmission eigenvalues uniquely determine the refractive index.
Furthermore, we present some recent results concerning existence and distribution of
complex transmission eigenvalues.
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Formulation of the problem

We examine the interior transmission problem corresponding to the acoustic scattering
problem for an isotropic inhomogeneous medium B,, where we assume that the medium
is spherically stratified in R3, that is B, := {x € R®: |z| < a} and the refractive index
n(|z]) := n(r) is a function depending only on the radius. The interior transmission
etgenvalue problem for this special case is defined as the following problem:

Find k£ € C and a non-trivial solution w,v € L?(B,) such that w — v € HZ(B,)
satisfying:

Aw + k*n(r)w =0 in By, (2.1.1)
Av+k*v=0 in B,, (2.1.2)
w=v on 0B,, (2.1.3)

ow  Ov
% = % on aBa, (214)

where the Sobolev space HZ is defined as:

H}(D) = {u € H*(D) : such that u = 0 and gz =0 on 8D} :

As it will be shown in chapter 4, the above function spaces provide the appropriate
setting for the weak form of this eigenvalue problem, which appears to be non-self-
adjoint. In this chapter we consider only classical solutions, i.e. w,v € C?(B,)NC*(B,).
Problem (2.1.1)-(2.1.4), corresponds to the simplest possible case for the interior
transmission problem and a considerable amount of information is known about
transmission eigenvalues.

We make the following assumptions for the refractive index (unless otherwise stated):
Im(n(r)) =0, n(r) >0 and n € C?[0, o), (2.1.5)

and
n(r)=1 for r > a, (2.1.6)

where we assume as well that n(r) is not identically equal to 1 for r < a. Condition
(2.1.6) implies that there is no inhomogeneity for r > a and since n € C? the refractive
index is smooth enough for r = a (e.g. n’(a) = 0).

Following the theory of [30] developed for the spherically stratified dielectric medium
(see also [37]), we introduce spherical coordinates (r,6,¢) and using separation of
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variables we expand w and v in series of spherical harmonics

[e's) l

v(@) =Y > amj(kr)Y"(6, )

=0 m=—1

W) = 233 b)Y (0,6),

=0 m=-1
where j; is a spherical Bessel function. Moreover, assuming azimuthal symmetry, we
look for a pair of solutions of (2.1.1)-(2.1.4) of the form

v(r,0) = aji(kr)P/(cos ), (2.1.7)
w(r,0) = b,ylff)Pl(cose), (2.1.8)

where P, is a Legendre’s polynomial, a; and b; are constants and function g, satisfies
the following initial value problem:

v (r) + (k‘zn(r) — i+ 1)> y(r) =0 (2.1.9)

r2
for r > 0, with

r—0

lim (ylff) - j,(kr)> = 0. (2.1.10)

We note that the ordinary differential equation (2.1.9) has a singular coefficient for
[ > 1. Initial condition (2.1.10) is chosen such that y;(r) behaves like rj,(kr) as r — 0,
for simplicity reasons, i.e.

l
oy, oy VT
) = g a2y

Now, (2.1.7)-(2.1.8) will be a non-trivial pair of solutions to the eigenvalue problem
(2.1.1)-(2.1.4), if there exists a non-trivial solution of the following system:

yi(a)

by

bzi (yiﬂ)

Thus, the transmission eigenvalue problem is written as

—aji(ak) =0

d
- alajl(krﬂr:a = 0.

r=a

y/ (r) + (k’zn(r) - l(l:; 1>> y(r) =0 for 0 <r <a, (2.1.11)

lim (yl(r) - jl(k;r)> =0, (2.1.12)

r—0 r
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wlr) —ji(kr)

T

D, (k) := det 0 for r = a. (2.1.13)
() =gk

The values of k for which there is a non-trivial solution of (2.1.11)-(2.1.13), are the

transmission eigenvalues. Equivalently, we can deduce that k is a (real or complex)

transmission eigenvalue if and only if D;(k) = 0. We will refer to {D;(k)};>0 as

characteristic functions.

Furthermore, we examine the special case of (2.1.1)-(2.1.4) where only spherically sym-
metric eigenfunctions are allowed, namely [ = 0. For this special case, eigenfunctions
are reduced to

v(r) = agjo(kr)

and

Thus, the corresponding boundary value problem is equivalent with the following
Sturm-Liouville-type eigenvalue problem with the spectral parameter appearing in the
boundary condition at the right endpoint [2]:

v (r) + E*n(r)ye(r) =0, 0<r<a (2.1.14)
Y0(0) =0, (2.1.15)
Do(k) mflyg(a) _ coska yo(a) = 0 (2.1.16)

where we used that jo(kr) = sin kr/kr. The eigenvalues of (2.1.14)-(2.1.16) are the
transmission eigenvalues. We will refer to them as special transmission eigenvalues.

In the next subsections, we discuss existence, discreteness and uniqueness issues for
transmission eigenvalues for both [ = 0 and [ > 1. These two eigenvalue problems
have different formulations and their study requires various mathematical methods.

Existence and discreteness of transmission eigenvalues

To show the existence of an infinite and discrete set of (real) transmission eigenvalues
such that (2.1.7)-(2.1.8) is a non-trivial solution of the interior transmission problem
(2.1.1)-(2.1.4), we must study the asymptotic behaviour of y; and D; for large values
of k. We examine both [ > 1 and | = 0 cases.
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2.2.1| Thecasel >1

This problem was firstly considered by Colton and Péivédrinta in [39]. Here we
present the results from [30, section 9.4]. We reformulate (2.1.11) using the Liouville
transformation

£(r) = /0 Jn®dt, (€)= n(r)y(r), (2.2.17)

and we define the quantity
A= / t)dt 2.2.18
0 vV n(t) ( )

which has a physical meaning as the travel time for a wave to move from r = 0 to
r = a in the wave scattering problem, [2, 57]. Also, we assume that A # a which is
satisfied if either n(r) > 1 or 0 < n(r) < 1 for 0 < r < a. We will show that this
condition suffices for the existence of infinite number of transmission eigenvalues.

The problem is transformed in the following form:

Pa6) (k RIES

e = —1%@)2@)=0 (2.2.19)

where l(l + 1) l(l + 1) n”('r) 5 n’(T)Z

9(&) = ren(r) &2 An(r)2 16 n(r)3’

Since n(r) > 0 for r > 0, the Liouville transformation is invertible, g is well defined

(2.2.20)

and is a continuous function for r > 0. Moreover, (2.1.6) implies that

[ €la(@lde < 0o and [ lg()lde < o (2221)
0 1

Equation (2.2.19) is a radial Schrodinger equation, singular at £ = 0.

Following the analysis of [76, p. 436 — 437], for A > 0 we define functions E) and M),
by

Ya(e)]1/2
Pﬁ@} , 0<E<h

E\(§) = (2.2.22)
17 6/\§€<OO

2IYAOIAE]?, 0<E<&
My(§) = (2.2.23)

[J3(6) + Y2, ex<e< o

where Jy, Y, are Bessel and Neumann functions and &, is the smallest positive root of
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the equation J)(§) + Y, (§) = 0. We also introduce G, as:
T ré
Gk, €) = = / M2(kt)t|g(1)|dt. (2.2.24)
0

Now, the following theorem follows:

Theorem 2.2.1. (/30, theorem 9.9]) Let k > 0 and | > —1/2. Then (2.2.19) has
a solution z which, as a function of £, is continuous in [0,00), twice continuously
differentiable in (0,00), and is given by

() = | Tk + . 0) 2229
where
A=y
and Mo (k
(k6] < e (249 - 1),

In order to obtain an asymptotic expansion for y;, we need the following estimates:

[ 2 A 1
| 2 A 1

r 2\*
Ya(z) ~ — LA () L 20 (2.2.28)
T \z
)\ 1
~|l=] =——— 2.2.2
@) (2) sy “ 0 (22.29)
Using the above estimates, we also infer
2 1/2
My (x) ~ () , T — 00
T
9 1/2
My (x) ~ (M) , v —0
Afterwards, we fix £ > 0 and for k large, using (2.2.21) we get the following estimate:
Ink 1
GA(k, )| < ¢ (I; + k) (2.2.30)

for some positive constant ¢ independent of k£, where we used that

g/lw M2 (kt)t|g(t)|dt ~ ]1{/100 |g()|dt
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and

”/1 M2(kt)t|g(1)|dt < /l/kMQ(kt)dtJr/l M2(kt)dt 1+1/1 dt
2o A g = 0 A e k- k)1

kot

for a positive constant ¢; and k — co. Hence, we conclude that

() = @JA(/{S) +0 <122k> = ;cos (kzé - A; - Z) +0 (if) (2.2.31)

for fixed & > 0. The above estimate can be differentiated with respect to &, with the
error being O(In k/k).

Afterwards, using the Liouville transformation y;(r) = n(r)~/42(¢), we get

1 w€ Ink
y(r) = Cn(r)1/4 \/;J)\(kf) +0 (k;2>

where the constant ¢ is chosen so that y; satisfies the initial condition (2.1.10). From
the asymptotics for r — 0 we get that ¢ = 1/(n(0)/?+/4). Finally, we conclude that

1 AT In &
yi(r) = Fn( ) 0) /A Cos <k‘§ -5 4> +0 (lﬂ) (2.2.32)

The corresponding asymptotic formula for the determinants D, follows from (2.1.13)
and the expansions of the spherical Bessel functions:

. 1 Im 7 1
Jilkr) = T, €08 (kr -5 2) +0 <l€2) ,  k— o0, (2.2.33)
d 1 Im 1
S i(kr) = —si LT - . 2.2.34
dT]l(kT) Tsm(kr 5 +2>+O<k>’ k— oo (2.2.34)

Using the addition formula for the sine function, and keeping only the higher order
terms, we derive the following estimate:

In k

Dy(k) = sink (o — A) + O () (2.2.35)

a2kn(0)1/2+1/4 L2

(the above estimate is also valid for [ = 0). A sufficient condition for the existence of
an infinite and discrete set of real roots of (2.1.13) is that the sine function of (2.2.35)
has non-trivial argument, i.e. A # a. This is satisfied if either n(r) > 1 or 0 < n(r) < 1
for 0 <7 <a.

Therefore, we have the following theorem [30, 39]:

Theorem 2.2.2. Assume that Im(n) = 0 and that n(z) = n(r) is spherically stratified,
n(iry=1 for r>a, n(r)>1 or 0 <n(r) <1 for 0<7r < aand, as a
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function of r, n € C?. Then there exists an infinite set of transmission eigenvalues for
(2.1.1) — (2.1.4).

2.2.2| Thecasel =0

Now, we examine the special case where the eigenfunctions are depending only on the
radius r which corresponds to the boundary value problem (2.1.14)-(2.1.16) and was
introduced in [37], (see also [12, 22, 30, 40]).

Theorem 2.2.3. Assume that n € C?[0,a], Im(n(r)) = 0 and either n(a) # 1 or
n(a) =1 and A # a. Then there exists an infinite discrete set of transmission
eigenvalues for (2.1.1) — (2.1.4) with spherically symmetric eigenfunctions.

Proof. We introduce the following auxiliary initial value problem:
Yo (r) + k*n(r)yo(r) =0, 0<r<a (2.2.36)

Yo(0) =0, y(0) =1 (2.2.37)

Using again the Liouville transformation (2.2.17), the problem is transformed in the
following form:

dzzg(f) + K —p©)]z() =0, 0<é<A (2.2.38)
2(0) =0, dz(fo) = n(0)"1/4 (2.2.39)

where

_n(r) 5 n'(r)?
p(&) = 4n(r)? 16 n(r)3

and A is given by (2.2.18). We can rewrite the initial value problem (2.2.38)-(2.2.39)
as a Volterra integral equation of the second kind [78]:

(2.2.40)

2(6) = sin k& +/O€sink:(§—t)

~ kn(0)1/4 . #(t)p(t)dt. (2.2.41)

If we apply the method of successive approximations to estimate the order of the
integral part of (2.2.41) as function of k, we show that the solution of (2.2.38)-(2.2.39)
satisfies

sin k& 1 dz(§)  coskE 1
8 = oA T O (k?) and =3 = Loy O (k:) '
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Finally, the Liouville transform implies:

yo(r) = W sink{ + O <;2) (2.2.42)
and
Yo(r) = [ng /COS kE+0 (;) (2.2.43)

uniformly on [0, al.

Before we proceed with the expansion of the determinant, we make the following
hypothesis; we assume that either n(a) # 1 or both n(a) =1 and A # a. We mention
that if n(a) # 1 and n(r) = 1 for r > a, the refractive index is in C?[0, a] with a jump
discontinuity across the boundary 9B, of the inhomogeneous ball. We show that there
exists an infinite set of eigenvalues in both cases.

From the characteristic equation (2.1.16), and the estimates (2.2.42)-(2.2.43) we get:

Dy(k) ! n(a) 1/éos. kAsin ka ! sin kA coska |+ O ( ! )
= _ T <) | —_
0 a2k |\ n(0) (n(a)n(0))1/4 k2
(2.2.44)
or equivalently,
1 _ . 1
Do(k) = ﬂ{C cos kAsinka — BsinkAcoska} 4+ O <k2) (2.2.45)
where "
1 n(a)
B=———"-+7 d C= . 2.2.46
wemor = (i) (2240
If n(a) = 1, then B = C and using the sine addition formula we conclude that
1 , 1

and thus, since A # a, there exist an infinite and discrete set of transmission eigenvalues.
Moreover, if n(a) # 1 and if A is a rational number, then the first term in (2.2.45) is
a periodic function taking both positive and negative values. This means that for k
large enough, there exists infinitely many real transmission eigenvalues. This argument
also holds for A = a. Finally, if A is irrational, then the first term in (2.2.45) is
almost-periodic and takes positive and negative values as well [22, 40]. O

We note that the asymptotic formulas (2.2.35) and (2.2.47) have the same leading
part, but (2.2.35) provides a sharper estimate on the error term.
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pM¥  Uniqueness for the inverse spectral problem

The most interesting and important issue related to the interior transmission prob-
lem is the corresponding inverse spectral problem, that is the determination of the
refractive index from transmission eigenvalues. As we noted in the introduction, these
eigenvalues carry information about the refractive index and are used in sampling
type methods for the reconstruction of the support of an inhomogeneous medium.
Moreover, an important question is under what conditions the transmission eigenvalues
uniquely determine the corresponding refractive index. This inverse spectral problem
is investigated only when the domain is a ball in R* and n(|z|) := n(r) is spherically
stratified. The first problem that we examine is the general inverse spectral problem
i.e. the determination of the refractive index from the knowledge of all transmission
eigenvalues. Afterwards, we consider the inverse spectral problem for a subset of the
spectrum that is the special transmission eigenvalues corresponding to spherically
symmetric eigenfunctions.

2.3.1| Uniqueness in the general case

We consider the inverse spectral problem for (2.1.1) - (2.1.4) and we assume that the
whole spectrum is known, including multiplicities of the eigenvalues. We present the
ideas of Cakoni, Colton and Gintides in [14, theorem 2.1]. The proof is based on an
equivalent integral representation of the solution of (2.1.9), asymptotic estimates for
the determinants and a final reduction of the inverse problem to an equivalent moment
type problem.

A basic tool for inverse Sturm-Liouville eigenvalue problems is the use of the Gelfand-
Levitan-Marchenko transformation operator and the corresponding Goursat problem
for the kernel of the operator. For more information about Goursat problems see
[26, sec. 3.6] and [63, sec. 4.4 and 4.5]. Here, we use a modification of the integral
representation of solutions of (2.1.1) in interior domains [33]. We define the contrast
function m(r) :=1 —n(r).

Theorem 2.3.1. Assume that n € C?[0,00), Im(n(r)) = 0 and m(r) does not change
sign. If n(0) is given then n(r) is uniquely determined from a knowledge of all
transmission eigenvalues and their multiplicity as a zero of Di(k).
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Proof. In the case where n(r) € C?[0, ), following [33] we can represent y;(r) in the
form:

wu(r) = jilkr) + /0 " G(r, s, k)ji(ks)ds (2.3.48)

for
2 I(I+1
w(r,0) = by, (r)P(cos ) and  y + ;yl’ + <k2n(r) - <:_2)> y =0

in (2.1.8) and (2.1.9) respectively. Obviously, the characteristic equation (2.1.13) is
written as

w(r)  —a(kr)
Dy(k) = det =0 for r=a. (2.3.49)
() —gakr)

If we substitute (2.3.48) into (2.1.1) and integrate by parts we find that the kernel
G(r, s, k) satisfies the following Goursat problem for 0 < s <r < a

2 %2:2; + i%f kzn(r)Gl =5’ la;;: + iaaf kQG] (2.3.50)
K?

G(r,r k) = 27/0 tm(t)dt (2.3.51)

G(r,s,k) =0 ((rs)1/2> (2.3.52)

Equation (2.9) in [33] implies that G(r, s, k) satisfies the following integral equation

G(r,s, k) = 2\/_/ t(n(t) — 1)dt

V3
=L

where uniqueness of GG is proved using Neumann series. Moreover, GG is an entire

1
- 74} Gltr,t/r k)dtdr  (2.3.53)

function of k of exponential type, is even and satisfies

G(r, s, k) =

2
2\/_ t)dt (14 O(k?)) . (2.3.54)
(For more information on entire functions we refer to appendix A.4). Next, we assume
that ¢y o is the coefficient of k%2 in the Taylor expansion of D;(k). We can estimate
this constant from the asymptotic formula of D;(k) for kK — 0. The spherical Bessel
function satisfies

Jilkr) = 2l+1‘§l(li”)3/2) (1+0(k*?), k—0 (2.3.55)
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and using (2.3.48) and (2.3.54) we get

yi(r) = gi(kr) + / /\F tmft ]l (ks)dtds 4+ O(kH1). (2.3.56)

By substituting (2.3.55) and (2.3.56) in (2.3.49), after several calculations we arrive at

2H1D(1 +3/2) ] ad (1 [V
02l+2[ a2 = a/o T 2\/_ tm(t)dt

dtsds—l— /tm dt.

slds

r=a

a / 2/as Jo
(2.3.57)

Interchanging the orders of integration and using a change of variables, the previous
relation is simplified in (see appendix A.1)

Colya = a2(2l+1r(7;+ 3/2))2/0 2 2m(t)dt. (2.3.58)
Furthermore, we mention that j; is even if [ is even and odd if [ is odd. Thus, since G is
even and the product of two evens or two odds is even, we conclude that D, is an even
function of k. Moreover, since j, and G are entire functions of k of exponential type, so
is y; and consequently D;. From the asymptotic behaviour (2.2.35) for & — oo, we see
that the order of D; as a function of k is one, and hence by Hadamard’s factorization
theorem (appendix, theorem A.4.8)

00 k.2
Dl(k) — k’2l+202l+2 H (1 — k2> (2359)
n=1 nl

where cg49 is given by (2.3.58) provided that m(r) does not change sign (in order
corr2 7 0 for any 1) and k,; are the complex transmission eigenvalues in the right half
plane.

Now, we assume that all transmission eigenvalues are known and hence

/{Z2
= k2 H ( k2> (2.3.60)
nl

Dy(k)

Ca14-2

the left hand side of (2.3.60) is also known. Moreover, we define the auxiliary constants

1

= 0
g sz+2n(0)l/2+1/4 la

(2.3.61)

and we can express the asymptotic formula (2.2.35) as

Di(k) = gin k(a—A)+0O (lnk) . (2.3.62)

Co142 a’k k2
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Now, we claim that since the left hand side of (2.3.62) is known, so is the constant
~;. To prove this, we assume that two refractive indices n; and ny, which satisfy the
prerequisites of the theorem, have the same corresponding transmission eigenvalues. If
we denote Dy, coya,, Vi, A; for i = 1,2 the characteristics of each problem, since

Dll(k) _ Dlz(k)

Col+2, C2142,

we conclude that
v, sink(a — Ay) = 7y, sink(a — Ay)

for k large enough. Using a linear dependence argument for the sine functions, we
derive Ay = Ay and v, = v,,.

Finally, from (2.3.58) we have

2(ol+1 2
¢ o2 _a’ (27T +3/2))
/0 = m(t)dt = (O iy (2.3.63)

If n(0) is given, then the right hand side of (2.3.63) is known and the refractive index
is uniquely determined by applying the Miintz’s theorem [41] for the C? function
m(t). O

Remark 2.3.2. The Miintz’s theorem is also used to prove the existence of a countably
infinite number of transmission eigenvalues if n € C?[0,a] and n(r) is not identically
equal to one ([38, theorem 2.1]).

2.3.2| Uniqueness for special transmission eigenvalues

Afterwards, we are interested in the inverse spectral problem of determining the
refractive index from the special transmission eigenvalues including multiplicities, i.e.
the eigenvalues of (2.1.14)-(2.1.16). In the following we present the main results of
this problem.

This problem was firstly examined by McLaughlin and Polyakov in [72], (see also
(73, 74]). The refractive index is assumed to satisfy: n € CY(R), n” € L?0,d
and Im(n(r)) = 0. Under these assumptions and given that A # a, the authors
in [72, lemma 2| proved the following asymptotic relation for the real transmission
eigenvalues

2 j*m?

ki=-—--—-40(1 | — . 2.3.64

P = o, o e (23.64)
Hence, the travel time A can be determined if the real eigenvalues of (2.1.14)-(2.1.16)
are known. Moreover, authors gave a uniqueness result for the inverse spectral problem

under restrictive assumptions on n(r):
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Theorem 2.3.3. ([72, theorem 3]) Let ny(r), na(r) € CY(R) be positive functions,
such that n/(r) € L?[0,a] and n;(r) =1 forr > a (i =1,2). Let A; = [ \/ni(r)dr > a
or A; < a fori = 1,2 simultaneously. Let there exists M > 0 such that all real
eigenvalues of (2.1.14) — (2.1.16) for ny and ns, that are greater of M coincide. Then
we have that Ay = As and we can denote by A their common value.

Suppose there is a common subsequence of eigenvalues of (2.1.14) — (2.1.16), kf., j=
1,...,00 for ny and ng satisfying the following properties:

a. there exists mg € Z* such that |k7| < (m 4 1/2)*7*/(A —a)? for j =1,...,m
and m > mg and

b. for j > mqg all k3 are real and satisfy |k5| > (mo + 1/2)°7%/(A — a)?.
If also

1. A<a/3 or,

2. A<a<3A and ni(r) =ne(r) forr satisfying 0 < [*y/n;(r)dr < (3A—a)/2

or,

3. A>a>0 and ni(r) =na(r) forr satisfying 0 < [ /n;(r)dr < (A+a)/2
then ny(r) = no(r).

Several years later, Aktosun, Gintides and Papanikolaou in [2] showed that the special
transmission eigenvalues of (2.1.14)-(2.1.16) including multiplicities, uniquely determine
n(r) under the less restrictive condition A < a :

Theorem 2.3.4. (/2, theorem 3.2]) Assume that n(r) € C*(0,a) such that n"(r) €
L*(0,1), Im(n(r)) = 0 and A < a. Then n(r) is uniquely determined from the
eigenvalues of (2.1.14) — (2.1.16) and their multiplicities as zeros of Dy(k).

The proof is based in the reduction of the inverse problem to the classic inverse Sturm-
Liouville problem, and it breaks down if A > a. Moreover, it is proved that if A = a,
the eigenvalues together with the constant coefficient of the corresponding Hadamard’s
factorization of the determinant, uniquely determine n(r). Recently, Buterin, Yang
and Yurko in [10] proved that the spectrum alone (without the constant) does not
determine n(r) if A = a.

A shorter proof of theorem 2.3.4, was given by Colton and Leung in [35] (see also [12,
section 9.4]) provided that n € C?0,a], 0 < n < 1 and given that n(0) is known. In
the following, we present the main idea of the proof.
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Theorem 2.3.5. Assume that n € C?0,a], n(a) =1, n'(a) = 0 and n(0) is given.
Then if 0 < n(r) < 1 for r € (0,a) the transmission eigenvalues (including
multiplicity) uniquely determine n(r).

Proof. Using the theory of transformation operators ([12, section 9.2]), we can represent
the solution of (2.2.38)-(2.2.39) in the following form

1 ink § ink
A = w7 [Smk, o [EEn™ tdt], 0<¢<A (2:3.65)

where K (¢,t) is the unique solution of

Kee — Ky — p(€)K =0, 0<t<é< A

K(é,f)Z;/;p(s)ds, 0<¢< A
K(£0)=0, 0<¢<A

Existence of such a K can be proved using the method of successive approximations.
Now, given that n(a) = 1 and n’(a) = 0 we infer that the solution of (2.2.36)-(2.2.37)
satisfies:

1 sin kA
yO(a) - n(0)1/4 L

sinkA (A A
d / K (At
2k Jo p(s)ds + 0 g( )

| .
+/ KA S gl (2.3.66)
0 k

sin kt

/

1
Yo(a) = () [cos kA +

dt] . (2.3.67)

We recall that the characteristic determinant satisfies

1

Dy(k) = Zhn(0)1/1

sink (a — A)+ O </€12>

and from Hadamard’s factorization (2.3.59) we have the representation

e’} /{2
Do(k) = CO]’CQ H (]_ — ]§2> .
n=1 n0

The determinant has a zero of order two at the origin, provided that [j t*m(t)dt # 0
and cq is given by (2.3.58). Following similar arguments with theorem 2.3.1, if n(0)
and the special transmission eigenvalues {k,}>2; (including multiplicities) are known,
then ¢y, A and consequently Dy(k) are also known.

Moreover, since Dy(k) satisfies

sinka |,
Dy(k) = Tyo(a) — cos ka yo(a),
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evaluating Dy(k) at k = mn/a, m =1,2,... gives

mm mm _(—1)erl - mmA A . mmt
Do () = e+ ) KA TRt

Now, since {sin ™ }> | forms a complete set in L*[0, A] if A <a ([94, p. 97]) and
using the fact that n(0), A and Dy are known we conclude that K(A,t) is uniquely

determined. We use similar arguments for &k = mn /A, m =1,2,.... From (2.3.67) we
get

mm mm mm  mma  sin T3¢ A 4 mmt
T po (M7 = —yp(a) 8 A_|(_qym —/KA'—.
A 0( A) ola) g o8 = oy l< V" Jy Rl A D)sin T dt]

From the completeness of {sin 27} in L*[0, A] and since yo(a) is known, we infer
that K¢(A,t) is uniquely determined. From [80] (see also [63, section 4.7]) we conclude
that the Cauchy data K(A,t), K¢(A,t) uniquely determine p(§) for 0 < & < A.

Now we assume that two different refractive indices n; and no, which satisfy the
prerequisites of the theorem, have the same eigenvalues including multiplicities. Then,
the above considerations imply that p(&;) = p(&2) for fixed r where

fiZ/Or\/m&, i—1.2.

From the definition of p(&) in (2.2.40), since ny(a) = na(a) = 1 and nf(a) = n)(a) = 0,
we have that both n}“(r({l)) and TL;/4(T‘(€2)) satisfy

d2n§/4

dé?

—pEmt =0,  0<&<A,

ni(r(A4)) = 1,

dn" (r(4))
d&;
for i = 1,2. By the uniqueness theorem for initial value problem for ordinary differential

=0.

equations we conclude that ny(&;) = na(&s) for each fixed r. Finally, taking into account
that r; = r(§;) satisfies
d?“i 1

== 5 0 S 7 S Aa
déi ni(&) ¢

for i« = 1,2, and using again the uniqueness for initial value problems it follows that
r(&1) = r(&). This implies that & = & and hence n; = ns.
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Remark 2.3.6. We note that the condition 0 < n(r) < 1 that we used in the preceding
theorem is somewhat stronger than 0 < A < a of theorem 2.3.4.

For some further contributions in the inverse spectral problem for transmission eigen-
values we refer to [4, 9, 88, 91, 92].

Complex transmission eigenvalues

We have already mentioned that the interior transmission eigenvalue problem is
non-self-adjoint and hence complex eigenvalues may exist. We note that complex
eigenvalues cannot be detected using far field measurements or other methods up
to now. Since only real eigenvalues can be determined from scattering data, we are
interested in the existence of complex eigenvalues or the conditions under which there
are no complex eigenvalues at all. We consider domains in R? and R? where both
constant and variable refractive indices are inspected.

2.4.1| Complex eigenvalues in R?

A first existence result was given by Cakoni, Colton and Gintides in [14, section 2.2], for
the simple case of the unit disc in R? with constant refractive index n # 1, sufficiently
small. The interior transmission problem (2.1.1) - (2.1.4), for spherically symmetric
eigenfunctions in this case is written as:

1
Wy + —w, + k*nw = 0, 0<r<l1, (2.4.68)
T
1 2
Upr + =0, + k*v = 0, 0<r<i1, (2.4.69)
T
w(l) = v(1) (2.4.70)
wy(1) = v,(1). (2.4.71)

Theorem 2.4.1. We consider the interior transmission problem (2.1.1) — (2.1.4) where
the domain is the unit disc in R%. If the refractive index is a constant n > 1 sufficiently
small, there exist complex transmission eigenvalues.

Proof. Let B, be the unit disc in R? and we also assume that the refractive index is a
positive real constant. The solutions of the Helmholtz equations (2.1.1) and (2.1.2) are

w(r) = Jp(kyv/nr) sinmr, w(r) = J,,(kv/nr) cosmr, m=0,1,...
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and
v(r) = Jy(kr)sinmr, v(r) = J,,(kr) cosmr, m=0,1,...

respectively. We consider only spherically symmetric eigenfunctions that is m = 0.
The corresponding characteristic determinant is

_ Jo(kr)  Jo(kv/nr) \ _ _
Dy(k) = det ( Jr) e/ > =0, forr=1.

As a result, k is a transmission eigenvalue if and only if
Do(k) = k(J1(k)Jo(kv/n) — v/ndo(k)Ji(kv/n) = 0, (2.4.72)

where we used that Jj(kr) = —kJy(kr). Now, if we consider Dy as a function of two
variables, Dqy(k, /n), and differentiate with respect to v/n we compute

Dy(k, V)| = k(kJy (k) Jo(k) = Jo(k)Ji (k) — kJo(k) J (k)
Furthermore, using that £ (¢.J1(t)) = t.Jo(t) we infer that

Ji(k)
k

k() (K) — KT R) = — (k) ( ¥ J{(k)) — R

and hence
Dy(k,v/n)| jam1 = —K*(J7 (k) + J§ (k)

or equivalently

Fk) = tim 2ol V™) = Dok, 1)

Am N = —k*(J7(k) + J5(k)). (2.4.73)

Since Jy(k) and J; (k) do not have any common roots, f(k) is strictly negative for k # 0
and the only possible roots of f(k) are complex. Since f(k) is an even entire function
of exponential type, from Hadamard’s factorization theorem, it has an infinite number
of complex roots. Furthermore, the convergence in (2.4.73) is uniform in compact
subsets of C since the sequence in the right hand side of the limit is locally uniformly
bounded in compact subsets (Montel’s theorem, [32, p. 213]). Finally, by applying
Hurwitz’s theorem ([32, p. 213]), since f(k) is a non-constant analytic function, for
any root ko of f(k) and for any € > 0 small enough, we conclude that Dy(k) has a
(complex) root in the disc |k — ko| < € for n sufficiently close to 1. This completes the
proof. O

Later, Colton and Leung showed that complex eigenvalues in R? exist for constant n
not necessarily small.

Theorem 2.4.2. ([69, theorem 2.4]) Assume n = n(r) is a positive constant not equal
to 1. Then there exists an infinite number of complex eigenvalues of (2.4.68) — (2.4.71).
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2.4.2| Complex eigenvalues in R3

We present the main results on existence and distribution of complex eigenvalues for
the unit ball of R?. If the refractive index is constant and the eigenfunctions are
spherically symmetric, we have the following [69]:

Theorem 2.4.3. If n is a positive integer not equal to one then all transmission
etgenvalues corresponding to spherically symmetric eigenfunctions are real. On the
other hand if n is a rational positive number n = p/q such that either ¢ < p < 2q or
p < q < 2p then there exists an infinite number of complex eigenvalues.

For the variable index case, in [69, theorem 4.2], authors proved the existence of
complex eigenvalues under several restrictions on n(r). Moreover, Colton and Leung
examined the location of the complex eigenvalues on the complex plane :

Theorem 2.4.4. ([35, theorem 2.1]) Assume that n(1) # 1 and n € C?[0,1]. Then if
complex eigenvalues exist, all of them lie in a strip parallel to the real axis.

Recently, Colton, Leung and Meng in [36] examined the existence and distribution of
complex eigenvalues in association with the values of the travel time A = [} \/n(t)dt
and the values of n(r) in the boundary, i.e. n(1),n’(1) and n”(1).

Theorem 2.4.5. (/36, theorem /4.1]) Suppose the refractive index n € C?[0,1] with
n(1) =1, n'(1) =0 and A # 1. Then under the extra assumption that n”(1) # 0 the
entire function Dy(k) has infinitely many non-real zeros and infinitely many real zeros.

Also, in contrast to theorem 2.4.4, authors showed the following:

Theorem 2.4.6. (/36, theorem 4.2]) Suppose the refractive index n € C?[0,1] with
n(1) =1 and A # 1. If either n’(1) or n”(1) is non-zero, the zeros of Do(k) do not lie
inside a fized strip parallel to the real axis.

Finally, for the case A = 1 we have the next theorem

Theorem 2.4.7. ([56, theorem 5.1]) Let the refractive index n € C?[0,1]. Suppose
A =1 and n(1) # 1. Then there are at most finitely many complex transmission
eigenvalues. However if both A = 1 and n(1) = 1, then it is possible to have only
finitely many real eigenvalues.

For the one-dimensional problem and some further results, we refer to [34, 86, 97].
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STRATIFIED MEDIUM WITH
DISCONTINUOUS REFRACTIVE INDEX

We formulate the interior transmission problem for a spherically symmetric and discon-
tinuous refractive index and the corresponding auxiliary initial value problems [47]. We
investigate the properties of solutions of the initial value problems and the asymptotic
behaviour of the determinants. Next, we examine whether the eigenvalues correspond-
ing to spherically symmetric eigenfunctions can determine some characteristics of
the discontinuous refractive index. We show that the knowledge of all transmission
etgenvalues including multiplicities uniquely determine the refractive index. Finally,
we derive the asymptotic behaviour of real transmission eigenvalues in the form of
an asymptotic inequality and present an example of a specific transmission eigenvalue
problem, where the eigenvalues do not have an asymptotic expansion.
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Formulation of the problem

We consider the interior transmission problem (2.1.1) - (2.1.4) for the unit ball of
R3, i.e. a = 1, where the corresponding refractive index is discontinuous at a point
d € (0,1), see figure 3.1. We use similar methods with the continuous problem, but
this procedure is more complicated. The refractive index is assumed to satisfy:

n(r) >0, Im(n(r)) =0, n(r) =1 for r > 1, and n'(1) = 0. (3.1.1)

Also, n(r) is C? in each [0,d),(d,00) and the one-sided limits at d are finite. We
introduce the following jump conditions:

n(d") =an(d™) 3.1.2
n'(d*) =a 'n'(d7) + bn(d") 1
where the constants a and b satisfy
a>0, la—1]+1b] >0 (3.1.4)

(we note that the discontinuity size a, is different from the radius of the ball B,). The
assumption (3.1.4) ensures that n and/or n’ is discontinuous at d.

|
|
d 1 r

Figure 3.1: The discontinuous refractive index

Using separation of variables, we derive a boundary value problem equivalent to (2.1.11)
- (2.1.13) for y;(r):

v (r) + <k2n(r) — W+ 1)> y(r)=0 for 0<r<1, r#d (3.1.5)

r2

r—0 r

lim (yl(r) —jl(kr)> =0, (3.1.6)
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ulr) —ji(kr)
Dy(k) := det =0 for r=1, (3.1.7)
& (@) —sri(kr)

and if we use the Liouville transformation (2.2.17), we arrive at the problem:

S (k:?—l” L —g(&)) (=0 for 0<E<A (3.1
where
i+ 0+ w5 (r)?
9(&) = r2n(r) &2 +4n(7“)2 16 n(r)*

The travel time is given by
1
A= [ fn(bar 3.1.9
[l (319

and we also define the relevant travel time

d = /Od Jn()dt. (3.1.10)

We note that for the discontinuous problem, g(£) is not defined at £ = d. Since
n(r) > 0 for r > 0, the Liouville transformation is invertible and ¢ is well defined in
each interval (0,d), (d,o0) and is a piecewise continuous function for > 0. Thus, the
Liouville transformation can be used only locally, on each interval (0,d) and (d, c0),
[3]. Moreover, since n(r) =1 for r > 1 we have

A 00
| €lg©)ldg < 00 and [ " lg(©)ldg < oo (3.1.11)
0 A

The following lemma ensures that z is discontinuous at & = d even though v, is
continuous at r = d.

Lemma 3.1.1. The solution z(§) of the transformed problem (3.1.8), is discontinuous
at & = d and satisfies the jump conditions:

Z<J+) :fLZ(J_) (3.1.12)
dz(d*)  _yde(d?) 5 s
- i i +b2(d) (3.1.13)
where:
Q= g/ (3.1.14)
g 1) n'(d”) (3.1.15)

4 | n(@r 2" " n(d )5l An(dr)i/A

Proof. Since y; is continuous at r=d we have y;(d*)=y/(d”) and from (2.2.17),

2(d*) /n(dH)YV =2(d") /n(d")Y4. Thus, 2(dT)=2(d")n(dT)*/n(d~)"/* which implies
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that S
~ ~ d
2(d") = az(d~) where a= ZEd;lM = !/ (3.1.16)
Also, using the chain rule we have:
dz(§) 1 n'(r)
/ _ e\ 1/4  ~
y(r) = A n(r) 4Z<€)n(7’)5/4' (3.1.17)

From the continuity of y; at r = d we have y;(d*) = y;(d~) and from (3.1.17)

Q) o 1 W) ded) a1 ()
Tﬁn((ﬁ)/ _Zz(d )n(d+)5/4 = d n(d )/ _Zz(d )n(d*)f’/‘l
Therefore,
dz(d*)  dz(d)n(d )Vt 1 - n'(d™) 1= n'(d*)
& de n(d+)1/4_12(d )n(d+)1/4n(d—)5/4+12(d+)n(d+)1/4n(d+)5/4

Now, using (3.1.12) and (3.1.16) we conclude that

= |1 nf(dt) . 1 n'(d™)
T | L@ PR T dn(@ ) (@)

dz(d") B dz(cz_)~71
e~ de

]
Moreover, the discontinuity relation (3.1.4) implies the same assumptions for the

constants @ and b in the transformed problem.

Lemma 3.1.2. The existence of a discontinuity in the refractive index, in the form
(3.1.4) implies that
@ — 1|+ 16| >0 (3.1.18)

for the transformed problem.
Proof. From (3.1.3) and (3.1.15) we have

1 a'/t 1 n'(d™)

I @ (bn(d) +a'n'(d7)) — AT

6:

and using (3.1.2) we conclude that

- Lon(d)¥ 1, 1 1
b= an(d+)5/4 T (d”) n(d)32a34  n(d- Y5/ in(d+)1/A (3.1.19)

Now, the last term in (3.1.19) gives

1 1 n(d=)3/* 1

n(d+)3/2a3/4 - n(d=)5An(dH)/4 ~ n(d+)3/2n(d+)3/4 a n(d=)3/4n(d+)1/4
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_on(d)¥ 1
o n(d+)9/4 n(d*)5/4n(d+)1/4
n(d")** — n(d*)*

n(d )5/4n(d+)9/4
n(d)*(1 —a®)

~ n(d- )5/4n(d+)9/4
_ ()
= W(l —a’)
and (3.1.19) becomes
3 n(d—)3/4 n(d—)3/4
b= zllbngfﬁ;/‘l - in’(d)ngf;;w(l —a?) (3.1.20)

Let |a — 1| + |b] > 0, then a # 1 or b # 0. In the case that both a # 1 and b # 0 then
from equations (3.1.16) and (3.1.20) we have that |a — 1| + |b| > 0. Now let a = 1
and b # 0. Then (3.1.16) implies that @ = 1 and (3.1.20) implies that b # 0 and thus
@ — 1| + |[b] > 0. With the same arguments, if b = 0 and a # 1 we conclude that
la— 1|+ || > 0. O

Properties of the eigenfunctions and the determinants

We study now the properties of the solutions y;(r) and z(§) for the discontinuous
problem. Along similar lines with the continuous problem, we distinguish between two
different cases. First, we consider the case [=0, which corresponds to the transmission
eigenvalue problem with spherically symmetric eigenfunctions. Afterwards, we look
for solutions depending both on r an 6, i.e. for [ > 1, and we study their asymptotic
behaviour for large values of k. Using these asymptotic formulas we derive the
asymptotic expansion of the determinant (3.1.7), which is required for the inverse
problem.

3.2.1| Thecasel =0

In the special case of (2.1.1)-(2.1.4), where only spherically symmetric eigenfunctions
are allowed, the corresponding boundary value problem is equivalent with the Sturm-
Liouville-type eigenvalue problem

o (r) + K n(r)yo(r) =0, 0<r<1, r#£d (3.2.21)
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yo(()) =0, (3.2.22)

in k
Do(k) = S“; yo(1) — cosk yo(1) = 0 (3.2.23)

Let yo(r) = yo(r; k) be the unique solution of the initial value problem:
Yo (r) + K*n(r)yo(r) =0, 0<r<1 (3.2.24)

%(0) =0, y(0) =1 (3.2.25)

Using the Liouville transformation (2.2.17), the initial value problem is transformed in
the form (2.2.38)-(2.2.39), where now p(§) is a piecewise continuous function. To study
the properties of yo(r), we consider the solution z(§) which satisfies the jump conditions
(3.1.12)-(3.1.13). We follow the work of Hald [54] developed for the Sturm-Liouville
eigenvalue problem, and we adapt it to the discontinuous transmission problem.

Proposition 3.2.1. Function z(§) satisfies the following Volterra integral equations:

_ sink¢ ¢ sink(¢—t) ~
(6) = fo)t +/0 p(t) (1)t 0 <€ < d (3.2.26)

1 5 qin kd N A1 5. ~ b - .
Tn(0)1/ [a sinkdcosk({ —d) +a " coskdsink(§ — d) + 7 Sin kdsin k(¢ — d)

+/1= /od [é sink(d — t) cos k(¢ — d) + a ' cosk(d — t) sin k(¢ — d)

42 sink(d — t) sin k(¢ — d] dt+/ Smk SIME= D yar, d<e< A

T o

Proof. For € < d we have that z satisfies (3.2.26) since this case corresponds to the
continuous problem. For & > d, following [54], we multiply both sides of equation
(2.2.38) by a G(€,1), integrate with respect to ¢ from d to & and use partial integration
twice. This leads us to the representation:

dz(¢)
d¢

dz(d")
dg

G(&,€) — G(&,d) — 2(€)Gy(€, &) + 2(d7)Gy(€, d)

+/ ) (Gu + KG) dt = /;p(t)G(g,t)z(t)dt

By solving the differential equation Gy + k?G = 0 together with the appropriate
conditions G(&,€) = 0 and G(£,£) = —1 we conclude that:

e+ [(pnGEn=mar (3229)
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where k(e — 1)
sin k(€ —
G(&,t) = —
Using the jump conditions (3.1.12)-(3.1.13) we get the Volterra integral equation
(3.2.27). O

The previous proposition states that the solution z satisfies a Volterra integral equation
for & # d, where the inhomogeneous term is discontinuous at £ = d. Although,
Yo is continuous at r = d and satisfies the Volterra equations (3.2.26)-(3.2.27) for

o(r) = 2(€)n(r) /.

In the sequel, we examine the dependence of the solution z upon the parameter k and
the corresponding asymptotic behaviour for large values of k. We use the following
lemma which can be found in [54, lemma 1].

Lemma 3.2.2. Consider the integral equation

u(a) ~ [ K (e, pu(t)dt = f(2)

where f and K are continuous and p is integrable. This equation has a unique solution
u which is continuous and satisfies

[u(w)] < M (x)e

Y

where

M) = max [0, L(x) = max |K(z,0)] and p(a) = [ p(0)ldt.

a<lt<zx

Proposition 3.2.3. Let z be the solution of equations (3.2.26) and (3.2.27) on each
interval respectively. Then, each component of z is an entire function of k* of order
1/2.

Proof. Let k = o + it and |7| = |Im(k)| := v. We rewrite (3.2.26) as

e () = k:?ol)gf/z; e+ /ng(t) smk(E— 1) k(]f —?) e /E D V(1) dt

Moreover, the complex trigonometric functions satisfy the following inequalities:

in k
| cos k€|, | sin k€|, ’S‘lzﬂg‘ < e, for £ >0. (3.2.29)
Using these estimates, and by the notion of lemma 3.2.2 we have
sinkt t  _,, 13
_ _ ] I E— 2.
M(¢§) = max [ f(t)] = max | — 2O | = Ty (3.2.30)
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ink(§—t
(€)= g [K (6. 0) = s | e 0 - o) < ¢

Therefore, from lemma 3.2.2 we have

(6)] < e (3:2:31)

Since f and K are entire functions of k, we have that z is an entire function too.
Setting

m = max {W /OA Ip(t)|dt, |’6|} (3.2.32)

we can write inequality (3.2.31) as
12(8)] < Emes™ e < mAS™HE for 0 < € < d. (3.2.33)

Thus, z is an entire function of k%, of order 1/2. Following similar ideas, we rewrite

(3.2.27) as

3 1 sinkd _; U 7 5 ~Siﬂk’(f—d) —u(t—d
73 _ vd . v(€—d) 1 vd v(€—d)
e "5z2(¢) ()17 [a e cos k(& —d)e +a " coskde — ¢

+BSin kd67VCZSiIl k(f — d) eV(fd)] n /d [&Sin ]{f(]j - t) eiu(dit) cos k(£ . d")
0

k k

—V(g—d~ (~ Sin k(f — J) —I/(£ d’) ~Sin k(d~ - t) e_y(d"_t)

e )+ a tcosk(d —t)e” +5b

sink(€ = d) e d] p()z(t)dt + / Smk SIS =) ote0g s ).
k

Since f and K are entire functions of k£, we have that z is an entire function too.
Now, (3.2.29) and the inequality (3.2.33) imply that

|f(O)] < W)1)1/4| {ELCZ—{— a (e - CZ) + |B|(€ _ (Z)cﬂ
- /Od la(d —t) +a(€ = d) + [Bl(§ — d)(d — )] |p(t)|m Ae®Ddt.

Moreover, considering that @ +a~! > 1 and using (3.2.32), after several calculations

we have: )
M(E) = max |F(H)] < mAQ +mA)(a+at)esr . (3.2.34)
Also, .
L(6) = x| K (€0 = oo |5 E S Do ) < ¢

and from lemma 3.2.2 we conclude that

12(6)| < mA(1 +mA)*(a+ &_1)em§+”5, for d < <A (3.2.35)
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thus z is entire function of £? of order 1/2. O

Corollary 3.2.4. The derivative dz/d€ of (3.2.26) — (3.2.27) is entire function of k*
of order 1/2.

Corollary 3.2.5. Functions yo and y, are entire in k*, of order 1/2

To derive the asymptotic expansions of the eigenfunctions of our problem we must
study the behaviour of z and y, for large k. If we set p = b = 0in (3.2.26) and (3.2.27),
we get the leading part in the asymptotic inequalities.

Proposition 3.2.6. Let z be the solution of (3.2.26) — (3.2.27) and v := |Im(k)|.
Then there exist some positive constants C and D such that:

2(6) — k:?ol;i < k1|26e”5 (3.2.36)

’z(g) - W |asin kd cos k(& — d) + a~' cos kdsin k(& — d)] ‘ < |kl|2De”5
(3.2.38)

dz(f) - n(01)1/4 [ —asinkdsin k(¢ — d) + @~ cos kd cos k(¢ — d)}‘ < |1k|DeV5

(3.2.39)
where (3.2.36), (3.2.37) are satisfied for 0 < & < d and (3.2.38), (3.2.39) ford < £ < A
respectively.

Proof. For large values of k, we can express the bounds of z(£) in terms of 1/|k| instead
of £. From the definition of the function M (&) for the Volterra integral equation when
¢E< J, we infer:

sinkt _, 1
ME) = T O = 38 [0y | = om0 71
and using lemma 3.2.2 we have
1 5 ~
2(§)] < mmedm“ﬁ, 0<¢<d (3.2.40)

_ sin k&
kn(0)1/4

k

_ |/05 eep(t) EE D gy
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Now, using (3.2.40):

e B sin k& / Jm
e " z() Fn(0)1/3| = |k;|2 Ip(t)|me™™dt
which implies
sinkf 1 2 d € .
_ melt . 76 ljf
0~ | < e = s
Similarly, for dz(§)/d¢ we have
dz(§)  coskg 2 dm V€
_ m v€ 76 V{
de n(0)73] = W e

With the same arguments, using again lemma 3.2.2 and the definition of M () for the
interval d <t < &, after several calculations we have

M(¢) = ;12?215 If(t)] < Wm(l +mA)?(a + d—l)eép(fi)

and consequently the following estimate holds

12(6)] < |li|m(1 +mA2(a+a et d<¢ < A (3.2.41)

For the asymptotic formula for £ > d, we use relations (3.2.27) and (3.2.41):

3 3 - b 3
e [d sin kd cos k(¢ — d) + a ' cos kdsin k(¢ — d) + % sin kd

1
z(§) — W

sin k(& — J)]

< li/odev&[dsink(d—t)cosk(g_ci)_i_d1COSk(d_t)Sink(£_(i)

+Z sink(d — ) sin k(€ — J)] p(t)z(t)dt| + ‘ /d ‘ e”fp(t)smk(lf_t)z(t)dt
1 d ~ ~—1 Im

< |k‘|2./o [@+a* +mA]|p(t)|met™dt
1

3
o /d m(1 +mA)2(@-+ aL)e™p(t)|dt

So we conclude that

N N N -} N By
[& sin kd cos k(€ — d) + @' cos kdsin k(¢ — d) + - sin kd sin k(& — d)] ’

(6) - .

N
Fn(0)1/

1
< WmQ(& +a (1 4+ mA)(2 + mA)emAe
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and we proved (3.2.38). In the same manner, we derive (3.2.39). O

Remark 3.2.7. Similar estimates for the continuous problem are given in [2, proposi-
tion 2.2].

Moreover, we study the properties of the characteristic function (3.2.23). From corollary
3.2.5 and since sin k/k and cos k are entire functions of k% of order 1/2 we conclude that
Dy(k) is entire in k? of order at most 1/2. Also, from (3.2.23), the integral equation
(3.2.27), and using that n(1) =1 and n/(1) = 0 we obtain the following representation
for Dy (k):

1 a’+1 1—a* .
Dy(k) = Fn(0)1/3 [ 57 Sin k(1—A)+ - sin k(1—A+ 2d)]
+W cosk(l — A) — cosk(1 — A+ 2d)
sink d . N . % 1 - .
’ —asink(A—d)sink(d —t)+a  cosk(A—d)cosk(d—t)
0
b A s 5 cosk fd|_ - ~
—I—% cos k(A — d)sink(d — t)] p(t)z(t)dt — ’ [a cos k(A — d)sink(d —t)
0

+a 'sink(A — d)cosk(d —t) + Z sin k(A — d) sin k(d — t)] p(t)z(t)dt

sin k cosk

/J * cos k(A — Dp(t) (1)t — /d Y k(A — Dp()2(Ddl. (3.2.42)

Furthermore, we examine the asymptotic estimate for the characteristic function. We
apply the inequalities of proposition 3.2.6 and the Liouville transformation yo(r) =
2(€)n(r)~Y* in (3.2.23) and we conclude that Dy(k) satisfies the following asymptotic
formula for £ — oo along the positive real axis:

1 [a2+1 1- &
ink(1— A
P T S 7

Dy(k) = sink(l—A—i—QcZ)] +0 <1>

k2
(3.2.43)

Remark 3.2.8. If we consider a=1 which corresponds to the continuous problem, the
asymptotic estimate (3.2.43) is simplified to the corresponding one in (2.2.47).

3.2.2| Thecasel>1

In this part, we study problems (3.1.5) and (3.1.8) for [ > 1. From theorem 2.2.1, we
have that for & < d, z(€) satisfies the following asymptotic formula for large values of
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2(§) = \/g(h(kf) +0 @f) (3.2.44)

where A = [ + 1/2. This formula is developed for the continuous problem and remains
valid since n(r) € C?[0,d). For £ > d we have the following result:

Proposition 3.2.9. Let k > 0 and | > —1/2. Then the solution of (3.1.8) is
discontinuous at & = d, satisfies the jump conditions (3.1.12) and (3.1.13), and for
¢ > d and large k:

z(§) = \/EJAU{?@ Edk (a_IYA<kJ)JA+1<kJ) - aJ}\(kCZ>YA+1(kJ))]
+\/§YA(I<:§) (gdk(a - &I)JA(k;J)JAH(k:J)> +0 (122"3) (3.2.45)

where Jy and Yy are Bessel and Neumann functions respectively.

Proof. Following [76, p. 449-451], z satisfies the integral equation

2(6) = \/guk@ + g /0 ‘ VEE VRO TA(kt) — Ty(REYA(KE)) g(t)=(H)dt  (3.2.46)

for 0 < ¢ < d. To study the solution for ¢ > d, we use the same technique as in
proposition 3.2.1. We multiply both sides of (3.1.8) by a G(¢,t) and integrate with
respect to t from d to £. Integration by parts twice leads us to (3.2.28) where now we
solve

Gy + <k2 - l(l;_ 1)> G =0, G(¢§ =0 and Gi(&,¢) = -1

and hence

G(&,t) = V165 (Ya(KE) Ta(kt) = Ty (KA (k). (3.2.47)
From (3.2.46) and the jump condition (3.1.12) we have:

- d . d /— - -
AdT) = ax(d) = &\/%JA(k;d)Jr&g/ Vid (Ya(kd) Ja(kt) — Ja(kd)Ya(kt)) g(t)2(t)dt.
0
Furthermore, from (3.2.46) and the jump condition (3.1.13) we have:

dz(d*) L
e ¢ T ae

2\% /0 J\/¥ [—(l + 1)\ (kd)Ya(kt) + kdJyi 1 (kd)Yy(Kt)

+ 5 (kt) (1 + 1)Ya(kd) — kdYai1(kd))| g(t)z(t)dt + E@JAU{:J)

_dz(d”) + Ez(cz;) —g! QZCZ ((l + 1)J,\(k62) - k;JJ,\H(kJ))

+at
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SB[V (v ) — (kYA (k1) )20

By applying the above representations in (3.2.28) and using the expressions for G' and
G, we can write z as:

2(€) = AR Ak, d) + /€A (kE)B(k, d) + \/€eu(k, €) (3.2.48)
where
k€)= [ S VEARE () — TARE Y3 (k1)) g(1)=(1)1, (3.2.49)
Ak, d) = \/Zg [JA(kJ)(d’l — @) (1 + 1) Jn(kd) — kdJy 1 (kd)) + bd2 (kd)
+ / \/ Ya(kd) Jy(kt) — Ja(kd)Ya(kt)) (=(+ 1) Ja(kd) + kd g (kd))
‘IJA(kd) {YA £) (= (1 + 1) Ix(kd) + kdJyi1(kd)) + Ja(kt) (1 + 1)Ya(kd)
—kdYyy1(kd))] + bd.J(kd) (Yx(kd)JA(kt) T(kd)Yx(kt)) } g(t)2(t)dt,

(3.2.50)

B(k,d) = \[5-5 [In(kda (<z+1m<kd> kdYisi(kd))
+Va(kd)a ! (=(1+ 1) Jx(kd) + kdJyi1 (kd)) — bd.Jy(kd)Ys (kd)|

+ / Vi a(m(kdwzct) Iy(kd)Ya (k) (14 DYa(kd) = kdYsa (kd))
1YA d) [Ya(kt) (1 + 1) Ja(kd) — kdJaga (kd)) — Ja(kt) (1 + 1)Ya(kd)

—kdYy 41 (kd))] = bdYy (kd) (Ya(kd)Ja(kt) — Jy(kd)Ya(kt)) } g(t)2(t)dt.
(3.2.51)

Now, applying the asymptotic formula (3.2.44) for z, we conclude that A and B satisfy
the following estimates:

Ak, d) = \/:: k(@ — a7 Ty (kd) T (k) + O (}; g) (3.2.52)

B(k,d) = \/:; Shd (a7 YA(kd) Ty (kd) — @y (kd) Yo (kd) ) + O (};g) (3.2.53)

The error term ¢; can be estimated using the method of successive approximations,
following the arguments of section 2.2.1 of the continuous problem. We define functions
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E\ and M, by (2.2.22)-(2.2.23) and we also introduce Gg\l) and GE\Q):
Ok =5 [ ag(adg(olar

B(k.) = T [ M) B3 (k)9 (1) .

After several calculations, the integral equation (3.2.49) and the asymptotic formulas
(3.2.52), (3.2.53) imply that:

leu(k, )] < \/—]\EA((%)) {eG(Al)(k’f) + OV (k) _ 2} (3.2.54)

for some positive constant ¢ and k large enough. Moreover, since n(r) = 1 for r > 1,
from (3.1.11) we have:

/Slg( )]d¢ < oo, and/ £)|d¢ < oo.

Thus, using (3.2.54) we conclude that g, (k,£) = O (1/k?) for k large. Finally, the
asymptotic formula (3.2.45) is derived by applying (3.2.52) and (3.2.53) to (3.2.48). O

Moreover, from the previous proposition and the Liouville transformation (2.2.17) we
infer the following result:

Lemma 3.2.10. The solution of (3.1.5) and (3.1.6) for r > d and large values of k
satisfies the estimate:

B 1 a+1 . I T
w(r) = ken(r)/4n(0)1/2+1/4 | 24 sin | k€ — D)
1—a% . lm ~ Ink

Proof. The asymptotic estimates for Neumann and Bessel functions are:
2 ATT 1
2 AT 1
J,\(k,‘f)—,/]mgcos<k§— 5 4>+O(k3/2> k — +oo0.

Using these estimates and (3.2.45) we conclude that

z(§) = licos (sz — /\; — Z) [& sin (kd— l;) +a tco <kj_ l;ﬂ

1 M om\at—a . ~ Ink
ksm<k§—2—4> 5 sm(2kd—l7r)+0<k2>
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Now, the Liouville transformation and the initial condition (3.1.6) imply (3.2.55). O

This expansion can be differentiated with respect to r with the error estimate being
O (Ink/k). Finally, by applying the asymptotic expansions of the spherical Bessel
functions j;(kr), j;(kr) in the characteristic equation (3.1.7), we derive the following

formula:
1 a+1 .
Di(k) = Fn (0 [ 57 sink (1 — A)
1—a? . ~ In k

Remark 3.2.11. In the case where a = 1, equations (3.2.45), (3.2.55) and (3.2.56)
are simplified to the corresponding ones in the subsection 2.2.1.

In appendix A.3, we consider the interior transmission problem for a refractive index
with a finite number of discontinuities and by induction we obtain an asymptotic
formula, equivalent to (3.2.56).

Uniqueness for the inverse discontinuous problem

In this section we consider the inverse discontinuous transmission eigenvalue problem.
In the previous chapter we proved the uniqueness in the inverse spectral problem for the
continuous refractive index. We examine whether this is possible for a discontinuous
index. Firstly, we examine the discontinuous inverse spectral problem of determining
some characteristics of the refractive index from the special transmission eigenvalues
corresponding to spherically symmetric eigenfunctions. We show next that if n(0) is
known then n(r) is uniquely determined from all transmission eigenvalues including
multiplicities.

The uniqueness question about this problem is important because a positive answer
shows that methods based on transmission eigenvalues can be used for non-destructive
methods for materials with layers. Potentially could be used for the numerical
investigation of the inverse problem based on Newton-type algorithms using a piecewise
constant approximation of the refractive index because it provides injectivity (see
section 5.2 and [48]). There is a thorough literature concerning inverse spectral
problems in Sturm-Liouville form in which the eigenfunctions have discontinuities in
interior points (see for example [5, 45, 54, 89]). Most of the inverse problems in this
category are based on the self-adjoint structure of the problems.
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3.3.1| Uniqueness for the determination of discontinuity parameters

We investigate whether the unknown parameters of the discontinuity of the refractive
index, like the position d or the size a and b, can be uniquely determined from the
eigenvalues. We study the case [=0, where only spherically symmetric eigenfunctions
are allowed. Since the characteristic function Dy(k) is an entire function of k? of order
at most 1/2, it follows from Hadamard’s factorization theorem that

00 kQ
Do(k) = cok® I (1 — k2> (3.3.57)
n=1 n0

where ¢g is a constant and k,o are the zeros in the right half plane (in equivalence
with (2.3.59)). We also define the auxiliary constant

1
o = 7 #0 (3.3.58)

con(0)
and we write the asymptotic formula (3.2.43) as

~2 _ =2
Do(k’)_’}/o a+181nk(1—A)—|—12~a
a

Co B k 2a

sink (1— A+ 2J)] +0 (;) . (3.3.59)

We assume that two transmission eigenvalue problems corresponding to the discontinu-
ous indices ny(r) and ny(r) respectively, have the same special transmission eigenvalues.
Let Dy, (k), co,, Y0, A, d;, and @; characterize each problem for i = 1,2. Since these
two problems have the same eigenvalues, from (3.3.57) we have that Dy, /co, = Dy, /o,
for any k € C and consequently from (3.3.59):

k a k2

i2 4 1 | — a2 ; 1
o, [%2: sin k(1= Ay) + =~ sink (1— 4 + 2d1)] +0 ()
1 1

a2+ 1 1— a3 - 1
B Gk (1= Ay + T sint (1 4, + 2@)1 +0 (192) . (3.3.60)

2&2 a9

(v
k

for any k > 0 large enough. In theorem 2.3.1 we proved that A and ¢y are uniquely
determined by the eigenvalues. The discontinuous problem requires more in-depth
consideration.

Lemma 3.3.1. We assume that two discontinuous refractive indices have the same
special transmission eigenvalues. Then the corresponding travel times are also equal,
provided that either A; > 1,i=1,2 or A; <1,1=1,2.
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Proof. From the asymptotic equation (3.3.60) we conclude that

ai+1 . a+1 .
Yo, 12& sink (1 — A1) — o, 2a sink (1 — As)
1 2
a2 3 a2 3
0 gt sink (1= A1+ 21) =0, =5z sink (1 Ay +2b) =0 (3361)

for any k£ > 0 large enough. We examine all the possible cases for which the sine
functions of (3.3.61) might be linearly dependent. Since Aj, A > 1 or A;, As < 1
and assuming that A; # Ay, we have that sin k(1 — A;) and sin k(1 — Ay) are linearly
independent functions.

First we assume that A; # Ay and dy #+ ds. So we have to examine all the cases for d;
and ds respectively. In each case, we use (3.3.61) and the fact that vy, and o, are
never equal to zero. We always arrive at a contradiction as it shown in the table:

Case Conclusion

Lody # Ay — 1A% Asda 1 g =0 and 9, =0

7 As—A1 A1+A
dQ#AQ_]ﬂ 22 17 1—52_1

2.di=A1—1, dy # Ay — 1 Yo,01 =0 and 7, =0
3.dy =454 dy £ Mt 1 4 =0 and 4, =0
4.31:%—1,@7&% Yo, =0 and 7, =0
B.dy=Ap—1, di # A — 1 Yo, =0 and ~p,ds = 0
6. ngAngl, czl#%—l Yo, =0 and 7, =0
7.(?2:%—1,6?17&% Yo, =0 and 7, =0
8.di=A —1,dy=A— 1 Yo,01 =0 and 70,42 =0
9. dy =454 dy =4t 1 g2ad =1

10. dy = 8542 1, dy = 425 3252 = ]

Cases 1 — 7 are straightforward. For example, in case 2 we assume that d, =
Ay — 1 and dy # Ay — 1. Hence, sin k(1 — Ay) and sink(1 — A; + 2J1) are linearly
dependent because sink(1 — Ay + 2d;) = —sink(l — A;). Moreover, sink(1 — Ay)
and sin k(1 — Ay + 26]2) are linearly independent. Then, equation (3.3.61) implies that:

o az+1 . 1—a3 | -
Yo,a1 sink (1 — Ay) ~ Y0 sink (1 — Ay) — 05 Slnk(l —A2—|—2d2) =0
2 2

for any £ large enough, which is possible if and only if vy, a1 = 0 and vy, = 0.

For 8, equation (3.3.61) implies:

a2+1—(1—a? az+1—(1—a?
o, <a1+ ( al)) —0 and A, <a2+ ( a2)> —0,

2, s
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and hence vy, a1 = Y0,d2 = 0. In case 9, from (3.3.61) we get

~2 ~2 ~2 ~2
—— =0 and — =0
Y0, 2&1 Y0, 2&2 n Yo, 2 0. 2&2
and solving this system we conclude that a?a3 = —1. Finally, case 10 is treated in

the same way. We also used that A; — 1 # 41-A2 o2 Aibds 7 and 4, — 1 # 422 o4
A 1, due to Ay, Ay > Lor Ay, Ay < 1.

Afterwards, we assume that di =dy =d and A, # Ay, Equation (3.3.61) becomes

a2+ 1 a3+ 1
GH L G0k (1= A) — 0, 20 Gink (1 — Ay)

209

101 o,

1- a2 - 1- a2 ;
+%12alalsmk (1— A +2d) - 7022&:2 sink (1- Ay +2d) =0 (3.3.62)

With analogous ideas, we consider the following cases for d:

Case Conclusion

Ay — 1, g

d=A; -1 70,61 =0 and 4, =0

d=A,—1 Yo, =0 and 7g,d2 =0
Yo, =0 and 7, =0
J:% Yo, =0 and 7y, =0

d= 4tz a2 +a3=0

SRR ARl L
IS
Il
e
|
b
(V]

and we arrive at a contradiction. As a consequence we conclude that A; = A,. O

The subsequent theorem states the relationship between the eigenvalues and the
discontinuity of the transformed problem and is based on [54, lemma 6.

Theorem 3.3.2. The constant @ and the discontinuity d of the transformed problem
are uniquely determined by the eigenvalues of (3.2.21)—(3.2.23) provided |a—1|+|b| > 0
in the cases:

1.0<A<1andde (0,A)
2. A>1 andcze(o,%) Orde(%,A—l)U(A—l,A)

Proof. If ¢ =1 and b =0 then a = 1 and b = 0. In this case there is no discontinuity
in the refractive index, so we insist that |a — 1| + [b] > 0.
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We consider two problems with the same special transmission eigenvalues. From the
previous lemma we have that A, = Ay = A and let ~,,d1,a; and 7,, da, a2 be the
constants of each problem. As a result, from (3.3.61) we get

aitl @+l 1-a )

(701 12&1 — 70, 2%2 smk;(l—A)+70171151nk(1—14+2d1)
1—a3 ~

—%2%52 sink(l —A+2d2) =0 (3.3.63)

for any k > 0 large enough.

We distinguish between two different cases. First we assume that d, = dy = d and
then

1—a? 1—a?
1 —70, 2

~2 =2
(701%—%2&22;21> sink(l1 — A) + <701 ) sin k:(l - A+ Zd) =0
(3.3.64)
From the above equation, if d # (A —1)/2,A — 1 the sine functions are linearly
independent. Solving the system of the coefficients we conclude that a; = a, and

Yo, = Vo,- Lherefore we proved that a; = ay if Jl = Jg.

2, s

In the second case we assume that ch # dNQ and we will show that this leads to a
contradiction. From (3.3.63), if dy,ds # (A—1)/2, A—1 and d;+dy # A—1, the sine
functions are linearly independent. As a result we derive vy, = 70, and a; = @y = 1.

In order to obtain a contradiction we will show that 51 :BQ =0. Since a; =1, as =1,
we write equation (3.2.42) in the following form:

sink(1 — A) b b .
DO(]C) = kn(0)1/4 + 2k2n(0)1/4 COS]{}(]_ —A) — WCOSk(l —A+2d)
. d' . - d’ 5 5
+S”; BT cos k(A — )p(t)=(t)dt + Sl;f b / cos k(A — d) sin k(d — t)p(t)=(t)dt
0 0
d _ pd - -
SR k(A — Dp(t)2()dt — 5K / sin k(A — d) sink(d — t)p(t)=(t)dt
k Jo k2 Jo
i A A
Slzk / cos k(A — p(t)=(t)dt — S5 / sin k(A — Hp(t)z()dt (3.3.65)
d d

After several calculations we rewrite the previous equation as

sink(1— A) b b -
Do(k') = kn(0)1/4 + 2k2n(0)1/4 COSk’(l—A) — WCOSk(l—A+2d>
sin k A ) cosk A .
+k32n(0)1/4/0 cos k(A —t)sin ktp(t)dt_W/o sin k(A — t) sin ktp(t)dt
E(k)

k?
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sin kt
E(k) - —ksmk;/ cos k(A — t)p ()[z(t) o0 )1/4]dt
sin kt
+k:smk:/ cosk(A—t)p [ 1/4] dt
—H)smk/ cos k(A — d)sin k(d — t)p(t)z(t)dt

“kcosk /0 sin k(A — £)p(t) [z(t) kzi(r;;“fml dt

sin kt ]

—kcosk /JA sink(A — t)p(t) [Z@) ken(0)1/4

—bcosk /Odsin k(A —d)sink(d — t)p(t)z(t)dt

We observe that F is an even function of k£ and is real if k£ is real. Then, from
propositions 3.2.3 and 3.2.6 it follows that

/OO |E(z)|dz < oo and |E(k)| < CeADIm®I -~ 0,

Thus E satisfies the assumptions in the Paley-Wiener theorem (appendix, theorem
A.4.12) and there exists V € L?(0, A + 1) such that
A+l
E(k) = / V(1) cos ktdt
0

Moreover, using elementary trigonometric identities we have that:

sin k A ) cosk A .
W2 (0)1/8 /0 cos k(A —t)sin ktp(t)dt — TEn(0)1/8 /o sin k(A — t) sin ktp(t)dt

_ A
_ cos k(1 —A) / (t)dt — cos k
0

A
2k2n(0)1/4 1/4/ cos k(A — 2t)p(t)dt

2k2n(0)1/4 Jo
sin k A
and using a change of variables we can rewrite
A A
/ sin k(A — 20)p(t)dt = / W (t) sin ktdt
0 0

and N N
/ cos k(A — 2t)p(t)dt = / Ul(t) cos ktdt
0 0
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Finally, equation (3.3.65) takes the form

sink(1 — A) b b .
Dy(k) = Fn(0)1/8 + 2K (0)1/A cosk(l—A) — W cosk(l — A+ 2d)
cosk(l—A) A cos k A
+W /O p(t)dt — Hn(0)1/3 /O U (t) cos ktdt
sin k A ) 1 [A+L
S /0 W (1) sin ktdt + /0 V(¢) cos ktdt (3.3.66)

Considering that v, = 7o, and Dy, /co, = Dy, /co,, equation (3.3.58) implies that:

1y (0)1/4
Doy () = 220005 Dos (),

Using this equation and the representation (3.3.66) we have:

cosk(l—A) - - cosk(l—A) | A A cosk(l — A+ 2dy)-
2k2n1(0)1/4 (bl—bQ)“' 2k2n1(0)1/4 /0 ]h(t)dt—/o pZ(t)dt — 2k2n1(0)1/4 bl

cos k(1 —A+2d~2)~ sin k A ‘
= 512 v . (Walt) = Walt ktdt
2k2n1(0)1/4 2 2k2n1(0)1/4/o (Wi(t) — Wa(t)) sin

cosk A
+2k2nl(0)1/4/0 (Uy(t) — Us(t)) cos ktdt

41 /OAH(WVQ@) - \/1(t)>cosktdt (3.3.67)

k2 ny(0)1/4

If we multiply (3.3.67) by 2n1(0)"/4k? cos k(1 — A + 2d,)T " and integrate with respect
to k from 7 to T for some 7 > 0, in order propositions 3.2.3 and 3.2.6 to be valid, we
have

b0 (2) [ w0 (2) - (C-0(3) b0 3
- /OA [(Wl(t) —Wa(t) /TT ; sin & cos k(1 — A + 2d, ) sin k:tdk:] at
+/0A l(Ul(t) —Us(1)) /TT ; cos k cos k(1 — A + 2d,) cos ktdk] dt
+2 [ o l(n2(0)1/4‘/'2(t) - m(0)i(1)) | ' ; cos k(1 — A+ 2dy) cos ktdk] at
(3.3.68)

where we used Fubini’s theorem to interchange the order of integration in the right
hand side of the equation. We can write the right hand side of (3.3.68) in the following
form

/OA(Wl(t) — Wa(t)) frdt + /OA(U1 (t) — Us(t))hpdt
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2 /OAH(nz(O)”“Vz(t) — 11 (0)/* VA (t))grdt

where |frl, |g7|, |hr| < 1 and fr, gr, hr 2% 0 almost everywhere. Letting 7' — oo in
(3.3.68) and using Lebesgue’s dominated convergence theorem we conclude that by =0
provided that restrictions dy # (A —1)/2, A—1and d; + d» # A — 1 are satisfied.

With similar arguments, if we multiply (3.3.67) by 2n,(0)"/*k2 cos k(1 — A + 2d5)T !
and integrate with respect to k from 7 to T" we conclude that by = 0 provided that
dy # (A —1)/2,A— 1. Since |a; — 1| 4 |b;] > 0 for i = 1,2, we have arrived to a
contradiction and hence le = Jg.

Now, we need to determine the appropriate subintervals of (0, A) where the uniqueness
result is valid, taking into account the restrictions on the position of the discontinuity.
We distinguish between the following cases:

1. In the first case we assume that 0 < A < 1. Obviously, all restrictions are
satisfied. So, in this case d € (0, A).

2. For the second case we assume that A > 1. In this case we need to consider all
restrictions so:

Remark 3.3.3. The previous theorem states that if two discontinuous transmission
eigenvalue problems have the same special eigenvalues, then the discontinuities of the
corresponding transformed problems must occur at the same point and the size of the
jump in the indices in (3.1.2), is also the same.

Remark 3.3.4. We mention that a problem with a discontinuity such that d #
(A—1)/2,A—1, cannot have the same special transmission eigenvalues with a prob-
lem without discontinuities. Assuming that they do have the same eigenvalues then

Dy, /co, = Dy, /co, where Dy, satisfies (2.2.47):

1 , 1
Dy, (k) = T (O)17 sink(l—A;)+0O (k;Q)

and Dy, satisfies (3.2.43). Following the proof of lemma 3.3.1 and theorem 3.3.2 we
conclude that @ = 1 and b = 0 and this contradicts our assumption. Although, we
cannot derive a contradiction if d = (A —1)/2 or d = A—1. This case will be
examined in the following uniqueness theorem.
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3.3.2| The uniqueness theorem

We complete our study with a proof of the uniqueness for the inverse problem. In the
previous section we proved that transmission eigenvalues corresponding to spherically
symmetric eigenfunctions can recover only the jumps of the transformed problem. As
a result, we assume now that the whole spectrum is known, including multiplicities.
The proof is based on Miintz’s theorem (see also theorem 2.3.1).

In the case where n(r) € C?[0, 1], we can represent ;(r) in the form (2.3.48):

u(r) = jilkr) + /0 " G(r s, k)ji(ks)ds

and the kernel G(r, s, k) satisfies the Goursat problem (2.3.50)-(2.3.52).

Now we assume that the refractive index is piecewise C? and satisfies the jump
conditions (3.1.1)-(3.1.4). In this case, the representation (2.3.53) implies that G(r, s, k)
is continuous in 0 < s < r < 1. Also, differentiating by parts we conclude that
G(r,s,k) and Gg(r,s, k) are discontinuous in /rs =d and G,.(r,s,k), Gss(r, s, k)
are discontinuous in r = d and /rs = d, (see appendix A.2). Thus, equation (2.3.48)
is well defined for the discontinuous problem, and y; satisfies the continuity conditions

y(d™) = yi(d™), yi(d™) = yi(d7).

S

d 1 r

Figure 3.2: The Goursat problem for discontinuous n(r)

Following analogous ideas with theorem 2.3.1, from the asymptotics of y;, and D; for
k — 0, we derive the identity

_ T b ot
Corys = (2l+1r(1+3/2))2/0 252 (1) dt. (3.3.69)

where cg;45 is the coefficient of k%72 in the Taylor expansion of D;(k). We observe that
constant ¢y 4o is functionally dependent on n(r) and therefore with the discontinuity
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constants a,b and d. The determinant D;(k) is an entire function of k of order one,
and hence by Hadamard’s factorization theorem,

o) k,2
Dl(k’) — k2l+2021+2 H (1 — ]{'2> (3370)
n=1 nl

where cg19 is given by (3.3.69) provided that m(r) = 1 — n(r) does not change sign
and k,; are the complex transmission eigenvalues in the right half plane.

We define the auxiliary constants

1

= 0
g Coryan(0)1/2+1/4 7

(3.3.71)

and in the next proposition we examine whether v; can be uniquely determined. This
result is straightforward in the continuous problem but the discontinuous case is more
complicated.

Proposition 3.3.5. We assume that two refractive indices have the same transmission
eigenvalues including multiplicities and either A; > 1,1 =1,2 or A; < 1,9 =1,2. Then
Ay = Ay = A and the corresponding constants v, and 7y, are also equal, provided that
dy,dy # (A—1)/2, A—1. In all other cases v, = ¢y, where ¢ is a constant depending
on a; and as.

Proof. Let v, d;, and @; characterize each problem for i = 1,2. We follow similar
arguments with the first part of the proof of theorem 3.3.2. Since the two problems
have the same eigenvalues, from lemma 3.3.1 we infer directly that A; = As = A. Also,
from (3.2.56) and (3.3.70) we have:

ai + 1 az+1\ . 1—af | .
(’Yh 125“ — Y, 2& >81nk(1—A)+’yll(—1)llelmnl{;(l—A—l—le)
1- a2
209

— Ay (—1)! sink (1—A+2dy) =0 (3.3.72)
for any k > 0 large enough. With analogous ideas with lemma 3.3.1, we examine all the
possible cases for which the sine functions of (3.3.72) are linearly dependent and we use
the fact that ~,, and 7, are never equal to zero. When dy = dy = d # (A—1)/2, A—1,
the sine functions sin k(1 — A) and sin k(1 — A 4 2d) are linearly independent and we
conclude that v, = v, and a; = a,. Now we consider the case where di+dy=A—-1.
Thus, sink(1 — A+ 2d;) and sink(l — A+ 2dy) are linearly dependent and from
(3.3.72):

ai+1 lga§+1:0 and %11—5& 1—a2

T oa, 2t 2,

Solving the system we get 7, = vy, and a; = 1/as.
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Now we investigate all cases where y; is not uniquely determined. Firstly we assume
that d; = dy = A — 1. In this case all sine functions degenerate to sin k(1 — A) and
from (3.3.72) we get:

ai +1—(-1)'(1 —af) a3 +1—(—1)'(1 —a3)

T 2&1 = Vs

2

So, for [ even we conclude that =, = y,a2/a; and for [ odd, =, = 7,41 /a. Next
we take d; = dy = (A —1)/2 and from (3.3.72) we deduce

 @mad+
Afterwards, we investigate all the other possible cases, with d; # do. We use the linear

independence of the sine functions, and solving the system of the coefficients we get
the results. In some cases we distinguish between even and odd values of [.

Case Conclusion

. =", /a1, for I =even

-~

1(%1:14—1,&27{% Y
Y, = @17,, for [ = odd
2.dy=A—1,d, # 41 Y, = s, for I = even

Y, = M,/ a2, for [ = odd
3.dy=A—1,dy = % T = %2%, for [ = even
Yy = Vi, a“;%jdl, for I = odd
4ody=A—-1,di =41 4, = %22&%, for | = even
Y = Vi &ﬁgfjr@, for [ = odd
bodi =27 dy #A—1 = Y Tz
0= A £ A1 =

The subsequent theorem establishes uniqueness for the inverse problem whether the
index is a continuous function or not, with no restrictions on the position of the
discontinuity:.

Theorem 3.3.6. We consider the transmission problem (2.1.1) — (2.1.4) for the unit
ball of R3, where n(r) is a C* or a piecewise C* function that satisfies (3.1.1) — (3.1.4)
and m(r) does not change sign. Then if n(0) is known, n(r) is uniquely determined
from the knowledge of all transmission eigenvalues including multiplicities.
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Proof. We assume that the same transmission eigenvalues are corresponding to two
different refractive indices ni(r) and ny(r) with ny(0) = n2(0) = n(0). From equations
(3.3.69) and (3.3.71) we derive the following moment type relations:

: (271T(1 + 3/2))”
/Ot m;(t)dt OV /iy , 1=1,2 (3.3.73)
for the corresponding contrast functions m;(r), ¢ = 1,2. Since m;(r), i = 1,2

do not change sign, either A > 1 or A < 1. We mention that from lemma 3.3.1,
Ay = Ay = A. According to the previous proposition we consider several cases. If
dy = dy # (A—1)/2, A—1 then v, = v,. Using the Miintz’s theorem [41] for
the piecewise C? function m(t) in equation (3.3.73) we conclude that ny(r) = ny(r).

Next we assume that d; = dy = (A — 1)/2. From proposition 3.3.5 we know that
~ ~2 ~
= 7, 28T and (3.3.73) implies that

T = N2 GZasva,

Taking account that n,(0) = ny(0), we conclude that ny(r) = ny(r). If dy =dy = A—1
we deal with the even and odd [I’s separately. For [ even, 7, = v,a2/d;. We can use
the Mintz’s theorem in (3.3.73) for the exponents with even I’s, and derive that

a

(1= mi(r) = = (1= ny(r)).

a2
Using again that n,(0) = ny(0) we attain uniqueness. For [ odd we can use the same
arguments. In the same way, for all other cases of proposition 3.3.5 where d; # ds, we
prove that ny(r) = ny(r) and hence we arrive at a contradiction.

Finally, we examine two problems where the first corresponds to a continuous index
and the second has a discontinuity and we assume that they have the same transmis-
sion eigenvalues. Then Dy, (k)/coryo, = Dy, (k)/corr2, where Dy, (k) has the following
asymptotic behaviour from (2.2.35):

1 ) Ink
Dll(k) = WSIH k(l - Al) + O <k‘2>

Following the ideas of lemma 3.3.1 and proposition 3.3.5 and applying the Miintz’s
theorem in (3.3.73) we arrive at a contradiction, even if d = (A —1)/2 or d = A — 1.

This completes the proof. n

Remark 3.3.7. We mention that the position and the size of the discontinuity of the
refractive index are uniquely determined from the transmission eigenvalues.

Remark 3.3.8. We believe that this uniqueness result can be extended to a piecewise
C? refractive index with more discontinuities (see appendiz A.3). A similar technique
can be used but the procedure will be much more complex and is a worthwhile future
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project. For the inverse Sturm-Liouville problem with two discontinuities we refer
to [89]. Furthermore, the above considerations can be applied to other discontinuous
eigenvalue problems that can be reduced to one-dimensional ones (e.g. Schrodinger
equation with discontinuous potential).

Asymptotics of transmission eigenvalues

In the sequel, we present some results concerning the asymptotic behaviour of trans-
mission eigenvalues for the discontinuous problem. As we have already mentioned in
section 2.3.2, the real transmission eigenvalues corresponding to spherically symmetric
eigenfunctions for n(r) € C? satisfy the estimate (2.3.64):

2,2
m-T
k2

n= Az oW, (3.4.74)

(where we consider the unit ball of R?). This relation is obtained from a sharper
representation [72], which contains a Fourier coefficient for p(t)

m?2m?

1 ! 1 1 2mmt 1
2 1

for m sufficiently large and p(t) given by (2.2.40). In [72, lemma 2], authors proved

that there exists a unique real transmission eigenvalue in each interval

™m w™m

1A (1-Ci/m), — (1 + C’g/m)>

Im(OhCQ) - ( |1 — A|

for some appropriate small positive constants C,Cy. We examine whether this is
possible for the discontinuous problem.

Proposition 3.4.1. We consider the interior transmission problem (3.2.21) — (3.2.23)
for a piecewise C? refractive index satisfying the conditions (3.1.1) — (3.1.4). Then
there exists at least one real eigenvalue k,, in each interval

I — m i ™m T™m + m
T2 A 1A 1= Al 21 -A4])]

for m sufficiently large.

Proof. The characteristic determinant of the discontinuous problem satisfies the asymp-
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totic formula (3.2.43):

1 a’+1 1—a*
Do (k) = [

. . - 1
()7t | 2a sink (1 —A)+ o smk(l—A—|—2d)]+O<kZ)

and thus there exists a positive constant C' such that

1 a?+1 . 1—a* . . C
’Do(kz) BTORE l 57 sink (1 —A)+ 57 sin k (1 - A+2d)H < ok
(3.4.75)
If we set kf := oy + aar and caleulate Do(k) at k. we have

2 =9
by A1 -1—A( W) L= e —At2d)| - &
Do(k) > K 2an(0)1/7 [smH_A‘ mm + 5 +d2+1smkm(1 A+ 2d) e

m

a’+1 m 1—a® . C
= e 2an ()17 [(—1) sgn(l—A)vLmsmkm(l—A—i-Qd) R
Now since —1 < % <1,if misevenand A <1 or misodd and A > 1, we conclude
that ) ) c
1—a a*+1
Do(kF)y> (1 - — 0 3.4.76
olkin) 2 ( a2+ 1) Foan(0) /4 kiE (3.4.76)

for m large enough.

- . _T™m___ T
Next, we set k,, = =4 — 5]

and calculate Do(k) at k.. From (3.4.75) we have
~2 _

¢ sink, (1 —A+2d)| + k:(i

a?+1

~2
Do) < —2 1

= k-2an(0)1/ [(—1)m+lsgn(1 A+

3

soif miseven and A <1 or m is odd and A > 1 we conclude that

<0 (3.4.77)

9 <9
Dok>) < (1 a ) a*+1 C

@1 )k —an) A R

for m large enough. Inequalities (3.4.76) and (3.4.77) imply that Dy(k) attains at least
one root at I, for m even and A < 1 or for m odd and A > 1.

With analogous ideas for m even and A > 1 or for m odd and A < 1 we conclude that
Do (k) has at least one root in each I,,, for m large enough and A # 1. m

The previous proposition does not ascertain the existence of only one eigenvalue in
each interval I,,. Uniqueness for the continuous problem is established by proving that
dDy(k)/dk is never zero in each I,,,(Cy, Cy). This argument breaks down in our case.
Furthermore, in [54, lemma 4], it is shown that every eigenvalue of the discontinuous
Sturm-Liouville problem lies in an interval of the form J,, = |k,, — m| < 1/2, as an
application of the Rouché’s theorem [82]. The proof is based on showing that the
corresponding characteristic function and sin k7 have the same number of roots in
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each interval J,,. We do not expect this result to remain valid in our case since Dy (k)
may has complex roots.

In the following example we show that the existence of a discontinuity implies that we
may have more than one root in each I,,.

Example 3.4.2. We introduce the following Halm-type refractive index (see [36,
example 2])

(0.9)2
0.9+ (1—1r)2)?
which satisfies ni(r) € C?[0,1], ni(1) = 1 and n/ (1) = 0. Moreover, its Liou-

ville transform is constant, p(§) ~ —1.11 and the corresponding travel time is A =
Jo (na (£))/2dt ~ 0.77.

ni(r) = ( (3.4.78)

We also consider the refractive index ns(r) which is discontinuous at r =d =1/2

L ~088, 0<r<1/2
na(r) :—{ " r<lf (3.4.79)

0.08)2

where the constant value n. is chosen so that ny and no have equal travel times i.e.

1 I L PNY ! (0.08) v
/O(nl(t)) / dt_/o (ne)/2dt + 1/2<(0.08+(1—7f)2)2) o

Figure 3.3: The refractive indices n1(r) and na(r)

From the asymptotic formulas (2.2.47) and (3.2.43) for the determinants we have

1 . 1
and
1 al+1 . 1—a? . e 1
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where d = fol/Q(nc)l/th ~ 047 and a= (ny(1/2)/n.)"* ~ 0.51. Obviously, Dy, (k)
has only one root in each interval I,, but this does not hold for Dy, (k), as it is

demonstrated in figure 3.4.

004k N !

Dk

continuous.

—  discontinuous

| ‘\ ‘
-0.041 i

Figure 3.4: Distribution of real eigenvalues for Dy, (k) and Dy, (k)

Using root finding software, we compute the real roots of the leading terms of (3.4.80)
and (3.4.81) in the interval [0,157/|1 — Al]. As we can see, for m > 5, Do, (k) has

e

200

150 ° . ®

100 -

501~ e  continuous

L] L] discontinuous

0 5 10 15 20 25 30 35
number of roots

Figure 3.5: Number of roots for the continuous and discontinuous refractive index

more than one root in each I,, and hence an asymptotic formula of the form (3.4.74)
cannot be used for the discontinuous refractive index. As a result, we conclude that
transmission eigenvalues corresponding to a discontinuous index might not have an
analytic asymptotic expansion. Nevertheless, they distribute at infinity with a specific
way described by proposition 3.4.1, with 400 the only accumulation point.
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DIRECT TRANSMISSION EIGENVALUE
PROBLEM

In this chapter we present a numerical method for the direct transmission eigenvalue
problem [48]. Firstly, we show that the interior transmission eigenvalue problem is
non-self-adjoint provided that the contrast n — 1 does not change sign. We investigate
the discrete version of the direct problem using the standard variational formulation for
elliptic problems. We also introduce a Galerkin-type method in the Sobolev space H2(D)
to compute transmission eigenvalues. Moreover, using a proper operator representation
of the problem we show convergence of the method. Finally, we discuss some recent
results on numerical methods for transmission eigenvalues.
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64 4. Numerical methods for the direct transmission eigenvalue problem

The discrete transmission eigenvalue problem

We consider the problem of computing transmission eigenvalues corresponding to a
known refractive index n(z). The first numerical study of this problem was considered
in [38]. Since then, the research in the area of numerical methods for transmission
eigenvalues has been developed and is still ongoing. In the following, we propose
a simple computational method, based on an equivalent fourth order eigenvalue
problem.

4.1.1| Operator representation of the eigenvalue problem

Let D be a bounded and simply connected subregion of R? with piecewise smooth
boundary 0D and n € L>*(D). We assume that n(z) and and 1/|n(z) — 1] > 0
are bounded positive real valued functions defined in D. The interior transmission
eigenvalue problem (1.2.16)-(1.2.19) can be transformed into a fourth order equation
for u:=w—v € H3(D)

1

2
(A+k n)n—l

(A+Kk)u=0, inD (4.1.1)

together with the homogeneous boundary conditions

0
u=0 and a—z =0, ondD (4.1.2)
where v denotes the outward normal vector to 9D (see [22, 81]). Indeed, since u = w—wv,
we have that u satisfies:

(A + E)u = k*(1 —n)w (4.1.3)

and w satisfies (1.2.16) in D. To eliminate w from (4.1.3) we divide by n — 1 and
apply the (A + k?n) operator. Thus we arrive at (4.1.1). The results of this section
can be applied to the same equations in R? as well. For simplicity we assume that
n(zr) —1 > 4§ > 0 almost everywhere, although the following theory also holds true for
n(x) strictly less than 1.

In the variational form, the problem (4.1.1) — (4.1.2) is equivalent to find a function
u € H2(D) such that:

/D - i T (Au+ K u) (A + kne)dr =0, ¥ ¢ € Hi(D). (4.1.4)
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We define the following bounded sesquilinear forms on Hg(D) x HZ(D):

a(u, @) = <ni1Au, A¢>D

ai(u, ¢) == —< n Au, ¢>D — (1u, A¢)

n—1 n—1 D

a2(u7 ¢) = (’I’L ﬁ 1U, ¢)D
Yu, ¢ € H3(D), where (-, - )p denotes the L?(D) inner product. The problem (4.1.4)
is written in the subsequent form:
a(u, ¢) — k*ay(u, ¢) + k'ax(u, ) =0, V ¢ € H3(D).
For n(z) —1 >3 > 0, a(u, ¢) is coercive i.e.
a(u,u) > C||UH?{§(D)

for some positive constant c¢. This result is obtained using the fact that the HZ(D)
norm of a function is equivalent to the L?(D) norm of its Laplacian, as a consequence
of the Poincaré inequality. The coercivity of a(u,¢) implies that & = 0 is not an
eigenvalue of this problem. Furthermore, as(u, ¢) is non-negative.

Using the Riesz representation theorem we define the following bounded linear operators
T: H3(D) — HA(D), Ty : HA(D) — HA(D), Ty : H3(D) — H(D) by:

(u, ) = (T'u, $) g2(p)
) =

a
a1(u, ¢) = (Thu, ¢)H2(D)
az(u, ¢) = (Tou, @) g2(p)

Setting k? := 7 we can write (4.1.4) as a quadratic pencil operator problem:
Tu— tTiu+ 7°Tou = 0 (4.1.5)

Since a(u, ¢), a1 (u, ¢) and as(u, ¢) are hermitian, operators 7', 71 and Ts are self-adjoint.
By definition, T is positive definite. Also, from the compact embedding of HZ(D) in
L?(D), we have that Ty, T, are compact operators. As a result of the coercivity of T
we have that 7! is bounded, and the transmission eigenvalue problem can be written
equivalently in the following form:

u—7Ku+ 7 Kyu =0 (4.1.6)
where K, and K5 are self-adjoint, compact operators and K is non-negative, defined

as [22]:
K, =T'"?TyT7'? and K, =T ""*T,77'2 (4.1.7)
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We use for simplicity in (4.1.6) the symbol u instead of T%/?u following similar
notation in the literature. Note that if U is a separable Hilbert space and A is a
bounded, positive definite and self-adjoint operator on U, we define the operators
AFY2 = I MEV2dE, where dE) is the spectral measure associated with A. It is well

known that A*'/2 are also bounded, positive definite and self-adjoint operators on U,
A712AY2 = T and AV2AY? = A.

Now, the transmission problem can be written in operator form as the linear eigenvalue
problem:

(K- &)U =0, U= (u,7Ky*u)7, & := i (4.1.8)

for the non-self-adjoint compact operator K : H3(D) x H3(D) — HZ(D) x HZ(D),

given by:
K, —K)?
K = 1/2
K, 0

We note here that £ is well posed since 7 = k% = 0 is not a transmission eigenvalue.
The above form is completely equivalent to the quadratic form (4.1.6). Moreover, this
expression of K declares that the transmission eigenvalue problem is non-self-adjoint.
As a result, from here one can see that the set of transmission eigenvalues is at most
discrete with +o00 as the only one accumulation point.

4.1.2| A Galerkin-type method for the direct problem

We adopted a simple Galerkin-type method, based on the weak formulation of the
problem. The main difficulty of our approximation method is that the problem under
consideration is a non-self-adjoint eigenvalue problem.

We assume that {¢;}°, is a set of eigenfunctions of the problem:

9¢i _
61 =0, 5 =0 ondD (4.1.10)

where L is a fourth order elliptic operator. We can use any elliptic operator L. In our
work we adopt the Bilaplacian operator for which the eigenpairs can be easily computed
and the eigenfunctions form a Hilbert basis in HZ(D). For fourth order eigenvalue
problems there are many approximation methods e.g. the Weinstein-Aronjszajn
method [52], based on similar simple Hilbert basis.

Assume now that {¢;}:2, is such a set and any transmission eigenfunction wuy can be
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expanded in this system as:
[o.¢]

up = i (4.1.11)

i=1

which is a convergent series in HZ(D). We approximate uy, by:

(N)

i=1
We enter u,(cN) in (4.1.4) and we use as test functions the eigenfunctions ¢;, i = 1,..., N.

So, the approximate non-linear eigenvalue problem is written in matrix form as:

[AN) — (EN)2BMY) 4 (kM)W e = 0, (4.1.13)
where
A = [ L Apng,
pn(z)—1 dilrg;de
B .— _ n(z) A A 4.1.14
( S wie) A0+ [0 (4.1.14)
(N) ._ n(z) d
o . / ) 0%
are N x N matrices and ¢ = (c1,¢s,...,¢cy), 4,7=1,...,N.

Equation (4.1.13) is a typical quadratic eigenvalue problem [87] and it is completely
analogous to the operator eigenvalue problem (4.1.5). More precisely ANV, BY) C(V)
are self-adjoint and A, CW) are positive definite. These properties of the matrices
follow directly from the properties of the corresponding operators in (4.1.5). Now we
can transform (4.1.13) into a linear eigenvalue problem for a block matrix:

(K™ — ¢ = g, (4.1.15)
where 1
(N) _ (N) (N)\1/2, \T  #(N) .+
U = (c,7"(K5 ) c)’, &Y = W
the block matrix is defined as
N N
g . [ KLY (K5 (4.1.16)
Lm0 N
and
KfN) - (A(N))*l/QB(N)(A(N))*l/Q (4.1.17)
KéN) - (A(N))—l/Qc(N)(A(N))—l/2 (4.1.18)

We underline that any positive semi-definite matrix has a unique positive semi-definite



68 4. Numerical methods for the direct transmission eigenvalue problem

square root [67].

In the sequel, we study the existence and convergence of the eigenvalues of the discrete
problem. The following proposition shows the existence of eigenvalues of (4.1.13).

Proposition 4.1.1. Assume n(z) > 1 for x € D. Then there exist 2N eigenvalues
of problem (4.1.13).

Proof. This result comes directly from the linearized problem (4.1.15), which is a
standard eigenvalue problem for a square 2N x 2N matrix. Thus there exist 2V
eigenvalues of (4.1.13). O

We can deduce an existence result for the case 0 < n(z) < 1, after trivial changes in
the definition of the sesquilinear forms (see also [38]).

In order to prove that the eigenvalues of the discrete problem converge to the cor-
(M) 7 (or
equivalently ¢&) — ¢). But, the main difficulty of our problem is that it is non-

responding eigenvalues of the original problem we have to prove that 7

self-adjoint and we can not apply convergence results for compact and self-adjoint
eigenvalue problems. To avoid this difficulty we use some abstract results for con-
vergence in Banach spaces, [8, 43] where the main tools are based on compactness
arguments and convergence behaviour of isolated eigenvalues.

Let X be a complex Banach space with || || norm and {X,,} be a sequence of finite
dimensional subspaces of X parameterized by n, which will be identified with the
dimension. We introduce the following framework, [43]: II, : X — X are linear
projectors with range X,,, A : X — X is a linear bounded operator, the linear
operators B, : X — X, with range in X,,, are supposed to approximate A. A, is then
defined as the restriction of B,, to X,,. B,, will be called the Galerkin approximations
of Aif B, =1I,A and then A, :=11,A|x, : X, = X,.

Following [8], we introduce the necessary framework for convergence of compact
operators. Let H be a complex Banach space and K : H — H a linear compact
operator. We assume that p is a non-zero eigenvalue of K with algebraic multiplicity
m and that KN) : H — H is a sequence of linear operators which converge in K in
norm as N — oo. Let I' be a circle in the complex plane centered at p which lies in
the resolvent set, which is defined as:

p(K) ={\ € C: (K— \)"!is linear and bounded},

and no other eigenvalues of K are contained in I'. Then, it is proved in [8] that for N
sufficient large, I' C p(K®™)) and counting according to algebraic multiplicity there
are m eigenvalues of K®™ in T'. If we denote these eigenvalues by i1 n, fla.n, - - s fom, N
and if I is another circle centered at p with an arbitrarily small radius, we have that
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HAN, 2N, - - -5 bm,n are all contained in I for N sufficiently large. So we see that
impy o0 ptjn = p for j=1,--- ,m.
Now, we can prove the following theorem, which gives us the desired convergence

result:

Theorem 4.1.2. Figenvalues of the linear matriz problem (4.1.15) converge to the
corresponding eigenvalues of the operator problem (4.1.8) for N — oo.

Proof. We define as X := HZ(D), as Xy := H3(D) y an N—dimensional subspace
of H(D) and the linear orthogonal projectors Iy : Hi(D) — HZ(D) with range
HZ(D) n. We introduce the linear bounded operators:

T(N) = HNT’XN IXN — XN

Tl(N) = HNT1|XN : XN — XN
TQ(N) = HNTZ‘XN : XN — XN-

The matrices given by (4.1.14) expressing our Galerkin approximation correspond to
the linear operators defined above. Also we define

Kl(N) _ (T(N))71/2T1(N)(T(N)>*1/27 (4.1.19)
K2(N) L (T(N))—1/2T2(N)(T(N))*1/2 (4.1.20)

with corresponding matrices defined in (4.1.17)-(4.1.18). Let H := HZ(D) x H(D)
then K : H — H is compact. Moreover, we set

N N
) f ) —(Ké ))1/2
' (KéN))l/Q 0

with corresponding block matrix defined in (4.1.16). K) represents a sequence of
operators which approximate operator K and have the same eigenvalues with the block
matrices (4.1.16). Therefore, we can prove that the eigenvalues of K&V) converge to
those of K if we infer that K™ — K in norm as N — co. From the definition of the
operator norm for a block operator we have:

N N
1K — KM < ||K; — K|+ 2Ky — (K82,

From the form of K; and K\ as products of operators given by (4.1.7) and (4.1.19)
respectively, we have:

1Ky — K| = |7 P2 — (1 00) 2 () 12

SH(Tfl/2 _ (T(N))fl/Q)TlelﬂH+’|(T(N))71/2‘|HT1(T71/2 _ (T(N)),l/g)H
N _
+ 1170 = T NNE )~ P
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The sequence (T (N ))_1/ 2 is uniformly bounded and pointwise convergent, T} is compact

1/2

and self-adjoint and T~/¢ is self-adjoint. From the result that multiplying by a

compact operator on the right converts a pointwise convergent sequence of bounded
operators into a norm convergent one [51, p. 108], we infer that

(T2 = (T VT T2 = 0
and

[T TRTUT 2 = (TW)2)|| = [[(TO) T2 = (TN) )T | = 0.

—-1/2

Since T} is compact and (7)) is uniformly bounded we deduce directly that

N _
(T = T IH(T )22 = 0.

So, we conclude ||K; — KfN)H — 0. Using the same arguments for the operators K,'*
and (KéN))I/ 2 having a similar structure with K, and K"V respectively, we deduce

that [|K3/% — (KSV)1/2|| = 0. So, the desired convergence result follows. O

Numerical methods for transmission eigenvalues

The problem of computing transmission eigenvalues has attracted many researchers
since 2010 and the main effort has been focused on developing numerical methods for
accurate computations. This problem is very challenging since its neither linear nor
self-adjoint (as it is shown in the previous section). As a result, all numerical methods
for the problem have been established very recently.

Most of the existing numerical methods are developed for the case of transmission
eigenvalues corresponding to scattering for inhomogeneous media (i.e. scalar Helmholtz
equation). In [38] Colton, Monk and Sun firstly proposed three finite element methods
namely Argyris, continuous and mixed, to compute transmission eigenvalues for several
domains. The first numerical method which was supported by rigorous convergence
analysis, was introduced by Sun in [83]. After that, most of the numerical methods for
transmission eigenvalues are based on finite element methods, where convergence issues
have also been considered (see [25, 27, 58, 61, 62, 71, 90, 93]). In [46], Geng et al. used
the discontinuous Galerkin method with C° Lagrange elements to solve the interior
transmission problem, which is easier in implementation than classical finite element
methods. An and Shen have developed spectral-Galerkin and spectral-element methods
in [6] and [7] respectively. Moreover, some integral-based methods are considered in
[24, 60, 66, 68, 95]. The vector case, that is computation of transmission eigenvalues
for Maxwell’s equations, is examined in [59, 75, 85, 96].
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The computational method that we establish has several advantages. Since it is based
in the equivalent fourth order formulation, the zero eigenvalue is naturally eliminated.
Moreover, due to the easily constructed Hilbert basis, it is simple in implementation.
Also, we can calculate as many real and complex eigenvalues as we need at the same
time. Of course, our method is not that accurate compared to other methods, but it
can be useful for the numerical solution of the inverse problem which is the subject of
the following chapter.






NUMERICAL METHODS FOR THE
INVERSE TRANSMISSION EIGENVALUE
PROBLEM

In this chapter we present numerical results for the inverse transmission eigenvalue
problem [48]. We use the Galerkin method, as described in the previous chapter,
and pose the inverse eigenvalue problem for a piecewise constant index of refraction
n(z). We first investigate the case of a spherically stratified medium in R*. We also
propose a Newton scheme for the general piecewise constant index problem. In all cases,
since there does not exist a general uniqueness theory for the inverse spectral problem,
we assume that we have situations where all the original and known transmission
etgenvalues are well separated and the computed eigenvalues are very close to the
corresponding original eigenvalues. We mention that in the next subsections we examine
examples of problems where this assumption has also been checked analytically.
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The inverse problem for spherically stratified domains

We consider the inverse problem of reconstructing the unknown refractive index from
transmission eigenvalues. We examine cases where the domain is spherically stratified
in R? (where the term spherically stratified can be used for domains in R?* and R?
without loss of generality). The following computational methods can be applied for
domains in R? as well. The numerical solution of the inverse transmission eigenvalue
problem has been investigated very recently. Some works concerning the reconstruction
of the refractive index using the lowest eigenvalue are considered in [6, 18, 19, 49, 84, 85].
In these works, authors are focused on using only the first real transmission eigenvalue
and a Faber-Krahn-type inequality [40] to provide a lower bound for the refractive
index.

5.1.1| Circular domain

Let D be a circular domain of radius r with constant refractive index n(x) = n. It is
well known that we can recover n from the knowledge of only the first transmission
eigenvalue, [14]:

Theorem 5.1.1. The constant index of refraction n is uniquely determined from the
knowledge of the corresponding smallest transmission eigenvalue ky , > 0 provided that
it is known a priori that either n>1 or 0<n < 1.

We use this result to reconstruct the refractive index for unit disks. We can analytically
compute the eigenvalues and eigenfunctions of the clamped plate (4.1.9)-(4.1.10), and
the transmission eigenvalues. The first transmission eigenvalue is the lowest positive
value for which [30, 40]:

Jm(kr) T (ky/nr) _ _
det( T ) T (o) ) =0, m=0,1,... (5.1.1)

where J,, are the Bessel functions of the first kind. This relation can be derived
from separation of variables for the Helmholtz equations (2.1.1), (2.1.2) defined in
the ball of R? with radius 7. Using root finding software we can compute the lowest
real transmission eigenvalues ko from (5.1.1). The distribution of the determinants as
functions of k for a unit disc with n = 6 is shown in figure 5.1.
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Figure 5.1: Distribution of real transmission eigenvalues for n = 6 and m = 0,1,2,3
respectively

Now we construct the basis {gbz}gl) for the problem (4.1.9) — (4.1.10) with L = AA.
In polar coordinates the eigenfunctions u; for one p are linear combinations of

Ji(pr) cosif, J;i(ur)sinid, I;(pr)cosi6, I;(ur)sinid,

where I; are hyperbolic Bessel functions. The eigenvalues can be computed from the

relation:
Ji(kr) Jl(kr) .
det v =0 =0,1,... 5.1.2
¢ ( L(kr) I(kr) C TR (5.12)

We constructed a basis with 20 eigenfunctions, {¢;}?, and computed the 20 x 20
matrices AN, BN CN) for r = 1. We used the Matlab function polyeig with step
0.01 to solve the direct quadratic eigenvalue problem (4.1.13) for different values of n
in the intervals [0.01,0.5] and [2,21], and the results are shown in table 5.1.

Table 5.1: Reconstructions for constant index of refraction

original n  first eigenvalue ko error |kg — k(()N)\ estimated n*

1/10 4.0992 6.05 x 1074 0.10
1/3 7.20401 0.0060 0.33
3 4.15924 0.0027 3.01
6 1.84972 5.81 x 1074 6.00
10 1.29630 1.91 x 107* 10.00
12 1.16612 1.53 x 10~* 12.00
20 0.88154 9.47 x 107° 20.00

Using only the lowest transmission eigenvalue and a few eigenfunctions of the clamped
plate we can estimate n very well by minimizing |k((]N) — ko| by simply considering
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4 T T T T T 35

25r

error [ky-| N|
=
u1 N
error |k04ky|

-

o
2]

o

. . . . . I . . .
0.1 0.2 0.3 0.4 0.5 0.6 0 5 10 15 20
refractive index n refractive index n

o

error [ky=Kg|

w
T
error [k;-| N|

I 7 n . . n .
0 5 10 15 20 0 5 10 15 20
refractive index n refractive index n

Figure 5.2: Plots of the |kg — k:(()N)] versus n for original n =1/3, n =3, n =12 and n = 20
respectively

kN = kéN)(n). Some plots of the error |k;(()N) — ko| versus the index n are shown in
figure 5.2. We see that the error is minimized for estimated index very close to the
original one which corresponds to the analytically known first transmission eigenvalue.
We also tested the method adding a small error to the transmission eigenvalue and
the reconstructions where also accurate.

In [49], authors develop a numerical method to estimate an unknown constant refractive
index from the first transmission eigenvalue. In this method, when the domain is a
disk with constant index the reconstructions are accurate but for larger values of n the
approximation of the lowest transmission eigenvalue is not precise enough ([49, figure
2]). With our method, we observe that the as n becomes larger the error \k:(()N) — ko|
becomes smaller and the reconstructions are accurate as it is shown in table 5.1.
Moreover, to demonstrate the above considerations we plot the error versus the values
of n for n € [2,50] and the result is shown in figure 5.3.
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Figure 5.3: Reconstructions of a constant refractive index in a disc and the corresponding
relative error

5.1.2

Domain with two layers

We choose D to be a disc of radius » = R, but we now assume that the refractive

index is a piecewise constant function with different values at each layer:

n(r): n, 0<r<mnr
ng, M <r<Rr

The original transmission eigenvalues are analytically computed from the equation:

Figure 5.4: A disc with two layers

I (kR) 0 Im(ky/M2R) Ny (ky/n2R)

J;n(kr)|,.:R 0 J;n(k\/”iﬂ)‘r:R Nr,n(k’\/ﬁﬂ”r:l% =0 (5 1 3)
0 I (ky/mrr1) T (ky/Mar1) Ny (ky/nary) o
0 T (k/mar)fmry T (ky/mar)ly=r, Ny (ky/mar)|r=r,
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for m =0,1,..., where N,, are Neumann functions and r; is the inner radius. This
relation is completely analogous with (5.1.1). The eigenfunctions of the Helmholtz
equations (2.1.1), (2.1.2) are linear combinations of Bessel and Neumann functions
since the domain is spherically stratified. Using root finding software we compute both
real and complex transmission eigenvalues.

The main idea of the inverse problem is the following. We assume that in all cases
we know the position of each eigenvalue in the spectrum and we minimize the error
Sy \ng) — k;| considering that the computed eigenvalues are functions of (nq, ng, 7).
We examine two different problems; first having the knowledge of the lowest real
transmission eigenvalues and afterwards using both real and complex transmission
eigenvalues.

| 5.1.2.1 | Reconstructions using only real transmission eigenvalues

We have reconstructions using as test data the first 4 real transmission eigenvalues for
examples in the range 0.1 < r; <1 and 5 < ny,ny < 20. In this case, the refractive
index is not close enough to n(x) = 1. From numerical computations we have that
complex eigenvalues with small modulus do not appear and consequently we can use
as first eigenvalues only real eigenvalues.

We used the same basis {¢;}?, as in constant index case and we computed the
AN BN CN) matrices for 0.1 < r; < 1 with step 0.1. We solved the direct problem
using Matlab function polyeig for 5 < ny,ny < 20 with step 0.1 and constructed a
database of eigenvalues EWN) for all possible combinations between ny,ny and r;. The
algorithm for the inverse problem is based on minimizing the error between the lower
real transmission eigenvalues and the computed eigenvalues. Minimizing the error
S ks — ki(N)|2 for [ =4, we reconstruct n(z) with relatively good accuracy as we
can see in table 5.2. We mention here that we used the inner radius as an unknown
parameter. So, the method can cover cases where the exact size of the layer is not
known. We note that some reconstructions in table 5.2 are more accurate than those
in [48, table 2], since we used a larger basis for the Galerkin method.

There are cases where the reconstruction of the unknown index is not successful.
For example the index (19,5,0.7) is reconstructed as (9,15.3,0.4). This problem is
circumvented if we use more transmission eigenvalues. Indeed, if we use as test data the
first 8 transmission eigenvalues instead of 4, the index is reconstructed as (19,5.9,0.7)
(see figure 5.5). We notice that the non-successful reconstructions correspond to
refractive indices with relatively large jump between the layers. To validate this result,
we consider the inverse problem for indices with r; = 0.7 and values ny,ny € [5,19]
such that ny + ny = 24 (for example (5,19), (6,18),...). We solved the inverse
problem using 4 and 8 eigenvalues respectively. The results are demonstrated in figure
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Table 5.2: Reconstructions for piecewise constant index of refraction using only real trans-
mission eigenvalues

(n1,n2,71)

analytic t.e. {ko, ki, ks, kg}

approximate {k§, ki, k3, k3 }

(n, n5, 1)

(514 0.1)
(16 8 0.2)
(185 0.3)
(717 0.4)
(135 0.5)
(5 8 0.6)
(10 8 0.7)
(1311 0.8)
(6 13 0.9)

1.0916, 1.4019, 1.7279, 2.0480
1.3121, 1.8406, 2.3058, 2.7321
1.3787, 1.8635, 2.6059, 3.3562
1.1847, 1.4027, 1.6352, 1.8894
1.4957, 1.7336, 2.1694, 2.6974
1.7889, 2.2483, 2.6654, 3.0329
1.3716, 1.7304, 2.1086, 2.4934
1.1487, 1.4884, 1.8248, 2.1547
1.5885, 2.0239, 2.5120, 3.0009

1.0915, 1.4028, 1.7290, 2.0495
1.3108, 1.8538, 2.2972, 2.7175
1.4699, 1.8619, 2.5485, 3.3044
1.1743, 1.4186, 1.6368, 1.8814
1.4654, 1.7104, 2.1691, 2.7361
1.7612, 2.2483, 2.6766, 3.0430
1.3723, 1.7309, 2.1098, 2.4955
1.1472, 1.4872, 1.8242, 2.1550
1.5849, 2.0260, 2.5124, 3.0014

(7.9 14 0.1)
(17.2 8.1 0.2)
(14 5 0.4)
(7.6 17.3 0.4)
(145 0.5)
(5.0 8.4 0.6)
(10.0 8.0 0.7)
(13.0 11.1 0.8)
(5.9 15.4 0.9)

5.5. Nevertheless, the numerical method we presented above can be useful in many

applications such as non-destructive testing of materials because it can completely

estimate the unknown index using only a few transmission eigenvalues.
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refractive index nz and no*
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22
* O original n B 20} * — B
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© 1 18t o 1
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¢ 1 14 o i

+ a 5 6
& 1 212 5 1
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refractive index n1 and ny*

Figure 5.5: Reconstructions for 7y = 0.7 using 4 eigenvalues (left) and 8 eigenvalues (right)

| 5.1.2.2 | Reconstructions using both real and complex transmission eigenvalues

In the case when n(z) is closer to 1, more complex transmission eigenvalues arise

as it is shown in theorem 2.4.1. For more information about complex transmission

eigenvalues we refer to section 2.4. Note that since n(z) has to be real, the complex

eigenvalues must appear in complex conjugate pairs. Using root finding software and

contour plots we compute the eigenvalues from the equations derived from separation

of variables (5.1.3). The transmission eigenvalues with the lower modulus for the

refractive index (5,2,0.1) are shown in figure 5.6.
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Figure 5.6: Contour plots of the determinants for n; =5, ng =2 and r; = 0.1

Table 5.3: Reconstructions for piecewise constant index of refraction using both real and

complex transmission eigenvalues

(n1,n9,71) analytic t.e. {ko, k1, ko, ks} approximate {kg, k], k3, k3 } (ny,nb,ry)

(520.1) 2.4965+40.9904i, 3.83314+1.05491, 2.4450+0.9839i, 3.8243+1.0543i, (4.5 2.0 0.2)
5.0181+1.0370i, 5.34224+0.66621  5.0163+41.0480i, 5.25584-0.6727i

(430.3) 2.3183+0.74235i, 3.7319+0.4273i, 2.3135+0.7357i, 3.7259+0.4588i, (4.2 3.0 0.3)
3.8728, 4.0985 3.8397, 4.1180

(240.5) 2.431740.6964i, 3.57684+-0.57091, 2.3847+0.7374i, 3.5806+0.5381i, (2.4 3.5 0.4)
3.9082, 4.1101 3.9076, 4.1165

(530.6) 2.296640.7428i, 2.8845, 3.1834, 2.2827+0.7408i, 2.8600, 3.1933, (5.1 3.0 0.6)
3.2932 3.2845

(240.7) 2.425740.6292i, 3.75454+-0.61361, 2.3969+0.6496i, 3.6879-+0.6052i, (2.1 3.9 0.7)
4.96424-0.4386i, 5.0402 4.90514-0.4229i, 5.0442

(360.8) 2.22024-0.4778i, 3.0247, 3.6685, 2.2063+0.5026i, 3.0612, 3.6779, (3.0 6.0 0.8)
3.7963 3.8045

(620.9) 2.0212, 2.4177, 2.738240.4470i, 2.0344, 2.4250, 2.7187+0.4648i, (6.0 2.6 0.9)

2.9295

2.9778

We used the same basis {¢;}?%, and solved the inverse problem for 2 < ny,ny < 6 with
step 0.1 and 0.1 < r; <1 with step 0.1. Minimizing the error

l

3" (IRek: — Rek™ P + [Imk; — Imk™?)

=1

we reconstruct the index n(x).

As we can see in table 5.3, we have reconstructions of n(z) with good accuracy in
the case when the index is close to 1. Note that in this case, if we use the first 4 real
transmission eigenvalues the reconstructions are not satisfying enough. For example
the index (5,2, 0.1) is reconstructed as (2.5,2,0.3). That is the reason why we treated
this case individually. This result is important because from this numerical method we
can see that both real and complex eigenvalues carry information about the refractive
index.
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A Newton-type method for the inverse problem

We now propose an algorithm for estimating the unknown index of refraction for
domains with two or more layers. The main advantage of this method, beside the
fact that it can be used for more general domains, is that we don’t have to pair the
analytically known eigenvalues with the numerically estimated correctly according to
their position on the spectrum, in the complex plane.

We suppose that D C R? is a spherically stratified domain with k—layers such that
D =UF_D; and {0D;}F_, are concentric circles.

Figure 5.7: A disc with k-layers

The unknown piecewise constant index of refraction n(x) is given by:

ny, T € Dy
n(z) =4 :

ng, T € Dy

We assume that n(z) > 1. The transmission eigenvalues are the zeros of the determinant
of a 2k x 2k matrix, analogous to (5.1.3), which can be obtained using separation of
variables.

We can solve the corresponding inverse quadratic eigenvalue problem (4.1.13), using
a Newton method [44]. We can write the N x N matrices AN, B™Y) ™) in the
following form:

A, (5.2.4)

BF)) (5.2.5)
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vey

=1

2.
p— 1 (5.2.6)

where:
A= [p, ApiAGsdx, BIY = [, Agigdx, BfY = [, ¢iAgydx and Cy = [, ¢icydx, for
i,j =1, -, N. From the analysis of the previous chapter we have that {4,}%_,, {(B"+

(2))}511, {C)}, are symmetric and {A;}F_, are positive definite. Also if we set
a; :=1/(n; — 1) then (5.2.4)-(5.2.6) can be written as:

k
= ZalAl (527)
=1
k
-y BY +Za O 4 p®) (5.2.8)
=1 =1
k k
cW) = Z C) + Z a;Cy (529)

=1 =1
Now the inverse problem has the following form:

given a set of transmission eigenvalues S = {u, "1, find scalars {a; }F_ 1 whzch are such
that the pencil P(\) = MO+ \2BW) 4 AWN) has spectrum o(AN), BNV) 0 = S,

We used a modification of an algorithm designed for higher degree matrix polynomial
inverse eigenvalue problems in [44], adapted for the special case of our quadratic
problem. We denote a = (aj,as, - ,a;) the set of the unknown coefficients. The
main idea of this Newton-based iterative method is solving the non-linear system

fa) = (fi(a), -, fu(a))" = (0,---,0)" where:

k k k k k
fi(a) = det [pj‘ (Z C + Zm@) + (Z Bz(l) + Zal(Bz(l) + BI(Q))> +) alAl]
=1

=1 =1 =1 =1

rather than minimizing a cost functional like

which was our first approach for the problem.

With the previous method we had to pair \;(a) with p; correctly in each iterative
step. With the new method this problem is circumvented. This result is crucial in
applications because we can estimate the unknown n(x) using eigenvalues for which
we do not know the exact position in the spectrum of the transmission problem. This
could happen if our eigenvalues were derived from scattering data in a specific interval
of wave numbers.

When the number of layers is equal to the number of the eigenvalues, the inverse
problem is reduced to the special case of solving a system of non-linear equations.



5.2. A Newton-type method for the inverse problem 83

When £ is less than the number of eigenvalues (and thus number of equations), we
have an overdetermined system of equations and the inverse problem corresponds to
an unconstrained minimization problem [42]. In this case, the subject of minimization
is the functional:

;fi(af

where the residual function f : R¥ — R is non-linear at a. The corresponding
iterative method is a Gauss-Newton method, which has the advantage that second

N —

min g(a) := ;f(a)Tf(a) =

aERF

derivatives which have a large computational cost are omitted. The rate of convergence
of the Gauss-Newton method depends on the relative non-linearity and the norm size
of the residual at the minimization point ([42, theorem 10.2.1]).

5.2.1| The algorithm

In the following, we describe the main steps of the Newton-type iteration method.

The Newton method
Input

e the set of {4}, {Bi}r,, {Ci}F, of N x N matrices.

e an initial estimate of a(®) = (ago), a, .. ,a,ﬁo)) of the unknown {a;}_; set.

o the set S = {y;}¥_ | of transmission eigenvalues.

Output
At convergence the method produces a vector of the unknown {a;} which are such
(AN BN) 0(N)) = 5.

The Iteration

1. Choose a starting value a(® for the vector of the unknown coefficients

2. form=0,1,---
a) compute the Jacobian J(a™) and the function f(a™)) by the algorithm
below

b) solve the system: J(a™)¢0m™ = — f(al™) for £m)

c¢) compute the new estimate of the coefficients vector a1 = £0m) 4 q(m)
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d) stop if ||£0™)]] is sufficiently small

end loop (2) (m—loop).

Computing the Jacobian
Input

e the set of {A;}F,, {Bi}r,, {C1}E, of N x N matrices.

e the k—vector of a™ of the coefficients resulting to the m** iteration step of the
Newton method.

e the set S = {;}¥_, of transmission eigenvalues.
Output

e the function f(a(™)

e the Jacobian matrix J(a™) with il*" component Jf;(a™)/0aq
The algorithm

1. foreachi=1,2,---  k
a) compute the N x N matrix
H = N? (Zle Ci+ Zf:l alCl) + sz (Zle Bl(l) + Ef:l al<Bz(1) + BZ(Q)))
+ 30w

b) use LU or QR factorization to triangularize H and then compute f(a™)
as the product of the diagonal elements of the triangle

c) foreachl =1,2,--- k
i. compute the N x N matrix:

1 1
D =y} ( S Ci+ b ajCj) + 4 ( >k B](' '+ Y aj(B](' I+
2
Bg(' ))> + Z?:l,jyél a;A;
ii. use the QZ (Generalized Schur decomposition) algorithm to find matri-
ces Q and R with determinant unity which simultaneously triangularize

the pair A; + u?(Bl(l) + BZ(Q)) + utCy, D

iii. denote as (v, 3;)Y, the pairs of the diagonal elements of the QZ trian-
gular matrices

iv. determine the number of non-zero «;
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v. relabel (a4, ;) so that a1 = pio = =an =0

vi. set:

[T@™)], = (M1 8:) Siy @ TEL alaf™a; + )

il
end loop (c) (I-loop)
end loop (1) (i-loop).

Remark 5.2.1. Note that this algorithm requires the same number k of known trans-
mission eigenvalues and layers. In the case where the number of layers is less that the
amount of transmission eigenvalues, the Jacobian matriz of step (c)-vi is not square
and then the system (2)-b can be solved using the generalized inverse of the Jacobian
matriz, or using a Tikhonov-type inversion method.

5.2.2 | Numerical examples

In the following examples we test the algorithm in domains with two or more layers,
using as input data a set of transmission eigenvalues. We also compare our method
with other minimization routines of Matlab and Mathematica. All computations are
performed on an regular intel core i5 laptop.

| 5.2.2.1 | Domain with two layers

We have tested the algorithm for the simple case of spherically stratified domain
with two layers where the position of the discontinuity is known. We used a set of
8 x 8 square matrices A, B,C in the form (5.2.7), (5.2.8) and (5.2.9). The set S
of the 16 real and complex eigenvalues was computed numerically from the pencil
P(\) = MC + M\?B + A, using Matlab function polyeig.

Example 5.2.2. We consider a unit disc with two layers and piecewise constant
refractive index with values 12 and 6 respectively. The position of the discontinuity is
at r = 0.8. The results are shown in the following table:

(n1,n9) initial guess tol reconstruction steps res. norm

(12,6)  (9,9) 105 (12.000,5.999) 6 108

We note that the norm of the residual vector is large since the determinant of N*C +
AN2B + A is highly non-linear at . The norm becomes remarkably smaller if we
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use arbitrary precision rather than the default double precision floating point for the
computations (see for example [1]).

We also estimate the rate of convergence of our Gauss-Newton method by computing
the slope of the line that fits the error at step n+ 1 and n respectively.

error at step n
T T T

error
— — — convergence rate model

10

-20-

e

log abs error at step n+1

. . . .
-25 -20 -15 -10 -5 0
log abs error at step n

Figure 5.8: Rate of convergence for example 5.2.2

The slope of the red line in figure 5.8 indicates that the algorithm converges with rate
1.13.

Example 5.2.3. We consider a unit disc with two layers and piecewise constant
refractive index with values /2 and 12.31 respectively. The position of the discontinuity
is at r = 0.2. The results are shown in the following table:

(ny,ng) initial guess tol reconstruction  steps res. norm
(v2,12.31) (8,8) 1079 (1.4142,12.310) 7 107

The slope of the red line in figure 5.9 indicates that the algorithm converges with rate
1.04.

Analytically computed transmission eigenvalues:

We also tested the algorithm using as input data the first 6 analytically computed
transmission eigenvalues from separation of variables (5.1.3). For the minimization
problem, we used a set of 20 x 20 square matrices. If we use smaller matrices (i.e. a
smaller basis for the Galerkin method) the reconstructions are not satisfying. This is a
direct consequence of the convergence theorem 4.1.2 of the matriz problem. The results
are shown in the following table.

(ny,ng) initial guess tol  reconstruction steps res. norm
(12, 6) 9,9) 105 (11.922,6.524) 25  10%
(v2,12.31) (8,8) 105 (3.189,12.508) 15  10%
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error at step n
T

4 5 6 7
stepn
- 0
by
= —
= error o
5 -10- |~ — — convergence rate model o
@ -7
Q -
5 P
° -20- -
7] =
Fel —
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j=2
S 3 . ‘ ‘ .
-25 -20 -15 -10 -5 0

log absolute error at n

Figure 5.9: Rate of convergence for example 5.2.3

Other minimization routines:

We compare our minimization method with the Matlab 1sqnonlin and Mathematica

FindMinimum routines.
complex eigenvalues.

Table 5.4: Reconstructions for example 5.2.2

method initial guess
Gauss-Newton (9,9)
lsqnonlin (9,9)
FindMinimum (9,9)

reconstruction steps elapsed time
(12.000, 5.999) 6 0.41 sec
(11.999,6.000) 139 21.04 sec
(12.000, 6.000) 8 2.41 sec

Figure 5.10: Minimization with FindMinimum for example 5.2.2

Table 5.5: Reconstructions for example 5.2.3

method initial guess
Gauss-Newton (8,8)
1sgnonlin (1.5,8)
FindMinimum (1.5,8)

reconstruction steps elapsed time
(1.414,12.310) 7 0.39 sec
(1.414,12.309) 9 1.45 sec
(1.414,12.310) 10 2.17 sec

We used 8 x 8 matrices and the corresponding 16 real and
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We note that for example 5.2.3, the other methods did not converge when we used as
initial guess the values (8,8).

Figure 5.11: Minimization with FindMinimum for example 5.2.3

| 5.2.2.2 | Domain with more than two layers

Next, we implement the algorithm for domains with more than two layers. We consider
a unit disc with five layers with width 0.2 and we compute the corresponding matrices
using (5.2.7), (5.2.8) and (5.2.9). We used 8 x 8 matrices and the corresponding 16
real and complex eigenvalues. For the inverse problem, we do not assume that the
position of each layer is a priori known. This method can be useful in applications
such as testing of materials, where the inner structure of the domain is not known.

Example 5.2.4. We consider a unit disc with five layers and piecewise constant
refractive indexr with values (15.2,5.3,19.2,18,8.3) at each layer respectively. The
results are shown in the following table:

(n1,n2,n3,n4,n5) initial guess tol reconstruction steps
(15.2,5.3,19.2,18,8.3)  (10,10,10,10,10) 105 (15.200,5.299,19.200, 17.999,8.300) 6

Example 5.2.5. We consider a unit disc with two layers and piecewise constant
refractive index with values 5 and 8 where the position of the discontinuity is at r = 0.6.
We tested the algorithm assuming that the unknown index has at most five layers. The
results are shown in the following table:

(n1,n2,n3,n4,n5) initial guess tol reconstruction steps
(5,5,5,8,8) (6.5,6.5,6.5,6.5,6.5) 1075 (4.999,5.000,4.999, 8.000,8.000) 7

We see that we can recover the position of the discontinuity as well.

We also tested the algorithm for the above piecewise constant refractive index, using
as input data the first 6 analytically computed transmission eigenvalues and a set of
20 x 20 matrices. The reconstruction is shown in the next table:
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(n1,n2,n3,n4,n5) initial guess tol reconstruction steps
(5,5,5,8,8) (6.5,6.5,6.5,6.5,6.5) 1076 (5.279,4.721,5.408,7.915,8.038) 12

From this example we confirm that we can recover the qualitative properties of the
unknown refractive index using original transmission eigenvalues as well.

5.2.3 | Generalization of the method for non-spherically stratified domains

We can apply the previous method to any bounded and simply connected domain

D CcR? D=U"D;, D;ND;=0,i+# j, where the index of refraction is piecewise

constant:

ny, x € Dy

n(x) =< :
N, T E Dy

The final scheme and the algorithm is the same, the only difference is that the integrals
in matrices given in (5.2.4),(5.2.5) and (5.2.6), are defined on the corresponding
domains D;, i = 1,...,m. We assume that the exact geometry of subdomains is
known.

Example 5.2.6. We give an example of a disc with two inner elliptical layers with
equations (2x)* + (5y/4)* = 1 and (4x)* + (5y/3)* = 1.

Figure 5.12: A disk with two elliptical layers

We tested the algorithm using 8 X 8 matrices and 16 eigenvalues and the reconstruction
is given in the following table:

(ny,n9,m3) initial guess tol  reconstruction steps
(12.2,2.3,87) (6,6,6) 10°°  (12.199,2.299,8.700) 7
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Figure 5.13: A disc with a peanut-shaped inclusion

Example 5.2.7. We consider a unit disc with a peanut-shaped inclusion with equation

4(sin” @ — cos® 0) /5 in polar coordinates.
We used 8 x 8 matrices and 16 eigenvalues and the reconstruction is shown in the

following table:
steps

initial guess tol  reconstruction
1079 (6.199,18.100) 6

(nhn?)
(6.2,18.1) (12,12)

Remark 5.2.8. The Newton method we used in the above examples provides accurate
The

reconstructions for simple domains with piecewise constant refractive index.
application of this method to more complex domains with arbitrary geometry and the

corresponding error and stability analysis is a worthwhile future task.
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Representation of co;19

From equation (2.3.57) we have

ol+1 2
Col+2 (+3/2) = a/ t)dt
Vral-1/2 o dr 2\/

f)dtslds + & /tm )dt (A.1.1)

slds

r=a

_/ 2y/as Jo
We compute:

“/oai (2\% /O\/Etm(t)dt>

Tj’ds :a/o STZ(\/\/__) slds

_/4a83/2/ Ctm(t)dts'ds (A.1.2)

We make the change of variables y = /as, ds = 2y/ady and 0 < y < a and hence:

o[ o [ Oy [ i

Furthermore, the domain of integration for the double integral in the right hand side
of (A.1.2) is:

D={(t;s): 0<t<+as and 0<s<a}={(t,s): 0<t<a and t*/a<s<a}

So, if we interchange the orders of integration we compute

_ / e 3/2/ tm( Ydts'ds= —a t2/a/ T(as) 3/2 m(t)s'dtds

= — dsdt
/ 2/a 4(as)3/2 mit)s'ds

a t t a
= —a m(?) / 124 sde
t2/a

o 4a3/?

a tm(t) aH—l/Q t2(l+1/2) d
= — — t

o 4a’? \l+1/2 a*1/2(1+1/2)

—aql

a 1 a
S st A S— / £ 2 (1) dt
2021 + 1)/0 mOdt+ S e o )

(A.1.4)
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A change of the orders of integration for the second term of equation (A.1.1) implies:

atm(t) ¢ i
/ Noh £)dt slds z/ 2\[ /t%s dsdt
a tm l+1/2 tQ(lJrl/Q)
_— dt
/ <l+1/2 al+1/2(l+1/2)>
_la a l a
= tm(t)dt 7/152”2 t)dt
1 MOt e,
(A.1.5)
Thus, by substituting (A.1.3)-(A.1.5) into (A.1.1) we conclude
mal~! 1oy at a
= {22 tdt—i/t t)dt
1 a a l a
— [ 2*2p(t)d /t t)dt 7/ 2 2m () dt
+2(21+1)al+1/0 m(dt = 57 f, Ot Gy ), )
L ra
+T / tm(t)dt]
2 Jo

_ ma'”! L, ! P / 242, (1)t
T (14 3/2)) [\ 20 T 2020+ 1)attt T (204 1)att ) Jo
a’ ld! at\ e
_ — — tm(t)dt
+< 220 + 1) 2l+1+2>/0 m{?) ]

-1 1 a
___ ™ / t2l+2m(z€)dt}
(2l+1F(Z+3/2))2 a1l Jo
s

T @2 (2410(1 + 3/2))° /0 ()t

end representation (2.3.58) is proved.
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The discontinuous Goursat problem

From the representation (2.3.53), we have:

G(r,s,k) = —2\% /Omt(n(t) ~1)dt

_\5:_3 /1 Vil /0 e {n(m _ 1] e (tr, jk:) dtdr  (A.2.6)

where G is the unique solution of the Goursat problem (2.3.50)-(2.3.52), for 0 < s <
r <1

Now, we assume that the refractive index n(r) is discontinuous at d € (0,1), and
satisfies the jump conditions (3.1.2)-(3.1.4). We examine how the discontinuity of the
refractive index affect the Goursat problem.

If we differentiate (A.2.6) with respect of r, we get:

G,(r,s) = —’1\\//; (n(vrs) —1) + M’;m/oﬁun(t) —1)dt

ks 1\/7"_/57 {n(r\/ﬁ) - 714] G <T\/E, \/:_S> dr

2

k? Vs \/? s? T /3
S t S A e (ft \/>t> dt
2,/rs3/2 /o [n( s > r? s Vr
k2 \/T/s TS 5
+7/ / Tt
2y/sr3/2 J1 0

Now, since n(r) is discontinuous at r = d, using the jump condition (3.1.2) and (A.2.7)
we conclude that:

n(tr) — 714} G (r, j) dtdr.  (A.2.7)

G (1, 8)| yrs=a+ = Gr(1,5)| frsma— — ]11\\//;(@ — )n(d™)

and hence G,.(r, s) is discontinuous at /rs = d.

With the same arguments, we differentiate (A.2.6) with respect of s and we have:

Gy(r,s) = —’f\g (n(vrs) = 1) + 4\/];;/2 /O\/Et (n(t) —1)dt

—k;T Vi n(rvrs) - :4] G (n/E, \/:_3> dr

1

K2 (Vs \/? s° \/? \/?
oy ! [”( S A OO
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k2 r/s R
BV
2,/rs32 )i 0

Using again the jump condition (3.1.2), we obtain the following discontinuity relation

for Gs(r,s), at \/rs = d:

n(tr) — 714] G <t7' ) dtdr. (A.2.8)

G 8) | reas = Gl e = = ().

For the second order derivatives, we differentiate (A.2.6) twice with respect of r and
compute:

Grtrs) =¥z (i) =1) = St () = 5 ) = Fowvm

4y3/2

3k [
- t(n(t) — 1)dt
Werz MLOREY

+k22j /1\/7%7 {n(T\/E) - H G <T\/E, \/:_5> d

ey R A B (R

—Zﬁ /\/7 /f Tt [n(w) - ﬂ G (tT, t) dtdr

\/—1 { (7’ n(Tv/rs)— ) l G, <T\/_ \/_> +Gy (7’\/_ \/_ﬂ
+7G (T\/E, \/F> [7'4 (7' rsn'(Ty/rs) + n(r\/ﬁ)) — 1} } dr

i) e (o () e (Vo o) e (V)
+G< ﬁ)<r3t’(\[)+r Sn(\/?)—l—iﬁ \/D}dt (A.2.9)

Since both n and n' appear in the above equation, we use conditions (3.1.2) and

(3.1.3) as well. We have the following discontinuity condition for G,,, along the curve

s =d:

G (7, 8)| yrsmat = Grr(T, s)]\/ﬁ:d—];:(a_l—l)n'(d_)%—]in(d_) (ﬁ(a —-1)— Sb)

and 12
Grr(ﬁ 5)‘r:d+ = Grr<r7 S)'r:d— - ?(CL - 1)n(d7)G(d77 8)

for r =d.
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With analogous ideas, we differentiate (A.2.6) twice with respect of s and arrive at:

Gulrs) =3 (v7s) — 1) + 55 Gl ntr) = &) = v
—J;iﬂ/oﬁt(n(t) ~1)dt
—i-k;; /1\/7/87 [n(T\/E) — 714} G <T\/E, \/:_S> d

i [ () - e (Ve o
_zj‘i/? /\/7 /OW Tt [n(tr) - 14} G (tT, t) dtdr
Vil {\/_(T n(ry/7s)— )[ZG (w_ \/_>+G (w— \/_)1

431 74

#7675, VI ) [ (rsul o) 4 alrv/9) 1] far

g (=t () e (Vo2 v (V)
+G<\f f)(?’tn ([)Jrr Sn(\/?)—l—?)s \/D}dt (A.2.10)

Finally, by applying the jump conditions in (A.2.10) we conclude that:

Gos(1, 8)| frsmar = Gos(1,8)| rsma—— k; (a” 1_1)n’(d’)+]in(d’) (ﬁ(a —-1) - b)

for \/rs = d and

E2d?
252

Gss(ra 3)‘r:d+ = Gss(ra S)"I‘:d7 + (Cl - 1)7’L<d_)G(d_, S)

for r =d.
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Refractive index with a finite number of discontinuities

We investigate the interior transmission problem for a spherically symmetric and
piecewise C? refractive index which has a finite number of discontinuities and we
extend the results of sections 3.1 and 3.2.2. We assume that the refractive index is
discontinuous at the points {d;}!*,, m € N and satisfies:

n(r) > 0, Im(n(r)) =0, n(r) =1 for r > 1, and n'(1) = 0. (A.3.11)

Also, n(r) is C* in each [0,d,), (dy,ds),...,(dy,,00) and the one-sided limits at d;

Figure A.1: The cross section of a spherical medium with m-discontinuities

are finite. We introduce the following jump conditions:

n(d) = an(d;) (A.3.12)
n'(d}) = a;'n/(d]) + bin(d;) (A.3.13)

where
a; >0, |a; — 1|+ |bj| >0fori=1,....m (A.3.14)

The interior transmission problem is equivalent with the boundary value problem (3.1.5)-
(3.1.7), for the piecewise C? refractive index. We use the Liouville transformation
(2.2.17) and define the relevant travel times

I :/Odi Ja(dt, i=1,...,m (A.3.15)

The differential equation is transformed in the following form:

d?z(¢) I(1+1)
ae? +<k2_ &

where ¢(¢) is defined for € ER*\ {dy, ..., d,}. Since n(r) > 0 for 7 > 0, the Liouville

- g(§)> 2(§) =0 (A.3.16)
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transformation is invertible and g is well defined in each interval (0, dy), ..., (dm, o0)
and is a piecewise continuous function for » > 0. Thus, the Liouville transformation
can be used only locally, on each interval (0,d;), ..., (d,o0).

The following lemma ensures that z is discontinuous at £ = d; even though y; is
continuous at r = d;, foreach i =1,... m.

Lemma A.3.1. The solution z(€) of the transformed problem (A.3.16), is discontin-
wous at & = d; and satisfies the jump conditions:

2(df) = a;2(dy) (A.3.17)
dz(df) _ . ,d=(d7) 5 5
T a; d + b;z(d;) (A.3.18)
where:
a; = a)’* (A.3.19)
- L[ n(df) n’(d{)
fori=1,....m

Our purpose is to estimate the asymptotic expansions of the eigenfunctions and the
determinants for large values of k. We follow the ideas of the simple case with one
discontinuity, but the general case is much more complex. We define the following

quantities:
Ak, d;) = gkd (@ — a7 V) Ja(kds) Jnwr (kdy) (A.3.21)
B(k,d;) = gkd (@ "Ya(kdy) T (kds) — i Jy(kdi) Yo (kdi))  (A.3.22)
C(k,d;) = gkd (@7 — @)Y (kdi) Yasi (kd)) (A.3.23)
D(k,d;) = gkd (@Ya(kdy) T (bdy) — a7 Ja(kdi)Yaga (ki) (A.3.24)

P, := Pp_1D(k,dy) + Qm-1A(k,d,,)
Qum = Pp1C(k,dp) + Qu_1B(k,dy,) (A.3.25)

where

P := A(k,dy) and Q, := B(k,d,).

Therefore, we write the asymptotic formula (3.2.45)

z(§) = \/EJA(’?Q ( klay ' Ya(kdy) Iy (kdy) — alJA(kdl)YHl(kdl)])
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s

%Y)\U{f) <72rdlk((~ll - &II)J/\(/CCzl)JAJrl(kCzl)) +0 (if)

fn (k) Pl—l—\/iJA (k€)Q <1nk>

Proposition A.3.2. The solution of (A.3.16), for large values of k and & > dy,,

satisfies the estimate
Ink
\/ YA (k&) P, +\/ JA (k&) Qm+0< ) (A.3.26)

as

Proof. For m = 1 the result is obvious. We assume that (A.3.26) is satisfied for m
and we will prove that is also satisfied for m + 1 by induction. Indeed, let

\/7 (k€) Py + \/7JA (k€)Qm + O <1nk) . (A.3.27)

Along similar lines with proposition 3.2.9, for £ > dyn41

dz(cz:rn—kl)
dg

Using the representation (A.3.27) for m and the jump conditions (A.3.17)-(A.3.18),
after several calculations we conclude that

Gl dun) + [ g(DG(E D=(1)a

m+1

2(§) = _Z(Jjn—Fl)Gt(f?dva-i-l) +

0) =\ NI Db — 5 ) (b))

S
+ ﬂY,\
I

s

T . ~ ~ o - -
ké)ngkdm—H (am+1Y)\(kdm+1>J>\+1 (kdm—i-l) - amlJrlJ)\(kdm—i-l)Y)\—i-l(kdm—i-l))
o )

(
T~ B ~ ~
+ (k€ Qm*kdmﬂ( 1 Yo (k1) Iagr (ky1) — Gm+1JA(kdm+1)YA+1(kdmﬂ))

2

s nk -
B O R st = e 5 e Wica ) + O (U ) €5

which can be written as:

s
2k
s

1 7 Ink
g AKE) (PuC (k. dnir) + QuB(k, duni1)) + O (;) |

2(6) =\ 5, YA(kE) (PuD(k, dsr) + QuA(k, drnsa) )
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Thus, for € > dpi1

In &
PR P+ T k)2 0 (5

and the result follows. O

2(§) =

Furthermore, using the asymptotic expansions of Bessel and Neumann functions for
large values of k we derive:

Alh,d) = Ok, d) = "% sin (2kd, — Im) + O (i)

~ . lm . I 1
B(k,d;) = ! <kd : ) + G sin (kd . ) +0 <k>

) z z 1
D(k, i) = i cos (kd - ;) +atsin (kd ;) L0 (k)

Using these expansions, the general asymptotic form of z and the Liouville transform
we can express y; in a closed asymptotic form. We define the following sets:

I'={1,....m} and I;,={JCI:#J=s} (A.3.28)

where [, is the set of all subsets of I with cardinality s. Also, for any J € I, we define
the ordered set

j = <ij>1§j§sa ij < ij+1 for any ij e J. (A329)

Finally, for large values of k and r > d,,:

>

s=0 Jel,

sin (Z(l)j“%d - Z;T + (-1)° kf) }

ijEj

{Ha -1 [I @ +1)

i€J ieI\J

+0 (if) (A.3.30)

1
w(r) = ken(r)/An(0)/2H1/42m [T & [

where, for J = {0} we take [[;c;(@ —1)=1 and Zijej(—l)j“Qka@-j =0 and for
I\ J={0} wetake [[;cps(a;+1)=1.

To make clear this rather complicated form, consider s = 0. Then I,,J = {(}} and
I'=1\J={1,...,m}. Thus the corresponding term in the sum is:

(@2 +1)---(a +1)sin <k:§—l;>.

For s =1, I, = {{1},...,{m}} and J = {1},...,{m}. Now the corresponding terms
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in the sum are:

(a3 —1)(a3+1)--- (@ + 1) sin <2kd1 — Z;T — k§>,

(@ +1)---(a,_, +1)(@, — 1)sin (zkcim — Z;T — k:g).

For s > 2, J consists of s-sets, and for the corresponding sums in the sine functions we
consider the ordered sets J. Finally for s =m, I, =J = {1,...,m} and I\ J = {0}.
Therefore, the corresponding term is:

- 5 -1
(@3 —1)---(a, —1)sin <2kd1 — 2kdy + - + (=1)""2kd,,, — g + (—1)mkg>.

Moreover, by applying equation (A.3.30) and the asymptotic expansions for the spheri-
cal Bessel functions to the characteristic equation (3.1.7), we obtain the corresponding
asymptotic formula:

dl(k) = kn(0)1/2+1/142m Hznil a Z Z {_ H(d? - 1) H (EL? + 1)

s=0 | Jers eJ 1€I\J
s=odd

sin [k — kA+ Y (—1)7T"2kd;, — lw) } + > {H(a? —-1) [ @ +1)

i CJ JEI icJ i
i€J s=even € i€n\J

k2

sin | k—kA+ Y (1)j2kcz,;j) })

1 eJ

Lo (1“ k) (A.3.31)

Example A.3.3. In the case where m=2, the corresponding asymptotic expansion
for y, is:

y(r) = kn(r>l/4n(0;/2+1/44&1&2 l(a% +1)(a3 + 1) sin (sz - 2) + (a7 — 1)(a3 +1)

I

- sl
sin <2kd1 —5 = kf) + (@ + 1)(a3 — 1) sin <2kd2 — g - k{)
~2 ~92 . 1 ~ I Ink
+(ay — 1)(a5 — 1) sin | 2kd; — 2kdy — ) + k)| +0O =3 dy
and the determinant satisfies:

1
kn(0)1/2+1/44d1d2

sin (k — kA + 2kdy — Ir) — (a; +1)(@3 — 1)sin (k — kA + 2kdy — Ir)

di(k) =

[(af 1)(@2 4 1) sin (k— kA) — (@ — (@ + 1)
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- - . 5 5 Ink
+(a? — 1)(a3 — 1) sin (k: — kA — 2kd; + Qk?dg)} +0 <k2> .
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AW/l [ ntire functions

We recall some basic results from entire function theory that are required for the
investigation of the inverse spectral problem for transmission eigenvalues. We present
results from [12, 70, 94] and we refer therein for further details and proofs.

Definition A.4.1. A function of a complex variable z that is analytic in the whole
complex plane, i.e. a function represented by a power series:

f(z) = Z::Oan”, lim {/lea| =0 (A.4.32)
is called an entire function.

Typical examples of entire functions are polynomials and the exponential function.
We define the maximum modulus

M(r) == max|f(2)|. (A.4.33)

|z|=r

The relationship between the distribution of an entire function’s roots and its growth is
the main subject of the theory of entire functions. In order to classify entire functions
according to their growth we introduce the following concepts:

Definition A.4.2. The order p of an entire function f(z) is defined as

——loglog M (r)
p = lim ————~.
T—00 log r

(A.4.34)

or equivalently:

Definition A.4.3. The order p of an entire function f(z) is the greatest lower bound
of all p > 0 such that
If(2)] < AP forall zeC

and for some positive constants A, B.

Definition A.4.4. An entire function f(z) of finite order p has type T, where

- T8 M) (A.4.35)

r—00 rP

Definition A.4.5. An entire function of order p =1 and finite type is said to be of
exponential type.

We illustrate these definitions with the following examples:
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Example A.4.6. The function f(z) = sin Az is of order p = 1 and type 7 = |A|,
(exponential type |A|).

Indeed, since |f(2)] = |4 — 42| /2| < AZl we have that M(r) = A", Calculat-
ing the limits (A.4.34) and (A.4.35) we conclude that p =1 and T = |A|.

Example A.4.7. The function f(z) = sin~/z/\/z is of order p =1/2 and type T = 1.

From the inequality

sin+/z
Vz

we have that M(r) = €

1 1 1/2
g/ | cos /2t dt| g/ cosh [Im(y/Z)[t dt < ™2l < ="
0 0

1

" and hence we get p=1/2 and 7 = 1.

An important result on entire functions of finite order is the Hadamard’s factorization
theorem. The main idea is to relate the growth of an entire function with the number
of zeros it possesses. Before we state the theorem, we introduce the Weierstrass prime
factors:

1 —u, p=20

u? uP
(1—u)exp(u+7+~~+?), p > 0.

G(u,p) := { (A.4.36)

Theorem A.4.8. An entire function of finite order p can be represented in the form:
f(z) = zmefa® 111G <Z,p> (A.4.37)
n=1 Zn

where z1, 22, ... are the non-zero roots of f(z), p < p, P,(z) is a polynomial of z with
degree q < p and m is the multiplicity of the root at the origin. The constant p is the
smallest positive integer such that Y50 |z,|P~! converges.

We refer to [70] for the detailed proof. The integer g = max (p, q) is called the genus
of the entire function f. If the order is not an integer, then g is equal with the integer

part of p, g = [p]. Else, g=porg=p—1.

Example A.4.9. An entire function of order zero or order p < 1 has the following
representation:

e =L (1-2),
n=1 Zn
where w < 00 and YU_, 1/|z,| < oc.

Example A.4.10. An entire function of genus one has the following representation:

f(z) =C2me ] (1 — Z) el
n=1

“n

for some constants C, a,b.
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Example A.4.11. The entire function sinm\/z/m+/z has the representation:

smmf nfL< xF>Jm

n#0

As we showed in example A.A.7, f(z) is entire of order p = 1/2 and has only real roots
at z, =n?%, n € N*. Hence, by Hadamard’s theorem

e Tl (1-5).

Since f(0) =1, we conclude that C = 1. Furthermore, by substituting z* instead of z
we have:

sinmz

H (1 - 2) (A.4.38)

and we claim that the product can be written as

ﬁ <1 — Z) e/,

n=—oo n

n#0

Indeed, from the above product we have:

.(1—_22> 6_2/2(1+z)e_z(1—z)ez(1—;) 2

or equivalently

--(1+z)(1—z)(1+;><1—;>-~-:(1—z2)<1—;z>---

and thus, we arrive at (A.4.38).

The final topic concerns the Paley- Wiener theorem. We consider a square integrable
function ¢ € L*[—A, A] and we define the function

fo)= [ stnear

Then, it is easily verified that f(z) is entire of exponential type and belongs to L?
on the real axis. The Paley-Wiener theorem states that every entire function of
exponential type is obtained in this way.

Theorem A.4.12. Let f(z) be an entire function of exponential type at most A such
that

/_O:O |f(z)]*dz < oo.
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Then there exists ¢ € L*[—A, A] such that

A detailed proof can be found in [94].



LisT OF TABLES

5.1
5.2

5.3

5.4
5.9

Reconstructions for constant index of refraction . . . . .. .. ... .. 75
Reconstructions for piecewise constant index of refraction using only
real transmission eigenvalues . . . . . . . ... 79
Reconstructions for piecewise constant index of refraction using both
real and complex transmission eigenvalues . . . .. .. .. ... .. .. 80
Reconstructions for example 5.2.2 . . . . ... .. ... 87

Reconstructions for example 5.2.3 . . . . . .. . ... ... ... 87






LisT OF FIGURES

1.1 Awvibrating string . . . . . . . ... 2
1.2 Scattering by an inhomogeneous medium . . . . . .. .. .. ... ... )
3.1 The discontinuous refractive index . . . . . . . ... ..o 34
3.2 The Goursat problem for discontinuous n(r) . . . . .. ... ... ... 55
3.3 The refractive indices ny(r) and no(r) . . . . . . ..o 61
3.4 Distribution of real eigenvalues for Dy, (k) and Do, (k) . . . . . . .. .. 62

3.5 Number of roots for the continuous and discontinuous refractive index . 62

5.1 Distribution of real transmission eigenvalues for n = 6 and m =0,1,2,3

respectively . . . . . Lo 75
5.2 Plots of the |ky — k(()N)| versus n for original n = 1/3, n =3, n =12

and n =20 respectively . . . . . . ..o 76
5.3 Reconstructions of a constant refractive index in a disc and the corre-

sponding relative error . . . .. ... Lo Lo 7
54 A disc with two layers . . . . . . . ... 7
5.5 Reconstructions for 7 = 0.7 using 4 eigenvalues (left) and 8 eigenvalues

(right) . . . . 79
5.6 Contour plots of the determinants for ny =5, no=2andr;, =0.1 . . . 80
5.7 A disc with k-layers . . . . . . . ... 81
5.8 Rate of convergence for example 5.2.2 . . . . . .. ... 86
5.9 Rate of convergence for example 5.2.3 . . . . . . ... ... 87
5.10 Minimization with FindMinimum for example 5.2.2 . . . . . . . . . . .. 87
5.11 Minimization with FindMinimum for example 5.2.3 . . . . . . . .. . .. 88
5.12 A disk with two elliptical layers . . . . . . . ... ... ... ... ... 89
5.13 A disc with a peanut-shaped inclusion . . . . ... . ... ... .... 90

A.1 The cross section of a spherical medium with m-discontinuities . . . . . 97






BIBLIOGRAPHY

1]

2]

[10]

[11]

Advanpix L. L. C. (2016), Multiprecision Computing Toolbox for MATLAB, ver.
4.2.3.12016, Tokyo, http://www.advanpix.com/

Aktosun T., Gintides D. and Papanikolaou V. G. (2011), The uniqueness in
the inverse problem for transmission eigenvalues for the spherically symmetric
variable-speed wave equation, Inverse Problems 27 115004

Aktosun T., Klaus M. and van der Mee C. (1995), Inverse wave scattering with
discontinuous wave speed, J. Math. Phys. 36 2880-2928

Aktosun T. and Papanicolaou V. G. (2013), Reconstruction of the wave speed
from transmission eigenvalues for the spherically symmetric variable-speed wave
equation, Inverse Problems 29 065007

Amirov R. K. (2006), On Sturm Liouville operators with discontinuity conditions
inside an interval, J. Math. Anal. Appl. 317 163-176

An J. and Shen J. (2015), Spectral approximation to a transmission eigenvalue
problem and its applications to an inverse problem, Comput. Math. Appl. 69
1132-1143

An J. and Shen J. (2013), A spectral-element method for transmission eigenvalue
problems, J. Sci. Comput. 57 670-688

Babuska I. and Osborn J. (1991), Eigenvalue problems (Handbook of Numerical
Analysis vol 2), (NorthHolland: Elsevier) 641-787

Buterin S. A. and Yang C.-F. (2015), On an inverse transmission problem from
complex eigenvalues, Results Math. doi:10.1007/s00025-015-0512-9

Buterin S. A., Yang C.-F. and Yurko V. A. (2015), On an open question in the
inverse transmission eigenvalue problem, Inverse Problems 31 045003

Cakoni F., Cayoren M. and Colton D. (2008), Transmission eigenvalues and the
nondestructive testing of dielectrics, Inverse Problems 24 065016

Cakoni F. and Colton D. (2014), A Qualitative Approach to Inverse Scattering
Theory, (New York: Springer)

Cakoni F., Colton D. and Gintides D. (2010), The transmission eigenvalue problem,
Advanced Topics in Scattering and Biomedical Engineering: Proc. of the 9th
Int. Workshop on Mathematical Methods in Scattering Theory and Biomedical
Engineering ed. Charalambopoulos A., Fotiadis D. I. and Polyzos D. (World
Scientific Publishing) 368-380



112

Bibliography

[14]

[15]

[16]

[17]

[19]

[20]

[21]

[22]

[26]

[27]

[28]

Cakoni F.; Colton D. and Gintides D. (2010), The interior transmission eigenvalue
problem, SIAM J. Math. Anal. 42 2912-2921

Cakoni F., Colton D., and Haddar H. (2016), Inverse Scattering Theory and
Transmission Eigenvalues, vol. 88 of CBMS Series, (Philadelphia: STAM Publica-
tions)

Cakoni F., Colton D. and Haddar H. (2010), On the determination of Dirichlet or
transmission eigenvalues from far field data, Comptes Rendus Mathematique 348

379-383

Cakoni F., Colton D. and Haddar H. (2009), The computation of lower bounds for
the norm of the index of refraction in an anisotropic media, J. Integral Equations
and Applications 21 203-227

Cakoni F., Colton D. and Monk P. (2007), On the use of transmission eigenvalues
to estimate the index of refraction from far field data, Inverse Problems 23 507-522

Cakoni F., Colton D., Monk P. and Sun J. (2010), The inverse electromagnetic
scattering problem for anisotropic media, Inverse Problems 26 074004

Cakoni F. and Gintides D. (2010), New results on transmission eigenvalues, Inverse
Problems Imaging 4 39-48

Cakoni F., Gintides D. and Haddar H. (2010), The existence of an infinite discrete
set of transmission eigenvalues, STAM J. Math. Anal. 42 237-255

Cakoni F. and Haddar H. (2012), Transmission eigenvalues in inverse scattering
theory, Inverse Problems and Applications: Inside Out II (MSRI Publications 60)
ed. Uhlmann G. (Cambridge: Cambridge University Press) 527-578

Cakoni F. and Haddar H. (2009), On the existence of transmission eigenvalues in
an inhomogeneous medium, Applicable Analysis 88 475-493

Cakoni F. and Kress R. (2017), A boundary integral equation method for the
transmission eigenvalue problem, Applicable Analysis 96 23-38

Cakoni F., Monk P. and Sun J. (2014), Error analysis for the finite element
approximation of transmission eigenvalues, Comput. Methods Appl. Math. 14
419-427

Chadan K., Colton D., Paivérinta L. and Rundell W. (1997), An Introduction to
Inverse Scattering and Inverse Spectral Problems, (Philadelphia: STAM Publica-
tions)

Cheng X. and Yang J. (2015), Computational method for transmission eigenvalues
for a spherically stratified medium, J. Opt. Soc. Am. A 32 1243-1246

Colton D. and Kirsch A. (1996), A simple method for solving inverse scattering
problems in the resonance region, Inverse Problems 12 383-393



Bibliography 113

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]
[42]

[43]

[44]

[45]

Colton D., Kirsch A. and Paivarinta L. (1989), Far-field patterns for acoustic
waves in an inhomogeneous medium, SIAM J. Math. Anal. 20 1472-1483

Colton D. and Kress R. (2013), Inverse Acoustic and Electromagnetic Scattering
Theory, 3rd edn (New York: Springer)

Colton D. and Kress R. (2001), On the denseness of Herglotz wave functions
and electromagnetic Herglotz pairs in Sobolev spaces, Math. Meth. Appl. Sci. 24
1289-1303

Colton D. and Kress R. (1983), Integral Equation Methods in Scattering Theory,
(New York: John Wiley)

Colton D. and Kress R. (1978), The construction of solutions to acoustic scattering
problems in a spherically stratified medium II, Q). J. Mech. Appl. Math. 32 53-62

Colton D. and Leung Y.-J. (2017), The existence of complex transmission eigen-
values for spherically stratified media, Applicable Analysis 96 39-47

Colton D. and Leung Y.-J. (2013), Complex eigenvalues and the inverse spectral
problem for transmission eigenvalues, Inverse Problems 29 104008

Colton D., Leung Y.-J. and Meng S. (2015), Distribution of complex transmission
eigenvalues for spherically stratified media, Inverse Problems 31 035006

Colton D. and Monk P. (1988), The inverse scattering problem for time-harmonic
acoustic waves in an inhomogeneous medium, ). J. Mech. Appl. Math. 41 97-125

Colton D., Monk P. and Sun J. (2010), Analytical and computational methods
for transmission eigenvalues, Inverse Problems 26 045011

Colton D. and Péivérinta L. (1990), Far-field patterns for electromagnetic waves
in an inhomogeneous medium, SIAM J. Math. Anal. 21 1537-1549

Colton D., Paivérinta L. and Sylvester J. (2007), The interior transmission problem,
Inverse Problems Imaging 1 13-28

Davis P. J. (1975), Interpolation and Approzimation, (New York: Dover)

Dennis J. E. and Schnabel R. B. (1996), Numerical Methods for Unconstrained
Optimization and Nonlinear Equations, (Philadelphia: STAM)

Descloux J., Nassif N. and Rapaz J. (1978), On spectral approximation: Part 1.
The problem of convergence, R.A.I.R.O. Anal. Numer. 97-112

Elhay S. and Ram Y. M. (2002), An affine inverse eigenvalue problem, Inverse
Problems 18 455-466

Freiling G, and Yurko V. A. (2001), Inverse Sturm-Liouville Problems and their
Applications, (New York: Nova)



114 Bibliography

[46] Geng H., Ji X., Sun J. and Xu L. (2016), C°TP Methods for the transmission
eigenvalue problem, J. Sci. Comput. 68 326-338

[47] Gintides D. and Pallikarakis N. (2017), The inverse transmission eigenvalue
problem for a discontinuous refractive index, Inverse Problems 33 055006

[48] Gintides D. and Pallikarakis N. (2013), A computational method for the inverse
transmission eigenvalue problem, Inverse Problems 29 104010

[49] Giorgi G. and Haddar H. (2012), Computing estimates of material properties
from transmission eigenvalues, Inverse Problems 28 055009

[50] Gladwell G. M. L. (2004), Inverse Problems in Vibration (Solid Mechanics and
Its Applications), 2nd edn (Kluwer Academic Publishers).

[51] Gohberg I., Goldberg S. and Kaashoek A. M. (2000), Basic Classes of Linear
Operators, (Basel-Boston-Berlin: Birkhéuser Verlag)

[52] Gould S. H. (1996), Variational Methods for Eigenvalue Problems, (New York:
Dover Publications Inc.)

[53] Groetsch C. W. (1984), The Theory of Tikhonov Regularization for Fredholm
FEquations of the First Kind, (Boston: Pitman)

[54] Hald O. (1984), Discontinuous inverse eigenvalue problems, Commun. Pure Appl.
Math. 37 539-577

[55] Harris 1. (2015), Non-destructive testing of anisotropic materials, PhD Thesis
University of Delaware

[56] Harris 1., Cakoni F. and Sun J. (2014), Transmission eigenvalues and non-
destructive testing of anisotropic magnetic materials with voids, Inverse Problems
30 035016

[57] Hickmann K. S. (2012), The interior transmission spectrum in one dimension,
Inverse Problems 28 115007

[58] Hsiao G. C., Liu F., Sun J. and Xu L. (2011), A coupled BEM and FEM for the
interior transmission problem in acoustics, J. Comput. Appl. Math. 235 5213-5221

[59] Huang T.-M., Huang W.-Q. and Lin W.-W. (2015), A robust numerical algorithm
for computing Maxwell’s transmission eigenvalue problems, SIAM J. Sci. Comput.
37 2403-2423

[60] Huang R., Struthers A., Sun J. and Zhang R. (2016), Recursive integral method
for transmission eigenvalues, J. Comput. Phys. 327 830-840

[61] Ji X., Sun J. and Turner T. (2012), Algorithm 922: A mixed finite element method
for Helmholtz transmission eigenvalues, ACM T. Math. Software 38 1-8



Bibliography 115

[62]

[63]

[64]

[65]

[66]

[67]

[68]

[69]

Ji X., Sun J. and Xie H. (2014), A multigrid method for Helmholtz transmission
eigenvalue problems, J. Sci. Comput. 60 276-294

Kirsch A. (2011), An Introduction to the Mathematical Theory of Inverse Problems,
2nd edn (New York: Springer)

Kirsch A. (2009), On the existence of transmission eigenvalues, Inverse Problems
Imaging 3 155-172

Kirsch A. (1986), The denseness of the far field patterns for the transmission
problem, IMA J. Appl. Math. 37 213-225

Kleefeld A. (2013), A numerical method to compute interior transmission eigen-
values, Inverse Problems 29 104012

Lancaster P. and Tismenetsky M. (1985), The Theory Of Matrices, 2nd edn (San
Diego-London: Academic Press)

Lechleiter A. and Peters S. (2015), Determining transmission eigenvalues of
anisotropic inhomogeneous media from far field data, Commun. Math. Sci. 13
1803 — 1827

Leung Y. and Colton D. (2012), Complex transmission eigenvalues for spherically
stratified media, Inverse Problems 28 075005.

Levin B. Y. (1991), Lectures on Entire Functions, (Providence: Amer. Math. Soc.)

Li T., Huang W.-Q., Lin W.-W. and Liu J. (2015), On spectral analysis and a
novel algorithm for transmission eigenvalue problems, J. Sci. Comput. 64 83108

McLaughlin J. R. and Polyakov P. L. (1994), On the uniqueness of a spherically
symmetric speed of sound from transmission eigenvalues, J. Differ. Equ. 107
351-382

McLaughlin J. R., Polyakov P. L. and Sacks P. E. (1994), Reconstruction of a
spherically symmetric speed of sound, SIAM J. Appl. Math. 54 1203-1223

McLaughlin J. R., Sacks P. E. and Somasundaram M. (1997), Inverse scattering in
acoustic media using interior transmission eigenvalues, Inverse Problems in Wave
Propagation ed. Chavent G., Papanicolaou G., Sacks P. and Symes W. (Berlin:
Springer-Verlag) 357-374

Monk P. and Sun J. (2012), Finite element methods for Maxwell transmission
eigenvalues, STAM J. Sci. Comput. 34 247-264

Olver F. W. J. (1974), Asymptotics and Special Functions, (New York: Academic
Press)

Péivarinta L. and Sylvester J. (2008), Transmission eigenvalues, SIAM J. Math.
Anal. 40 738-753



116

Bibliography

[78]

[79]

[30]

[81]

[82]

[83]

[34]

[92]

[93]

Porter D. and Stirling D. G. (1990), Integral Equations: a practical treatment
from spectral theory to applications, (Cambridge: Cambridge University Press)

Poschel J. and Trubowitz E. (1987), Inverse Spectral Theory, (Boston: Academic
Press)

Rundell W. and Sacks P. (1992), Reconstruction techniques for classical inverse
Sturm-Liouville problems, Math. Comp. 58 161-183

Rynne B. P. and Sleeman B. D. (1991), The interior transmission problem and
inverse scattering from inhomogeneous media, SIAM J. Math. Anal. 22 1755-1762

Stein E. M. and Shakarchi R. (2003), Complex Analysis, (Princeton: Princeton
University Press)

Sun J. (2011), Iterative methods for transmission eigenvalues, SIAM J. Numer.
Anal. 49 1860-1874

Sun J. (2011), Estimation of transmission eigenvalues and the index of refraction
from Cauchy data, Inverse Problems 27 015009

Sun J. and Xu L. (2013), Computation of Maxwell’s transmission eigenvalues and
its applications in inverse medium problems, Inverse Problems 29 104013

Sylvester J. (2013), Transmission eigenvalues in one dimension, Inverse Problems
29 104009

Tisseur F. and Meerbergen K. (2001), The quadratic eigenvalue problem, SIAM
Rev. 43 235-286

Wei G. and Xu H.-K. (2013), Inverse spectral analysis for the transmission
eigenvalue problem, Inverse Problems 29 115012

Willis C. (1985), Inverse Sturm-Liouville problems with two discontinuities, Inverse
Problems 1 263-289

Wu X. and Chen W. (2013), Error estimates of the finite element method for
interior transmission problems, J. Sci. Comput. 57 331-348

Xu X.-C. and Yang C.-F. (2015), Reconstruction of the refractive index from
transmission eigenvalues for spherically stratified media, J. Inverse Ill-Posed Probl.
doi:10.1515/jiip-2015-0081

Yang C.-F. and Buterin S. A. (2016), Uniqueness of the interior transmission
problem with partial information on the potential and eigenvalues, J. Differ. Equ.
260 4871-4887

Yang Y., Han J. and Bi H. (2015), A new weak formulation and finite element
approximation for transmission eigenvalues, arXiv:1506.06486v1



Bibliography 117

[94] Young R. M. (2001), An Introduction to Nonharmonic Fourier Series, (San Diego:
Academic Press)

[95] Zeng F., Sun J. and Xu L. (2016), A spectral projection method for transmission
eigenvalues, Sci. China Math. 59 1613-1622

[96] Zeng F., Turner T. and Sun J. (2015), Some results on electromagnetic transmis-
sion eigenvalues, Math. Meth. Appl. Sci. 38 155-163

[97] Zhang Y., Wang Y., Shi G. and Liao S. (2014), Complex transmission eigenvalues
in one dimension, Abstr. Appl. Anal. doi:10.1155/2014/561349



	Abstract
	Περίληψη
	Acknowledgments
	Introduction
	Direct and inverse spectral problems
	Inverse scattering and the interior transmission problem
	The scattering problem
	The interior transmission problem

	Outline of the thesis

	The interior transmission problem for the spherically stratified medium with continuous refractive index
	Formulation of the problem
	Existence and discreteness of transmission eigenvalues
	The case l≥1
	The case l=0

	Uniqueness for the inverse spectral problem
	Uniqueness in the general case
	Uniqueness for special transmission eigenvalues

	Complex transmission eigenvalues
	Complex eigenvalues in R2
	Complex eigenvalues in R3


	The interior transmission problem for the spherically stratified medium with discontinuous refractive index
	Formulation of the problem
	Properties of the eigenfunctions and the determinants
	The case l=0
	The case l≥1

	Uniqueness for the inverse discontinuous problem
	Uniqueness for the determination of discontinuity parameters
	The uniqueness theorem

	Asymptotics of transmission eigenvalues

	Numerical methods for the direct transmission eigenvalue problem
	The discrete transmission eigenvalue problem
	Operator representation of the eigenvalue problem
	A Galerkin-type method for the direct problem

	Numerical methods for transmission eigenvalues

	Numerical methods for the inverse transmission eigenvalue problem
	The inverse problem for spherically stratified domains
	Circular domain
	Domain with two layers
	Reconstructions using only real transmission eigenvalues
	Reconstructions using both real and complex transmission eigenvalues


	A Newton-type method for the inverse problem
	The algorithm
	Numerical examples
	Domain with two layers
	Domain with more than two layers

	Generalization of the method for non-spherically stratified domains


	Appendix
	Representation of c2l+2
	The discontinuous Goursat problem
	Refractive index with a finite number of discontinuities
	Entire functions

	List of Tables
	List of Figures
	Bibliography

