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Abstract

Chloroethenes, and particularly the most chlorinated perchloroethene (PCE) and trichloroethene
(TCE), are common groundwater contaminants, because of wide industrial use and improper
management and disposal. In contaminated subsurface environments, PCE and TCE are often
accompanied by dichloroethenes (DCEs) and the monochlorinated vinyl chloride (VC), which are
produced by the microbially-mediated degradation of PCE and TCE.

Anaerobic reductive dechlorination (referred to simply as dechlorination in the context of the
thesis) has emerged as the most efficient biodegradation pathway of chloroethenes. Dechlorination
is a stepwise microbial respiratory process, during which chloroethenes serve as electron acceptors
and H» serves as the electron donor. Ultimately, the environmentally benign ethene (ETH) is

produced.

Dechlorination depends upon, besides H» availability, the presence of specific microbes (namely
dechlorinators), often naturally-occurring, that mediate each step of the reaction and gain energy
to support their maintenance and growth. In field settings, when Ho is insufficient for the complete
or timely detoxification of chloroethenes, H, precursors are supplied, an approach referred to as
biostimulation (or enhanced, as opposed to intrinsic, biodegradation). Typically, Ha is not readily
available to dechlorinators, hence, the presence of bacteria that can mediate the production of H»
is also a prerequisite for successful biostimulation. But, H, will not stimulate only dechlorinators;
H: under strictly anaerobic conditions is an electron donor for competitor H, scavengers, such as
sulfate-reducers and methanogens. Consequently, dechlorination is part of a complex food web
involving populations that help (syntrophs) or hinder (competitors) dechlorinators.

The composition of mixed dechlorinating communities varies considerably both in field and
laboratory conditions. Differences in the make-up of chloroethene-degrading communities (i.e.
different dechlorinating and non-dechlorinating microorganisms) have resulted in mixed cultures
with diverse dechlorinating abilities. Consequently, dechlorination rates reported in the literature
vary significantly, almost by two orders of magnitude. Considering the metabolic properties of
dechlorinators, when the goal is their preferential stimulation, a reasonable remedial approach
appears to be the addition of slowly fermentable substrates that provide H, (and acetate) steadily
at low concentrations. Yet, several biostimulation efforts in the literature deviated from this
reasoning (mainly in the laboratory) and managed to successfully effect complete dechlorination
to ethene.

The study of dechlorination in mixed communities becomes especially challenging when multiple
underlying microbial processes are involved in the explanation of the observed outcomes. In the
laboratory, it is hard to separate dechlorination from its side reactions and systematically observe
the interspecies flow of Ha. Kinetic models, however, can aid experimental approaches and provide
insight into the relevance of dechlorinating and non-dechlorinating processes.

In this research, a comprehensive kinetic model was developed and calibrated, and suitable
applications were devised, with the aim to shed light on the non-dechlorinating part of
dechlorinating communities. A model that integrates the key microbial processes that are typically
anticipated under strictly anaerobic conditions can offer plausible explanations for the distinctive
behaviors of dechlorinating cultures in laboratory settings and natural environments. The model



can be used to perform numerical experiments and evaluate the outcome of targeted what-if
scenarios that corroborate laboratory investigations, in search of supporting evidence for selecting
strategies to optimize chloroethene detoxification.

To this end, the kinetic model presented herein accounted for dechlorination in conjunction with
cooperative (i.e. fermentation of H, precursors) and competing processes (methane formation and
sulfate reduction). A heuristic multistart global optimization approach was developed in order to
calibrate the model with experimental observations from research previously performed at NTUA.
The multistart optimization technique was also tested with two models and mixed chloroethene-
degrading cultures reported in the literature: in one of them, it was found to offer greater insight
into the type of dechlorinators. Confidence in model structure and the multistart strategy was
gained by testing them under distinctive conditions, ranging from non-limiting conditions (e.g.
ample donor supply in the absence of sulfate reducers) to competitive conditions for
dechlorinators (e.g. when sulfate reduction and methane formation compete with dechlorination
for limited quantities of Hy). Finally, a series of numerical tests was performed to simulate the
performance of alternate mixed communities under distinct scenarios of enhanced dechlorination,
with emphasis given on the activity and the make-up of non-dechlorinators.

The findings of this thesis offer a framework through which to interpret the observations of
dechlorination under methanogenic conditions reported in the literature. The results delineated a
group of mixed dechlorinating cultures, containing mostly acetate-consuming methanogens, for
which the addition of H» in significant quantities will not put dechlorinators in disadvantage,
thereby explaining why this is so on the basis of the composition of the non-dechlorinating portion
of the microbial community. This is important, because most of the well-studied dechlorinating
cultures, including several commercially available ones, exhibit the opposite trend: as a result,
perceptions of good practice for efficient dechlorination have often stemmed from over-
generalizations that did not apply to the universe of the mixed cultures capable of fully
dechlorinating PCE and TCE.

This work investigated systematically the activities of non-dechlorinators for the first time, thus
highlighting the need to examine the performance of chloroethene-degrading cultures by
considering the interplay of the main microbial groups. Specifically, it showed that moderate
differences in the metabolic properties of non-dechlorinators (methanogens and Hx-producing
fermenters), even if they are minority populations, influenced significantly the performance of

dechlorinators following biostimulation.

Opverall, the type of inquiry presented herein frames the use of slowly fermentable substrates to
communities where efficient H,-utilizing methanogens thrive and compete with dechlorinators. In
addition, this is the first time that the competition for fermentation daughter-products besides Ha
(i.e. acetate) is assessed. Model results indicated that acetate can dictate the extent of
dechlorination, especially under limiting H> conditions, i.e. conditions typically encountered during
the natural attenuation of chloroethenes.

Simulations performed under sulfate-reducing conditions revealed the role of sulfate-reducing
pathways that involve electron donors other than Hy; competition for H, precursors (fermentable
substrates and acetate) can jeopardize the success of dechlorination, apart from direct competition
for Ha. Specifically, the results quantified differences in dechlorination extent depending on the
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type of the pathway followed for sulfate reduction. Finally, model results provide evidence
supporting the hypothesis that the long-term exposure of dechlorinators to sulfides (the end-
product of sulfate reduction) preferentially inhibit the most efficient dechlorinating species, giving
room to slow-growing dechlorinators to dominate. The preferential inhibition of dechlorinators
by sulfides provides a suitable explanatory framework for the inconsistent findings regarding
dechlorination under-sulfate reducing conditions.

Perhaps more importantly, this work showed that kinetic modeling of the fate of priority
groundwater pollutants can become more than a fitting exercise and be trusted not only in a
predictive mode but also to evaluate alternate hypotheses of the composition of mixed microbial
communities and their remediation potential.
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MAGHMATIKH ITPOXOMOIQXH TQN KINHTIKQN
THXE ANAT'QI'TKHY BIOAOTTKHX ATIOAOMHXHZX
TON XAQPIQMENQN AIOYAENIQN
XTO YTIIOT'EIO NEPO

Extetapévy neoiindn
1. To vtoBaboo Tov mEolIpatog

To yAwpoutBulévia amOTEAODY Lot OMOYEVELX ELTWY TOL TEQLAXPBAVEL TO TETEAYAWEONIOVLAEVLO
(perchloroethylene — PCE, pe téooepa dtopa YAwEiov 6T0 LOELO TOL), TO TEYAWEOOVAEVIO
(trichloroethylene — TCE, pe tpla dtopoa yAwpiov ot0 popto tov), T StyAwopoxtBuAévia
(dichloroethenes — DCEs) xat 10 povoylwptwuévo Brvwroylwpidto (VC). Ta yAwpootbukévio eivot
070 GLYOLO TOLG LBl TEQWS TOEWwa Yo Tov avbpwno. Metakd g owoyévelag Twy yAwpoxtbuieviwy,
o TCE nat VC eivor yopantnolopéva ©g xoeutvoyoveg ovoieg ya tov avbpwno, evw 1o PCE éyet
YoEanELoTEl WG duvduel xxpuvoyovo. Kata ovvénmeta, to yAwpoatBukévia Bewpovviar pvmot
npotepatd™Tag ya ™y Ymneeoia IeptBariovtog twv HITA (US Environmental Protection Agency
— EPA), eve ta PCE ot TCE ovpnepihapfavovtar oty Odnyla mepl ovotov npotepatdttag g
Evpwnoaixne Evoone (EE) (Odnyla 2008/105) xow oty Odnyle yro v moctaoior T boyetwy
v8&twv (Odnyio 2006/118).

Ot o yhwptwpéveg ovoieg, dnAady 1o PCE not TCE, eivar amd toug mhéov Stadedopévoug pbmoug
atov exfropnyaviouevo xoopo. Av xat 1 PCE now TCE mapayovtor ot and guoinég Stepyaoteg, 1
CLYVOTNTA UXL TEWTIOTWG 7] EUTACY] TwV TeploTaTnwy ELTavonG ano To PCE to TCE vrodetvbouy
™V avbpwnoyevy] mEoékevon Twv yhweoxtbBvAeviwy oto vmoyeto vepo. Ot dbo avtol ELTOL EYOouY
yonotpomonbet extetapeva oe Brounyavines SpaaTnELOTNTES — *LELWG ot aTteyvoxabupLoToLX Kot oe
Bropmyovineg epappoyés yta tov naxbaptopd nat v amoAinaver) petadiwy. Evdemting, or Loffler et
al. (2013) avapepouvy tpég {hmong yra 1o PCE now 1o TCE ot HITA %ot v EE: yu 10 étog 2007
1 {hmon ywx 10 PCE otig HITA Ntav ion e 168.000 tovoug, eve ot twinoeig TCE oty EE oy
28.000 tovor e 1o étog 2005. ITaps v aveTNEOTOMGY TWY KAVOVWY YENONG TWY CUYUEXQLUEVLY
OLGL®Y, 1] YONOY] TOLG TUEAPEVEL OLUSOUEVY].

Ot Myotepo yhwotwpeveg ovateg, 1 DCEs xat 10 VC, emiong anavi@vioar cuyvd o8 QLIXGUEVOLS
yweovs. Xuvnbuwg, eppaviloviar wg Tt mEotovia ¢ Brokoynng artodounons (Btoanodopnong) Twv
PCE ot TCE. To ovyvotepa anaviwpevo DCE 610 vrdyeto vepod eivar o cis-DCE (cDCE), mou
amoTeAEL TO ©LELO TrEATEOLOV g Brodoywg anodounonc tov TCE. Téhog, 1 avaywyn tov cDCE
npayet o VC.

H eni tomov Broanodounon twv yAwpoatBuleviov amotekel pio amOTEASORATINY ETMAOYY Yl TNV
eluyioavon Ttwv vmoyetwy vdpogopéwv. Ta PCE xat TCE wg pbdmot yauning Stedvtdmtag xo
UEYAADTEQNG TLMVOTNTAG ATO TO VEEO elval SuvaTdV var etoéhbovy 610 LTESUYPOS WG EeYWELOTES 1N
vdatinég paceg (nonaqueous phase liquids — NAPLs) xot va Stetodboovy oe peyada Babn tov
LTOYeloL LOPOYoEEn. Katd cuvETEL, Ol YUOUOYMUIXES TEYVOAOYIES XTOEEVLTAVGYG Elval GUYVA
SAUTOVYEEC N AVXTIOTEAEGUATIXEG AVGELG, LOLTEQWG Yot UEYAADTEENG MAlpanag meptotatind (Loftler
et al., 2013).
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H avaepofro avorywyny] anoyAwplwoy 1wy yAweoatBuAeviny anoTelel TOV TLO GNUAVTIUO UNYAVIGUO
BLoamodounong Toug 6T0 LTOYELO VEEO. AV xat Ta YAwEoutBuAévia aToSopOLYTAL TOGO AVAYWYLHA,
000 not OEeldWTNA, 7] GLYVY THEOLGLX TwV ELTIWV ot peyaha Bdbn, dmov 10 ofuydvo oyedodv
amovotalet, nabotd 10 avaeEOPlo AW YIKO KOVOTATL TNG XTOSOUNGNG TwV YAwEowtbuieviwy

'
OTAVTIXO.

H avaepdfia avaywywy anoylweiwor (Do avapépetar amiog wg anoyAwplwor ato e€ng) eivat 7
AVTIHATAOTAGY] EVOS ATOPOL YAwELOL antd éva &topo vdpoyovou (Hz). H anoylwplworn anotehel puo
dlepyaoiar HxEOBLanyg avamvong, ®atd v onota Ta YAwEoxtBuAgvia SEOLY WG BEUTES NAEUTOOVIWY
not 10 Hz Spa wg dotg. Otav 0An n pala tov PCE 7 tov TCE éyet petatpanel otadtons péow g
nopaywyns DCEs xat VC oto meptBarioviinng Myotepo npoinuatind atbulévio (ethylene — ETH),
7] ATOYAWEIWOY] vt TAYEYG.

H minpng anoyAwpiwon 1wy yAwpoatbuieviwv oe ETH anattel, extog and enapxég He (yue 1 mol
evog yAwpoxtbudeviov amoarteitar 1 mol Hy), v mapovoia cuyrexoLuevwy UIxEo0EYUVIGU®OV-
XTOYAWELOTWY (ATOYAWELWTES 0TO e€1g). Ol amoyAwElwtég, mov eivar ovyva autoyboveg oToug
QLTXGUEVOLG YWEOULG, Otevxolbvouy xabe otadio ™g avtidpaong (SNAady TV ATOUAKELYGY] EVOS
XTOUOL YAWELOL VA GTASLO) AVTAWYTAG EVEQYELX VL& TY] CLUYTHECY] UXL TOV TOAAATAXGLAGUO Toug. Ot
ATOYAWELWTES YwEilovtat oe SLO xaTNyoEies: (&) To PanThEL UEQIMNG ATOYAWELWGYS, TOL LTOQOLY
voe anodopnoovy povo o PCE now TCE, nou (B) 1o Bantnotor mANQoug anoyAweiweyg Tov (mogovy
vou amodounoouy xot o Myotepo yrwetwpéve DCEs 7/xa VC. H npdt notnyopla anoylwolwtomy
nepthopPBaver Boutnota pe mowrideg petaBoMuég SLOTNTEC TOL AVNUOLY Gt OLXPOEETUA YOAX (TY
Firmicutes 7 Proteobacteria). Qot600, 1 8edtepr natnyopia mepthopBaver ouyuenotueva Baxtnotx
ToL avirovy anoxietoting oto polo Chloroflexi, to yévog Debalococcoides no to eidog Dehalococcoides
mecartyi (mpwnv Dehalococcoides ethenogenes) wa yonotpomotody povo ylwpootOuiévia xat 1o Hy nota

TV AYATTVOY] TOUG.

H anoylwpiwon elvar pokg eva Tuypa amo éva oLvbeto petaBolud obotue pe pineoPlanés opddeg
ot onoleg eite voBonHody eite TaEeUTOSILOLY TOLE ATOYAWELWTES. 2e PLTAGUEVOLG Y WEOLE, OTIOL TO
vraEyov Ha Sev emttpénet v ohouAnpwoy Ohwy twv otadiny ¢ anoylweiwag oe eDAOYO YEOVIXO
draotpa, ovvnbwg mpootifeviar opyavinég evwoelg mov Swxomwueveg mopayovy Ho (mpodpopeg
evwoelg tov Ha, Onwg eivar ot aAxooreg now tor Mmopd oééx). Avty) 1 uebodog amoratactacyg
ovopdletar Brodieyepar (7 evioyvpeévy, oe avtibeon pe v evdoyev), Broamoxatdotaor). H Sidonaon
TOV TEOSQOUWY EVWOEWY ATTALTEL GAAY i xaTNyopix Bontneiwy, Ta bSEOoyovOTaEAU YWY BanTnoLx
Chpwong twv Tpddpopwy evioewy Tov H (fermenters). Opwg, 1o napayopevo Hs Sev eivar Stabéotpo
XTMOXAELOTING GTOLG ATOYAWEIWTES. YO awotnewe avacpofleg ouvbiueg vTREYOLY XAl dAAOL
LTOYPNPLOL AVTAYWVLOTEG YL TV XATAVAAWGT] TOL. TETOLOL Elvail Ol OOAAETOYOVOL UIXQOOQYAVIGLOL
(homoacetogens), ot vdpoyovotpogwot pebavoyovor  pnpoopyaviopol  (Ldpoyovotpopinot
uebavoyovor) xar 1 vdpoyovotpoynd Bantnota avaywyne Oeuxwv Wviwy (LdpoyovotEoYIKoL
Deuroavaywyeic). H didonaon twv mpodpouwyv evwmoswv mapdyst uat avioviax oéob (0€no),
Steyelpovtag pio SedTeE UATNYOELX LIUEOOEYVIGUMY, TOug 0énoTRoPwols. To owmd pnogel va
Aettovpynoet eite wg amevbeing 8OT™MG NAentEoviwy (Y xatd TV mapaywyn pebaviov 7 v
Oeuroovaywyn), eite wg nnyn Hx péow g ofeidwone tov and pa SedTepn natnyopin
LOEOYOVOTAEAYWYWY BaxTNELWY, To BanTNELX GLVTEOYIUNG OEEldWaTS TOL OEMOD.
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2. H neptypagn tov meofMpatog

H obdotaon twv xowot)tev anoyAwplncng mowmiliel onuovtiug 10co e cuvbnreg mediov, 6co not
070 €QYXOTNELO. 210 eSO, Ot YewyNnés ouvbNueg Tov EuTacpévov vdpoyopen nabopilovy
oLOTAGY] TG WKUEORBLUNG %OWOTNTAG. XTO EQYXAOTYOLO, TO YAQAXTVOLOTING TNG WIUEOBLOUNG
nowottag eéoptwvial and (&) TV TEOEAELGY] NG (Y oV TEOEQYETAL XTO %ATOLO ELIAGUEVO
LOPOYOEX 1] ATO AVaeEOPBLOLG AVTLOPAGTNEES), (B) TOV TOTO KL THV TOGOTNTX TOL BOTY] NAEUTQOVIWY
ToL ToEEYETAL, (V) TO eldog nat TG TOaOTNTEG TwV YAwpowtbuleviwy Tov mpoatibevtat, xot (8) v
TLEOLGLN EVUAAUNTIXWY aTTOdEnT®Y NAexTEoviwy. H momilia twv xowotmtwv anoylwelwong ot
BrBAtoypayio eyet 0dnynoet oe avapoes ELOUOY ATOYAWELWGNS TOL UVUALVOVTAL GE EDROG GYEDOV
dvo ta€ewv peyéboug. Or SlaoEETINES CLUTEQLPOEES TOL TAEATY|EOLVTAL O7JULOLEYOLY ELAOYX
EOWTNUXTA VX TG TEUUTMEG ToL TEemel va vtobetnfodv uotd T1g amomelpeg evioyvong g
Broamonatdotaomg Twv YAwoxtBuleviewy.

H anoyiwoiwon vd cuvbnueg pebavoyeveong eyet peketnbel ovotpating ot Birfitoypapla, ywelg
WOTOCO Vo eEAYETAL e AOPAAELL EVOL CUUTEQUOMUY YO TOV TOTO UAL TNV TOCGOTNTA TWV TEOSQOUWY
evwoewy tou Hy mov otoyevpéva Oa evioyboovy toug amoylwptwtée. ITowtor ot Fennell et al. (1997)
nat ot Yang not McCarty (1998) edetéav Ot 0pyavinég eVOELS TOL ATALTOLY YAUNAEG GLYHEVTQWOELS
Hs yie ) {Opwon toug, omwg eivar 10 Boutupnd aviov (Boutupind), TEOGPEQOLY EVa GLYHELTIHO
TACOVEXTNUX OTOLG XTMOYAWELWTEG evavit Twv pebavoyovwv. Ov yapniéc ovyrevipwoerg Ho
(ovyxevrpwoeig Hy < 100 nM 7 0.01 kPa) eivor embBopntég yue 600 Aoyoug. I[MTpowtov, 10 natopit Ho
TOL ATOULTELTAL YL VO ELVOLL EPIUTY] 7] ATOYAWELWGY Elval YAPNAOTEQO amtO TO avtioToyo uxtweit Ho
Yoo T pebavoyéveon. I v amoyAwpiwon anartovvtat cuyrevipwoetg a6 0.1 wg 24 nM H, (Luijten
et al., 2004), eve yux ™ pebovoyéveon ta udtew dpta He evronilovton petald 5 now 100 nM (Loffler
et al,, 1999). Aebdtepov, ot anoyrwplwtéc Taepovotalovy peyaAdTeEn wavoTnta TEOcANYNG Tov Ha, ne
TLHES ToL ovvtekeoty] Nopeopot (half-velocity coefficients, Ki) vo xopaivovtat and 7 ewg 100 nM
(Ballapragada et al., 1997, Smatlak et al., 1996 xar Cupples et al., 2004), eve» ot avticToryot
oLVTEAEOTEG YL Toug pebavoyovoug xupaivoviat and 500 éwg 22.000 nM (Clapp et al., 2004). ITxpd
70 OewEnTnd peTaBoMUO TACOVEXTN P TWY ATOYAWOLWTWY OE YauNAES ouyxevipwoets Ha, mpodpopeg
evwoetg 1ov Hy mov mapayouv yonyopa xat onpoaviinég ovyrevipwoerg Hy (y 10 yokoutind aviov 1
oaAnookeg, Omwg M abavodn) éyovv evioyboel TV ATOYAWELWOY] O MEMTEC MXAMEQYELES WE
uebavoyovo Spaotnetomta 100 oto epyaotneto (ty Richardson et al.,, 2002 7 Aulenta et al., 2005),
060 xat ato nedio (ry Macbeth et al., 2004). Zvvenwg, dev mpondrtet pa Eenabupn ewmdva Yo 10 Twg
EMAEYETAL 7] TOGOTNTA %L TO ELBOC TOL BOTY NAEUTEOVIWY Ylar TNV EVioYLEN TS BLOATOSOUNGNG TwWY
yrwoeoxtBuieviwy.

H avemapnng natavonon g mopeiag g amoylwplwong vrd cuvbnueg pebavoyéveong mpocoyetat,
€0TW &V MEEEL, ATO TIG AlYeq XMOTELPEG TEOGOLOPIOUOL TG GLOTAGNG TwV pebavoyovwy oe pentég
NOUAMEQYELES ATOYAWELWGYG. Xe Alyeg TEQITTWOELG Elval YWWOTA Tat UETXBOAMMS LOVOTIATIO TOXEUYWYS
uebaviov (Macbeth et al., 2004, Duhamel xat Edwards, 2006, Richardson et al., 2002, Rowe et al.,
2008). Enopévwe, o oyedtacpog g Broevioyvong yivetatl umobetoviag mwg oL anoyhwoLwTeg EYouy
VO AVTALYWYLOTOLY XTOXAELGTING LEEOYOVOTEOYWOLE pebavoyovoug, uta LTobeay Touv Sev elvan TAVTA
onpBne — yroo mopadetypo 1 mopaywyyr, pebaviov oty wodhépyetr Donna II eivor nwpiwg
oéiotpopung npogievons (Rowe et al., 2008 xow Heavner et al., 2013).

H anoylwpiwon napovcia Oetnawv toviwy eyer peletnbel Ayotepo Sie€odina ot Prloyonspia.
2uvnBéotepa nataypapetat OTL 1 Topovata Hettnmy LOVTWY Eyel HEQKS 7] %ot TAY)OWS AV XLTIGEL THV
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amoyiweiwon (my El Mamouni et al., 2002, Hoelen xot Reinhard, 2004, Mao et al., 2017). Qotooo,
LTXEYOLY AMYEC avapoEEC oL TeEtypdpetar pndeviun 1 xot Oetnn enidpaon twv Oeunwv oty
anoyiwpiwon (Harkness et al., 2012, Aulenta et al., 2007). ITtOavég attieg yro Tig @V TIHES EMATOOELS
™G Tpovastag Oetnwy o1y anoyAwplwor (Otay TapatneNdnxay) eivar o avtaywviopog yro to Ha not
7 TUEEUTOBLGY] TG AVATTLENG TWY ATOYAWELWTWY e€utTiog TN TOEMNG TaEOLGLAG GOLAPLOLWY, SNAUDY
TV TEOLOVTWY avaywyNg Tov beuxawv twvtwy (Hoelen ot Reinhard, 2004; Berggren et al., 2013; Mao
et al, 2017). Extupnoerc yx v exfoaocn 100 avToaywviopod UETHED amOYAWQLWT®Y 1o
vdpoyovotpoyrwv Oetnoavaywyéwy Bacilovial oTig emSOCELS TwV TEASLTAIWY G KAAMEQYELEG TOL
dev mopatyEeital amoyAwElwoy xat Staépovy DepelMwdng amd T HXAMEQYELES ATOYAWEIWONG.
Emmkéov, o pnyaviopnog nagepnodiong g anoyAwplwong and T covkpidia dev eyet peietnlet
ovotpatxd. 'Btot, oe awtd 10 TAAioIO TEQLOPIOUEVNG YVwog, oe cuviireg mediov cuvnbiletan 7
TpocHNMN peyaAwy TOCOTNTWY TEOSEOULY evwoewy Tov Ha pe atdyo ™ yonyopn anopdupvvor twv

Beunwv not ™V avanTuén TWV ATOYAWELWTWY GE ALYOTEQO AVTAYWVIGTIXEG GLVOYUEC.
3. O o1oy06 %ot 1 pebododroyio g SratELBNg

H pekétn me anoylwplwong oe petmtég pmnpoBanés notvotteg yivetat tdtaitepa mepiniony xabng 1
EOUMVELX TWY EUTEIQINWY TUOATYOYOEWY EUTAEXEL TOAREG TTUEUAANAEG inpoPlanég Stepyaoies. 210
eEYaoTYELO eivalt SVOUOAO v amopovwbel 7] amoYAwELWCY Ao TG CLVOOEG AVTLOPAOCES UAL VX
npatnen el ouoTUATIHG 7] ToEaYWYY Kot 1] xaTaveAwoy Tov Ha and i Stpopetinég pinpoPranée
opddec. Edw Bonbovv 1o smtvntind povtédo to omola oe GLVOLAOPO PE TELQUUATING OESOUEVX

UTOQOLY VX ATOTLTWCOLY TOCOTIUX THY XAANAETIOEXGT] PeTAED ATOYAWELOTINWY XAl (k1] SLEQYXATLWY.

210Y0¢ g TaEoLoAS SXTEBNG Elvat, HECW TNG AVATTLENG EVOG MWVNTWOL povtedov mou fu
TEQLYQUPEL Ml W7 XTMOYAWELWTIXEG Otepyaoieg, (x) va mpoowepet mbavég e€nynoeg yix TLg
SLXPOPETINEG GLUTIEQLPORES TOL TAEOLGLALOLY Ol UXAMEQYELEG ATOYAWEIWOYNG OTO TESlO %Al TO
epyaototo, nat (B) v avalnmoet atoryeia mov B mEocPEEOLY amaVTHOELS 6TO Oepelmde eQWTN U
™G eVtoyLUEVYS BloamonaTdotacg Twv YAweoutduleviwy: Twe va 0d1ynbet otoyevpéva 1o Hy otoug

XMOYAWELWTEG nat v Bedtiatonombet 7 amoSOuncy Twv ELTWY.

[N tov Adyo av1d avamthyOnue évar nvnTnd LOVTERO TTOL TEQLYQAPEL TNV ATOYAWELWCT] THEUAANA
ue ovvepyatinés (1 QOpwon twv mEOdpopwv evwoswv tov Hz) xor aviaywviotnée Sepyaoteg
(moxpaywy”) pebaviov xat avaywyy Beurwv tovtwy). o va teptypadet ) CLUTEQLPOER TEUYUXTIHDV
NUAMEQYELOY aTtOYAwElwaS, To povieho Babuovoundnxe yonotponotwvtag dedopéva and pemntég
nohMéQyeteg  amoylwplwong mov  avamtiyOnuay  uow  ouvinendnuav oto EbBvixd Metodfio
[Tolvteyveto (Panagiotakis, 2010 xow Antoniou, 2017): (x) wa peBavoyovo nadhiépyeta
anoyrwpiwong NTUA-M), ot (B) por penth uadAiépyeto anoyAwlwag pe SuvatoTNTeS avaywyyg
Beunwv tOvtwy not napaywyng pebaviov (NTUA-S).

I tov TEOGSLOEIGUO TV THEAUETEWY TOL WOVTEAOL, avonthYOnue Wi evpetny] pebodog
Beltiotonoinong pe morlanhd onpeia exxnivnong (heuristic multistart global optimization approach).
H pebodog Bektiotonoinong dontuaotnue xat oe VO LOVIEAX YIX OVO ATOYAWELWTINEG KOWVOTNTEG
ano ™ Bifhoyoaygia. H eumotoodvy ot Sopn touv povtéhov xow oty emovadnntxy pebodo
Bektiotonoinong evioybbnue pe Sontpeg vrd StanEttég cuvbnreg, oL omoieg *IALTTAY TO YAOUK XTO
un meploplotinég ouvinueg (my. mpocbnun wavng mocottag 80T ev T amovoia Oeuxwv) éwg
oLvON e EVTOVOL AV TAYWILGROD (TT.y. OTaY 7] avarywyy| Oetmy o 1) Topaywyy pebaviov avtaywviletor
ne v anoylwplwor yix meploptopeveg nocottec Ha). Emnpocbeta, wa osipd and aptbpntina
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TELQAUATA TEOGOUOIWORY TNV ETNLOOCY] EVUAAUNTINGY UEUTWY ATOYAWOLWTILWY XOLVOTNTWY YL
SLopopeTinég oTEUTNYWMES Broevioyvorng, Sivoviag eugacy oty Spdon xat oty obvbeon twv un

ATOYAWOELWOTWY UEAWY TG HOLVOTNTOC.

4. H avantoéy Tou LOVTEAOL Ylot PEIHTEG HAAMEQYELEG ATTOYAWEIWOYG
(Keydhato 4)

Koatapyny, o oyediaopog tov poviéhov Oo mpénet voo AapPavet vmodiy Okeg Tig Baotnég TAnEopopieg
TOL TUEEYOVTAL XTO TIG EUTEIQMEG TUQUTYQYOELS TWV AAMEQYELWY OTO EQYXOTHQLO, WOTE TO
ToEayOpUevo poviéro va oupPadilet pe v mpaypatot)ta. 'Etot, o evoloandg oyedtacpog tov
HOVTELOL cupTeEtéaBe OAEG TLG Baotneg CLPBLOTINEG ML AVTAYWVIOTINESG SLEQYAOLEG TTOL UTTOQEOLY VX
e€nynNoouvy TN OCLUTEQLPOEG TwWV OLO ATOYAWELWTIMOV HXAAEQYELWY TOL  ovantOYONray  no
ovvtneNOnuay and toug Panagiotakis (2010) xow Antoniou (2017). O evvouandg oyediaouog tov
HOVTEAOL oupmeQAapPavel Yyl TEWTN opd medix UxEoRlanod aviaywviopoL mepay Touv Ho,
ONPLOLEYWVTHG EVAL OVTEAO ELELTEENG EPUOUOYNG TOL TEQLYQXYEL OlEQYXTIEC TOL €V OULVAUEL
AapBavouy ywoeo oe PemTés ©ovotnteg anoyilwpinwong mépay twv NTUA-M xoat NTUA-S nat o
omoieg omavia AopBavovtar vTOPLy.

4.1 Ot xxrridpyeteg anoyiwoiwons NTUA-M ot NTUA-S

Or sadhépyeieg NTUA-M s NTUA-S Oewpovvtar ouyyevinég nadhépyetes. ITponibav and to
oLVOLAOPO BLO PNTOWKV ATOYAWQLWTINGY AAAAEQYELOV Xl Wing naAAEQyetag avaywyns Oeuxwy
(Panagiotakis, 2010). Eniong, ouvtnendnrav oe aviidpaotneeg npt-Staxontopevov égyou, ot omoiot
oe eBdopadaio Baon tpopodotovvtay pe 500 uM (1 65,7 mg/l) TCE xa 300 pM (7 26,1 mg/)
Boutvprod, mpocopowwvoviag T cvvbnureg meploplopévng Swbeotpotniag Hr mov ovvnbwg
anaviwvial 610 medto. Eniong, 1o anotehéopata Loploanmy avaAdoewy xal Twy L0 UXAMEQYELWY
edetéay OTL 08 TMOCOTIMO eTUMESO XLEWEYOLY GTEAEYY] TV BaxtnEliwy TAYEOLS ATOYAWELWONG
Dehalococcoides mccartyi.

H sadhépyeia NTUA-M Stihbe 8vo Eeywototwv teptdodwy Asttovpyiag pe Baor m péon eBdopadtalo
amoyAwELwTHY emidooy e Ot 8o Eeywolotég mepiodor Aettovpylag ¢ xaAAépyetag Oo
avtipetwnilovial wg dvo EeywELotég naAlepyeteg oto e€ng nat Bo avapépovtar wg 7 naAlepysta
NTUA-M1 now 1 nodhhéoyete NTUA-M2. Xty xaddépyete NTUA-M1, o anoyrworwtég
anoylwpiwvay %t péoo 6po 10 dbéoipo TCE oe mocootd 65%, napdyovtag os eBdopadiaio
Baon nwpiwg cDCE now VC no punpée nocdmteg ETH (Panagiotakis, 2010). Xtnv nodAiépyeta
NTUA-M2, ot anoylwptwtég oy ehapE®s mo anod0THol ¥at *ATd PEGO OPO XTOYAWEIWVAY TO
71% twv yhweoatBuleviwy — napnyayay xvping VC xat ehapong vdnidtepes ovyrevipnosig ETH
(Antoniou, 2017). 'Eva x0wod yoapontetotind twv 800 xaddepyetov Ntav 7 aotadng magaywyn
uebaviov: avd meptodoug mapatrEoLVTAY €€XOOEIS naL LYEOES TNG TaEaywYNS debaviov mov
ouVdLAOTNMAY  pe  VTIOTEOYWS  petaallopevec  ovyrevipwoels oéwol. Katd tg  évtova
uebavonapaywywmes meptddovg 10 0€ind nxtavaAwvoTay oe vrniodg Evbuovg, eve oe meELOSOLG

YUPNANG Topaywyng pebaviov 1o 0o cuoowEeLOTAY.

H nodhépyeta NTUA-S, népav ¢ npoctnung TCE xou Bouvtupwon, deyodtav oe efdopadiaio Baomn
oyEeTWA YoUUNAES ouyrevTowoetls Deunwy tOvtwy: yo o Teplodo TEPITOL MEVTE ETWY TPOYOSOTOLYTAY
pe 300 uM (7 28 mg/l) Oeuxwv xou yoe mepinov éva étog pe 729 uM (1 70 mg/l) Oeuxwv. O
ovyrevipwoelg Oewpovvtar yaunkéc AapPdvovtag vrody OTL O YWEOLG ELTACPEVOLS ATO
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yAwpoatburéviar éyouv avaepbel cuyrevtpwoetlg Beunamv tovTwy mov xupaivovioar and 200 uM éwg
30.000 uM. Ilopd v mopovcio eVAAIATIUGDY ATOSEXTWY NAEUTOOVIWY, Ol ATOYAWOLWTES HATH TO
TelenTalo €10G AetTovEylag ¢ xaAlépyelag amoyAwplinvay xatd péco 0o 10 TCE oe nocoosto 67%,
nopdyoviag ovyxpiotpes mocotnee ETH pe tg xodhépyereg NTUA-M1 xae NTUA-M2. H
nopaywyn pebaviov oty nodhiépyeta Ntav Wil tepa YapnAy), apod avtiotoryoboe uolg oto 1% twv

StabEatpwy LooSHVUUWY NAEXTEOVIWY.

4.2 O evvoraxog cyedraouos tov povrelov

To wvnmnd poviého mov avantdydnne mepryodyer ™V anoylwplwon oe obvbeteg wpofroneg
XOWOTNTEC TOL GLUTEQIAXUBAVOLY GUVTQOYIMEG MUl AVTXYWVIGTIMEG XAANAETLOQUOELS XVAUECH OF
ATOYAWELWTEG, LOEOYOVOTAEAYWYR BaxTNEW TOL ATOSOUOLY TIC TEOSEOUES evwaoetg tov Ho,
uebavoyovoug xat Beuroavaywyeic. ITio ovynexpipéva, 10 povtého neprypdyet (o) TV anOYAWELWGY
tou TCE ano 8b0 minbucuods anoyAwpiwteov (xTOYAWEIWTES PEQIXNG %ot TANEOLE ATOYAWEIWGYS),
(B) ™ ovvtpopwr ofeidwon touv BovtupwoL xat Tov o€wmol (TEddpopes evwoetg Tov Hy), (y) v
vdpoyovotpoynn nat o€imoteoPwy) hebavoyeveor), nat () v avaywyr Beuxwyv pe doteg nAentpoviny
70 Ha, 10 0€id na 10 Boutupind. Xuvolnd, evvéa udELEG Opddes tixpoopyaviopwy Hewpsitar o1t
gyouv ev duvapuel avantuybel otig nadiiépyetec. Téhog, oLvbeteg opyavinég evwoelg, TOL TEOEEYOVTAL
anod v amodopnon g Bropdlag %ot v tpoctnun exyviiopatog Loung, tpocopotwinray wg mnyéc
BouTuEoL GLVELGPEQOVTAG AT’ XVTOV TOY TEOTO ETUTAEOV NAEUTEOVLX VLot TIC XA T BOAIES Slepyaaieg

TOV {IXQOOQYAVIGUOV.

Tolo eninedo avTAyWILOROD TEQLYEAPOVTAL ATO TO LOVTENO, O avTaywVtopog Yoo 10 Ha, 10 0€ind not
10 Bovtupwo. O avtaywviouog yla 1o Ha eivon xplotpog, apod ennpealet apeca v éxPBaon g
anoyAwpiwone. H mpocbnun Bovtvpimod oe nakhépyeteg amoyAwpiwong pe otoyo 1 Proevioyvon
TRV XTOYAOEIWTOY yel 0dNyNoeL oe ouyxevtpwaoelg Ha mov nopaivovtan and 0,05 uM (Fennell nou
Gossett, 1998) oe 1,20 pM (Mao et al., 2015) xat, wg ex 10070V, OAeG Ot Stepyaaieg TOL NATAVAADVOLY
Ho eiva Beppoduvapnda epintég (Loftler et al., 1999). Metd v mpocbnun 1wy npddpopwy evimoewy
tov H,, maxpaystar not oo, yix 10 omoio aviaywvilovtaw ofmotpogwol pebavoyovor ua
Beunoavaywyels ot Bantnota ouvtpoyg o€eldwong Tov 0oL, To ATOTEAEGUA TOL AVTAYWVIGUOD
uetaéd Twv 1OV OéiroTEoPwwy TANBuopwy dev yet Stepeuvnbet Sie€odind ot BrfAtoypupla nat
taitepa oe novoOTNTEG amoylwplwone. Ewdwa, 1 yonon tov omod we myn Ha cuvodedetar amod
avtepovoueva evpNpata ot Prployoxpio. L2¢ ex tobdtov, dev pmopel va mEoPiepbel ex Twv
TEOTEQWV 7] ExBaGY TOL AVTAYWVIGUOL Y TO 0€wo. To i8lo toybeL xat YL TOV AVTAYWILGPO YL TO
Bouvtopwd. Anopa Myotepeg peléteg éyouvv efetdoet mwg avtoywviloviar Oeuxoavaywyelc not
Bantnotx cuvtEopnyg ofeidwong touv Bovtuprod Y to dwbéotpuo Bovtvpd (Stams et al., 2005).
Anopn now av ot cuvipogwol mAnbuopol tumind avamtboooviat pe ayods eubuovg, Tapovcio
TeELoELoTW®WY TocoTTwy BDeuxwv Wviwy B pumopodoav vo avtaywviotody To Oetoovoywynd

Boutnowa (Muyzer »ot Stams, 2008).
4.3 H paOnuaricy neoryocupy twy Stegyootwy

H pobnpotinn mepryoogn twv dtepyaotwy mov Agbnuay vrnody oto povteho PBoactotnue oyedov
e€ohonhnpou oe nvntinég ebrowoetg THrnob Monod #aTdANAL TOOTOTOLNUEVES VLot VO TEQLYQAPOLY
o SLxitepao yapontnototna ndbe Stepyaotac. Xtic aviidpaoelg anoyiweincng Hewpndnuay ddo
TEQLOPLOTIXOL  TTUEAYOVTES: Tat YAwEoxtbvAgviar (axmodéntng mMhextpoviwy) xat 10 Hy (861tng
NAEUTEOVIWY), Y& TO OTOLO YONOLULOTOMONKUE EVa UXTOPAL GLYHEVTOWONG XATW ATO TO OTOLO 7
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anoyAwplwon dev eivar epwty. Emiong, Oewonbnre mwe n mapovcia tov cDCE lettovpyet
TUEEUTOSLOTIUA YL TNY UXTAVEAWSY] TOL VC, €vag Ny aviopOg TOL TEOGOUOLWVETAL Yot T BanTNELe
TAYOOLG  ATOYAWEIWONG  TEQLYERPOVTAG T ouyvés xabuotepnoelc oto Tednd otddio g
anoyAwpinong. Ot avudpacetg pebavoyéveons (udpoyovotpoyny nal 0EUOTEOYPINY])) TEQLELY Y EVAY
TeploptoTd ToEdyovia, o Ha 1 10 0€ind, avdhoya pe 1o eidog tou pebavoydvon pnpoopyaviouon.
Or mivntineg g Betnoavarywyng mepteypapnxay pe SLO TEQLOPLGTIXOLS TAEAYOVTES, OO PE TG
aVTLOEAGELS ATOYAWELWGYG. O TEMTOG TEPLOPLOTINOG THEAYOVTAS Elvat 7] Tapovaia Oetumy tovtwy (0
XMOBEATYG NAETEOVIWY, OTIWG %aT avadoyio elvat T YAwEoalBuAEVIX), eVt O BeLTEROC TEPLOPLOTINOG
TEAYOVTAG eivat 0 SOTNG NAentEoviwy, dNAady 1o Ha 1 10 0€ind 1 1o Bouvtupno. Teélog, ot pubpot
0€eldwog Twv TEOSEOoPwWY evwoewy Tou Ha (dnAady tov Bovtupod nat Tov o€mov) vroloylotnuay
and e€iowoelg Thrnov Monod, otig omoieg 1 TpOdpopun vwor tov Ha anotelel tov ndvo nepLoptotind
TLEAYOVTA AVATTTUENG TV pinpoopyaviopwy. I o Beppoduvauinod eheyyo twv dvo avudpacewy,
yonotponomOnuay anieg exbetinég ouvapTyoelg ™¢ ouyrevipwong Tov Ha cbugwva pe Tig onoleg o
endotote PLOPOG naTavadlwong pndeviletar Otav 1 ouyxEVTEwor Tov H, Eemepdoet eva dvw OpLo — yra
70 Boutvpnd 10 Opto etva 1,20 uM Hs sou yro 1o 0€ind eivon 0,40 M Ho.

H ¢bopd twv pwpoopyoviopwv xot 7 oamodounon twv mo obvbetwy opyavizwy poplwy
npocopotwbnuay pe amhég wvniinég mpwtng taéne. Ewdwa y v amodopnon twv ovvbetwy
opyavirewy eveooewy, bewonbnre amlomomtind Twg 7 amOSOUNGY] TOLG TAEAYEL ATOUAELOTING
Boutupd, CLVELGYEEOVTAG %AT GLTOV TOV TEOTO LCOSLVOPUX TAELTOOVIA GTNV XTOYAWELWTIXY|

1OWVOTNTA.

5. H extipnon TaQupetowy tou poviehov — Mebodoroyud {ntnpata
(Kepalawo 5)

e mvnund povtéda mov Baotlovtat oe elonmoetg thnov Monod 10 nEOBANpa eXTIUNONE THEAUETOWY
(T0 AMONAAOLUEVO WS AVTIETEOYO TEOPRANUA) elvar auyvd xoxwg tebetpévo (ill-posed). [ToAkég Aoetg
nepypapouy e€icov ok o metpapatind dedomeva. H pn povadwmdmta twv Adoeswv éyet dbo
emntwoets. Ilpwtov, povtéla pe SlapopeTinée GLUTEQLPOEES UTOEOLY v Hewpovvtar amodexntés
ADoELG ToL avTioTEoYoL TEoBANuatoc. o napadetypo, 6To THEOV LOVTELD 1 TopaywyT| uebaviov pe
TLTOYEOVY] pelwor tov ofmobd Oo pmopolLoe va eivar mEolov () g SpaonNg OEUOTEOPIUWY
uebavoyovwy 1 (B) g ovvepyaoiog ocuvvipoprwv  Baxtneiwv ofeidwong Ttov ofwmoL  uat
vdpoyovotpopwey pebavoyovwy. 2vvemwg, TO (010 AMOTEAECPX WUTOQEEL Vo TOUEUYETXL XTO
Sxpopetind povomatia. E1ot, vdQyel TEQLOQLOKEVY] EUTIGTOGDYY] OTL Ol ADGELS TOL AVTIGTOOYOL
TEORBAPIATOG LTOQOLY VX TEOGOUOLWOCOLY ETXOUMOG T1V TOAUYUATINY] CUUTEQLPORX TNG NAAMEQYELXS.
Aed1eov, 1] TeEOoLGLK TOAMY ADGEWY SUGHOAELEL TOV EVTOTIOUO antodexTwv Aboewy. H ebpeon g
anodentng Aorg mpobmobéter ) Bewpenom evog opbob apynod onuelov exxivnong g avalnmons.
Bva tétolo onpeio, wotdo0, amattel ®AAY| YVOGCT] TNG CLULTEQLPOEES TG UXAMEQYELHG, TOL Eivat
onaving Swbéoipn. Enlong, wa AavBaopévr Aorn touv avtioTpopov mEoBANUATOS TOL avamaEdyet
OVETILOAWG TLG TELQXUATIHES UETOVOELS LTOQEL Vor OBNYNOEL GTO ECYPAAUEVO GUUTEQACUA OTL 7] SOUN
0L povterov eivar Aabog, evw 7 anotuyic umopet va ogeidetar 6TOV eYUAWBIONO TG avalTnong

ADOEWY GE TEPLOYES TOL YWEOL TWV ADGEWY TOL OEV TEQLYQAPOLY LUAVOTIOLY TG To Sedopéva.

2y mopovoo STl Yl TOV TEOGSLOPLOPO TWV TXQXUETOWY TOL UOVTEAOL, avamThYOnue pio
evpetnn) pebodog Bedtiotomoinong pe moddamhd onpeio exxivnone. H pébodog avty éyer dvo
mheoventuata. [lpowtov, eivar po amdy ot cvAndn pebodog mov mapaxdpnter 17 SuonOAin
TEOGBLOPIGUOL €VOS UOVOSIHOL oNpeiov exxivrong. AebTEQoV, ual OWG TO TAEOV GNUAVTIXO, 7]
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BehTtoTOTON G Phe TOAXTIAR CYPELo EUNIVIONG TTHEEYEL TNV ELUALELX EVIOTIGUOL LGOSLVAUWY HAA
SLapoEeTinmy Aoewy Tov TpoBinuatoc. ‘Etot, yaptoypayeitat 0 y0EOS Twv AVGEWY TOL AVTIGTEOYOL
nEoPANpatog ot evtomiloviat ADCELC TOL  AVIITEOCWTELOLY UXAMEQYELEC WUE  OLUPOQETINES
ovpmeptpopes. H extipnon plog povadmmng Aomng (anopo ut oy elvat TEAYaTt 1] oMxd BEATLaTY AoT)
UTOEEL VO LTOXELTITEL SLPOES OTIC SLEQYAOLES TIOL EVAL HGTAVTES HUATA TY] PAGY| TEOGOLOQLGUOL
TOU HOVTEAOD, GAAG ONUOVTIMES %ATA TV @&on TEOPRAednC, OTAV TEOGOUOLLVOVTAL SLUPOQETIHES

xpyég ouvbnues.

H otpatnymn nolamiov exsvioewy tpaypatonoteitat oe tola Bnuata. [Towta, emthéyetor éva otovet
tyaio (quasi-random) onpelo exxivong and TOV THQUUETOIMO YWEO. LT1 GLVEYELX, NUAELITAL EVa
TOTHOG ETMALTNG TOL eVTOTILEL ior ADGY] TOL AVTIGTEOYOL TEOBANUKTOS GTY] YELTOVI TOL GYHELOL
exnivnong. Téhog, eléyyetar éva xOLTHEL0 TeEpATIoNOL oL akyopipov. Av ot Tomnég Aoelg mov
gy oLV TPOGSLOELOTEL elva toeg pe v Mrebltavy extipnoy tov olxod axpBpol tonmey Adoewy Tov
TEORANPUATOG, TOTE OTARATY O aAyOELOpROG. Xe StaoEeTiny| TepinTwar], 0 adlyoEtdpog entoTEéyel 670

TEWTO BN ETAEYOVTAG EVOL VEO GTUELD EXNIVYOTC.

Abo evadhoxtinol akydetbpor todamhoy exxtvnoewy npoypaupatiotinoy oto MATLAB®. H uovn
TOUG BLXPOEA elval O TOTXOG EMALTNG TOL UXASITAL AT TO OeLTEEO BNpa. ZVLYXEXQLUEVA,
emA&yOnrav: (o) proe pébodog emavadnnTinod TeTEUywVIXOD TEOYEAUUXTIGHOL (sequential quadratic
programming method — SQP), 7 onola avnuet oy owoyévelx Twv pebodwv xhiong (gradient-based
method), xou (B) pa yevinevpévn pébodog avalimong npotdnwy (generalized pattern search method

— GPS), n omoia aviret oty owmoyévela Twv pebodwy dueong avalnmong (gradient-free method).

H evpetnn pébodog Bektiotomoinong pe TOMATAX onpela exxivnong Sontpudotnne oe Tolo
SLUPOEETING AV TIXG PLOVTEAX, TX OTOLX TEQLYQXPOLY XTOUAELOTING TNV XATOYAWELWGY] LTO UM
neptoplotinég ouvOnueg Ho now pe mopodhayée twv céiowoswy thnov Monod. Zuvyrexpoipéva, 7
uebodog Bedtiotonoinong eréyyOnue: () oty noképyete NTUA-M2 pe puo anhomotnpévr) endoy
TOL POVTEAOL TOL avanTLYONME 6TV Tpovoa StatELPN, (B) oMy epnopwa Stabéotpn anoyhwELwTNy
nodhéoyete SDC-9 pe 1o poviého twv Schifer et al. (2009), to omolo AapBdver vmoPv ™V
AVTUYWVIGTINY] TOEEUTOBLOT Twy YAwpoatBuleviwy, nat (y) oty noedlépyete PM pe 10 poviého twv
Yu xa Semprini (2004), mov meprypapetl v 108wy enidpacr vyniwv cuyrevipwoewy Twv PCE not
TCE oty anodopnocy toug.

H epappoyn g pebodov moramhwy onuelwy exnivnong eviomioe amodenTe TEOCEYYIOES TG
OLUTEQLPOQEES TV xaAAeEYeLlwY anoyAwpinwone NTUA-M2, SDC-9 xat PM, ywpic va eyyhowBileta
O€ TIEPLOYES TOL TXOAPUETOLUODL YWEOL pe avemxpxelc Avoetg. EmmAéoy, ) uebodog tomung avalninong
SQP nrav anoteleopatinoteen s GPS napovoialoviag vPnrotepoug pubpois oLyKALGN G oe ToTINES
Moetg. Téhog, 1 yonon tov Mreillavod xpttnplov teppatiopnod Ntay axoeny, xabng efuttiag g
YOXUUIXNG CLOYETIONG TWY TAUQAUETOWY TOL TEOBAUXTOC, ETMPENE VX EVTOTILOTEL peydAog axtiuog
TOTUUWY ACEWY TOL TEOBAUATOG TOL ATALTEL GNPAVTINO LTOAOYLOTINO YOETO. E1ot, ot cuvbetdTepa
novtéda g StatELBNg, o adyoetbpog molamiwy onuelwy exxivnong otapatovoe ata 1000 onpeio
exxnivnong.

H Stepebvnon peyahwv Teptoymy ToL TUEXAUETOILOD YWOEOL TUEEYEL EUTLOTOCLYY] OTL TO LOVTIEAO TIOV
TEQLYQAPETAL ATO T BEATLOTY AVGY] TNG OTEXTY YNNG TOMATAWY GNuelwy exxniviang sivar opbo. To
GOVOLO TWV ATOSEUTWY ADCEWY Ylar TNV xaAAépyela amoyAwpinons NTUA-M2 eiye xotvé Aettovpynd
yopanototind entBeBotwvoviag 0Tt (&) SLO €187 ATOYAWELWTWY ATOTEAOLY TNV XOWOTNTA TWV
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ATOYAWELOTWY — T BANTHO KEQIUNG ATOYAWELWGYG TOL XATAVUAWYOLY TO TeptacOtepo TCE non
o Bon )L TANEOLE ATOYAWELWGNG TOL XA TAVOIAWVOLY UxEO TuNpa Tov TCE xat, xupiwg, cDCE
not VG, na (B) 61t 1 mapovaia tov cDCE éyet avaotartiny enidpacy oty amopduouvor, VC. T
™V noaAALEQyelx anoyAwpiwong SDC-9, 1 epappoyn ™g oTEATNYIMNG TOAMATAWY CYPELWY EXUIVYONG
eniong emBeBaiwoe ™y vrobeon 61t 10 cDCE napepnodiler ™y anodounon tov VC. I'o v
nodhépyetoe PM, 7 epapopoyn mc pebodov moAAamhev exntvoewy eviomioe anodexTés ADOELS TOL
avTieTEOYOL TEORANPUATOS TOL ApPLGR7TObY T SlnioTwoy Twv Yu xat Semprini (2004) oystina pe
™V T0€nn enidpaoy] Twv LPNAwy cuyxevipwoewy TCE.

AUTOC 0 TEKOTOG YDPOS TEOCOPOLWOEWY O0dNYNoe TNV TooLoa StatEtB” va expetaiievbel to
SLUTOTOUEVO TIEORANUA TNG K] ROVASMOTNTAS TwY ALGEWY TOL avTioTEOYoLv mEoBANmatos. H
TEOLGIA TOMOV ATOSEXTWY ADCEWV XTOTEAEOE ELUXAIQIN TEOGOLOPIGUOD EVOANXATINGY HUEIXTWY
ATOYAWOLOTIXWY KOWOTNTWY, 1] MEAETY] Twv Omolwy vmd Stxpopetnd oevapta PBroevioyvong o
umopovoe va dwoet mhaveg eENYNOELS Yl TIC AVTIXQOVOPEVEG TXOATYONOELS AVAPOQIUX HE TO T

AMOTEAEL HOAY] TTEAXTINY] BLOEVIGYLOTG TWV ATOYAWOLOTMY.

6. H yo"on Tov poviélov Yl TNV XATOUVON O TNG GVUOTAGYG TV PUN-ATOYMDQIWTMV O UEIXTEG
XOWVOTNTEG ATOYAWQIWGYG

To avamtuybeév utvntind poviého yonotponombnxe xot oe avtiotpoyn xat oe evbeio Aoy ya vor ()
e€etdoet ) Aettovpywy] dout| Twv anoyAwEtwtiney xaiiepyetwy NTUA-M xot NTUA-S xot (8) va
dre€ayayet otoyevpeva axptbpnting metpapata mov e€etalovy TV eNMIBEACT] TWV U1 XATOYAWELWTWY
oty éxfBoaom )¢ anoyAwplnwong brtd oLV reg pebavoyéveone 1/ xo avorywyng Deunay oe StapopeTind

oevapta Bloevioyvong.

6.1 Extipuwvrog T o00TXY THG HOYVOTYTAS TWY UN-XTOYAWOtwTwY TG xetAAicoyeteg NTUA-M2
(Keydharo 7)

Apywmd, StepeuvnOnmre 1 odoTaoy Mot 0 AELTOLEYIXOG POAOG TWV (1] ATOYAWEIWTWY TNG UELTNG
anoylptwtung nolépyetag NTUA-M2. Onwg npoavagpepdnue, 1 wadiéoyeto NTUA-M2 xotd )
owvTNENoY ¢ Tepovaince otablepr] anoyAwplwtiny 6p4cy cuvodevopevy and actadr TaEaywYN
uebaviov. Or Stamvpavoelg oty napaywyy pebaviov cvvéneoav pe uetaBOAES TwWV CLYUEVTOWOEWY
0€110D, LTOSEMVLOVTAC WS TO ®LELO POVOTATL puebavoyévearg eivar o€motoyind. L2oT000, 10 1BLo
anotéreopa Oa pmopovoe v éyet emtevybel evolhontind, dnAady amd T cuvtEOYWwY CYEOT
vdpoyovotpopwny puebavoyovey nat Bantneiwy ofeidwong tov oéirod. Me 1 yenomM 0L HovTEAOU,
avalnOnray otoryeio mov v emtBeBatwvouy v vdbeon Ot 1 pebavoyéveorn 6TV anoYAWELLTI
nowottae NTUA-M2 eivar o€uotpopnn uot va Stapwtiovy 1 aDOTRGY ¢ HOWOTNTAG TwY 1)

XTOYAWELOTWY, dNAdY TV puebavoyovwy xat Twv vdpoyovorapaywywy Baxtnolwy.

I 10 oxomd avtd, epapuoctyne ua otpatnywy aviemPBefainong Aboewy (cross-confirmation
strategy). H otpatnyws avty) extekeitar oe 6vo otadia. Katd 1o mpwto, evtomiloviat SixpopeTtineg,
tooduvapeg mpoceyytoetg g noahépyetag NTUA-M2. 210 8ed1e00 014810 oL evadhanTinég ADoelg
TPOGOPOUWYOLY TELOXUATA TOL TEXYUXTOTOONMaY OE SLQOPETIES PATELS TNG UXAMEQYELAG ML Lok
SLUPOEETING CEVARQLY TAEOYNS TOL BOTY NAenTEOVIWY. OTot ADGY AVATHEGAYEL T CUTEQLPOQSE TNG
NUAMEQYELNG OTA TELQAPATH TOL OehTePoL otadiov Oewpeital wC amMOdEXTY] TEOGEYYIGN NG
nodlépyetag NTUA-M2.

xvi



Katd 10 mpwto otddio g otpatnymng avtemBefalwong twyv Acewy, epapuootxe 1 pébodog
Bektiotonoinong TOAATAGY exnvi|oewy oe éva melpapa Tov mpaypatorombnxe vnd cuvONueg
TIEQLOPLOUEVY|C TEOY NG POLTLEXOD nat StNEXNOE GYESOV EEL UTVEG EMLTLYYAVOVTAS TEMUKS TV TTAYON
anoylwpiwcsn 500 uM TCE. H otpatnywy TOAManAwmy exutvioewy e@uopOcTNne Ge EMLUEQOLS
BNpato xote T oMol eVTOTULOVTOY SLUXQLTES X0t OMOEVAL IIXQOTEQEG YELTOVIEG TOL YWOEOUL TWY ADGEWV.
AUTY] 7] LEETINY] TEOGEYYLGY] TOL AVTIGTEOYOL TEORANUATOS TUEELYE EUTLETOGLVY] OTL Sev aryvonOnmay
ONPOVTINEG OLEQYXGIEG TOL TEQLYQXPOLY TG TELQUUXTINEG TOXQATYOYVOELS. 2LUVOAILY EVTOTUIOTYHAY
TEGOEQLC ADOELG, Ol OTOLEG OLEPEQAY GTIG AIVNTIMEG TUEAUETOOVG HAL TY] OYETINY] TLXVOTNTA TV SLO
ueboavoyovwy nor twv Bartneiwv ofeidwong tov ofmod. Avtéc ot opadeg Baxtnplwy notaddyBovoey
uokg 1o 20% g cuvoiinng Bropalag, apod OTwg TEoxvVaYERONKE KVElXEY Y KixEoPLaxT opada aTNY
nodlépyete NTUA-M2 ntav to otehéyn twv Debalococcoides mecartyi. Extog and ) oyetnn natavoun
tov 20% ¢ Bropalag oTIg TEES OUASES 1] ATOYAWELWT®OV, Ol ADCELS SLEYeQAY KVELWE WG TEOG T
HeTaBOMMNE  YXEUUTNELOTING  TwV  LOEOYyovoTEOYMWY  pebavoydvwv: oe  TEelg  Aboelg ot
vdpoyovotpogwol pebavoyovor pmopovoav v avamtuybovv pe vdniodg ueéyiotovg ELOUOLS
VATTUENG (Umax) ML OE Plat ADOY| e YOUUNAES TUUES M.

TN &0 evokhontiny pemty xaddiépyeta mpocopotwinray dvo dwpopetind netpapata. To mpwto
neipapa mpaypatoronue pe amevbelag npoctHnun Ha no npayuatonombnue oe p neplodo g
nodlépyetag NTUA-M2 nov mapatnoovviay byeon g pebavoyéveons. To Sedtepo melpopo
npoypatononOnue pe vPnin tepiooeta BovTtuEod (oyeddy enTaTAdoLo CLYHEVTEWGT] BoLTLEMOY oe
OY€0Y MUE TIC GLYXEVIQWOELS MOL TEOGCTIHEVTAL %ATd T7] CLVTNEYOY TNG UXAMEQYELXG) UL OF Lo

neplodo mov 1 puebavoyéveon elye avarduder amo pa mepiodo LYPeoNG.

H yonon twv tecotpwv npoceyyioewy ¢ xariépyetag NTUA-M2 oe evbela npocopoiwor (forward
modeling) avédetée po povadnn Ao mov Teptyedyet T cupneEPoEd ¢ nodiépyetag NTUA-M2
oe éva ONPoVTIO eVpog aEywwy ouvinxwyv. H emtuyig mpocopoiwsr Twv TEQUpATIHGV
TEATYQT|CEWY TEOCYEPEL GLYOLELX OTL TO TEMMO WOVIEAO OVUTIXQUYEL TV QOY] NAEUTQOVIWV GTO
ey Twv xataBolnmy avitdpacewy ™ NTUA-M2, nopd Tic anhomotniines noadoyss yor Ty
TPy TwV HeQROBLYAILIXWY TIEQLOPIOUWY OTNY UXTAVAAWGY] TOL BoLTLEOL Xat TOL O&WOL Xat
™V anodounon g Bropwalag.

H Aon mov Beebnre vmodemvber ot 1 pebavoyéveon oty xnadhéoyete NTUA-M2 eivar uvplwg
ofmotpopw axdpx xot petd ™y amevbelag mpocbnun Ha 1 myv npoctnnn vPmiev cuyrevtpwoewy
Bovtpwol. H maxpovsia vdpoyovotpopmamy pebavoydvwy dev pmopet va amoxietotel, aAid e9OGOV
gyouv emPBLwoel 6TNV NAAMEQYELX, ATOTEAOLY EVay UixEo TANOuouO Tov avamtuooeTot aEYX (BnAady

UE XOUUNAES TUUES Zma) MOUL OEV UTOQEL Vo GLVAYWVLGHEL TOLG ATOYAWELWTECS.

Ot TROGOPOIWOELG UE TIC TEOOEQLS EVIANUUTINEG HAAALEQYELES VTIOYQRUMULONY ETULGNG TY] GYPAGLY TOL
POAOL TV BantnElwy cuVTEOPKYG OZeldwoNG TOL OEOL OTNY UATAVORT] TWY NAEUTEOVIWV OTIG
emuépoug xataBolugs diepyaotes. H dpaon tovg oty nadhépyeta NTUA-M2 Seiyvet 011, mépay To0
avToywvtopoL yx o Ha, 0 avtaywviopog yo 1o o€ind dev Oa mpenet var ayvoeiton, xupiwg oe cuvinmeg
TOL EMNEATOLY YU UNAES auyrevTewoelg Ha, nabwg 1o 0éind pnoget va Asttovpynoet wg mnyn Hoe.

H nopovoa andnetpo npocopolwong eivar and Tig eAdyLoTeS (ELOIG €V CLYHQELOEL e TO GNUAVTIUO
oo SNPOCLELUEVWY KOWOTNTWY ATOYAWELWEYG) Tov e€etdlel To GLYOAO TwV BlEEYACLLY TNG
OWOTNTHG  ATOYAWELWONG, evew celval 1 TEWTY Tov efetalel CLOTNUATIUX TO  AELTOLOYIX
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YAQOATNQLOTING TWY U] ATOYAWELWTWV. O POAOG TwY U1 ATOYAWELWTWY el avayvwetolel eoydtwg
ot Bifioypaplar e TO eVOLHPEQOY VOl ETUUEVIQWVETAL GTO QUAOYEVETIMO YXUQUUTYOLOUO TWV WU7]
ATOYAWELWTWY. L26TOC0, GuVayovTag ¢ HeTaBolnés SpaotnELOTTeg Twv TANbuouwy pe Bdon
(PLAOYEVETIXEG AVUADOELS UTOQEL Vo OOMyNoeL ae eouApueva ovpmepdopata. H onuocta tétouwy

oPoALATWY e€eTdoTnne 6T0 TAXIGLO TG StaTELRNG, OTWE MEPLYEAPETaL ToEoxdTw otV Evotmta 6.3.

6.2 Eferalovrag mibavés uetafolés ary avaraon xut 5 Asttovgyie tne xedriépyesteg NTUA-M
(Keparowo 8)

Onwg avapépbnne, 1 péon enidoon twv amoyiwetwtwv Bekttwbnxe oty nodiépyete NTUA-M ouvy
W YEOVL, SNoLEYWVTAG OVO StaxELtés meptodoug, ™y meplodo g naepyetag NTUA-M1
(Panagiotakis, 2010) xot v mepiodo g nodhépyetag NTUA-M2 (Antoniou, 2017). O dbo
noAAEQYELEG  OLPTEQLPERONMAY  edapows  StapopeTind LTO ovvbnreg TEELOQLOPEVNC TXEOYNG
Boutupwol xat Stpopomombnray onpavind oe cuvbnreg vYNAwv TAcovaouaTwy BovTvEod. OTay
1 nodgpyete NTUA-M2 tpopodominne pe vdnhéc ovyrevipnoes Boutupitod, amoyiwpince
miows 10 Swbéotpo TCE mévte popég taydtepa amd v xaAdképyeta NTUA-MI1, nopdyovtag
T€00eQLC YOPES AyOTeEO pebdvio. H alkayn ot ovuneptpopd twv uoxAMeQyel®wy LToQEel var elvat TO
XMOTEAEOUX UtoG UeTABOANG TG oOVOEGNC TwY 1] ATOYAWEIWTOV 7] TO ATOTEAEoUX TG e€EMENG TwY
amoylwpotwtwy. 't va ekeyybobv ov vmobéoerg avtéc, mpocopoiwbnre 7 ovpmepupopd ™G
nodlépyetag NTUA-M1. TTio ovyrexptpéve, 1 Ao mov mpoxpibnue wg mbavy mpooeyyon g
nodlépyetag NTUA-M2 anotéhece 10 evapntnoto onupelo yio v e€étaon g Soune g
nodlépyetag NTUA-M1. Zuyxexpipéva, x0otHoTotOVTHG T TELRAULXTA TOL TEXYRaTOTOm BN ray
ue ™y nodAgpyete NTUA-M1 pe Swwpopetinég mocdt)teg Bovtuptnon, emtAdbnue 10 aviiotpogo
TEORANpa Bewpwvtag wg petaAnTéc uovo SVO TAEAUETEOLE TOL TEOBANUATOC: TOLG UEYLOTOLG
oLOPOLG AVETTLENG TWY UIXQOOQYAVIOU®Y, Iy, KA TG AOYIXES CLYXEVTOWOELS TOLG. Edv vrdpyouvy
ONPOVTINEG OLXPOEES OTYV TOLOTIMY| %ol TOCOTINY] CLOTXGY TWV KUAMEQYelwy, Ou mEémer vo
avtatonteiloviat oTig petaBoimnég 8ot Teg %ot 1 oyetny apbovia g uabe pinpofranyg opadog
TIOL LTIAEYEL OTNY UAAMEQYELX.

H eniAvomn tov avtioTpopon mEoBANUaTOq Yior T Tl TELEGPLXTA TOL TEAypaToTomONUay Edetée OTL
oL OlPOEES OTY] CLUTEQLPOEE TwWY BLO UXAMEQYELLY OPELAOVTAL XVELWS OTY KETABOAT TwV ISLOTNTWY
TV LEEoyovoTEOYWKY pebavoyovewy xow oe uEotepo PBabpd oe adlayéc oty emidoon Twv
Bontnplwy pepwng anoyiwpiwong tov TCE.

To anoteléopata LTOSeWVHOLY OTL XX TA TNV TEWTY Tepiodo ¢ nadlépyetag NTUA-M eivar mibovn
7] TEovGia LEEOYOVOTEOPWWY UebAVOYOVWY e LUNAES TUUES Mmu 2TIC YAUNAEG OLYXEVTOWOELS Ho
TOL ETUHEATOLY UXTH T CLVTNENOY TNG UXAMEQYELXG, Ol LBPOYovoTEOYOL pebavoyovolr Tapa Tig
DYNAES TUUES fyan OEV PTOEOLY Vo eivart tSLaitepa amodoTol natavadwtés tov Hy xat, ouvenog, 7
OLYOAIXY] CLUITIEQLPOQG TWY AAALEQYELWY Elva eAapows Stxpopetiny]. Opwg, oe vniég meplooeteg
Boutupwol N THEOLGIX TOLG NTAY UATAGTEOPLNY] YL TNY ATOYAWELWGCT], TUEK TO YEYOVOS OTL TOCOTIUA
Nty Alyol. Avti 1 adday? oto petafolua yapantnototnd twv pebavoyovey emBeforwvet
nponyovpeves BiBloyoupinég avapopés (Duhamel xoar Edwards, 2006 xat Hug et al., 2012) mou
edetéay OTL TAOLGLEG PLAOYEVETIUA OAOES Y] ATTOYAWOLWTWY UTOEOLY Vo EMBLOVOLY TUEUAANAL PE
T0Ug anoyAwElwtes. 'Brat, otav éva eidog avayattiotel, evor GALO avaTTLOCETAL XEQOOCGHOTUNS VLot VoL
nohLeL 10 nevd mov SnptovEyNOnue otV naAképyeta. Mia TéTolo ahhayy) 0TV TOLOTINY] SOUY] TV
udpoyovoTEOYPWKY pebavoyovwy Ehafe ywEa nat xatd ™ cuvtnEnon ¢ xaAiépyetag NTUA-M.
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2OPOVY e T ATOTEAEGULATA TOL AVTIGTEOYOL TEORANUATOS, HeTaBANONue %ol T0 amoTéAEGPA TOL
avtaywviopol y 10 TCE petald tov anmoyiwetwtov otig xodiépyeteg NTUA-M1 xat NTUA-M2.
Xy nodépyete NTUA-M1, ot anoyhwolwtés nepwng anoyAwpinwons oy mo anodoTxol uot
natovaAwvay oyedov anoxietatind 1o Stabéotpo TCE. Me 1o mépaapa Tou yOvov, Opwg, 1 emldoo)
TV ATOYAWEIOTOY HEQWNG ATOYAWELWONG petwbnue not o ateAéyn Debalococcoides mecartyi doyrooy
vor natavokwvowy Tunpe tov Stabéotpov TCE. Etot, oty nakhépysta NTUA-M2 ta 8bo xplotpa
TeMnd otadta g anoyAwElwang (SnAadn 1 anoyAwplwor twv cDCE xat VC) tpaypatonotovviay
and peyaddtepovg mAnOvopovs Debalococcoides mccartyi. Miow tétola adhary?] 0TI ATOYAWQELOTINEG
1OWVOTNTEG elva emiong avapevouevy. o napdderypa, ot Duhamel noat Edwards (2006) édeiéav ot
7 o0OTAGY TG XOWOTNTAG TWV ATOYAWQWTWY Ot OlpoEes exdoyes ¢ eumopwa Otabéatung
nodepyetag KB-1 Nty onpaviind Stoupoetiny], axdpn not yro nahhépyeteg mou Statnendnuay pe
70 1510 eldog %ut TOCOTNTA TOL BOTY NAenTEOViwY. LTy Tepintwon g xaAképyetag NTUA-M, 7
XAAOYY] QLT TV LTIEQ TWV GTEASY WY TAYQOLG XTOYAWEIWAYG, BEATIOVOVTAG TN GLVOMXT] andS00T
¢ nodAtépyetag. AapBavovtag vnddhr ta napaTdve, 0 avtaywviopods e 1o TCE now 1 Suvapiny) tov
inOuopwy twv anoylwetwtwy tov TCE 8ev mpénet va napapeinlel, xabwg Oa propodoe vo
ennpeacet Toug TANOuopoLe Tov extelobV Ta Teevtaiar o, ovvibwg, To xplotpa Brpata TG

ATOYAWELWOG.

Zovolud, 1 uerétn twv dvo yeviwy g nodépyetag NTUA-M npocéyepe nibovég e€nynoetg yua to
ol TG SLUPOPETINNG CLUTEQLPOEAS ToL Taovatdletar oty PBrloyoupio pe UAAMEQYELES TOL
ouvtnEoLVTaL pe mxopoleg ovuvbnres magoyng Tov SOTN MAextEoviwv. M petxBoln o
CLUTEQLPOEE TwV LSPOYOVOTEOYWWY uebavoyovwy odNynoe SLO PYUIVOUEVIXG TAVOUOLOTUTES
XOWVOTNTEG ATOYAWELWGYG Vo GLUTEQLPEEDOLY EVTEA®MS SLUPOETING LETA TNV ATIOTELQX EVIGY VOGS TNG
ATOYAWELWONG.

6.3 Alsgevvwvrag TIg EMITTWOELS TWY U7 XTOYAWOIWTOY OF XTOYAWOIWTINEG HXAMEQYEIEG VTTO
ovvlnxeg pebavoysveons
(Keparawo 9)

Ot 8bo mponyodpeveg evotNTeg dvotéay 1 oLINTYO AVAPOEIHA Pe TNV eNiBO0Y T1C ATOYAWELWGNS
%ol T ASLTOLEYWY] QOUY TwV W amoyAwelwtov. Etot, 1o avamtuybév wvnTnd poviéro
yonotponomOnue oe pa oetd aELOUNTUWY TELRAUATWV e GTOYO VX EXTLYOEL TG 7] GLGTAGY] KL OL
HeTBOAMMES LOLOTNTES TWV U] ATOYAWOIWTOV ETULSQOLY GTNV UXTAVOUY] TWY LGOSLYAUWY NAEXLTOOVIWY

OTIG ETULUEQOULG OLEQYAOLES XL, NAUTH GLVETIELX, GTYV ENLO0GY] T1G ATOYAWELWGCYC.

H pebodoloyia mov epappootue 0dnynoe 6Tov TpOGSL0RIOUO TECGAEWY LTOPNPLWY TEOTEYYIGEWY
™ ovpumeptpopds ™e NTUA-M2, pla and 1i¢ omoieg mpoxnpibinre wg anodexty mpocopolway g
TEOYUXTING GUUTEQLPOQAS TNG HoAMEpyelag. Ot TéooeQLg LTOYYNPLEC ADGELS TEOGYPEPOLY, WATOGO, T
duvatotnta v eheyybel mwg ot pn anoyhwElwtég emtdpoLy oV eMid0OOY TG ATOYAWEIWONG OE
SLaPOEETING COEVAELX EVIOYLUEVNG Bloamonatdotacyc. AeSopévon 0Tt OAEG Ol ADGELG TEQLEYQXPRY
IXUVOTIOLY TG T7] GLUTIEQUPOQRS TNG TEAYUATINYG HUAAEQYELXG o8 oLVOTMES YapuNANG Tepiooetag Tou
Boutupwol, Okeg Ha pmopoLoAY Vo TEQLYERPOLY UL TEXYUATINY] UAAAEQYELX XTOYAWEIWGYG OTO
epyaoTyeLo 1 ato medio. 'Etot, ot 1éooeplg ADGELG AVTLUETWTLOTUAY WG SLUPOEETINEG NUAALEQYELES Kot
yonotponomOnuay oe po oetpd xELUNTIMWY TELXUATWY TOL TEAYUXTOTONON KAV e SLopOEETINES
TOGOTNTEG UL TEOTO ToY NG Bovtupwov, Ha nat o€iob.
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Or aptBuntinég npocopotwoelg mov mpaypatonomdnray pe Tig 1€ooeplg xaAlépyeteg avédetéay OTt
Nmeg Slupoés 0T oLOTACY, %ot TG HETABOMMUES SLVATOTNTEC TWY (1] ATOYAWOLWTOV O ML
NXAMEQYEIX TTOL  EMUEATOLY OTEAEYY] TV AMOYAWQEWT®OV Dehalococcoides  mecartyi pmogobv  va

03NYNOOLY GE SLUPOPETINEG GTOATNYIMESG EVIOYVONC TNG ATOYAWELWAYG.

e noadMépyeteg Omov 1 pebavoyéveon elvar TEwTioTwe o€motEogwy), 1 Teoctnun anevbelag Ha 7
TEOSPOUWY EVWGEWY TTOL XTOSOUOLVTAL YONYOEX (OTWG TO YXAAKTIO 7] Ol AAUOOAES), LTOQOLY VX
elvar ot BeATioTeg ADOELS Yo TNV evioyuoy Twy anoyiwewtwy. H napovsioc vdpoyovotpogumy
uebovoyovwy Sev elvar anaQuLTNTwe ToEdyovTtag TEoRANpatiopol, xabang B propodoay v eivor
XOYX AVATTUGCOUEVOL AL, GCULVET®G, VO M1V UTOQOLY Vo ovoYXLTIGOLY TNV  oVETTLEY TwY

ATOYAWOELWTWY KETA TLG ATOTELRES BLoevioyvac.

Ot mpooopowwoeg emPBefaiwony mwg av ot vdpoyovotpopixol pebavoyovor umopoby v
AVATITOCGOVTAL YONYOQ OTY] UENTH] UXAMEQYELX XTOYAWQELIWAYS, 1] TEOGHNUY LYNAWLY TOGOTNTWY TwWY
neddpopwy evooewy Hy pmopel va éyet apvnmind anotéhecpa oty emibooy ¢ amOYAWEIWGYG
aveldpommta and 10 apymo ueyebog tov mANOuvopoL twv pebavoyovwv. To vinie eminedo
OLYXEVTOWGYC TOL TtaEayouevoL Hy anvpmvouy 1o 6molo uvnTnd TASOVEXTNUA TWV ATOYAWOLWTWY.
e aTég TIQ MEQITMTWOELS, 1] oTadlany] nEoctnun g nEodpopung évwong Ha epgpaviomue wg pua
eATLO0POPOC EVIANUAUTINY TROCEYYLOY]. 2LUVET®WG, oLVOETEG OPYAVIXES eVOELS (Ol OTIOlEG OLULOTIWUEVES
amodidovy apyd TEodpoues evwoetg Tov Hy) Oa Ntav 1 natdAAnin otoatnyn yio v evioyvon g
ATOYAWELWOG.

O avtaywviopuog yoo 10 0&md pekebnue ocvomqpating uow amodeiybnmne onpovinde yor g
NUANEQYELEC LE ONUAVTLNY] LEEOYOVOTEOYINUY] BPACTNELOTNTA KL GLYONMES EVTOVOL AVTAYWVIGUOD Ylo
10 Ha. ITio ouysexnprpéva, Otav 1o Bantnolx o&eidwong tov o€inod GuVLTEYXY UE KL XOYOTNTX
YONYOQA OVATTUGGOUEVWY LEEOYOVOTEOPWWY pebavoydvwy, ot cuyrevtpwoelg tov Hy mapépevay
XEUOOVTOG YUPNAES yla v Asttovpyel 10 0€o wg mnyy Ha. Brol, napd tov udnho avtaywviopd yio
10 Ho now v anwleton niextpoviwy mpog 1 pebavoyéveorn, n ocuvtpopy] anodopncr] 1ov ofnob
uetotale ™ Inuio yla Toug anoyrwetwtés. H Beppoduvopny anaitnon ylo yapnAés ocuynevtowoerg
Hoz e&nyet yroett n Aetrovpyia twv Bontnpeiny cuvtpoginyg o€eidwarg Tov ool tapatnEeitat ouvHwg
oe ovvOnueg mediov (my He et al., 2002) xow onavi 670 eQYGTHELO, OTOL GYUAVTINES TOGOTNTEG
TPOSpoULY evocewy Tov Ha mpoopépovtar o mbaveg dtxtneoby vdmia enineda Ha avaryortilovrag
Beppoduvapins ™y o€eidwan Tov 0€noD.

To eLENUATA TEOGYEQOLY €V TAXICLO PECK ATIO TO OTOLO EQUYVEDOVTAL Ol TOIXIAES ATOYAWOLWTIXEG
OLUTEQLPOPES ToL avaepovTat ot PBiMoyoayia: 1 enidoon TG ATOYAWEIWTIUNG SEAONG TWV
noahMepyetwv 6ev nabopiletat anoxkeloTind amod 11 SEACTNELOTNTA TWY XTOYAWELWTMY, AXOUX NXL OV
elvat TocOTIMA 1] ONPaVTNOTeEY], TANOLopLonY] opada. Xuvolud, T anoTeAéopato Tovilovy OTL 7
UEAETY T7)C ATOYAWELWGYG OE HETEG nXAMEQYELEG TEOUTTODETEL (o) TOV TEOGBLOPIGUO TWY LOVOTIATLWY
uebavoyeveong xat twv AetTovEyW®Y YaEaUTNELOTIXWY TV pebavoydvwy minbuouwy, ot (B) my
e€etaon ovuProtnwy cAniemdpdoewy ToL avanThocovial PeTafd Twv BoxTnEiwv GLYTEOPHTS
0€eldwaorg Tov 0€ob nat LEPOYOVOTEOYILWY TANOLGUKY.
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6.4 Karavowyvreg t douy) ¢ anoyiwotwrixys xoeiiiéoystes NTUA-S
(Kepararo 10)

Onwg npoavagepbnue, 1 anoylwelwcr vro cuvbnueg avaywyng Oeuxwy éyet peketnel Ayotepo
OLOTNUATIXG OE OYEOY ME TNV ATOYAwELwoY Lo ouwvbnreg pebavoyéveone. Ov Swbéotpeg
BLBALOYQXUPIMES aVAPOPES TTIOL PEAETOLY TOV AVTAYWVICUO ATOYAWEIwoNG xot Oettnoovaywyng oto
TedIO %Al GTO EQYACTYOLO OV GLVELGYEQOLY TEOG T1] BNULOLEYLX Wia eViaiag AVTIANYNG YL TO TKG
emdpa 7 mapovata Beunawv oty exPacn nar 10 ELORO ™MC anoyhwelwone. L2otoc0, N TaEovsi
Oeunwv ouvnbwg eppaviletar va Eyet apvNnTinég emntwoelg atoug Eubuovg anoyAwpiwong twv cDCE
not VC. Ov unyaviopol mou e€nyodyv v uabuotépnon oty anopdxpuven twv cDCE xoaw VC vo

ovvOnreg Beuxoavarywyng eivar andpe aooyelg.

ATO 11 OXOTUE TWV LTAEYOVTIWY ULOVIEAWY, O OVTUYWVICUOG UETHED ATOYAWEIWONG UL AVAYWYNG
Oeunwv elvar oxdpo Ayotepo peketnpévoc. Molg Sbo mpoomdbelec mEOCOUOIWGNG TETOLWY
noAMEeQYELOV eyouv mpaypatomobel: ot epyaoieg Twv Malaguerra et al. (2011) o Kouznetsova et
al. (2010). Zti¢ dvo anodmelpeg, 0 avtaywvtopog Yo To Ha ntav 610 eninevipo 1wy meocopotwoewy.
2OVETIWG, 1] ROVY amodexty e€nynomn yx v uxbuotéprnon e anoyiwelwong eivat 1 anwAsta Ha ya
TOUG ATOYAWELWTEG TEOG TNV avVTAYWwVLoTiny] Stepyaoio ¢ avaywyne Beuxwv. Lotodco, 7
Oeuxoavorywyn moayuatomoteital xat and evaAloxTud PLOvoTaTa, xxbwg onpoavtinog aptbuog
UIXQOO0YVIGPWY UTOEEL Vo avaryet T Betnd yonotpomotwvtag minbog opyavinwy evocewy wg 6017
Nientpoviwy, cvumepthapBavopévey tou Bovtvprod xat Tov oérod. H onpacio twv evallontinwy,
U7 LEPOYOVOTEOYIMWY POVOTATIOV avaywyns Oeuxwv oe uahhépyele amOYAWELWGYNG T UEVEL

XYVWOTY.

Onwg éyet avapepet, n naképyeta NTUA-S Oewpeitar ovyyeviny) nodhiéoyeta pe 1ig NTUA-M1 s
NTUA-M2. Tlpoénvde amd g idec unrowes xoaAlépyeteg xot Swtmendnue pe g idteg
ovyrevipwoelg Bovtwpwmod xar TCE. Emiong, oty xadAiépyeto éyet avamtoybel pio toyvon
NUAAEQYELX ATIOYAWOLWTOV TAY|QOLE XTOYAWELWGYG, Ol OTOLOL ETULTLYYAVOLY cLYKELotpovs Babpoig
anoyAwEiwong pe Toug anoyrlwetwtés oug nodhépyeteg NTUA-M1 xor NTUA-M2. Qotooo, 1
nohMépyeta amétuye va amopoaxpiver yonyopa 1o TCE andpo not petd amd my naoy vniov
nocotTwv Boutupwol: yeetdotxe 10mhacto ypovo oe oyéon pe v nodiépyete NTUA-M2 non
oyedov Simhdoto oe aygon pe ™V xaaképysta NTUA-MI1.

Me ™ yonon tov poviédov emryeionbnxe va tpoodioptalel 1 dopn ¢ ATOYAWELOTINNG HAAMEQYELXG
NTUA-S pe anwtepo otoyo vo eénynbel 7 ovpnepupopd g nakhépyetag otg ovuvbnueg mov
dompdotnre. o v Anpbodv vrddv ta Srapopetind povomatia Beuroavaywyng mov evdeyopeva
e&nyobv 17 ouumeELPoEd TG nxAMEQyeLag, HewEnOnuay dVo StapopeTineg endoyts: () OTNY TEWTY
endoyn, N rowotnta Herunoavaywyswy amoteleitor and dbo el mov yernotponotovy 1o Hy nat 1o
0éind wg 80teq Mhentpoviwy, uxt () ot devtepn endoyn, N uowoOTTX Twv Oernoavaywyswy
anoteAeitan and o€wmotpopma Baxtiota xat ano evay TANBLoPO ToL YENOLLOTOLEL TO BOLTLEO WG
30T Nhextpoviwy. 21g dLo endoyEg, To LTOAOLTIAL PEAY] TNG XOWOTNTAG ATOYAWELWGTG Elval OpOLA:
(o) évar eldog aAMOYAWELLTWY ETXEATel TNV noAMépyew, (B) Sbo cuvtpoywol vdpoyovoraEaywYOL
minbuopol emProvovy nat amodopodv 10 BovtuEd xat T0 0&wd, nat (Y) N YAUNAY ToEUywWYY
uebaviov mov Tapatreeitar anodidetat oe pio ey 0€oTEOYINY xOWOTNTA Pheboavoyovmy.

H 6ewpnon Sbo evalhantinemv poviédwy ovpmeprpopds g xaiképyelag NTUA-S Oo mpémer v
Dewonblel wg pa amhonompévy exdoyy g 6TEATNYYS ToL elye Yenotponotbel yio Tov evTomopo
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evoARoTI®Y povtedwy ¢ xodlépyetag NTUA-M2. Edw, nabwg 1 oot to anoylwplwong eivor
mo obvbetn, to poviéda mEO-emAEYONMAY YONOLUOTOIOVTAG T1] YVOOY NG CLUTEQLPORERS TNG
NOUAMEQYELXG HAUTE T CLYTNEYOT TNG. XTY] CLVEYELX, T SLO LTOYY Pl LOVTENX TEOCXEUOCHMAY pe
TOV oAyOELOPO TOAATAWY EXXIVI|CEWY O THOEXTYEYOELS ATIO OVO TELQAUXTH SLAUUOTTOUEVOL EQYOUL:
(o) éva metpapoe mov Stonnoe 149 nuépeg pe yoapniyn meptooeta Bovtvpwon (300 uM Bovtvpwon),
(B) éva melpapa mov Stnpunoe 83 nuépeg pe vdniy mepiooeta Bovtverod (2200 uM Bovtvexon). H
eMALOY] TOL AVTIETEOYOL TEOPRANUXTOS WKE TXQATNENOELG OO OLO TELPAUXTH TEQLOQLOE T
CLUTIEQLPOQRE TWYV UOVTEAWY Xal OONYNOE GTOV EVIOTIGUO TEUXTIXG HOVadt®wy Aboewv yla xabe

EVUARUTIIT] EXSOYT).

Ot 8bo Moetg Tov mpoénuday e€nynoay e€icov naka ™ cupneppod ™g xaAképyelag NTUA-S oto
nelpapo pe mepoplopévy mpoctnun Bovtvpwov. To xdplo povomatt Beuroavoywyng vTov
oéimotpopwd nat otig dvo neptntwoets. H ovotxotindtepn Stapopd twv Aboewy Ntay 10 SeuTeedOY
povondtt Oetnoavaywyng: oty mew exdoyy Baotlotay ato Ha nat ot dedtepn oo Bovtvptnod. Ta
LTOAOLTIOL PLEAY] TNG HOWVOTNTAG (XTOYAWELWTES, LOEOYOVOTIEAYWYOL Xat pebavoyovor) elyav Opolx
oLuTEQWPOEE oTIg Lo Aboelg. Ta 800 HOVTEAX GLUTEQUPOEAS TNG AUAAEQYELNG ATETLYAY VX
TEELYEAPOLY IXAVOTIOTIXG TNV TEQITTWGY] LYNANG Teplooelag Tov SOTY. Xe AVTNV TNV TEPITTWOT),
uovo epocov Bewpnbel nwg 1 Oeuroavaywyn Baciotue e€oroxdnpov 610 BovtuEwd WPROEEL va
nepypupel 0pbd 7 emoOva TOL TEEAUXTOG. LLVET®RG, 7] OebTeE exdoyr Oewpeitar 1 mo mbovi
TEOGEYYLOY TNG CLUTEQLPOEAS TG aAkepyetag NTUA-S.

H nopoboa mpooéyyion elvar 1 mpwtn mov e€etdlet xot Tovilel 11 ONUOCIH  LOVOTATLGYV
Deuroavaywyrg mov anaToLY Y *ATAVAAWGT] TOL OEUOL KL TOL BOLTLEWOL WG BOTEG NAEXTOOVIWY.
2LVETWG, IXOPX UL &LV 7] TAEOLGLX LEPOYOVOTEOPINWY DelnoavaYWYEWY EIVAL LK TEOPAVTC AVY oYL
NUTE TO OYESUORO TNG EVIOYLUEVNC BlOATONATHGTHGNG, OTAV YONOLLOTOLOOVTAL MTIXQN O&EX WG
TpOdpopeg evwaoelg Tov Hy yar ™)y evioyvon g amoylwelwaong, 1 dec?] XA TAVIAWGCT] TOLG TOEEL Vo
Beoet oe nivduvo Tig amoTElPES eviayLoNg TG amoyAwpiwang. Tekog, ta anotedéopata emtPBefaiwoony
™ petaolwr evelMéion Twv Bantmoiwv OBetnoavaywyne. Onwe avapépbnue, n petafoin and v
nvplwg oéotpoyny] Beunoavaywyn ot Beuroavaywyyn pe yonorn Bovtupmod NTay amaeEaityTy Yo

vo e€NYY|OEL TY] GLUTIEQUPOA TG NUANLEQYELXG.

H avaivon mov mpaypatonombnue ya v xadhépyete NTUA-S anonadode ot 1 moapovoio twv
Deunwv eyet emnoedoet T Sou ¢ XOWOTNTAS TWY ATOYAWELWTWY. 211V naAképyete N'TUA-S, o
XTOYAWELWTEG exTtpNOnuay pe (o) avénpévr mavotnta npocindng tov Ha (awénpévo K. yia to Ho),
not (B) HELWMUEVES MVNTIEG LBLOTNTEG Yo TNV UXTavaAwoy Touv VC o8 oyEor pe Toug ATOYAWELWTEG
v ouyyevinwy xadiepyetov NTUA-M1 ot NTUA-M2 (uetwpévn tu tha Yt 10 VO). H adénon
tou K, ytx 10 Ha e€nyel yati 7 anmoylwpiwon tov TCE noat cDCE npoywenoe yonyopx, ave€aptta
and v mapovaia Twy Oetxwy, Tov evepyel wg avtaywvioTy] Stepyacia. ATO TV GAAY TAELEY, ]
UELWUEVY] TUUY e YLt TO VC elnyel Toug yapniovg pubuove xatavaiwong tov VC, oandua not 610
nelpapa pe VYNAO TAedvaopa Tov 801N NAentEoviwy. Eivar mbavo ot 7 panpoypovia éxbeon oe
coLAQISI TEOUGAETE T1] OlpoEd UeTald TWY ATOYAWELWTWY TOL EMXQATYOXV &V TEAEL OTNY
nodépyet NTUA-S now toug amoydwptotés twv xaikepyetwv NTUA-M1 xoar NTUA-M2. 'Eva
TEOUoLo evEnpa eyet avayepbel anod toug Berggren et al. (2013), odpgpwva pe toug omoiovg OToy
etonyOnoov Oeund oe pia xovOTN T ATOYAWELWOTG, 1] TUEAYWYY] COLAPLSIWY TROEUTOBLOE ETUAENTING
T TLO ATOSOTINY ATOYAWELWTING OTEAEYY], EVO TUOAAANAX ELUVOYOE ATOYAWOELWTING GTEAEYY] TOL
AVATTOCOOVTAL PE YAUNAOTEQX fmaxy ETLBEASLVOVTAG ETGL TO GUVOMKO ELOPO TG ATOYAWELWOTC.

xxil



Tehog, avadelytnune uot T 0 EOAOG TwY GLVTEOYWKY TANBLop®Y 0&eldwarg Tov okirod. Onwg oTig
nodlépyeteg NTUA-M1 s NTUA-M2, awto 10 ovvibog napapednpévo povondtt mapuywyne Ha
Nty onpovtind vrod ouvinureg teploptopevng Srabeotpotntag Ha, dniadn cuvbrnueg nov amavtemvton
owwnbug oe puraopévoug vdpoyopselc. To o€wod oty nadhépyete NTUA-S Aettobpynoe wg po

onpovtny Ty He nopa m dpdon twv oéirotpopmy Bettnoavarywyéwy.

6.5 EAyyovras T00g To@oryovTes o EntOQOVY arny NG00 TNS ATOYAWEIWoTNS VIO cVVlxes
Ostxcoaverywyns
(Keydhao 11)

H mponyodpevn evotnta ntav wa npoonddeia voo e€nynbet n Soun g nadiépystag NTUA-S
eetaloviag (@) T0 POAO TWV ATOYAWEIWTRV XAl TWV LOPOYOVOTAOAYWYWY GLVTEOPWWY TANOLoUWY
nat (B) ™ obotaon g xowotntag twy Beuxoovaywyéwy. Ta svpnuata édetéay OTL oe oygon pe Tig
nodlépyeteg NTUA-M1 now NTUA-M2, n NTUA-S éyet (x) amoyAwQwtés e HELWMUEVES
duvatotnteg anodopnong tov VC, (B) amoylwplwtég pe avénuéveg duvatotnteg npocindng tov Ho,
nat (y) ovvtpoypnoivg TANBuopods o&eldwaong Tov OEMoD TOL AATAVAAWVOLY ATOTEAECUATIHOTEQX TO
0€O 1ot UeTELaLOLY Lot TOLG ATOYAWPLWTEG T1V ATWAELX NAEXTOOVIWY TEOG TNV GLUECH AVTAYWVLOTINY

dtepyaota ™ Beuroavaywyng.

Ov  evadlhantinég  mpooeyyioers g xaddgpyetag NTUA-S  yonorpomomnnuay  oe  evlsieg
TPOCOUOLWOELS nat e€etacay TNV emidpuoy Twv mpoavayepbelowy allaywv oty emidoorn g
XTOYAWELWONG. YO pix evvolx, mpaypatomombnuxe pia otoyevpévr avdAvor evactrnoiog uatd v
omnola avorebnuay ot Staopéc twv nodhepyetwv NTUA-S pe tig ovyyevinée waddépyeteg NTUA-
M. 'Etot, nocotmonombnune 1 éxPuacn g anoyrwpinong fewpwviag nwg (x) oty naAlépystax
NTUA-S Bptoxovtar otekéyn twv Debalococcoides mecartyi mov anodopoibyv yonyopa 1o VC, (B) ot
anoYAEIWTES natavalwvovy o Hay Aiyotepo amoteheopatind, xor (y) 1o Boxtptx ofeidwong tou
oéol elvar MYOTEQO AMOSOTING XVATTUCCOUEVE PE WUIXQOTEQES TUUES Mua. LEAOG, Wla OELOA
xplunmwy melpapdtwv mpaypatonondnne e€etaloviag TG Ot eVXAAUUTINEG TEOGEYYLOELS TG
nolgpyetag NTUA-S O Aettovpyoboay und avénuéveg ovyxevtpwaoetg Deuxmwy, pio TaQdueTeog 1oL
vrodelybnue and toug Malaguerra et al. (2011) wg nptotun ya ™V éxBaom ™¢ anoyrwelworg.

O telndg Babpog o 0 pubpog g anoylwpiwong oty xadiépyete NTUA-S nabopiotray and g
TP pUETEOVG anodounong tov VC, ave€hptta and to oevaplo Bloevicyvong 1 11 cLOTaoY 171G
nowvottag Twv Oeuroavaywyéwyv. Avtd 1o edpnpoa emBeBatwver ™y avdivoy evarcbnoiag Twv

Kouznetsova et al. (2010), ot onolot eniong eiyov BewEnoet #QIGLUES TIC TUEAUETOOVE HATAVAAWGTG
tov VC.

H wavotta npooindne tov Hz nrav xplotpn povo oe melpdpato ©axta 1o omola 1 xaxAAEQyeta elye
Tp0podotnlel pe yapnAéc ToaoTTeg BoLTLEXOL. Xe AVTES TIC MEQITTWOELS, 1 TLY] TNG TXQUUETOO
Ky myv natavddworn Hz xabopilet av ot amoyAwolwtés pmogodv (o) Vo aviaywvioToby Toug
xmOS0TIMODG AL TAYEWG  AVATTUGCOUEVOLG LEEOYOVOTEOYPOLS  Beunoavaywyelg, xar (B) va
dtxtnenoowy ta eninedo Ha yapunia, wote 7 ouvtpopiny ofeidwor tov Boutupnod xat Tov 0éinod va
elvor e@uety), amodidovtag emmiéov mocotteg Ha. Qotdco, petd and onpoaviinég mpooHnmeg
Bovtupwon, 1o K, yio 1o Ho énade var eivar onpovtino, agod 1o Hs dev Nty meptoptotind not
xmOYAWELWGY] eEXETOTAY OVO ATO T1) GLYUEVTOWOY] TWY YAwEOouLOLAEVI®Y.
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To petaBolus youpontnlotnd twv Bautneiwy cuVTEOPIUNG OEeldWoNS TOL 0oL Elval GYUAVTIXNG
UOVO YLt TIEQITTWOELG TEQLOPLOKEVWY ouyrevipwoewy Ha Xta cevapta Broevioyvorng, eattioag tov
yopumAiod pubpod amodounong Twv YAweoutbuleviny, oL ATOYAWELOTES AVATTOGEOVTAY XEYX KAl TO
H> nopépeve otabepd oe vniéc cuyrevtpmoetg avaryoantilovtag 11 8paa1 Twv LEPOYOVOTXEAYWYWY
Bontnplwy.

Or apynég ovyrevtpwoetg Detndv tovtwy dev ntay xplotpeg ya v enidoor g xadiépyetag NTUA-
S. E€aipeon amotedoby ot Tepintwoetg mov umoeoby va topaybody udmiéc ouyxevtpnoelc GovAQLSiwy
(>5000 pM % 160 mg/1). Avto to ebpnpa épyetan oe avtifleon pe v avalvoy evasOnotog twv
Malaguerra et al. (2011), nov tovicay Ot 1 GLYKEVTEWGY] Detnmv NTay 1) IO GNUAVTINY TUEUETOOSG
Yo T AELTOLEYIX TG ATOYAWELWGYC.

Ot mpocopotwoelg mov mEaypatonomOnuay pe vdniéc moooTteg Bovtvptnold emPelaiwony ™
ovuvnBn mEanTny) Tov mMediov, UXT& TNV OTOlA CNPUAVTIUEG TOCOTNTEG TEOSPOUWY evwoewy Tov Ha
TPOGYEQOVTAL GTOVG KIMEOOEYAVIGUOLE, woTe va avayBoby yonyopa ta vmapyovia Beund not vo
UTOEEGOLY Ol ATOYAWELWTES Var avatTuyHody YwEIg avTaywvioTinég Stepyaotes. Av xat pe TV TaEod0
TOL YEOVOL ONUAVTIEG TocOTNTeC pebaviov eppaviotnray, 1 pebavoyéveon Ntav ofimotpopnn xat
0 Ha Ntay amorketotina Stabéotpo otoug amoyiwpiwtés. Ot mpocopotwoelg Tov Tpxyuatorofnyuay
edetéay OTL OTO GEVAELX EVIOYLUEVYC BloamonataoTacng elvat onuovtind (o) Vo ATOCAPNVIOTEL TO
povondtt Beuxoovoywyne, not (B) vo e€etaotet 1 mtbouvy TaEEUTOSIOY TWV ATOYAWELWTOV AOY® TNG
avENpévne maaywyNe covAQSiwy. Av ot amoyAwELwTES ennEedloviar and TNV TOEUOTNTX TwY
coLAPLSLWY, TOTE yivetal xELotho T0 povoratt ¢ Betnoavaywyne. ‘Otay 7 Beuroavaywyn Baotletar
oty anevbelog xatavidwor BouTuEnol, THEAYOVTAL IKEOTERES TOCOTYTEG GOLAPLOLWY, xxbwg avTo
TO HETABOMUO LOVOTIATL EIVAL XTALTNTIXOTEQO GE LGOSLVAPX NAEUTEOVIX. XLVETWS, AMyOTEQX Oetina
aVAyOVTaL %ol UXT EMEXTACY| ETHQATOLY AYOTEQO TOéEG ouvbnmeg AOyw TNC TEELOPLOPEVNC
TLEAYWYNG COLAPLOLWY.

7. ITowrotumio %ot xOEto GLUBOIM

[N mowtn yopa perebnuay ocvoTpaTIHd Ol SEACTNELOTNTEC TWY WY  ATOYAWOLWTIWY,
natademvdoviag Ty avayny ™S afloAOYNoNG NG ATOYAWQIWTIXNG ETUS0GYG WG WEUTYG
NOUAMEQYELXG LTTO TO TEIOUA TG TXEIAANANG BEAGNG TwY %LELWY WKEOPBLIXWY OUEOWY TOL TNV

GLVATTOTEAOLVY.

To evonpata ™G SWTEBNG TEOCYEQOLY  Evar  EQUNVELTIXO TAXICIO Y TG  OLUPOQETIHEG
XTOYAWQLOTINEG CLUTEQUPOES TOL TEPLYPAYOVTAL 011 BifAtoypapla vo cuvbNueg uebavoyéveons.
To anoteréopata avédetay Wi 1ATNYOQLX HUELTWY ATOYAWQOLWTIMGY UOWVOTNTWV WUe %LEIWG
oéimotpopuoig pebavoydvoug, yix Tig omoieg 7 Brodiéyepon pe Ha oe vdmAéc ovyrevtpwoerg dev Hu
PEQEL TOLG XTMOYAWQELWTEG Ot petoventiny) Oéon. 'Brol, auth 7] W1 GVXPEVOREVY] XTOYAWEIWTINY
ovumeEupod eényeitat pe Bdon tov Bewpoduevo Mydtepo cuvnin tno twv pebavoydvwy (dniad
TOV 0&MOTEOPWWY avTl Twv vdpoyovotpoyrey). H avddedn tov mhxciov avtol eivar onpovTng
VLTl Ol TEQLOCOTEQEG UXAOUEASTNUEVEG XTOYAWOLWOTINEG UXAMEQYELES, CLUTEQIAXPBAVOUEVWY XAl
ety Stabéotpwy 6To eUTOELO, oLy TV avTifeTn CLUTEPLPOEE: WG ATOTERETUY, Ot avTIANELS Lo
TO TL GUVIOTA UUAY] TQAUXTLNY] GUYVE TOOEULTITAY XTO YEVIXEVGELS TOL OEV AVTITQOCWTELAY TO GOUTOY

TV PEUTOV NUAMEQYELWY TIOL EIVOL IXAVEG VO XTOYAWEIOGOLY TAYOWS TOLG ELTOVLG no .
UENTG AieQYELG ' ' YAWOLG Ao ot PCE »at TCE
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To eidog ¢ dtepevynong mov mapovctdotue unopece vo emPBefotwost v 0N mEanTny ™G
YONONG YA OLUOTIWUEVWY TEOSQOUWY EVWOEWY OF WUEXTEC XUAMEQYELES OL OTOLEG TEQIEYOLY
L3EOYOVOTEOYPWOLS KebAVOYOVOUS ILAVODG VO GLVAYWVIGTOVY TOLG ATOYAWELWTES OTAY ETUHQATOLY
vdnAotepeg ovyrevipwoerg Ha Emmiéov, yi mpowtn yopa afioroyninue o aviaywviopog yro to
TEOLOVTH NG SAOTAoNS TwV TEOSEOMWY evwoewv ANy touv Hi, dndad? yia 10 oéio. Ta
anoteréopata edetéay Ot 10 0€ind pmoget va xaboploet 1ov Babud ohorAEwong ¢ ATOYAWEIWON,
dtaitepa LTO TEELoELaTIMEG cLVONKES YapunAwv TocotNtwy Ha, dnAady Tig ouvbnxes mov cuvnbwg
eMMEUTOLY 1T 11 Yuony eacbévnon twv yAwpoawbuieviwy, 1 omola —OTav elval EMLTUYNG—

omptleton oe peydho Babuod oty evdoyevy Broanonataotaocy).

Ot npocop.otwoetg oe nadlépyeteg pe Beunoavaywyeic anoxdivday Tov OAO Twv Beuroavaywywy
MOVOTIXTIOV OV EUTAEXOLY BOTEC NAenTEOViWY TANY Tou Ha: 0 avtaywviouds yia mpoddpoueg evooelg
(Mmapd o&éa cupmeplapBavopévou Tov 0€noD) amoTelel Evar AUOUA EUTOBLO YL TNV ETLTLY Y] ExBaoT
™G amoyAwElwong, extog amo Tov amevbelag aviaywviopd ywe Ha Emiong, ta amoteréopota
toyveomoincay v vrobeon 6Tt 1 paxpoyEovx Exblecr Twy amoYAwELWTWY 6T GOLAYISLX (TO TEOLOY
™e avaywyng Beunwv) moupepmodilel emAentingd T MO AMOSOTIUX ATOYAWELOTINK OTEAEYY), EV®
TUEAAANAG  EUVOEL  ATMOYAWELWTIMG OTEAEYY TOL avamtbocoviar pe BeadLtepovg pubpoug,
entBoadhvovtag état tov ELipo g anoyAweiwonc. H emnthextiny napeunodion 1wy anoyAwELwTtomy
anO To GOLAPISI TOOCYEQPEL EVAL UXTUAANAO EQUNVELTINO TAXIGLO VLo TX AVTIMOOVOMUEV ELOT|UATX

Tou avapépovtat oty BriAoypapio oyeTnd pe TV anoyAwElwo?] oe auvONKes avaywyNg Dettnwv.

Tekog, wg mbaveg mhéov onpoavtuny ovpBolyn e SwtelBrg xpivetar 0Tt Edetée TwWG Tar MV TING
UOVTEAX LTOQOLY, TTEQX ATIO T1V TEOCOUOLWGY] TELOXUATINWY SESOUEVWY, VA VXL EUTILOTX EQYAAEL
oyt povo yr mpofBiéderg g e€eMéng Tov ELTAVTXHOL YOETIOL, GAAG L yx TNV aELOAOYNON
evoaAhoutnwy vrofécewy i ) oDOTHGY PEMTOV UXEORBLAK®Y XOWOTNTWY ot TIG cELYLAVTINEG

SuVaTOTNTES TOLG.
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Chapter 1: Goal setting

The present chapter introduces the problem to be addressed in the thesis. It discusses the goals of
this work, its methodology and, finally, presents the thesis outline.

1.1 Background of the problem

Chloroethenes, and especially the most chlorinated perchloroethene (PCE) and trichloroethene
(TCE), are widespread subsurface contaminants, due to their extensive use as dry-cleaning solvents
and degreasing agents in military and industrial facilities. Dichloroethenes (DCEs) and the
monochlorinated vinyl chloride (VC) are also frequently detected in groundwater, as they result
from the » sitn biodegradation of PCE and TCE. Laboratory and field evidence indicate that the
predominant biodegradation pathway of chloroethenes is anaerobic reductive dechlorination (for
convenience purposes referred to as dechlorination herein), where PCE and TCE are sequentially
dechlorinated to DCEs (mainly cis-DCE), VC and, ultimately to the environmentally benign
ethene (ETH).

Dechlorination is catalyzed by bacteria capable of chloroethene respiration, referred to as
dechlorinators, i.e. bacteria that use chloroethenes as electron acceptors in an energy-yielding
process. Various species gain energy from chloroethene respiration, but Debalococcoides mecartyi can
remove PCE all the way to ETH. All the strains of Debalococcoides mecartyi isolated to date are
obligately H-utilizing; molecular H; serves as the electron donor and couples chloroethenes in
dechlorination. Thus, reductive dechlorination apart from the presence of specific bacterial
populations necessitates the presence of sufficient Ho.

In field settings, the production of H, comes from the fermentation of organic substrates (electron
donor sources), such as hydrocarbon co-contaminants or decaying biomass. Thus, the presence of
bacteria that can mediate the use of H is also a prerequisite for the complete detoxification of
chloroethenes. Nevertheless, Hs is an attractive electron donor under strictly anaerobic conditions
not only for dechlorinators, but for competitive H, scavengers as well. Homoacetogens, sulfate-
reducers and methanogens, which are ubiquitous in contaminated subsurface environments, also
utilize Hz to gain energy to support their growth. Consequently, dechlorination is a part of complex,
multi-parametric systems, which involve side-reactions catalyzed by cooperative or antagonistic

microbial populations.

In laboratory enrichments, dechlorinators thrive in mixed communities too (the reasons explaining
why they fail to grow well in isolation are discussed in Chapter 2). Community composition varies
remarkably, primarily because of the different (a) origins of the inocula utilized (e.g. contaminated
sites or anaerobic reactors), (b) types and quantities of electron donor sources supplied, (c) types
and quantities of chloroethenes added, and (d) alternate electron acceptors present or added (such
as sulfate). Composition variability has created cultures with diverse dechlorinating abilities and,
consequently, dechlorination rates reported in the literature vary vastly, nearly by two orders of
magnitude. The variability of the composition of dechlorinating communities inevitably results in
the absence of a firm consensus regarding the reasons that explain performance differences.
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The study of dechlorination in mixed cultures is thought-provoking, as multiple microbial
processes undetrlie laboratory observations. In the laboratory, it is hard to separate dechlorination
from its side reactions, create controlled conditions and systematically assess the mechanisms that
potentially affect dechlorination. Kinetic models, however, can corroborate experimental efforts
and provide insight into the relevance of the non-dechlorinating processes.

The goal of the thesis is, through the development of a comprehensive kinetic model, to (a) offer
plausible explanations for the distinctive behaviors of dechlorinating cultures in enrichment
cultures and in the field, and (b) search for evidence that support answers related to the core
question of enhanced dechlorination: how to preferentially stimulate dechlorinators and optimize
chloroethene detoxification.

1.2 Methodology

A kinetic model that describes dechlorination in conjunction with cooperative (i.e. fermentation
of electron donor sources) and competing processes (methane formation and sulfate reduction)
was designed. In order to yield meaningful simulations, the model was fitted to experimental
observations from two mixed chloroethene-degrading cultures that were created and maintained
at the National Technical University of Athens (NTUA) by Panagiotakis (2010) and Antoniou
(2017): (a) a methane-producing, chloroethene-degrading culture, and (b) a sulfate-reducing,
methane-producing, chloroethene-degrading culture. A heuristic multistart global optimization
strategy was developed for the estimation of the parameters of the model. Confidence in the model
structure and the multistart strategy was gained by testing them under distinctive conditions,
ranging from non-limiting conditions for dechlorinators to conditions where sulfate-reduction and
methane formation compete with dechlorination for limited quantities of Ha. This confidence-
building stage of the work also considered two kinetic models and respective experimental data
from the literature. Finally, a series of numerical tests was performed to simulate the performance
of alternate mixed communities undergoing different scenarios of engineered dechlorination.

1.3 Outline of the thesis

The thesis is divided in three parts, which contain twelve chapters. The three parts are divided
according to the topics they address.

Part 1 provides the reader with all the information required to follow the discussion taking place
in Parts 2 to 3. A discussion of chloroethene biodegradation in groundwater and enrichment
cultures takes place in Chapter 2. There, a brief discussion on the make-up of mixed chloroethene
communities takes place focusing mostly on the metabolic interactions of dechlorinators with non-
dechlorinators. In Chapter 3, a review of the existing kinetic models describing dechlorination in
mixed chloroethene-degrading cultures is provided, focusing on the conceptual designs of the
models, the mathematical formulations of the processes and the employed parameter estimation
approaches.

Part 2 deals with the methodological issues concerning the current thesis. The conceptual set-up
of the model and its mathematical formulation are given in Chapter 4. The design of the multistart
strategy used for the parameter estimation processes is given in Chapter 5. There, the developed
strategy is applied for the calibration of three simple kinetic models describing dechlorination, i.e.
a simplified version of the model developed in Chapter 4 and two models reported in the literature.
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Finally, Chapter 6 puts forth the concept of model simplification and the selection among
candidate conceptual models describing dechlorination kinetics.

In Part 3, the model is employed both in inverse and forward mode, in order to (a) examine the
make-up of the two dechlorinating communities developed at NTUA and (b) perform targeted
numerical tests assessing the relevance of non-dechlorinators under methanogenic and sulfate-
reducing conditions. Chapter 7 sheds light on the make-up of non-dechlorinators in the methane-
producing, chloroethene-degrading culture. The model is used inversely to estimate plausible
approximations of the mixed culture that differ only in the make-up of the non-dechlorinating part
of the culture. The distinctive-yet-plausible approximations of the culture are subsequently tested
in a forward fashion simulating actual experiments performed under different phases of the culture
and diverse electron donor amendment scenarios. With this cross-confirmation strategy employed,
a single approximation of the culture is selected as the most probable to represent reality. Chapter
8 investigates, always with a modeling approach, possible shifts in the qualitative characteristics of
the culture over the years of its maintenance. Chapter 9 makes use of the distinctive-yet-plausible
realizations of the culture (the three less probable and the most probable selected) in a forward
mode in order to examine the impact of the functional structure of non-dechlorinators on
dechlorination extent and efficiency under varying electron donor supply scenarios. In Chapter 10
the make-up of the more complex sulfate-reducing, methane-producing, chloroethene-degrading
culture is investigated. The different approximations of the behavior of the culture are used in
Chapter 11 to elucidate the factors that predominantly affect dechlorination in the sulfate-
reducing, methane-producing, chloroethene-degrading culture.

Chapter 12 gathers the main findings of the thesis, discusses its contribution to the understanding
of dechlorination in complex communities and highlights which aspects of them are in need of

extra experimental data.
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Chapter 2: Review of chloroethene
biodegradation in groundwater

2.1 Introduction

The present chapter provides the reader with the requisite context for the microbial aspects of this
work. It does not hold the position of an extensive review on chloroethene occurrence in
groundwater, neither aims to discuss extensively all the aspects of natural and enhanced
biodegradation of chloroethenes in groundwater. Instead, it demonstrates the main features of
anaerobic biodegradation of chloroethenes in enrichment cultures. The reader is referred to: (a)
the work of Bradley (2003) for a review discussing the historical and ecological aspects of
chloroethene biodegradation, (b) the work of Tas et al. (2010) for a review on the physiology of
dechlorinators, and (c) the work of Aulenta et al. (2006) for a review on the parameters influencing
enhanced biodegradation.

2.2 Chloroethene occurrence and biodegradation pathways in groundwater

Chloroethenes vary from the most chlorinated compounds, perchloroethene (PCE, with four
chlorine atoms in its molecule) and trichloroethene (TCE, with three chlorine atoms in its
molecule, to dichloroethenes (DCEs, ie. cis-DCE, trans-DCE and 1,1-DCE) and the
monochlorinated vinyl chloride (VC).

Chloroethenes have been found at numerous contaminated sites worldwide. Natural production
of PCE and TCE is recognized nowadays, with reports of PCE and TCE production in marine
algae (Abrahamsson et al., 1995) or salt lake sediments (Weissflog et al., 2005). But, the frequency
and magnitude of PCE and TCE contamination indicate that PCE and TCE are entering the
subsurface from anthropogenic sources (Loffler et al., 2013). Both chlorinated compounds have
been used extensively in dry cleaning, metal cleaning and degreasing. In order to have an inkling
of the quantities produced and consumed even after the stringent regulations imposed over the
last years, Loffler et al. (2013) offer some indicative figures for the demand for PCE and TCE in
the United States (US) and the European Union (EU): the magnitude of PCE demand in United
States was in the range of 168,000 metric tons for year 2005, while the sales of TCE in the
European union in 2005 was 28,000 metric tons. Similar to PCE and TCE, DCEs and VC are also
commonly detected in contaminated sites. They typically occur as the daughter products of i situ
microbial degradation of more chlorinated compounds. The most commonly found DCE in
groundwater is cis-DCE (cDCE), because it is the main daughter product of microbially-mediated
TCE reduction. Finally, the anaerobic reduction of cDCE yields VC.

Chloroethenes are priority pollutants for the US Environmental Protection Agency (EPA), while
PCE and TCE are included in the EU Directive on Environmental Quality Standards (Directive
2008/105/EC), also known as the Priority Substances Directive. Chloroethenes are highly toxic
to humans with PCE, TCE, cDCE and VC having an EPA maximum contaminant level (MCL)
for drinking water equal to 5 pg/1, 5 pg/l, 70 ug/land 2 pug/l, respectively. Among chloroethenes,
TCE and VC are known human carcinogens, while PCE is likely to be carcinogenic.
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The most chlorinated compounds share some common physical-chemical properties that affect
their fate, distribution and longevity in contaminated aquifers. First, their solubility in water is
orders of magnitude greater than the aforementioned drinking water standards; PCE and TCE
solubility in water at 20° C is 200 mg/1 and 1100 mg/1, respectively. Second, they are denser than
water. The liquid densities of PCE and TCE at 20° C are 1.62 g/cm’ and 1.46 g/cm’, respectively.
Thus, they typically enter the subsurface as immiscible liquids denser than water and, thus, migrate
to significant depths below groundwater table. There, they slowly dissolve into groundwater,
posing a continuous source of cDCE and VC, apart from PCE and TCE. Physical and chemical
technologies are often costly and inefficient solutions for large-scale contamination incidents
(Loftler et al., 2013). Therefore, in situ biodegradation is an attractive alternative for the treatment

of chloroethenes.

Chloroethenes can be degraded biologically to the environmentally benign ethene (ETH) via both
reductive and oxidative pathways. As Bradley (2003) postulates, the tendency of chloroethenes to
undergo reduction is proportional to the number of chlorine atoms in their molecules. Thus, VC
does not readily undergo reduction, but it is more easily oxidized. On the contrary, TCE as a
highly-oxidized molecule is easily reduced. Nevertheless, as chloroethene contamination typically
exists in depths where oxygen is limited or absent, anaerobic reductive pathways are more relevant.

2.3 Anaerobic reductive degradation of chloroethenes

Anaerobic reductive dechlorination is the replacement of a chlorine atom with a hydrogen atom
(Fig. 2.1). For convenience purposes, microbially-mediated anaerobic reductive dechlorination of
chloroethenes will be simply referred to as dechlorination throughout the thesis. Dechlorination
is a stepwise redox reaction constituting a respiratory process, which yields energy to support the
maintenance and growth of bacteria that catalyze it. Complete detoxification of chloroethenes is
achieved when VC is reduced to ETH. Complete dechlorination of TCE to ETH requires the
presence of bacteria that can gain energy from dechlorination and the input of electrons from an
electron donor. These requirements are discussed in the following sections.

TCE cDCE vC ETH
cl  cCl cl H H H H H
N N " i \C/ N
C 2H" + 2e” C 2H' + 2e 2H + 2e C
I — I ——
N He+ C. Ho+CF /C\ H*+ CF s
Cl H Cl H Cl H H H

Fig. 2.1. Reductive dechlorination of TCE to cDCE, VC and ETH.

2.3.1 Dechlorinating microorganisms

Currently known microbes respiring chloroethenes (namely dechlorinators) belong to diverse
phylogenetic groups, from Chloroflexi and Firmicutes to Proteobacteria. Inevitably, such diverse
populations possess diverse physiological and genetic characteristics. Yet, they have one common
feature. They all benefit from specific enzymes (namely reductive dehalogenases), which give them
the opportunity to utilize chloroethenes as electron acceptors. Based on the type of reductive

dehalogenases they have, dechlorinators can be roughly divided in two categories, those that can
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respire that respire PCE and TCE only (these were identified first) and those capable of respiring
DCEs and/or VC (identified first by Maymo6-Gattell et al., 1997). The first (partial dechlorinators)
belong to diverse phyla, Firmicutes, delta-, epsilon- and gamma-Proteobacteria, while the second
belong to the phylum Chloroflexi, the genus Dehalococcoides and the species Debalococcoides miccartyi
(previously designated Debalococcoides ethenogenes).

Members of the species Debalococcoides mecartyi are extreme specialists. They obligately respire
chloroethenes and require Hy as an electron donor. According to Hendrickson et al. (2002), these
bacteria can be further divided into three subgroups each of which contains strains with different
metabolic abilities (Fig. 2.2): (a) the “Cornell” subgroup that contains strain 195, (b) the “Victoria”
subgroup that contains strain VC, and (c) the “Pinellas” subgroup that contains strain FL2, GT
and BAV 1.

TCE cDCE Ve ETH
c cl cl H H /H H H
N
\C/ 2H:+2e* \C/ 2H(+2e' Cc 2HT+28. \C/
T e B e B B
C He + CF C weo LG welr G
¢ H c cl H H H
Strain 195, FL2 ! » e mmm o .
Strain BAV1 ~ "TToomommmoommmmmmmmmm oo oo oo oo >

Strain VS, GT 2
Commetabolic process

Metabolic process

Fig. 2.2. Dechlorinating abilities of the Dehalococcoides mccartyi strains isolated to date. 1: Strain 195
dechlorinate also PCE, while strain FL2 dechlorinates PCE commetabolically. 2: Strains VS, GT
dechlorinate TCE, but not with the same reductive dehalogenases as strains 195, FL2 do.

Partial dechlorinators demonstrate a wide spectrum of physiological properties, different electron
donor requirements and diverse end-points of dechlorination. To date, members belonging to the
genera Debalobacter, Desulfitobacterium, Sulfurospirillum, Desulfuromonas, and Geobacter have been
identified as partial dechlorinators. Examples of bacterial isolates and their metabolic properties
are given in Table 2.1. An exhaustive discussion on their phylogenetic characteristics and
properties is provided by Maillard and Holliger (2016), Futagami and Furakawa (2016), Goris and
Diekert (2016), and Sanford et al. (20106).

In field settings, detection of Debalococcoides mecartyi is a necessary but not a sufficient condition for
the complete detoxification of chloroethenes. As a rule of thumb, concentrations of Debalococcoides
mecartyi greater than 10° cells/] are considered sufficient (Stroo et al., 2013) and enhanced
bioremediation can proceed with the stimulation of dechlorinators by adding electron donor and
nutrients. Otherwise, the augmentation of the existing Debalococcoides mecartyi populations should
be considered as an option. Typically, mixed dechlorinating consortia are used as bioaugmentation
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cultures containing at least one Debalococcoides mecartyi strain in concentrations ranging from 10"
cells/1 to 10" cells/I.

Table 2.1. Examples of partial dechlorinators, their electron donor requirements and end-
products of dechlorination.

Partial dechlorinator Electron donor Activity
Dehalobacter restrictus H» PCE-to-cDCE
Desulfitobacterinm PCET Formate, lactate, pyruvate PCE-to-cDCE
Desulfitobacterinm TCET Formate, lactate, pyruvate and Ho PCE-to-cDCE
Sulfurospirillum halorespirans Ho, lactate and pyruvate PCE-to-cDCE
Sulfurospirillum multivorans Ho, lactate and pyruvate PCE-to-cDCE
Desulfuromonas chloroethenica Acetate, pyruvate PCE-to-cDCE

Lactate acetate ruvate SuCCinatC
’ Py ’ ’ PCE-to-cDCE

Desulfuromonas michiganensis
malate and fumarate

Geobacter lovleyi Acetate PCE-to-cDCE

2.3.2 Electron donor, carbon source and nutrient requirements

All Dehalococcoides mecartyi are extreme specialists and require H» as an electron donor. Consequently,
the supply of Hs in support of dechlorination has drawn wide attention in the literature. In field
and laboratory studies, several strategies for H, supply have been tested. Usually, dechlorinators
should compete with other bacteria and archaea for the available Ha. So, electron donor delivery
aims to minimize competition for Hy in favor of dechlorinators by maintaining H,at low levels (in
the range of a few nM); at this range of concentrations, dechlorinators have a competitive
advantage due to their higher affinity for H, (see Section 2.4 for a detailed discussion on the
competitive fitness of dechlorinators).

A careful investigation of the literature regarding the substrates used to sustain dechlorination
challenges the uniqueness of the strategy that aims to maintain low H,. Fennell et al. (1997) and
Yang and McCarty (1998) showed that organic substrates that necessitate low H, concentrations
for their fermentation (low H-ceiling donor sources), such as butyrate, propionate or benzoate,
gave dechlorinators an advantage over methanogens. Thereafter, the findings of Yang and
McCarty (2000) strengthened the belief that low H»-ceiling substrates are desirable. Yet, in the
following years a wide range of substrates that produce H at high levels (i.e. high H,-ceiling donor
sources) has promoted efficient dechlorination in enrichment cultures and in the field. Such
electron donor sources are lactate (e.g. Heimann et al., 2007; Malaguerra et al., 2011), formate (e.g.
Azizian et al., 2010), methanol (e.g. Aulenta et al., 2005) or sugars (Lee et al., 2004). In addition,
three of the most prominent mixed dechlorinating cultures have been maintained for years with
high H»-ceiling substrates. Various subcultures of the commercially available culture KB-1 have
been maintained with mixtures of ethanol and methanol or H, (Duhamel and Edwards, 20006),
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while cultures ANAS (Richardson et al., 2002) and SDC-9 (Schifer et al., 2009) are both lactate-
fed cultures. Even direct addition of H, has been reported to be a promising approach (Aulenta et
al., 2005 and 2007) in some cultures, even if it promoted methane formation in others (Ma et al.,
2003, 2006 and 2007). Finally, conflicting findings have been reported for the supply of acetate,
which can function as a low Ha-ceiling donor. Acetate sustained complete dechlorination in the
cases of He et al. (2002), Wei and Finneran (2011) and Harkness et al. (2012), but failed to sustain
complete detoxification of chloroethenes in the works of Aulenta et al. (2002) and Lee et al. (2007).

Apart from the requirement for sufficient amounts of electron donors (Hz) and acceptors
(chloroethenes), Debalococcoides mecartyi strains require acetate as a carbon source, cofactors (e.g.
corrinoids) and nutrients (Loffler et al., 2013). The supply of fermentable substrates, which
produce acetate, typically covers the need for carbon sources. But, the vast majority of
Dehalococcoides mecartyi are not able to synthesize essential cofactors de novo and they must retrieve
them from the environment (Hug et al., 2012). As Hug et al. (2012) report, many methanogens
and fermenters are in position to cover cofactor requirements for dechlorinators. This may be
partially the reason why Debalococcoides mecartyi grows pootly in pure cultures (they rarely grow above

10" cells/1) and thrives in mixed anaerobic cultures (reported concentrations are in the range of
10" cells/1).

2.3.3 Non-dechlorinating microorganisms

Enrichment cultures with dechlorinating abilities regularly contain a wide range of non-
dechlorinators. The make-up of the non-dechlorinating part of the culture is affected from the
availability and the quantity of the electron donor fed, incubation conditions (e.g. pH, temperature
etc.), and the availability of alternate electron acceptors, such as sulfate. Additionally, the origin of
the culture affects the make-up of the community, as even after years of selective enrichment on
specific substrates, non-dechlorinators may retain metabolic abilities that seem useless under the
conditions prevailing (Richardson, 2016).

Non-dechlorinators vary both phylogenetically and metabolically. Yet, there are populations more
frequently observed than others, probably due to their functional characteristics (Hug et al., 2012).
Non-dechlorinators have a dual function within the culture: (a) they influence the interspecies flow
of reducing power among the various microbial groups, (b) they provide dechlorinators with
cofactors and nutrients. This work focuses on the direct catabolic interactions among the microbial
populations. Therefore, the functional groups of non-dechlorinators will be discussed on the basis
of their role in the production or consumption of reducing power. Non-dechlorinators are
segregated as: (a) fermenters and homoacetogens, (b) methanogens, and (c) sulfate reducers (Fig.
2.3).

D - A
9| Page



Chapter |2

Complex
organic matter

|
L

~
v

7
*4 i
Fermentable e
organic substrate At
| e — /
/ e /
Ve P ace}ate /
/ / P //» ethene

T Methanogens ™~

-

methane

Fig. 2.3. Schematic presentation of the main catabolic interactions observed in mixed dechlorinating
consortia. 1: primary fermenters. 2: secondary fermenters (e.g. butyrate oxidizers), 3: acetate oxidizers.

2.3.3.1 Fermenters and homoacetogens

2 ¢

The terms “fermentation”, “acetogenesis” and “homoacetogenesis” have been widely used in the
literature to describe different reactions mediated by diverse microbial populations (Drake, 2006).
Hence, they can be confusing. In the context of this thesis, the term “fermenters” refers
collectively to microbial populations that (a) consume complex organic substrates and produce
organic intermediates (such as butyrate or propionate) and H» (primary fermenters), (b) consume
organic intermediates and produce H, and acetate (secondary fermenters, such as butyrate
oxidizers), and (c) further oxidize acetate and produce Hs (acetate oxidizers). For the third category,
discussion will be held separately, as this is only the second work that models their function in
conjunction with dechlorination. Finally, the term “homoacetogens” comprises bacteria that can
produce acetate from H,; homoacetogens also can provide H, from substrates such as methanol.

Frequently detected fermenters in dechlorinating consortia belong to delta-Proteobacteria (e.g.
Desulfovibrio), Clostridiales (e.g. Clostridium, Acetobacterium etc.), and Bacteroidetes. With regard to
dechlorination, their most important function is to produce H, (electron donor) and acetate
(carbon source) from the fermentation of organic substrates. For various organic substrates,
fermentation is thermodynamically infeasible, unless other microbial species consume their end-
products and especially H,. Thus, a syntrophic cooperation of (at least) two populations is required,
one to oxidize the organic substrate and (at least) one to consume the end-products of oxidation.
Substrates like lactate or methanol can be fermented even at high levels of Ha, but substrates as
propionate or butyrate require H, concentrations to be maintained low by H»-utilizing species
(such as dechlorinators, methanogens etc.). Mao et al. (2015) reported that butyrate fermentation
in a co-culture of Dehalococcoides mecartyi strain 195 with a butyrate-oxidizing syntroph stopped at
H> concentrations around 1.2 pM during VC dechlorination, as dechlorinators failed to maintain
low H, levels.

In addition, H» can be produced from the further oxidation of acetate. This is a syntrophic reaction
requiring low H, concentrations; Zinder (1994) claims that an Hz concentration of around 50 nM

10| Page



Chapter |2

is required in natural habitats with low temperatures, while Loffler et al. (1999) indicate that acetate
oxidation can be feasible at concentrations below 400 nM. To date, four bacteria have been isolated
with the ability to oxidize acetate syntrophically: they all belong to Firmicutes (Hattori, 2008) and
are close relatives of some fermenting bacteria. But, syntrophic oxidation of acetate has been
reported in various environments by non-fermenters as well (Hattori, 2008). For example, strains
of Geobacter sulfurreducens can carry out acetate oxidation (Caccavo et al., 1994; Cord-Ruwisch et al.,
1998). Finally, H, production coupled with acetate consumption has been reported by Heimann
et al. (2000) as a side reaction of acetate-dependent methanogenesis in a KB-1 dechlorinating

culture.

Homoacetogenesis is the reverse reaction of acetate oxidation. Homoacetogens consume H; and
produce acetate. The most frequently reported homoacetogens in dechlorinating consortia belong
to phylum Firmicutes (e.g. Clostridiales, Selenomonadales). As the reverse reaction of acetate
oxidation, homoacetogenesis requires a threshold concentration of H, in order to be
thermodynamically feasible; Loffler et al. (1999) mention that homoacetogenesis is feasible for
concentrations above 400 nM H,. Homoacetogens have also the ability to produce H, from
reduced one-carbon compounds, like methanol. Thus, they are typically present in cultures fed
with H, or methanol (e.g. culture KB-1, Duhamel and Edwards, 2006; culture DehaloR"2, Ziv-El
etal, 2011).

2.3.3.2 Methanogens

Methane is a common end-product in mixed dechlorinating cultures. The pathways of methane
formation, however, are rarely reported; methanogenesis can depend on Ho, acetate or methanol,
substrates that are frequently present in dechlorinating enrichment cultures and in the field. Thus,
the metabolic pathways of methane formation can only be inferred based on the populations
detected.

Most methanogens are hydrogenotrophs meaning that they can utilize H» as electron donor and
reduce CO; to produce methane. Only two genera use acetate for methane formation:
Methanosarcina and Methanosaeta. Genus Methanosarcina is not strictly acetotrophic, as members of
Methanosarcina prefer methanol and methylamine to acetate, while many species can also utilize H
(Liu and Whitman, 2008). On the other hand, Methanosaeta is a specialist that uses only acetate.
Methanosaeta is superior acetate utilizer at concentrations as low as 5—20 uM, while Mezhanosarcina
species require a minimum concentration of about 1000 uM (Demirel, 2008). Finally, methanogens
belonging to the order Methanosarcinales (apart from Methanosphaera species, which belong to the
order Methanobacteriales) can use methyl-group containing compounds, including methanol,
methylated amines and methylated sulfides, to produce methane (Liu and Whitman, 2008).

As already mentioned, the make-up of methanogenic populations in dechlorinating consortia has
been reported in limited cases. In dechlorinating, lactate-fed culture ANAS, the H-utilizing
methanogens Methanobacterium and Methanospirillum have been identified (Richardson et al. 2002;
Brisson et al. 2012). In KB-1 subcultures (maintained with alcohols and/or H; as electron donors),
methanogenic populations comprise mainly Methanomethylovorans (methanol-utilizing methanogen),
Methanomicrobiales (an order containing mostly H,-utilizing methanogens) and to a smaller
degree the acetate-utilizing, Methanosarcina and Methanosaeta. Culture Donna II, which is maintained
with butyrate (electron donor source) and PCE, comprises the Ho-utilizing Methanospirillum and the
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acetate-utilizing Methanosaeta (Rowe et al., 2008), with methane formation being mostly acetate-
dependent (Heavner et al., 2013). Dennis et al. (2003) found mostly Methanosaeta in a soil column
fed with methanol and butyrate while treating PCE non-aqueous phase liquid (NAPL). Macbeth
et al. (2004) identified mostly Methanosaeta in a chloroethene-degrading culture established with
material from a contaminated site undergoing biostimulation with lactate.

2.3.3.3 Sulfate reducers

The presence of alternate electron acceptors, such as sulfate, potentially results in the growth of
populations that can compete with dechlorinators and non-dechlorinators for the available Ho,
acetate or more complex organic substrates, such as lactate, butyrate etc. Mixed dechlorinating
cultures are seldom maintained with sulfate in the laboratory and, therefore, the make-up of such
communities is rarely characterized. Notable exceptions are the studies reported by Berggren et al.
(2013) and Panagiotakis et al. (2014). Therefore, knowledge on the occurrence of sulfate-reducers
in chloroethene-contaminated sites is restricted.

Widening the search to include non-dechlorinating cultures yields a huge range of novel sulfate
reducers, which have been described over the past 25 years, that can grow on various substrates.
The most prominent genera are Desulfovibrio, Desulfobacter, Desulfuromonas. Sulfate reducers are
flexible populations from a metabolic viewpoint. Sulfate reducers can be roughly divided in two
groups: (a) sulfate reducers that can degrade organic substrates incompletely and, ultimately,
produce acetate (e.g. Desulfovibrio, Desulfotomaculum, Desulfomicrobinm etc.) and (b) sulfate reducers
that can degrade organic substrates completely to carbon dioxide (e.g. Desulfobacter, Desulfobacterium,
Desulfosarcina etc.). Lactate, H, and pyruvate serve as electron donors for most of sulfate reducers,
regardless of the group they belong. Madigan et al. (2014) and Rabus et al. (2013) provide a
comprehensive discussion on the metabolic abilities of sulfate reducers.

2.4 Metabolic interactions in mixed dechlorinating communities

2.4.1 Competition for H:

Under strictly anaerobic conditions (methanogenic and sulfate-reducing conditions),
homoacetogens, methanogens and sulfate reducers are potential H, scavengers. Consequently, any
strategic delivery of H, should aim to favor dechlorination, while mitigating detrimental side effects
of high electron donor surpluses, such as accumulation of volatile fatty acids (VFAs) or excess
methane production (Aulenta et al., 2007). In the search of a balanced strategy for H, delivery, the
type of the donor and the quantity added have been studied extensively and revealed key aspects
of microbial competition for Ho.

As mentioned in Section 2.3, the addition of electron donor sources that produce H; at low levels
(such as propionate or butyrate) can be selected to preferably channel H, to dechlorination and
avoid competing metabolisms. Low H. levels are desirable for two reasons. First, reported Ha
thresholds for dechlorinators (0.1-24 nM Luijten et al., 2004) are lower than the corresponding
thresholds for two of the three potential H, scavengers, namely acetogens (336-3640 nM, Loffler
et al., 1999) and H»-utilizing methanogens (5-100 nM, Loffler et al., 1999); H, thresholds for
dechlorinators are comparable with thresholds reported for sulfate reduction (1-10 nM, Luijten et
al., 2004). Second, dechlorinators have a competitive advantage over their competitors at low H»
concentrations (i.e. below 50 nM), because they have a higher affinity for Ho, with reported half
velocity coefficients ranging from 7 to 100 nM (Ballapragada et al., 1997; Smatlak et al., 1996;
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Cupples et al., 2004), whereas half-velocity coefficients for methanogens range from 500-22,000
nM (Clapp et al., 2004) and for sulfate reducers from 57.9-4200 nM (Malaguerra et al, 2011; Stams
et al., 2005). This competitive advantage could be diminished at greater H levels, since
dechlorinators are considered slow growers, especially when growing on cDCE and VC, while
several methanogens and sulfate reducers can be relatively fast-growing species.

2.4.2 Competition for acetate

Following the addition of fermentable substrates another field for competition arises within the
mixed culture, i.e. competition for acetate. Acetate is a common methanogenic substrate and it can
also serve as a direct electron donor for sulfate reduction.

As already mentioned, only two genera are known to use acetate for methanogenesis, Methanosaeta
and Methanosarcina. Methanosaeta is a slow-growing acetate utilizer (typical maximum specific growth
rates for Methanosaeta are around 0.2 days™; De Vrieze et al., 2012), which can be efficient at low
concentrations by consuming acetate at concentrations as low as 5 - 20 pM (Liu and Whitman,
2008). Methanosarcina is relatively fast growing (typical maximum specific growth rates for
Methanosarcina around are 0.6 days™; De Vrieze et al., 2012) and dominant at greater concentrations,
as it requires a minimum concentration of about 1000 nM (Liu and Whitman, 2008). In cultures
with low acetate concentrations, as pristine subsurface environments are, only members of the
genus Methanosaeta are expected to thrive. Yet, following biostimulation both species can find
adequate acetate concentrations to support their growth.

Acetate in the presence of sulfate can be readily used by sulfate-reducers. Typically, acetate-utilizing
sulfate reducers outcompete acetate-utilizing methanogens (Oude Elferink et al., 1994). But, as
Muyzer and Stams (2008) point, competition for acetate is not as certain as it is for H,. As the
affinity of sulfate reducers for acetate is still ambiguous with few reported values (Stams et al.,
2005), the outcome of competition cannot be clearly foreseen based solely on the reported
maximum specific growth rates of sulfate reducers. Typically, sulfate reducers are slightly more
rapidly growing compared to the members of the genus Methanosaeta (Stams et al., 2005), but the
differences are not striking. As reported by Omil et al. (1998), it can take years for sulfate reducers
to outcompete Methanosaeta species. Hence, in contaminated subsurface environments, they may

be present simultaneously.

The outcome of this competition is meaningful for dechlorinators only if acetate can be oxidized
towards H, production. Indeed, acetate oxidation can be energetically favorable at natural
mesophilic habitats, if H, concentrations are maintained below 0.05 uM (Zinder, 1994); evidence
of efficient acetate oxidation in natural habitats has been provided by Niisslein et al. (2001) under
low temperatures (15° C). In the presence of efficient H,-scavenging species (such as
dechlorinators, Hy-utilizing sulfate reducers or Hs-utilizing methanogens), acetate oxidation
becomes energetically favorable and several syntrophic bacteria can grow on acetate producing H
(Hattori, 2008). Such low H, levels can be established when low Ha-ceiling donors, such as
butyrate, are applied (Aulenta et al., 2008; Mao et al., 2015). Competition for acetate between
acetate-utilizing sulfate reducers, acetate-utilizing methanogens and acetate-oxidizing syntrophs
cannot be a priori predicted, as kinetic studies for acetate-oxidizing bacteria performed under low
temperatures (below 35° C) and under low VFA concentrations are missing. For example, Qu et
al. (2009) studied acetate oxidation kinetically, but under elevated temperatures (35° C and 55° C)
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and high VFA concentrations in an anaerobic reactor; such conditions are very different to what
acetate oxidizers would face in chloroethene-contaminated subsurface settings. The fact that
acetate-oxidizing bacteria support their growth on a very limited amount of energy deriving from
acetate oxidation implies that they should be considered slow growers (Hattori, 2008). Yet, their
affinity to acetate is unknown.

2.4.3 Competition for fermentable organic substrates

In the presence of sulfate, sulfate reducers may compete with fermenting syntrophs for the
available fermentable substrates. The outcome of this competition is important because sulfate
reduction deprives reducing power from the dechlorinating species. In general, sulfate reducers
grow faster than syntrophic butyrate oxidizers and, thus, they are expected to out-compete them
(Muyzer and Stams, 2008). But, in the presence of sulfate-limiting conditions this competition is
hard to predict. As indicated in laboratory studies where butyrate degradation is coupled with
sulfate reduction, there can be no clear distinction between butyrate-dependent sulfate reduction
and the syntrophic relationship between syntrophic acetogens and H,-utilizing sulfate reducers
(Stams et al. 2005). Hence, the experimental evidence regarding this competition are scarce.

2.5 Inhibition of dechlorinating activity by toxic compounds

2.5.1 Chlorinated compounds

Chlorinated compounds can be toxic to many populations thriving in the ecosystems of
dechlorinating communities. Even the growth of dechlorinators can be inhibited at high
concentrations of several chlorinated compounds. For example, Grostern and Edwards (2006)
demonstrated that Debalococcoides mecartyi dechlorinators were inhibited by 1,1,1-trichloroethane or
chloroform, while Maymoé-Gattell (2001) reported toxic effects of chloroform on cDCE and VC
removal from Debalococcoides mecartyi strain 195. Regarding partial dechlorinators, Futagami et al.
(20006) reported chloroform and carbon tetrachloride inhibition on PCE dechlorination by
Desulfitobacterinm bafniense strain Y51. Interestingly, chloroethenes can be toxic to chloroethene-
degrading species. This type of inhibition, namely self-inhibition, becomes relevant at molar
concentrations higher than 1000 uM (Haest et al., 2010) and will be discussed in Section 3.2.

Methanogens have been shown to be inhibited by chlorinated compounds including
chloroethenes. In few studies, chlorinated ethenes had inhibitory effects on methane formation at
high concentrations resulting from the presence of NAPL PCE, i.e. molar concentrations greater
than 900 pM (e.g. Yang and McCarty, 2000; Men et al., 2013).

2.5.2 Non-chlorinated compounds

Among the non-chlorinated compounds that have adverse effect on the detoxification of
chloroethenes, sulfide is the most relevant compound under strictly anaerobic conditions. Sulfide
is the daughter-product of sulfate, which is commonly reported as a co-contaminant of
chloroethenes, with sulfate concentrations vatrying from 410 pM (39 mg/1) to 49,844 pM (4788
mg/1) (Pantazidou et al., 2012). Even if a mechanistic understanding of the toxic effects of sulfide
on dechlorinators is absent, sulfide has been shown to inhibit enzymes involved in dechlorination
at concentrations ranging from 2000 uM (68 mg/l) according to Sung (2005) to 5000 pM (170
mg/1) according to Mao et al. (2017). Yet, as Bergeren et al. (2013) report, it remains questionable,
if every Debaclococcoides mecartyi strain is affected with the same way from the presence of sulfides.
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2.6 Closing remarks

It is useful for what will follow to summarize and highlight herein the most salient findings with
which this thesis converses.

Dechlorinators are members of complex ecosystems involving interspecies transfer of reducing
power and multiple levels of competition, which are triggered following the supply of electron

donor sources.

Dechlorination under methanogenic conditions has been systematically investigated, but still no
firm conclusion can be drawn regarding the type and quantity of H, precursors that preferably
enhance dechlorination. Low H concentrations have been shown to provide a competitive
advantage to dechlorinators over methanogens (Fennell et al., 1997; Yang and McCarty, 1998), but
dechlorination has also been extensive under elevated H, concentrations both in the laboratory
(Heimann et al., 2005; Aulenta et al., 2005) and in the field (Macbeth et al., 2004). The incomplete
understanding concerning methane formation in conjunction with dechlorination results, at least
partially, from the limited field and laboratory reports that shed light onto the make-up of
methanogenic populations in dechlorinating communities (e.g. Macbeth et al., 2004; Duhamel and
Edwards, 2006; Richardson et al., 2002; Rowe et al., 2008).

Dechlorination in the presence of sulfate has been studied less extensively. Contradictory findings
in the literature range from positive or no effects on dechlorination (Harkness et al., 2012; Aulenta
et al., 2007) to partial or complete inhibition (e.g. E1 Mamouni et al., 2002; Hoelen and Reinhard,
2004; Mao et al., 2017). Possible reasons for the adverse effect on dechlorination (when observed)
are H, competition and sulfide toxicity (Hoelen and Reinhard, 2004; Berggren et al., 2013; Mao et
al., 2017). Conclusions on the competitive fitness of sulfate reducers in dechlorinating
communities are typically based on the performance characteristics of sulfate reducers in non-
dechlorinating environments, which are substantially different from the typical conditions
prevailing in chloroethene-contaminated subsurface environments. In addition, the effects of
sulfide on dechlorinators have not been systematically evaluated to date.

The relevance of acetate as an electron donor source for dechlorination is also questionable. In
the few studies considering acetate as an electron donor source, acetate has been shown either to
support complete detoxification of chloroethenes (e.g. He et al., 2002; Harkness et al., 2012) or to
result in accumulation of cDCE and VC (e.g. Aulenta et al., 2002; Lee et al., 2007). Competition
for acetate has never been assessed in dechlorinating communities and, therefore, the outcome of
the competition established between acetate-scavenging species can only be inferred by the
competitive fitness they demonstrate in non-dechlorinating anaerobic reactors.

15| Page



Chapter 3: Review on kinetic models
simulating anaerobic reductive dechlorination
in chloroethene-degrading consortia

3.1 Introduction

The value of modeling dechlorination kinetics has been recognized even from the early years of
the investigation of dechlorination in the laboratory. Hence, over the last 20 years, numerical
models of varying complexity have been developed to simulate the consumption of chlorinated
ethenes in laboratory cultures and field sites. In the present chapter, an overview of the existing
models is provided with emphasis being given in (a) the processes embodied within them (Section
3.2), (b) their mathematical formulation (Section 3.3) and (c) the methods implemented for
parameter estimation (Section 3.4).

3.2 Conceptual development of kinetic models in the literature

Dechlorination models in the literature can be distinguished based on their conceptual designs in
two groups: (a) models that account only for the activity of dechlorinators (Table 3.1), and (b)
models that account for the activity of all the members of the mixed community (Table 3.2).

A significant share of modeling works that simulates solely dechlorination kinetics has been driven
by the need to corroborate experimental efforts studying substrate inhibition. Experiments to
quantify the magnitude and the mechanism of substrate inhibition are difficult to control and
models are a useful tool for the study of inhibition (Wet et al., 2015).

The term “substrate inhibition” in the literature refers to any decrease in dechlorination rates
resulting from the high concentrations of a substance. Two different concepts of substrate
inhibition have been described regarding chloroethenes, competitive inhibition and self-inhibition.

Competitive inhibition refers to the preferential degradation of a specific chloroethene, when
different chloroethenes are simultaneously available. Conceptually, competitive inhibition assumes
that a common enzyme is responsible for multiple dechlorination steps and that chloroethenes
compete for the active site of this enzyme. Competitive inhibition processes vary significantly in
the literature, as different compounds have been shown to inhibit the activity of different
dechlorination steps. Thus, some models account for the competitive inhibition of all chlorinated
ethenes at each dechlorination step (e.g. Cupples et al., 2004a), while others consider that only
higher chlorinated ethenes inhibit the degradation of less chlorinated ethenes (e.g. Yu and
Semprini, 2004).

Self-inhibition (also referred to as Haldane inhibition) describes the stall of a dechlorination step
resulting from the high concentrations of the chloroethene consumed. For example, high TCE
concentrations can be inhibitory for the microorganisms mediating TCE dechlorination. Such
inhibitory mechanisms are highly relevant when chloroethenes exceed molar concentrations of
1000 uM (Haest et al., 2010) and in the presence of a non-aqueous phase liquids (TCE solubility
corresponds to molar concentrations of 8400 uM or 1100 mg/1).
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The most sophisticated models (i.e. models included in Table 3.2) typically describe, aside from
dechlorination, fermentation pathways of different electron donors (with or without
thermodynamic limitations) and methanogenesis (e.g. Fennell and Gossett, 1998; Christ and
Abriola, 2007). Only the modeling approaches of Kouznetsova et al. (2010) and Malaguerra et al.
(2011) consider alternate electron accepting processes, such as sulfate and iron reduction.
Nevertheless, all models developed to date consider one level of competition for reducing
equivalents, i.e. competition for Ho.

Opverall, there is a tendency in models to grow in complexity and capture the key biogeochemical
mechanisms occurring in subsurface environments contaminated with chloroethenes.
Kouznetsova et al. (2010) and Malaguerra et al. (2011) considered soil-water geochemistry, which
is relevant in field settings. Yet, the use of more complex models for field applications is still
limited. In the few efforts performed to simulate field applications, relatively simple models have
been used (e.g. Clement et al., 2000; Viotti et al., 2014). Elaborate kinetic models create highly
expensive optimization problems that are limited by computing capabilities (Manoli et al., 2012)
and by the availability of field-measured data (Clement et al., 2000; Manoli et al., 2012).
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Table 3.1. Overview of the existing models simulating dechlorination Kinetics.

Ch

apter |3

Dechlorination kinetics

NAPL
Reference e donor L. . Substrate Decay ) . Transport Data
L. Dechlorinating species o dissolution
limitation inhibition*
Tandoi et al., 1994 - PCE-to-ETH - - - - Batch
Haston and McCarty,
- PCE-to-ETH - - - - Batch

1999
Carr et al., 2000 - : - - \ : Batch
Clement et al., 2000 - - - - - \ Field
Chu et al., 2003 N PCE-to-cDCE - v V \ -
Cupples et al., 2004a - TCE-to-ETH C \ - - Batch
Cupples et al., 2004b - TCE-to-ETH C \ - - Batch
Yu and Semprini, 2004 - PCE-to-ETH C,S v - - Batch
Amos et al., 2007 \/ PCE-to-cDCE G, S \ v - Batch
Friis et al., 2007 - TCE-to-ETH C v - - Batch
Schiffer et al., 2009 - TCE-to-ETH C - - - Batch
Haest et al., 2010 - TCE-to-cDCE and TCE-to-ETH G, S \ - - Batch
Sabalowsky and T TH N
Semprini, 2010 i CE-to-E GS - - Batch
H d Beck
Zoialng and becken - TCE-to-cDCE and TCE-to-ETH S v ] ; Batch

C: Competitive inhibition, S: Self-inhibition, NAPL: non-aqueous phase liquid
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Table 3.2. Overview of the existing models simulating dechlorination in conjunction with fermentation and alternate terminal electron-accepting

processes (TEAPS).
Reference H.p I'Odu.Ctlf)l’l . C1.1101:0<‘3t‘hene TEAPs ,NAPI,J Geochemistry Transport Data

H; source Limitations inhibition dissolution
Bagley, 1998 Ethanol, H Thermodynamic - M - - - -
Fennell and Ha, Butyrate, Thermodynamic - M - - - Batch
Gossett, 1998 ethanol, lactate,

propionate,

biomass
Clapp et al., H> - C M - - V -
2004
Lee et al.,, 2004  Glucose, Thermodynamic C M - - - Batch

biomass
Christ and Hy, Pentanol - C M v - v -
Abriola, 2007
Kouznetsova et Linoleic acid, Thermodynamic C,S SR \ Mineral - -
al., 2010 acetate dissolution and

precipitation, pH
Malaguerra et Lactate Fermenting C IR, SR, M - Mineral - Batch
al., 2011 biomass dissolution and
precipitation

Manoli et al., Linoleic acid - C IR, SR, M - - ! Batch,
2012 Field
Chen et al., Lactate - C - i - v Column
2013
Heavner etal.,  Butyrate, Thermodynamic C M - - - Batch
2013 biomass
Viotti et al., Lactate Thermodynamic - - - v Field

2014

NAPL: non-aqueous phase liquid, C: Competitive inhibition, S: Self-inhibition, M: methane formation, SR: Sulfate reduction, IR: Iron reduction
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3.3 Mathematical formulation of biochemical processes included in kinetic
models

3.3.1 Reductive dechlorination

Reductive dechlorination of chloroethenes is typically modeled with dual Monod-type kinetic
equations in the literature, in order to account for the limitation of both the electron donor (H)
and the electron acceptor (chloroethenes). Thus, chloroethene degradation kinetics are modeled,

as follows:

Himax Si SH _Smin,H X
7Y K, 45 Koy 45, -5

3.1)

min,H

whete f,. (days™) is the maximum specific growth rate of dechlorinators, Y (mg VSS or cells/pmol
Cl) is the yield coefficient of microorganism, S; (uM) is the concentration of chloroethene 7, Ks,
(uM) is the half-velocity coefficient for chloroethene 7 Sk is the concentration of H, (M), Siu
(uM) is an H; threshold for chloroethene consumption, Ks (uM) is the half-velocity coefficient
for Hz, and X (mg VSS or cells/]) is the concentration of active biomass.

Thresholds for H, consumption are marginal concentrations of Hy, below which dechlorination is
infeasible. As Loffler et al. (1999) postulate, substrate thresholds are influenced (at least partially)
by the thermodynamics of the electron-accepting process. The inclusion of a H threshold,
however, becomes a source of oscillatory behaviors and mathematical instabilities, when H,
approaches its threshold (Ribes et al., 2004). Yet, this issue has never been addressed in models
simulating dechlorination kinetics.

In models neglecting electron donor limitations (i.e. the majority of models in Table 3.1 that
assume non-limiting H, conditions), Eq. (3.1) is simplified to the following expression (a single-
substrate Monod equation):

r = :umax Si

—_— 3.2
LY K +S, 42

As discussed in the previous section, the clear majority of dechlorination kinetic models employ
competitive or self-inhibition mechanisms for some or all of the dechlorination steps. The general
form for a competitive inhibition model is:

— /umax Si X

(3.3)
K. (1+Z J+ S,

where Kiva (M) is an inhibition coefficient. The values used for inhibition coefficient in the

r

S,
K

INH i

literature differ between studies. Inhibition coefficients fall within the range between of 2 to 75
uM (Lai and Becker, 2013). Values greater than 75 pM indicate poor inhibitory effects on
dechlorination and, conversely, values below 10 pM indicate strong inhibitory effects. Typically,
inhibition coefficients are estimated by batch tests performed with mixed dechlorinating cultures

and not by enzyme kinetic assays. Thus, the fundamental underlying mechanisms are still pootly

20| Page



Chapter|3

understood and values should be perceived only as a relative measure of the significance of
inhibition.

Alternative modeling approaches have been proposed to describe self-inhibition of dechlorination
imposed by high concentrations of chloroethenes on dechlorinating bacteria. The most common

approach is based on Haldane inhibition (Sabalowsky and Semprini, 2010; Yu and Semprini, 2004)
and is formulated as follows:

/umax Si X

i Y S
Kg, +S, | 1+—
Y K,

where Ky, (uM) is the Haldane inhibition coefficient. In order to account for a more abrupt decline

(3.4

in the dechlorinating activity above a ceiling concentration for chloroethenes, Amos et al. (2007)
introduced the following formulation:

Forax S, (1— J ]x ifS, <S

max,i

r=1 Y K +S,
0 ifS, >

max,i

(3.5)

max,i

where S,..; (4M)is a ceiling concentration for dechlorination. Haest et al. (2010) demonstrated that
self-inhibition of TCE can be reproduced with a log-logistic dose—response term described as
follows:

— /umax Si X (36)

)]

where s is the slope of the dose-response curve and ECs, (M) is the concentration at which

maximum specific growth rate is reduced by 50%. Finally, Sabalowsky and Semprini (2010)
proposed the use of an increased decay rate calculated as follows:

S
' ] X (3.7)

SINH i

b, :b[1+

where Kone,i (M) is the self-inhibition coefficient.

The range of published kinetic and inhibition parameters used to describe these phenomena varies
over four orders of magnitude (see Table 7.5 in Chapter 7 for a detailed presentation of literature-
reported values on dechlorination kinetics). The correlated nature of parameters employed in
Monod-type models (Liu and Zachara, 2001), the various mathematical formulations employed to
model inhibition, the different conditions prevailing among the reported experimental works and
the differences in the make-up of the dechlorinating consortia resulted in a lack of consistency in
the estimated kinetic parameters. Inconsistent parameter values complicate parameter estimation
efforts, as the modeler does not have a workable parameter range to deal with. Parameter values
function more as measure of relative potency without necessarily reflecting the actual underlying
mechanisms.
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3.3.2 Fermentation processes

Fermentation of electron donor sources is modeled with single-substrate Monod-type kinetic
equations similar to Eq. (3.2), in which Si is the concentration of the electron donor source.
Thermodynamic limitations on fermentation have been considered in many studies, either directly
by calculating the free Gibbs energy of the fermentation reaction (e.g. Fennell and Gossett, 1998;
Lee et al., 2004; Heavner et al., 2013) or indirectly by using simple inhibition factors for the end-
products of fermentation (Bagley, 1998; Kouznetsova et al., 2010; Manoli et al., 2012). Including
thermodynamic limitations safeguards against reproducing unrealistically high Ho», ie.
concentrations above 2000 nM.

Fermentation models calculating the free Gibbs energy of the reaction are based upon the model
proposed by Fennell and Gossett (1998), who employed an inhibition term for fermentation
reactions calculated as follows:

AG —AG
Iy =1— CXP(TJ (38)

where AG, (k] /mol) is a marginally negative free Gibbs energy that fermenters require to grow, R
is the gas constant, T is the absolute temperature, and AG, (k]/mol) is the free Gibbs energy
available from fermentation calculated as follows:

reac tan ts

- ~ Spmrlmﬁ
AG, = AG" + RT ln| —2zi (3.9)

in which AG, (kJ/mol) is the free Gibbs energy at 25° C (i.e. the amount of energy available from
the fermentation reaction). The inhibition term, Iinm, functions as a measure of the distance of the
reaction from thermodynamic equilibrium; it expresses the thermodynamic driving force of the
reaction. If the concentration of the fermentable substrate is high relative to the concentrations of
the products, i.e. H, and acetate, the driving force is significant and the reaction proceeds
uninhibited, while Eq. (3.8) approaches one. When H; and acetate accumulate, Iini; is calculated
close to zero and fermentation ceases; the available energy from fermentation cannot support the
growth of the fermenters. Equation (3.8) can, however, take negative values, when AG,becomes
lower than AG.. This would be suitable for reversible reactions, but is problematic for fermentation
kinetics and, especially, in parameter estimation efforts (see also Section 4.4). In addition, reports
on the thermodynamic limitation of fermentation reactions (e.g. Jin, 2007) indicate that
fermentation can occur even when Eq. (3.8) predicts that the thermodynamic driving force is zero.
Thus, even if Eq. (3.8) is a theoretically sound formulation for the description of thermodynamic
limitations on fermentation, fermentation enzymes appear not to be stringently related to
thermodynamics.

In simpler models, fermentation kinetics are limited by H, concentrations only. For example,
Kouznetsova et al. (2010) proposed an exponential inhibition term:

1, =gl ®n/omnn) (3.10)

in which Snra (WM) is an inhibitory H, concentration for fermentation. This equation functions
as a ceiling for H, concentrations, above which the fermentation process is infeasible. With an
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appropriate selection of Siii, Eq. (3.10) can reproduce the levels of H, typically anticipated in
dechlorinating consortia, i.e. Hz concentrations in the range of 2 — 2000 nM Ho..

An alternative approach for limiting fermentation was proposed by Malaguerra et al. (2011).
Thermodynamic limitations were not included, but growth of fermentative biomass was limited
by a maximum acceptable biomass concentration. This restriction in the biomass growth of
fermenters resulted in a modeled Hz concentration in the range of a few nM, which was consistent
with the observed values.

When complex organic substrates (such as linoleic acid) are used as H, precursors, direct
fermentation of the substrate to acetate and Hz is usually considered (e.g., Christ and Abriola, 2007;
Kouznetsova et al., 2010; Manoli et al., 2012). The intermediate production of short-chain fatty
acids during fermentation is modeled in a few studies (Bagley, 1998; Fennell and Gossett, 1998;
Lee et al.,, 2004; Malaguerra et al., 2011).

3.3.3 Alternative terminal electron accepting processes

Competing electron accepting processes (e.g. methanogenesis, but also sulfate and iron reduction)
are modeled using Monod-type kinetics.

Methanogenesis from Hy is formulated with single-substrate Monod equations, employing an H
threshold:

r. — /’lmax X SH _Smin,H
Y T Ky, +S,-S

Values reported for maximum specific growth rates (#..) of H-utilizing methanogens in

(3.11)

min,H

dechlorinating communities are inconsistent, varying within one order of magnitude. In some
models Ho-utilizing methanogens are considered slow growers (e.g. . = 0.13 days™, Malaguerra
et al., 2011), while other models consider H,-utilizing methanogens as fast growers (e.g. e = 2.1
days™, Lee et al., 2004), which could easily outcompete dechlorinators in the presence of sufficient
Ho.

Acetate-dependent methanogenesis is modeled by a single-substrate Monod-type equation of the
form:

=y S (3.12)

Y KS,A—AM + SA

in which $4 (uM) is the concentration of acetate. Substrate thresholds are not employed in this

case, even if acetate threshold values have been reported for acetate-utilizing methanogens (e.g.
Yetten et al., 1990).

Other terminal electron-accepting processes, such as sulfate and iron reduction, are simulated with
dual-substrate Monod equations, similar to those used for dechlorination; alternate electron
acceptors substitute chloroethenes in Eq (3.1). For example, H>-dependent sulfate reduction rates
are described as follows:
Hnax X S Sy _Smin,H
Y Kss +Ss Kgy +S,, =S
Again, H» threshold concentrations control the terminal electron-accepting processes (e.g.
Kouznetsova et al., 2010).

I, =

(3.13)

min,H
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3.3.4 Microbial growth and decay

Regardless of the microbial population, growth rates are uniformly regarded as a function of
substrate degradation rates (dS/dt) and endogenous decay. Endogenous decay is typically
simulated with first-order kinetic equations and, thus, the change of biomass is calculated as

follows:
Xy 8 _px
dt dt (3.14)

where b (days™) is the first-order decay coefficient. Reported decay coefficients vary slightly in the
literature and, for the populations considered in the context of the thesis, decay coefficients fall in
the range of 0.01 days™ to 0.09 days™ (see also Chapters 7 and 10).

3.3.5 [Endogenous decay contribution

Endogenous cell decay can be a source of electron equivalents (e.g. Yang and McCarty, 2000;
Heavner et al., 2013) and, therefore, it is considered in some studies. Specifically, Fennell and
Gossett (1998) considered that endogenous decay of microbial populations contributed to the pool
of butyrate, while Lee et al. (2004) assumed that 30% of the electron equivalents associated with
biomass were converted directly to H. Finally, Heavner et al. (2013) adopted the approach
proposed by Fennell and Gossett (1998).

3.4 Parameter estimation in kinetic models simulating dechlorination

Parameter estimation methods in kinetic modeling of dechlorination is rarely addressed in the
literature. In this section, all the different methods employed for parameter estimation are
presented. Prior to the discussion on parameter estimation, the type of empirical observations
available is discussed.

3.4.1 Data types

Kinetic models describing dechlorination are typically fitted to chemical observations comprising
chloroethenes and occasionally H, (when H, limitation is considered, e.g. Cupples et al., 2004a).
More complex kinetic models are also fitted to chemical data that comprise, aside from
chloroethenes, concentrations of (a) electron donor sources and their fermentation daughter
products, (b) methane (when produced, e.g. Lee et al., 2004) and (c) competing electron acceptors,
such as iron and sulfate (Malaguerra et al., 2011). H, concentrations are not always available in
batch studies (e.g. Lee et al., 2004) and model output cannot be compared with observed values.

Microbial data are often unavailable in laboratory data sets. Typically, an aggregate initial biomass
concentration is available. A few recent studies include experiments where concentrations of
Dehalococcoides mecartyi cells are observed over time (Haest et al., 2010; Schifer et al., 2009; Chen et
al.,, 2013).

Pilot or full scale efforts of engineered reductive dechlorination have been published (e.g. Major
et al., 2002; Hood et al., 2008). Yet, observations comprise mostly chloroethene concentrations,

while geochemical and microbial data are sparse.
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3.4.2 Parameter estimation methods

The clear majority of parameter estimation methods falls in the category of least squares analysis
(e.g. Schifer et al., 2009). Rarely, manual fitting of the model output to observations has been
performed via trial-and-error approaches (Yu and Semprini, 2004). Two of the most recent
modeling studies, employed global optimization techniques for the estimation of kinetic
parameters, (a) Malaguerra et al. (2011) and Haest et al. (2010). In the work of Haest et al. (2010),
a genetically adaptive multi-objective method was implemented, while in the work of Malaguerra
et al. (2011) a combination of a trial-and-error approach with a Shuffled Complex Evolution
Metropolis algorithm was used. As Malaguerra et al. (2011) report, an extensive search for
parameters over the whole model space was not feasible due to the computational burden. Yet,
none of the modeling works has addressed the issue of non-uniqueness of solutions, which was
addressed in the review paper of Chambon et al. (2013), who claimed that more than one

parameter ensembles can possibly describe adequately experimental observations.

3.5 Closing remarks

In every modeling effort reported to date, only competition for Hs is considered. Even if many
models simulate the fate of Hs precursors (e.g. lactate, butyrate or acetate), none of them has taken
into account that they can serve as substrates for processes that are not producing H» and, thus,
affect dechlorination extent indirectly. This is the first work that considers such possibility.

The issues addressed by the modeling approaches in the literature can be roughly divided in two
groups. The first group comprises models that examine how efficiently can empirical observations
be predicted (e.g. Fennell and Gossett, 1998; Clapp et al, 2004; Christ and Abriola, 2007; Manoli
et al., 2012; Heavner et al, 2013). This type of model application is useful to supplement
experimental efforts and is guided by the need to employ models in a predictive fashion. From
these models, the work of Fennell and Gossett (1998) was the first to consider the complex
interspecies transfers of reducing power in dechlorinating communities. Model application
corroborated their previous experimental findings (Fennell et al., 1997) according to which
efficient stimulation of dechlorinators is performed with low surpluses of low Hs-ceiling donors.
Yet, their work focused solely on a specific dechlorinating community which was tested under a
variety of electron donor sources; a more thorough examination on the function of non-
dechlorinators was lacking. Following this work, discussion on the interplay of dechlorinators and
non-dechlorinators was overlooked.

The second group of models contains efforts that were accompanied by sensitivity analyses (e.g.
Kouznetsova et al., 2010; Malaguerra et al., 2011; Chen et al. 2013), indicating which parameters
of the problem need more experimental observations and how models can be simplified.
Kouznetsova et al. (2010) indicated that a more accurate estimation of cDCE- and VC-related
parameters is needed for the efficient simulation of the dechlorination under sulfate-reducing
conditions, while Malaguerra et al. (2011) postulated that sulfate concentrations and the kinetics
of lactate fermentation were the most influential aspects of dechlorination performed under iron-
and sulfate-reducing conditions.

The modeling approach of Lee et al. (2004) does not fall in either of the two groups. Lee et al.
(2004) were the only to employ their calibrated model in designed “what-if”” scenarios providing
insight in parameters of the problem that cannot be easily observed on an experimental basis.
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Simulations performed by Lee et al. (2004) indicated that the initial relative abundance of
dechlorinators and H-utilizing methanogens affected the degree of dechlorination and confirmed
that biomass decay can pose a sizeable source of reducing power. Finally, Lee et al. (2004)
highlighted that the phased injection of electron donor sources can affect the latter stages of PCE
dechlorination. Lee et al. (2004) were the first to examine systematically the quantitative
characteristics of the make-up of dechlorinating cultures, but did not examine different functional
characteristics. Yet, based on the type of the inquiry implemented, the current thesis is closer to

the rationale employed by Lee et al. (2004).
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Chapter 4: Model set-up

4.1 Introduction

Fundamentally, the modeler should incorporate all the salient information available from the
laboratory in the model structure and the model parameters, so that the model output conforms
to reality. Hence, the conceptual design of the model was guided by the long-term monitoring of
two Dehalococcoides mecartyi-dominated mixed cultures developed and maintained as described in
Panagiotakis (2010) and Antoniou (2017). A chloroethene-degrading, methane-producing culture,
denoted as culture NTUA-M, and a sulfate-reducing, methane-producing, chloroethene-degrading
source culture, denoted as culture NTUA-S. All major symbiotic and antagonistic relationships
that may have been established within the two cultures are considered in the conceptual design of
the model. Therefore, before introducing the processes observed in the culture (Section 4.3) and
the mathematical formulation of the model (Section 4.4), the performance and maintenance
characteristics of the two source cultures are discussed (Section 4.2).

4.2 Experimental information

The two source cultures were developed, in replicates of two, by the combination of two
dechlorinating cultures and one sulfate-reducing culture (Fig. 4.1, Panagiotakis et al., 2014), which
were initially developed using as inoculum anaerobic sludge from a wastewater treatment plant
receiving significant contribution of industrial discharges (Panagiotakis et al., 2014). As indicated
by Figure 4.1, culture NTUA-M exhibited two distinctive phases with respect to dechlorination
performance. Therefore, they will be referred to as if they are two different cultures, i.e. cultures
NTUA-M1 and NTUA-M2. Possible explanations for the shift in their performance will be further
discussed in Chapter 8.

500 yM TCE ' 1 2 ; 3 1000 M methanol
1000 pM methanol i MeQOHITCE MeOH/TCE i MeOH/Sulfate 520 pM SO,*

500 uM TCE
1000 pM :
methanol or 1 | MeOH/TCE BUT/TCE MeOH/TCE BUTI/TCE
300 UM butyrate |}

200 M butyote MV
300 pM butyrate Ml

500 uM TCE

300 M butyrate

300 uM S0,2for 1757 days and
729 uM S0, for the last 373 days

300 bM burate
Fig. 4.1. Relationship between the cultures under consideration (NTUA-M1, NTUA-M2 and NTUA-
S) and their ancestral cultures. TCE= trichloroethene, MeOH=methanol, BUT=butyrate.
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4.2.1 Long-term monitoring of the methane-producing, chloroethene-degrading
cultures NTUA-M1 and NTUA-M2

Source cultures NTUA-M1 and NTUA-M2 were maintained under limiting electron donor
conditions in order to mimic the conditions typically encountered in the field. Particularly, they
were maintained on a 7-day feeding cycle that included the addition of 500 pM (66.7 mg/1)
trichloroethene (TCE) and 300 uM (27.5 mg/1) butyrate, which served as a low H-ceiling electron
donor source. At the end of each feeding cycle, part of the culture was replaced by fresh medium
to achieve a solid retention time of 48 days. With respect to their maintenance characteristics, these
cultures differed only in the addition of yeast extract, which was routinely added in the case of
NTUA-M1 at a concentration of 4.5 mg/l. Yeast extract is a nutritional supplement, which also
serves as a source of slowly fermented volatile fatty acids (mainly butyrate and to a lesser degree
acetate and propionate; Fennell and Gossett, 1998). However, the quantity of yeast extract added
in culture NTUA-M1 is low; according to Yang and McCarty (1998), it yields an equivalent of 780
ueeq/1, which corresponds to approximately a 10% increase of reducing power, if it is consumed
within the 7-day feeding cycles. Hence, the addition of yeast extract changes mildly the electron
equivalent surplus of culture NTUA-MI1.

The two cultures operated at steady-state performance regarding dechlorination and butyrate
consumption. On a weekly basis cultures NTUA-M1 and NTUA-M2 dechlorinated on average
64% and 71% of the overall available chloroethenes, respectively (Fig. 4.2a). Consequently, vinyl
chloride (VC) was the main daughter product of TCE dechlorination followed by ethene (ETH).
Since ETH is produced, both cultures should be classified as Debalococcoides mecartyi-enriched
cultures. Finally, the supplied butyrate was steadily consumed on each feeding cycle, indicating the
existence of a robust butyrate-degrading community.

With respect to methane formation, the two cultures failed to reach a steady state (Fig. 4.2b). In
both cultures, methane formation exhibited a sequence of two separate phases: a phase of reduced
methane formation and a phase of elevated methane formation. These phases were accompanied
by inversely fluctuating acetate concentrations (data not shown), i.e. elevated methanogenesis
coincided with low acetate concentrations and vice versa. This correlation indicates that
methanogenesis in both cultures is mainly of acetoclastic nature. The verity of this hypothesis will
be checked in Chapters 7 and 8.
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Fig. 4.2. Long-term performance, in terms of (a) the degree of dechlorination and (b) methane formation

in cultures NTUA-M1 and NTUA-M2. The gap between the data points indicate a period without
monitoring data.
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A fluorescence in situ hybridization (FISH) analysis was performed during the operation of culture
NTUA-M1 providing insight into the main microbial groups thriving within the culture
(Panagiotakis et al., 2014). Specifically, the FISH analysis demonstrated that (a) Dehalococcordes
mccartyi spp. was the predominant species (49% of the total bacteria), (b) two hydrogenotrophic
dechlorinators were present (besides Debalococcoides muecartyi spp., the partial dechlorinator
Sulfurospirillum spp. was detected and comprised 8% of the total bacteria), and (c) methanogenic
archaea were only a small proportion of the culture (around 10% of the total cell numbers). The
FISH analysis underscored the relevance of dechlorinators and methanogens, but it could not (a)
enumerate them rigorously and (b) provide definite answers as to which and how many other
microbial groups should be considered. Even if this molecular analysis does not necessarily
illustrate the exact composition of culture NTUA-M2, given the increase in dechlorinating
performance (Fig. 4.2a), culture NTUA-M2 is certainly dominated by Debalococcoides mccartyi.

The end-products of the 7-day feeding cycles indicated that the major processes occurring within
the mixed culture are: dechlorination, butyrate oxidation and methanogenesis. What is more,
dechlorination daughter products at the end of each feeding cycle indicated that syntrophic acetate
oxidation should also be considered, since as already mentioned, ETH was observed at the end of
each 7-day feeding cycle. Yet, based on the butyrate quantity added, direct H, formation (600 pM
H: can be readily formed from 300 pM of butyrate) would justify cDCE and VC as the main
daughter products of TCE dechlorination. Hence, it is reasonable to deduce that an H, source
additional to butyrate sustained dechlorination, that is acetate. This is true for both NTUA-M1
and NTUA-M2, so the additional source cannot be solely the yeast extract. Decaying biomass does
not provide the missing electron equivalents either, as it functions as a slowly-producing source of
butyrate and, thus, it does not pose a readily available source of H, for dechlorinators or
methanogens within the 7-day feeding cycles of the cultures.

4.2.2 Long-term monitoring of the sulfate-reducing, methane-producing, chloroethene-
degrading source culture NTUA-S

Source culture NTUA-S was also maintained under limiting electron donor conditions. The culture
was routinely fed with 500 uM TCE, 300 uM butyrate and (a) 300 pM (or 28 mg/]) sulfate for the
first 1757 days and (b) 729 pM (or 70 mg/l) sulfate for the following 373 days. As in cultures
NTUA-M1 and NTUA-M2, a solid retention time of 48 days was maintained. In this work, only
the second period of the lifetime of culture NTUA-S will be examined, when 729 pM sulfate were
added, since dechlorinators, despite the increase in sulfate supply, were more robust and achieved
routinely a higher degree of dechlorination: 67% of chloroethenes was removed instead of the
relatively low 58% in the first phase of the culture.

Culture NTUA-S demonstrated a robust dechlorinating, sulfate-reducing, butyrate-oxidizing
performance and limited methane production. Dechlorinators removed completely TCE and cis-
dichloroethene (cDCE) on a weekly basis, producing mainly VC and small quantities of ETH. The
steady dechlorinating performance of the culture and the observed ethene production at the end
of each feeding cycle indicate that culture NTUA-S is enriched with a Debalococcoides mccartyi
population. Additionally, culture NTUA-S reduced on average 470 uM of the available sulfate on
a weekly basis. The 300 uM of butyrate were completely removed pointing out the existence of a
butyrate-degrading population. Finally, methane formation is limited consuming around 1% of the
supplied reducing equivalents.
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A FISH analysis was performed during the first phase of the maintenance of culture NTUA-S,
when the culture was maintained with lower sulfate concentration, unveiling the main microbial
groups thriving within the culture (Panagiotakis et al., 2014). The FISH analysis demonstrated that
Dehalococcoides mecartyi spp. was the predominant species and the only obligately H»-consuming
dechlorinator. Approximately 65% of the total bacteria are members of Dehalococcoides mecartyr. They
were followed by the class of Deltaproteobacteria (40% of the total bacteria), which contains the clear
majority of sulfate-reducing bacteria, butyrate-oxidizing syntrophs and a small number of partial
dechlorinators (the acetate-utilizing Desulfuromonas chloroethenica and Desulfuromonas michiganensis and
the H»- or acetate-utilizing Geobacter lovleyi). Finally, the archaeal population was below detection
limits supporting the findings of limited methane formation. Even if it the molecular analysis is
not representative of the second period of the culture (the period which interests us mostly),
provided that dechlorination was more extensive during this phase of the culture, we can
reasonably deduce that Debalococcoides mecartyi are still a substantial part of the culture.

The major processes occurring within the sulfate-reducing, methane-producing culture NTUA-S
were signified by the weekly end-products of the feeding cycles. Obviously, dechlorination,
butyrate oxidation, sulfate reduction and to a lesser degree methane formation were processes
observed in the culture. The observed acetate consumption of approximately 511 uM out of the
produced 600 pM acetate on a weekly basis, combined with the minimal methanogenic activity,
indicate that acetate-dependent sulfate reduction and/or syntrophic acetate oxidation should be
considered. Acetate oxidation is also supported by the daughter products of TCE dechlorination.
At the end of each 7-day feeding cycle, low ETH production was observed. Yet, based on the
butyrate quantity added, direct H, formation (600 pM H, can be readily formed from 300 pM of
butyrate) doesn’t justify ETH production unless acetate is oxidized and contributes to the H, pool.
Hence, we can reasonably deduce that an H, source, additional to butyrate, sustained
dechlorination, i.e. acetate. Finally, butyrate-dependent sulfate reduction cannot be excluded, but
it cannot pose an important sulfate reducing pathway either; the amount of sulfate consumed each
week (i.e. 470 pM sulfate) cannot be attributed solely to butyrate-utilizing sulfate reducers, as in
that case they would have consumed 940 uM of butyrate, i.e. 3.1-fold more butyrate than supplied.

4.3 Conceptual development of the model

The model aims to describe dechlorination in complex microbial communities, which involve
syntrophic and competitive interactions among dechlorinators, fermenters, methanogens and
sulfate reducers. Therefore, a comprehensive kinetic model was designed to study dechlorination
in conjunction with methane formation, sulfate reduction and the microbially mediated
fermentation of butyrate and acetate, which serve as low Hy-ceiling electron donor sources. More
specifically, apart from dechlorination, the model takes into account (a) the syntrophic oxidation
of butyrate and acetate, (b) H>- and acetate-dependent methanogenesis, and (c) Hs-, acetate- and
butyrate-dependent sulfate reduction. In addition, composite organic substrates, comprising
decaying biomass and yeast extract, were considered to contribute into the electron donor pool,
as slowly-producing butyrate sources.

The processes occurring concurrently with the anaerobic degradation of chloroethenes in this
modeling approach are schematically presented in Fig. 4.3, while Table 4.1 presents the associated
reactions. According to the conceptual model, a syntrophic butyrate-oxidizing population
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competes with butyrate-utilizing sulfate reducers for the available butyrate. The butyrate-oxidizing
syntrophs produce H; and acetate, while butyrate-utilizing sulfate reducers produce sulfide and
acetate. Acetate can be (a) converted to methane by acetate-utilizing methanogens, (b) sustain
sulfate reduction by acetate-utilizing sulfate reducers or (c) be consumed by acetate-oxidizing
bacteria to produce Ha. Subsequently H: is used by (a) TCE-to-ETH dechlorinators, (b) TCE-to-
cDCE dechlorinators, (c) Hs-utilizing methanogens or (d) H-utilizing sulfate reducers. Finally,
decaying cells and yeast extract (if supplied) contribute to the electron donor pool, as they are
considered to yield slowly butyrate. Yeast extract has presumably the chemical composition of
biomass (CsH;O:N; Aulenta et al., 2005) and is provided in the beginning of each test. According
to simulations performed hetein (Chapter 8), the supplied 4.5 mg/1 of yeast extract are depleted
within two weeks offering 36 uM butyrate. Biomass on the other hand is relevant only in long-
term simulations (exceeding 15 days). In simulations performed under low butyrate additions (i.e.
300 uM butyrate — see also Chapter 7), decaying biomass contributed nearly 2-fold greater
quantities of electron equivalents relative to the addition of 4.5 mg/1 of yeast extract.

Three levels of competition are considered, ie. competition for H,, acetate and butyrate.
Competition for Hy is critical, affecting directly the outcome of dechlorination. Any addition of
electron donor sources can stimulate, besides the two H»-utilizing dechlorinators considered,
methanogens and sulfate reducers. Addition of butyrate in dechlorinating communities has
resulted in H, concentrations varying from 0.05 uM (Fennell and Gossett, 1998) to 1.2 pM (Mao
et al., 2015) and, therefore, all Ho-consuming processes are thermodynamically feasible (Loffler et
al., 1999). As discussed in Chapter 2, following the supply of a fermentable substrate, competition
for acetate can be established among methanogens, sulfate reducers and acetate-oxidizing
syntrophs, if H, concentrations are maintained below 0.4 uM. The outcome of the competition
among the three acetate-scavenging species has not been investigated thoroughly in the literature
and, thus, it cannot be a priori predicted based on the informed judgment of the modeler. The
same applies for the competition for butyrate. Even fewer studies have examined how butyrate
oxidizers and butyrate-utilizing syntrophs compete for the available butyrate (Stams et al, 2005).
Even if syntrophs are considered typically slow growers, in the presence of sulfate-limiting
conditions they may outcompete sulfate reducers and produce H, (Muyzer and Stams, 2008).
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Fig. 4.3. Microbial processes considered in the model.

Table 4.1. Biological processes included in the conceptual model and the corresponding chemical
reactions.

Process Reaction

H; production

Butyrate oxidation CH,CH,CH,COO™ +2H,0 — 2CH,COO™ +2H, + H*

Acetate oxidation CH,COO™ +4H,0 - 4H,+2HCO, + H"
Dechlorination

TCE consumption C,HCl,+H, -»C,H,CL+CI"

DCE consumption C,H.,Cl,+H, - C,H,CI+CI"

VC consumption C,H,Cl+H, > C,H,+CI"

Methane production

Hz-dependent 4H, +CO, —> 4CH, +2H,0
methanogenesis

Acetate-dependent CH,COO™ +H,0 —> CH, + HCO;

methanogenesis

Sulfate reduction

H»-dependent sulfate aH, + SOff +H* > HS™ +4H,0

reduction

Acctate-dependent CH,COO™ +S02 — 2HCO; + HS™

sulfate reduction

Butyrate-dependent CH,CH,CH,CO0™ +0.5507 —> 2CH,COO™ +0.5HS™ +0.5H "

sulfate reduction
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4.4 Mathematical formulation of the model

The kinetic equations describing the rate of each process described in Section 4.2 are presented in
the following sections. In the mathematical formulation of the model, the concentration of
biological components will be denoted as X, in which the indices / change for the nine microbial
groups of interest as follows: j is D1 for TCE-to-ETH dechlorinators, D2 for TCE-to-cDCE
dechlorinators, HM for H,-utilizing methanogens, AM for acetate-utilizing methanogens, HSR for
Ho-utilizing sulfate reducers, ASR for acetate-utilizing sulfate reducers, BSR for butyrate-utilizing
sulfate reducers, BO for butyrate oxidizers and AO for acetate oxidizers. Dead biomass and yeast
extract are maintained in the system as composite organic materials and their concentration will
be denoted as Xcu. The concentration of chemical components will be denoted as §j, in which the
indices 7 change in order to designate the various chemical components of the model: 7is TCE,
cDCE, VC, ETH for the respective chloroethenes, M for methane, S for sulfate, H for Hs, B for
butyrate, A for acetate and HS for hydrogen sulfide.

4.4.1 Biochemical reaction rates

4.41.1 Reductive dechlorination processes

Chloroethene consumption rates, 7, are described by dual substrate Monod kinetic equations:

r :_:umax,ifj X Si SH _Smin,H—j fd,j E
o Y, UKy +S Key  +S5-S f .00

J ']

(4.1)

i min,H-j

wherte 2., is the maximum specific growth rate of dechlorinator j on substrate 7 (days™), X is the
biomass concentration of microorganism j (mg VSS/1), Y is the yield coefficient of microorganism
J (mg VSS/pumol CI), S, is the concentration of substrate 7 (uM), K, is the half-velocity coefficient
for chloroethene 7 of microorganism ; (uM), i is the concentration of Hy (uM), Ky r; is the half-
velocity coefficient for Hy of microorganism ; (uM), and S,,m,is the threshold for H»use for
dechlorinators (uM). Two sigmoid functions, f;; and Fy;, were used in order to avoid possible
instabilities and oscillatory behavior when H, concentrations approach the H, threshold values
(Ribes et al., 2004). These sigmoid functions are defined as follows:

1
foi = 100 #2)
1+exp Si(smin,H—j _SH )J
min,H-j
Faj = - (4.3)
dj = .
1+exp| 20 (1.8 0 — Su )J
min,H-j

In Eq. (4.1) to (4.3) /= TCE or ¢cDCE and j = D, for TCE-to-ETH dechlorinators or D for TCE-
to-cDCE dechlorinators. Concerning VC consumption, possible competitive inhibition of VC by
cDCE was considered and, consequently, Eq. (4.1) was replaced by the following (Cupples et al.,
2004a):
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Hinax vc-p1 X Sve Sy — Smin,H—Dl fd,Dl

Ne-p1 =~ D1
You S

cDCE
KS,VC—Dl 1+ K +SVC
INH ,cDCE

Fy o1 (4.4)
KS,H—D1+SH _Smin,H—led,Dl ot

where Kinnpcr 1s an inhibition coefficient (uM). In Eq. (4.1) and (4.4), #uai; are considered both
microorganism- and substrate-related parameters; they differ for each dechlorinator and each
chloroethene. In many modeling applications (e.g. Lee et al., 2004, Clapp et al., 2004) and in order
to simplify model structure, #u.., are considered only microorganism-related and, thus,
independent from the chloroethene consumed. For the sake of simplicity, for cultures NTUA-M1
and NTUA-M2 (Chapters 5 to 9), this approach will be followed.

4.4.1.2 Alternative terminal electron-accepting processes - Methanogenesis

Methanogenesis is modeled using Monod-type kinetic equations, which incorporated substrate
thresholds for H, or acetate use by the corresponding methanogens. Specifically, the rate of Ha
consumption from Hs-utilizing methanogens, 71.:, was calculated as follows:

r =
H-HM
YHM KS,H—HM +SH _Smin,H—HM fHM

Sy =S, f
_ Hiax im X H — SminH-HM 'HM Fo 4.5)

whete 2,01 is the maximum specific growth rate of Ho-utilizing methanogens (days™), Yiuis the
yield coefficient of Ho-utilizing methanogens (mg VSS/pmol H), Xuy is the biomass
concentration of Hs-utilizing methanogens (mg VSS/1), K is the half-velocity coefficient for
H: of H-utilizing methanogens (uM), and S, rrv is the threshold for House (WM). The sigmoid
functions, fiy and Fy, which were defined by Eq. (4.2) and (4.3), were adjusted to account for
the appropriate H, threshold (S, iy instead of S, ,).

Acetate consumption rate from acetate-utilizing methanogens, 714, is modeled by the following

equation:

r =
A-AM
YAM KS,A—AM + SA - Smin,A—AM fAM

S,-S_. f
Hinax, Am X A~ min,A-AM | AM = (4.0)

whete 2,41 is the maximum specific growth rate of acetate-utilizing methanogens (days™), Y.y is
the yield coefficient of acetate-utilizing methanogens (mg VSS/umol acetate), Xy is the biomass
concentration of acetate-utilizing methanogens (mg VSS/1), S is the concentration of acetate
(uM), Ks,1.au 1s the half-velocity coefficient for acetate of acetate-utilizing methanogens (WM), and
Suina.am 1s the threshold for acetate use (uM). Again, £ and Fly are the two sigmoid functions
defined by Eq. (4.2) and (4.3), and they were propetly adjusted to account for the appropriate
substrate (5.1 and Sin.1.4v instead of Su and Sy, respectively).

4.4.1.3 Alternative terminal electron acceptor processes - Sulfate reduction

Sulfate reduction is modeled using dual substrate Monod kinetic equations. Specifically, the rate
of H, consumption from Hy-utilizing sulfate reducers, 71115, was calculated as follows:

Himax,HsR X Ss SH _Smin,H—HSR fHSR E @.7)

I =—
H-HSR HSR HSR
YHSR KS,SfHSR + SS KS,HfHSR + SH - Smin,HfHSR fHSR
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wherte funsr is the maximum specific growth rate of Ho-utilizing sulfate reducers (days™), Yz is
the yield coefficient of H-utilizing sulfate reducers (mg VSS/umol Ha), Xk is the biomass
concentration of Ho-utilizing sulfate reducers (mg VSS/1), Ks sk is the half-velocity coefficient
for sulfate of Hy-utilizing sulfate reducers (M), Ky s is the half-velocity coefficient for H, of
Ho-utilizing sulfate reducers (uM), and S,i,mmsk is the threshold for H, use (uM). The sigmoid
functions, fisr and Frsk, which were defined by Eq. (4.2) and (4.3), were adjusted to account for
the appropriate H, threshold (S, rrsr instead of Sinrr).

Acetate consumption rate from acetate-utilizing sulfate reducers, 7445, is modeled by the following

equation:

Hinax, ASR X S Sp— Smin,A—ASR fase Fro. 4.8)

Mypy = —
A—-ASR ASR
YASR KS,S—ASR + SS I<S,A—ASR + SA - Smin,A—ASR fASR

wherte zuasr is the maximum specific growth rate of acetate-utilizing sulfate reducers (days™),
Y isr is the yield coefficient of acetate-utilizing sulfate reducers (mg VSS/pmol acetate), X sr is the
biomass concentration of acetate-utilizing sulfate reducers (mg VSS/1), Ky s.15r is the half-velocity
coefficient for sulfate of acetate-utilizing sulfate reducers (uM), and Ky 4.45r 1s the half-velocity
coefficient for acetate of acetate-utilizing sulfate reducers (uM). The sigmoid functions, fisr and
Flr, which were defined by Eq. (4.2) and (4.3), were adjusted to account for the appropriate
acetate threshold (§,in4.45r instead of S, r).

Butyrate consumption rate from butyrate-utilizing sulfate reducers, 735, is modeled by the

following equation:

:umax,BSR X Ss SB (49)

Mo gm = —
B-BSR BSR
YBSR KS,S—BSR + SS KS,B—BSR + SB

whete zupsr is the maximum specific growth rate of butyrate-utilizing sulfate reducers (days™),
Ygsr is the yield coefficient of butyrate-utilizing sulfate reducers (mg VSS/umol butyrate), Xps is
the biomass concentration of butyrate-utilizing sulfate reducers (mg VSS/1), Ksspsr is the half-
velocity coefficient for sulfate of butyrate-utilizing sulfate reducers (uM), and Kypssr is the half-
velocity coefficient for butyrate of butyrate-utilizing sulfate reducers (uM).

4.41.4 Fermentation processes — butyrate oxidation

The rate of butyrate oxidation, 7s.50, was described as follows:

ﬂmax, S
Ty o =~ = BO . Iy 5o (4.10)

YBO KA',B*BO + SI—S

whete g0 is the maximum specific growth rate of butyrate oxidizers (days™), Ysois the yield
coefficient of butyrate oxidizers (mg VSS/umol butyrate), Xpo is the biomass concentration of
butyrate oxidizers (mg VSS/I), S is butyrate concentration (M), Ksppo is the half-velocity
coefficient for butyrate (uM). I1i.po is an inhibition factor defined as follows:

Iypo = e(in/XINH’H_BO) (4.11)

in which Sinmns0 1s an inhibitory H, concentration for butyrate oxidation (uM). As mentioned,
Eq. (4.11) is an inhibition factor proposed by Kouznetsova et al. (2010) and describes the distance

36|Page



Chapter |4

of butyrate oxidation from thermodynamic equilibrium. More elaborate functions have been
proposed in the literature to describe the distance of butyrate oxidation from thermodynamic
equilibrium (e.g. Fennell and Gossett, 1998; Jin, 2007). When tested in parameter estimation
efforts, when conditions near or beyond thermodynamic equilibrium were reached, the proposed
more elaborate functions calculated a negative inhibition factor — this would be acceptable only if
the reaction was reversible. To avoid such problems, the simplifying Eq. (4.11) was chosen. For
the sake of completeness, in Appendix A the simplified factors employed herein are compared to
the previously mentioned elaborate thermodynamic models.

4.4.1.5 Fermentation processes — acetate oxidation

The rate of acetate oxidation, 7440, is modeled by the following kinetic equation:

lumax,AO X S A

Mypo =—
A-AO AO
YAO KS,A—AO + SA

I -0 (4.12)

wherte #u0 is the maximum specific growth rate of acetate oxidizers (days™), Y.aois the yield
coefficient of acetate oxidizers (mg VSS/pmol acetate), X0 is the biomass concentration of
acetate oxidizers (mg VSS/1), Ks .10 (M) is the half-velocity coefficient for acetate of acetate
oxidizers (WM), and Ir.10 is an inhibition factor defined as follows:

(~SH /SINH,H-AO)
a0 =€

(4.13)

in which Smmm.a0 1s an inhibitory H, concentration for acetate oxidation (uM). Again, this
exponential inhibition factor is used to simulate thermodynamic limitations imposed by H»

concentrations to acetate oxidation.
4.41.6 Microbial growth

Microbial growth and decay for each microorganism is described in the model as follows:

aX .
X)X @14

where b, is the first-order decay coefficient of microorganism ; (days™).

4.41.7 Endogenous decay and yeast extract contribution

The contribution of complex organic materials to the electron equivalent pool is a complex process
containing both abiotic and biotic steps. As depicted in Fig. 4.4a, complex material (comprising
decaying biomass and yeast extract herein) first disintegrates to carbohydrates, proteins, lipids and
inert material (particulate and soluble). Then, carbohydrates, proteins and lipids are hydrolyzed to
monosaccharides, aminoacids and long-chain fatty acids. Subsequently, hydrolysis products are
biotically converted into short-chain fatty acids (i.e. acidogenesis of propionate, butyrate and
valerate), acetate and H» (i.e. acetogenesis).

In the present modeling approach, these processes were substituted by a simpler process during
which the complex particulate materials ultimately yield butyrate (Fennel and Gossett, 1998) (Fig.
4.4b). Particularly, dead biomass and yeast extract are converted abiotically into butyrate, which
can be subsequently transformed biotically into acetate and H, (process performed by butyrate
oxidizers, BO). As mentioned in Section 4.3, yeast extract was assumed to have the chemical
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composition of biomass (CsH;O.N; Aulenta et al., 2005) and, therefore, it contributed to the
butyrate pool in the same manner as biomass did.

Similar simplifying approaches have used Hz as the daughter product of biomass (Lee et al., 2004).
However, the biotic steps of biomass disintegration (e.g. acidogenesis from long-chain fatty acids)
are subject to thermodynamic limitations and considering H» as their daughter product would
neglect these limitations.

(a) Complex organic (b) Comblex ordanic
material . L.omplex organic
= Inert material material "L Inert material
| } !
Carbohydrates Proteins Lipids Butyrate
. . . ! ) Acetate H
r Monosaccharides Aminoacids Long chain 2
fatty acids

,,,,,,, |
P 1
Propionate > H, !
Butyrate !
Valerate !
v |
Acetate «-————-—--——-

Fig. 4.4. (a) Conversion processes of dead biomass typically considered in anaerobic digestion models
and (b) conversion processes of dead biomass used in the present modeling approach.

The rate of butyrate production from biomass decay, 7au, was described by the following equation:

Ts-en = FRpp Xy (4.15)

where Fj is a stoichiometric coefficient for converting mg VSS (i.e. the units of decaying biomass)
to umol butyrate (umol butyrate/mg VSS), Kip is a first-order coefficient (days™) and Xey is the
concentration of decaying biomass (mg VSS/1). The coefficient Fy was set equal to 8.0 (i.e. 8.0
umol butyrate produced from 1 mg of VSS) assuming (a) 90% of the decaying biomass is

biodegradable, (b) 1 g of VSS equals 1.42 ¢ COD, (c) 1 g of butyrate corresponds to 1.82 g of
COD, and (d) 1 mole of butyrate weighs 87.11 g.

4.4.2 Model overview

The model contains 56 kinetic parameters and 20 dynamic state variables (i.e. chemical and
microbial concentrations). Thus, model solution requires solving the following system of 20
ordinary equations:

ds,

dt =+l go T le_gs T MNe_cm (4'169')
ds

th =205 5o =205 gs +Tano + 1 aam T A ask (4.16b)
ds

dtH =—2I5 5o —Ma no t MNrce o1t e b2 T eoce b1t Mve o1 T Hovm i hsr (4.16¢)
ds& =Nce-p1 + Frce-p2 (4'16d)

dt
ds
% = —lce-p1 ~ Free-p2 + epce-b1 (4.16¢)
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Bew g, (4.16¢)
djt“” =—Taaw —% Y (4.16h)
ddits = % v+ Tacson 5 Tooon (4.16i)
% = —% Ntk — Faoask —% fo ssn (4.16j)
O');—fo =1, _o0Ye0 —bao X so (4.10k)
d)((j—t“o =—Ta-n0Ya0 ~Bao X0 (4.16])
d);tm =—Trce_55Yp2 — 02 X0, (4.16n)
OD;% =1, rsrYusr — P X s (4.169)
d);% =1, Y asr — Brsr X as (4.161)
Dot oo Xa (4169
Lot 50X, 1 g (4.169

In order to provide an overview of the model, a matrix model presentation is provided in Tables
4.2 and 4.3. In Tables 4.2 and 4.3, when moving across the matrix lines, the biochemical processes
change (they are given in the left-hand column of the matrix), while when moving horizontally and
across the matrix columns, the biochemical components of the model change. In the right-hand
column, the process rates are presented, while each cell of the matrix contains rate coefficients,
which describe the influence of that row’s process on each component. The overall reaction rate
for each component is the sum of products of reaction rate coefficients and process rates. For
example, according to Table 4.2, cDCE reaction rate is the following:

AT
% = ~Trcg-p1 ~ Frce-p2 T e (4.17)
Similarly, the overall reaction rate of Xp; according to Table 4.3 is calculated as follows:
dX

dz‘m ==Y\ ree-p1 ~ Ypr'nce-p1 ~ Y oifve-p1 ~ o1 pr (4.18)
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Table 4.2. Rate coefficients for the chemical components of the model.

Component S; — B H A TCE cDCE VC ETH M S HS Rate
Process | Ss Su Sa Stce Sepce Svc Sern St Ss Sus
TCE dechlorination *l *l ! TerD]
+1 +1 -1 PICE-D2

cDCE dechlorination +1 +1 -1 T:DCE-D1
VC dechlorination +1 +1 -1 rVepr
H»-dependent methanogenesis +1 -0.25 TH-HM
Acetotrophic methanogenesis +1 -1 7 4-AM
Butyrate oxidation +1 -2 -2 7B-BO
Acetate oxidation -4 +1 74.40
H>-dependent sulfate reduction +1 +0.25 | -0.25 PH-HSR
Acetate-dependent sulfate reduction +1 +1 -1 A44SR
Butyrate-dependent sulfate reduction +1 -2 +0.5 -0.5 B-BSR
Biomass disintegration -1 rB-cM
Decay of TCE-to-ETH dechlorinators bp1Xp1
Decay of TCE-to-cDCE dechlotinators bp2Xp2
Decay of H-utilizing methanogens bumXum
Decay of acetate-utilizing methanogens banXam
Decay of butyrate oxidizers bBoXso
Decay of acetate oxidizets b10X 10
Decay of Hs-utilizing sulfate reducers brsrX Hsr
Decay of acetate-utilizing sulfate reducers basrX asr
Decay of butyrate-utilizing sulfate reducers bpsrX sk
Units — uM uM uM uM uM uM uM puM uM uM

butyrate | Ho» acetate TCE cDCE VC ETH | methane | SO% HS
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Table 4.3. Rate coefficients for the microbial components of the model.

Chapter | 4

Component X— D1 D2 HM AM BO AO HSR ASR BSR CM Rate
Process | Xp1 Xbp2 Xrum Xam Xpo X0 Xmse | Xase | Xpsr Xeum
TCE dechlorination “Yor Trer Dy
-Yps PICE-D2
cDCE dechlorination -Yps T:DCE-D1
VC dechlorination -Yps rvept
H-dependent methanogenesis -Yum TH-HM
Acetotrophic methanogenesis =Y rAAM
Butyrate oxidation -Yso TB-BO
Acetate oxidation -Y.o0 74.40
H»-dependent sulfate reduction -Yhsr PH-HSR
Acetate-dependent sulfate reduction =Y asr 74.ASR
Butyrate-dependent sulfate reduction -Yasr B-BSR
Biomass disintegration -1/Fs rB-cM
Decay of TCE-to-ETH dechlorinators -1 +1 bp1Xp1
Decay of TCE-to-cDCE dechlotinators -1 +1 bp2Xp2
Decay of H-utilizing methanogens -1 +1 brnXrim
Decay of acetate-utilizing methanogens -1 +1 banXam
Decay of butyrate oxidizers -1 +1 boXso
Decay of acetate oxidizers -1 +1 baoX40
Decay of Hs-utilizing sulfate reducers -1 +1 brseXHsr
Decay of acetate-utilizing sulfate reducers -1 +1 basrX Asr
Decay of butyrate-utilizing sulfate reducers -1 +1 bBsrRXBsR
. mg mg mg mg mg mg mg mg mg mg
Units = VSS/1 | VSS/1 | VSS/1 | VSS/1 | VSS/1 | VSS/1 | VSS/1 | VSS/1 | VSS/1 | VSS/1
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Chapter 5: Developing a multistart
optimization strategy for parameter estimation

5.1 Introduction

Parameter estimation in kinetic models (also referred to as the inverse problem) is a process aiming
to develop data-driven models of biological systems that resonate with reality. In the present
chapter, problems that typically plague parameter estimation efforts in kinetic models are
addressed (Section 5.2). Then, a heuristic multistart-based strategy is designed in order to
circumvent these pitfalls (Section 5.3). Finally, this heuristic strategy is tested with three different
models (Section 5.4): a simplified version of the model developed in Chapter 4 and two literature-
reported models.

5.2 Definition of the parameter estimation problem in kinetic models

As we saw in Chapter 4, deterministic kinetic models constitute a nonlinear system of differential
equations of the form:

LOLY_ 1(1,50, 9,00, ), ) (5.12)
%:g(tf(l‘aﬁ),x(ﬂwap) (51b)
5(ty, )= 54(p) (5.10)
X(ty,p)=X,(p) (5.1d)

‘f(lg‘g(fap))X(t’P)’P) (5.1¢)
x(8,5(t, ), X(t, p), p) (5.19)

in which 7 is the time ranging from 7 (time of the first observation) to # (time of the last
observation), p is the m-dimensional vector of the unknown parameters, Sis the #-dimensional
vector of the chemical concentrations, X is the »~dimensional vector of biomass concentrations,
and fand g are the vector functions describing biochemical reaction rates. If some of the
components of the initial vectors Sy (n-dimensional) and Xy (r-dimensional) are not measured, they
are considered as unknown parameters, and hence they are treated as components of the parameter
vector p. Finally, s is the vector of observed chemical concentrations and x is the vector of
observed microbial concentrations.

The objective of parameter estimation is to minimize the discrepancy between model output
(described by vectors S, X) and experimental observations (contained in vectors s, x). In principle,
the unknown parameter vector p is estimated by minimizing a function (an objective function), J,
which is a quantitative measure of the aforementioned discrepancy. Hence, the parameter estimate

p¥is calculated as follows:

p* =argmin J(p) (5.2)
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Solving Eq. (5.2) can be performed manually by a trial-and-error approach or automatically with
the use of a search algorithm (an optimization algorithm). In both cases, an initial parameter vector
P 'is assumed prior to the search for a smaller [(p).

In Monod-type kinetic models the problem of parameter estimation is frequently ill-posed.
Multiple and ambiguous mathematical solutions (i.e. vectors p* can be estimated, reproducing
equally well the vectors s and x of the experimental observations [practically equal J(p) values].
Non-uniqueness of the solutions derives from the linear correlation of the model parameters (Liu
and Zachara, 2001), parameter insensitivity (Malaguerra et al., 2011) or the limited availability of
the information content that could constrain the model behavior (e.g. microbial concentrations
are seldom available, as discussed in Chapter 3). Ultimately, one of those equivalent, good-fit
parameter sets has a marginally lower objective function value and is considered the global
optimum solution of the parameter estimation problem.

Non-uniqueness of the problem has two implications. First, different behavior models may be
harbored in the family of equivalent good-fit solutions, especially when models with multiple
functionality are considered (Beven, 2006). For example, a model with multiple functionality is the
tully kinetic model discussed in Chapter 4. In the present model, methane can be produced by two
pathways, whereas sulfate may be reduced by three different sulfate-reducers. Hence, the same
output may be produced by different mechanisms. Consequently, non-uniqueness gives little
confidence on the global optimum solution. Second, the existence of multiple solutions does not
guarantee that all of them reproduce the experimental observations with acceptable accuracy.
Finding a parameter set that produces an acceptable fit to the data requires providing the
optimization algorithm with a good starting point. Providing a proper starting point necessitates
prior knowledge of the system under consideration, which is rarely available. In addition, a poor
fit of the model to the experimental observations may falsely lead to the conclusion that the
conceptual model is erroneous, when poor fit may be attributed to the failure of the optimization
algorithm.

Multistart global optimization algorithms (will be simply referred to as multistart algorithms from
this point onwards) have two advantages when applied for parameter estimation. First, they are
conceptually simple methods that allow the modeler to circumvent the difficulty of providing a
single starting point (Mugunthan et al.,, 2005), as local searches are performed from randomly
generated starting points of the parameter space. Second, the multistart approaches provide the
opportunity to detect solutions of the problem that are equivalent to the best-fit solution. Thus,
the modeler can map and examine distinctive parameter sets, which may represent different
behavior models. Estimating a single solution (even if it is indeed the global optimum solution)
may conceal differences in processes that are insignificant during the identification phase of the
model, but may become important during the prediction phase, when different initial conditions
are considered. Even if multistart strategies are considered inefficient for large parameter vectors
(Moles et al., 2003; Gabor and Banga, 2015), they were implemented in this work for their ability
to detect functionally distinctive approximations of mixed dechlorinating consortia.

43 | Page



Chapter |5

5.3 Formulation of the multistart algorithm for parameter estimation

A prerequisite for any parameter estimation problem is to solve quickly and robustly the forward
problem. In models describing dechlorination kinetics, the forward problem requires a robust time
integrator in order to avoid numerical instability issues that may occur. As Fennell and Gossett
(1998) and Lee et al. (2004) report, simulating H, concentrations is a source of instabilities due to
the rapid changes in H, production and consumption. Thus, small time-steps are required. In this
work, a MATLAB® initial value problem solver was utilized, ode75s function, the time steps of
which were adjusted to yield a relative tolerance smaller than 10° (the m-file containing the
MATLAB® code for solving the forward problem is available in Appendix B).

The multistart algorithm is typically performed in three steps (Fig 5.1). First, a feasible starting
point (a vector p) is generated. Second, a local search method is implemented searching for a
solution that minimizes the objective function, J. Third, a stopping criterion is checked, and if it is
not met, the algorithm returns to the first step and generates another vector p . For the set-up of
the multistart algorithm, we should: (a) select an appropriate objective function, (b) define the
feasible area of the parameter space, (c) specify a way to generate feasible starting points, (d) choose
a local search method, and (e) impose a stopping criterion to prevent the algorithm reiterating
perpetually. These decisions are discussed in the following sections.

Procedure Multistart

While stopping criterion not satisfied do
Generate a parameter set, p', from the feasible area of the parameter space
Calculate the objective function, [(p'), and apply a local search method to improve the solution Jp')
Store the solution J(p*) obtained from the local search routine

End

Fig. 5.1. The algorithmic procedure of the multistart optimization algorithm.

5.3.1 Choice of an objective function

The most prevalent objective function is the sum of weighted squares of errors, J(p) (uM?), and is
calculated as follows (Ashyraliyev et al., 2008):

Tt )= W (0,,(1)=0,,0,(t, )’ (5.3)

where pis the parameter vector (containing the kinetic parameters of the model and the unknown
chemical and microbial initial concentrations), Vi is the vector of observed data (desctribed by
vectors § and X), Vmoder 1S the vector of model outputs (containing vectors S and X), and Wis a
NxN weighting matrix assuming that N measurements are available. Objective functions using the
squares of errors are preferred over alternative objective functions (e.g. the mean absolute error of
the model), because squared errors create smooth objective functions, a feature required for several
optimization algorithms (Bennett et al., 2013).

Objective functions for kinetic models describing dechlorination are also based on functions
employing the squares of errors. Apart from the sum of weighted squares of errors (used by Manoli
etal,, 2012), the root mean of squared errors has been used (e.g. Schneidewind et al., 2014 or Haest
et al., 2010), or a simple sum of squared errors (e.g. Cupples et al., 2004 or Heavner et al., 2013).
The only exception is the work of Amos et al. (2007), where the Nash-Sutcliffe index was
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calculated, since it was considered preferable to weighted functions in cases where components
with different magnitudes are considered.

The role of weighting matrixes in objective functions varies. In many applications, the weighting
matrix is set equal to the inverse of the covariance matrix of the experimental measurements, i.e.
Wi = 1/0%. Hence, the weighting matrix favors observations that are relatively more reliable.
Often, the weighting matrix functions as a normalization matrix safeguarding against biases
towards large concentration measurements. The diagonal elements of such weighting matrixes are
calculated as follows (Englezos and Kalogerakis, 2000):

1

1 & ,
E Z ptm(z)

i=1

2 (5.4)

In the present thesis, the weighting matrix described by Eq. (5.4) was adopted in order to deal with
possible differences in the observed values between chloroethenes, methane, sulfate and volatile
fatty acids and because the covariance matrix of the measurements was not always accessible, due
to lack of repeated measurements.

5.3.2 Generation of starting points

When the number of parameters grows, it seems a pointless effort to randomly create a set of
starting points that covers sufficiently an unlimited parameter space. In order to simplify the
optimization problem and reduce the computational burden, constraining the parameter space
and, thereafter, creating a feasible area is inevitable.

There are two ways to constrain the parameter space, (a) to fix a parameter to a certain value (a
fixed parameter) or (b) to confine a parameter within specific bounds (an adjustable parameter).
The first way typically refers to measurable parameters. In kinetic modeling, readily measurable
parameters comprise part of the initial conditions (chemical or, less often, microbial initial
concentrations). With respect to kinetic parameters, growth yields, decay coefficients or substrate
thresholds are typically considered fixed. Typically, they are experimentally determined and, hence,
considered more reliable. On the contrary, maximum specific growth rates, half-velocity
coefficients and inhibition coefficients are inversely estimated and, thus, their values are not
trustworthy, because of the limited transferability of Monod kinetic parameters between diverse
experimental conditions (Chambon et al, 2013). Consequently, they are usually considered
adjustable and are treated as part of the parameter vector p of the optimization problem.

A feasible parameter vector p' can be generated randomly or systematically. The first approach
depends solely on the probability distribution of each parameter, it is simple to implement, but
provides limited control on the level of diversification of the initial starting points. Hence, many
starting points may coexist in regions of the parameter space from which the local search algorithm
ultimately leads to the same local optimum solution (regions of attraction). The second approach
is based on controlled randomization, including heuristic local searches to improve the starting
points (Marti et al., 2013). This approach is more complicated to implement, but it helps the
algorithm to become more efficient. An uncontrolled random restart approach was implemented
in the multistart algorithm for the generation of starting points, as we opted for simplicity. Since
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no prior knowledge is available regarding the probability distribution of each parameter, we
assumed that each parameter is uniformly distributed between its boundaries.

Regarding the random number generator, two options are available: (a) a pseudo-random number
generator and (b) a quasi-random number generator. The main difference of these two options is
that in the case of quasi-random sequences each successive number is set as far away as possible
from the existing numbers in the set, avoiding clustering and achieving uniformity (Kucherenko
and Sytsko, 2005). Two built-in functions of MATLAB® were tested in a simple two-dimensional
problem in order to investigate the relevance of the random number generators in the construction
of starting parameter sets. A quasi-random Sobol sequence was created by the sobolset function of
MATLAB®, which was tested against a pseudo-random sequence created by the rand function of
MATLAB®. For both cases, 1000 points were created with variables being uniformly distributed
between 0 and 1. When all random points are considered, the pseudo-random numbers are
unevenly distributed, as there are areas more densely populated than others (compare Fig. 5.2a
versus Fig. 5.2b). Yet, one could argue that this is only an issue of efficiency; many areas of the
available space have been revisited many times (the dense black areas of Fig. 5.2b), but all the
available space has been covered. The relevance of random sampling technique is more
pronounced, when only the first 100 points of each sequence are considered. The pseudo-random
sequence left many areas of the available space unvisited (Fig. 5.2c compared to the pseudo-
random Fig. 5.2d); in this case, the sampling technique is not sufficient. For high dimensional
problems, the lack of uniformity would lead to inadequate local searches, when only a small
number of starting points is drawn from the feasible area of the parameter space. Therefore, the
sobolset built-in function of MATLAB® was implemented for the construction of sets of quasi-
random starting points.

(a) Quasi-random number generator (Sobol Set) (b) Pseudo-random number generator
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Fig. 5.2. Comparison of a quasi-random number sequence (a Sobol sequence created by the sobolset
function of Matlab®) and a pseudo-random number sequence (created by the rand function of Matlab®)
for a two-dimensional problem for 1000 points (a, b) and 100 points (c, d).
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5.3.3 Choice of a local search routine

Local search methods can be classified in two broad classes: gradient-based methods, which make
use of the first- and second-order derivatives of the objective function, and gradient-free methods,
which rely solely on objective function evaluations, and, thus, they do not require the
differentiability of the objective function. In general, gradient-based methods converge faster to
local optimum solutions (Lewis et al., 2000), but in complex models analytical derivatives are not
available and their numerical approximation is computationally expensive. When many costly
function evaluations are needed per iteration, gradient-free methods should be considered as a
reasonable alternative. The modeler should investigate a trade-off between the convergence rate
and the time required at each step of the local search. In the case of multistart algorithms this
trade-off becomes important considering the large number of required local searches. Therefore,
two local search routines were tested, a derivative-based algorithm and a derivative-free algorithm.

A sequential quadratic programming (SQP) algorithm was used as a derivative-based algorithm for
the solution of the parameter estimation problem. The SQP method is considered as a
generalization of Newton's method for constrained optimization, since it calculates steps by
minimizing quadratic subproblems. SQP is one of the most effective methods for nonlinear
constrained optimization problems, since it is robust when dealing with (a) active constraints as
large as the number of variables (b) significant nonlinearities, and (c) badly scaled problems, i.e.
problems in which parameters differ by orders of magnitude (Nocedal and Wright, 2006). SQP
algorithms have already been used for parameter estimation in anaerobic digestion models (e.g.
Sales-Cruz and Gani, 2004; Aceves-Lara et al., 2005), which are models structurally similar to those
dealing with dechlorination kinetics in mixed cultures. In these cases, SQP algorithms provided
better and faster estimates compared to classical local search algorithms, such as the Levenberg-
Marquardt algorithm. The SQP algorithm was implemented in a line-search strategy using the
Jfmincon function in Matlab® (the m-file containing the MATLAB® code of the SQP-based
algorithm is available in Appendix B).

Several classes of derivative-free methods exist, such as pattern-search methods, simplex methods
and methods with adaptive sets of search directions (Lewis et al., 2000). We implemented the
simple and intuitive method of generalized pattern search (GPS) through the patternsearch built-in
function of Matlab® (the m-file containing the MATLAB® code of the GPS-based algorithm is
available in Appendix B). The GPS method evaluates J at a mesh of candidate points, which form
a stencil around the current iterate. If a point has a lower function value, it is considered as the
new iterate, the center of the stencil is shifted to this new point and the size of the stencil is altered.

It is beyond the scope of this work to search thoroughly the performance characteristics of each
algorithm or to provide an in-depth overview of all the possible local search algorithms that could
have been implemented. The aim of this chapter is to find which of the two local optimization
routines (i.e. the SQP method and the GPS method) gives the opportunity to study more complex
systems (and, thus, more computationally demanding) efficiently and reliably. Therefore, both local
search routines will be compared in the application of a multistart strategy for parameter estimation

in models studying dechlorination kinetics.
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5.3.4 Selection of a stopping criterion

In multistart algorithms when the number of local minima to be discovered is unknown in advance,
a stopping criterion must be applied to prevent the algorithm from generating starting points and
searching for solutions endlessly. The efficiency of the stopping criterion is critical for the overall
efficiency of the algorithm (Marti et al., 2013). An intuitive and simple stopping criterion would
be the maximum allowable number of starting points; the multistart algorithm will be put to an
end when its local searches reach that ceiling. However, more sophisticated probabilistic stopping

criteria have been proposed in the literature (e.g. Ribeiro et al., 2011).

In this work a Bayesian stopping criterion is applied and, if not met, the multistart algorithm will
stop when 1000 local searches are performed. The imposed Bayesian stopping criterion terminates
the algorithm when all the local optimum solutions of the problem have been discovered. As
proposed by Boender and Rinooy-Kan (1987), the Bayesian estimate of local optimum solutions
for a problem, 4, is calculated as follows:

where 0 is the number of discovered optimum solutions and /is the number of performed local
searches. Hence, the Bayesian stopping criterion is formulated as follows:

o/=1) 5.6
/—0—2S 60

The proposed Bayesian stopping criterion, however, may necessitate many local searches to be
triggered, especially if the objective function is rugged and many local minimum solutions exist. In
order to prevent from such computationally intensive efforts, a supplementary stopping criterion
was imposed based on the maximum number of local searches performed: the multistart algorithm

will stop if 1000 starting points are examined.

Since the same local minimum can be found from more than one starting points (i.e. starting points
belonging in the same region of attraction), it is important to define when two local optimum
solutions should be considered distinctive. In this multistart strategy, two local optima, px* and
=¥, were considered distinctive when their relative Euclidean distance (Eq. 5.7a) or the relative
difference in the objective function value (Eq. 5.7b) were greater than 10%, i.e.:

—
Pk—*Pm >10% (5.72)
Y20

7(2)-1(2)
7(2:)

Therefore, after each local search that produced a local solution, the matrix that contained all the

>10% (5.7b)

discovered local solutions was sorted by the objective value from the lowest to the highest and
then those matrix lines (i.e. vectors p*) that do not satisfy both (5.7a) and (5.7b) were removed
from the solution matrix. Then, the algorithm proceeded to the next local search.

When all the existing local solutions of the problem are not discovered (i.e. when the ceiling of
1000 local searches has been reached), a different quantitative measure was used to examine how
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exhaustive the search for a global solution was. Boender and Rinooy-Kan (1987) propose to
quantify the total relative volume of the observed regions of attraction, Ry, which is calculated as
follows:

3 (/—0—1)(/+0)
ST (5.8)

Ideally, Ry is 100% when /is significantly greater than o and all the regions of attraction of the

14

problem have been searched. In the present multistart algorithm this measure was not used as a
stopping criterion, nevertheless, it was calculated as an indication of how extensive the generation
of starting points was.

5.4 Application of the multistart strategy for dechlorination kinetics

The aim of the application of the multistart strategy is two-fold. First, it aims to test the two main
features of the multistart strategy: (a) the local search routine and (b) the stopping criterion. The
performance of each local search routine will dictate its selection, which will not be reviewed in
the following chapters, where the multistart strategy will be implemented for parameter estimation
in more complex models. Second, the application of the multistart strategy aims to investigate how
detecting distinctive local solutions of the problem can enhance understanding on the underlying
mechanisms of dechlorination.

For the first aim, two MATLAB-based multistart algorithms were designed. Their pseudocode is
given in Fig.5.3 (as already mentioned their m-files are available in Appendix B). The only
difference of these approaches lies in the local search routine employed: an SQP method
(derivative-based routine) and a GPS method (derivative-free routine) were used. The remaining
features of the algorithm are the same: a Sobol set of quasi-random points is generated from the
feasible area of the parameter space and the same stopping criterion is applied. These multistart
algorithms will be implemented for the estimation of the kinetic parameters of a model describing
dechlorination in culture NTUA-M2.

Procedure Multistart
Provide boundaries for the parameter vector p, i.e. p<p<p"’
Construct a quasi-random Sobol set of 1000 starting points p;
Set o =0;
for ~1...1000

Calculate the objective function, f(p,) and apply a local search routine to
improve the solution J(p,*)

if p,*is a distinctive local optimum solution

Stote the local optimum solution p¥, [(p;*) obtained from the local

search routine

o=o0+1,
else o0=g;
end
if o(F1)/(F6-2)-05= 0
break for loop
end

end
Return the solution with the lowest objective function value

Fig. 5.3. The pseudocode describing the algorithmic procedure of the multistart algorithm implemented
in MATLAB®.
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5.4.1 Dechlorinating culture NTUA-M2

For the application of the multistart optimization strategy in culture NTUA-M2, a simpler version
of the full model described in Chapter 4 was used. The parameter estimation problem was solved
twice, one time for the SQP-based approach and one time for the GPS-based approach. Then, the
two applications of the multistart strategy were compared based on (a) the fit of the respective
global optimum solutions and (b) the computation time required to reach a global optimum
solution (parameter estimation problems were solved in a quad-core Intel i7-4790® processor).
Since the sum of weighted squared errors is not expressed in units readily comparable to the units
of experimental measurements, the mean absolute simulation error will be used to express the
quality of fit in a readily interpretable way. The mean absolute simulation error, E;, will be evaluated

for each chloroethene separately according to the following equation:

1
E,.—EZ

in which 7 = TCE, cDCE, VC and ETH for chloroethene and ethene concentrations. Then,

simulation errors are readily comparable with the mean absolute experimental errors, E,, which
can be estimated by Eq. (5.9), if we substitute [, and 17, values with the values of the

vV,

testi model,i

(5.9)

measurements of each duplicate batch reactor.

5.4.11 Model development

Conceptually the model describes chloroethene consumption along with the growth of two
dechlorinating species, a TCE-to-cDCE dechlorinator and a TCE-to-ETH dechlorinator. The
model ignores any interactions occurring between the dechlorinating community and non-
dechlorinators that are present in the mixed culture, provided that the supplied electron donor is
provided in excess and that chloroethenes are the sole limiting factor for the growth of
dechlorinators (the verity of these assumptions will be further assessed in Chapter 7). Thus,
chloroethene consumption rates, 7, were modeled with single substrate Monod kinetic equations:

I Y L) (5.10)

i Y, K,  +S5,

J S,i—j

whete f,; is the maximum specific growth rate of microorganism ; (days"), X is the biomass
concentration of microorganism ;/ (mg VSS/1), Y is the yield coefficient of microorganism j (mg
VSS/umol CI), S; is the concentration of chloroethene 7 (uM), and Ky, is the half-velocity
coefficient for chloroethene 7 of microorganism ;j (uM). In Eq. (5.10), 7= TCE or cDCE and j =
D1 for TCE-to-ETH dechlorinators or D2 for TCE-to-cDCE dechlorinators. For the sake of
simplicity, maximum specific growth rates in this application were considered microorganism-
related and, thus, independent of the consumed chloroethene.

Concerning VC consumption, potential competitive inhibition of VC by cDCE was considered
and, consequently, 71c.py, is estimated as follows:

LMo Sie (5.11)
rc-p1 D1
Yoy Sper:
KAS',VC—D1 1+ + SVC
INH ,c DCE

where Kinmnoce s an inhibition coefficient (uM). Finally, microbial growth supported by
chloroethene consumption is simulated as follows:
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dK’:EZQQ;vg—(@-X3) (5.12)
i 4

where b; is the decay coefficient (days™).

5.4.1.2 Experimental information

Two sources of experimental information are available: (a) the long-term performance data of the
source culture and (b) a six-day long batch test performed with material from culture NTUA-M2
(Antoniou, 2017). This batch test was selected for two reasons. First, it is an H»-fed batch test,
which minimizes the dependence of dechlorinators to butyrate oxidizers. Second, considering the
amount of methane produced at the end of the dechlorination (560 uM), almost 60% of the
reducing equivalents remained unused (accumulated in the form of acetate and butyrate), indicating
that dechlorination proceeded without significant electron donor limitation.

Experimental observations of the source culture were used to specify the steady-state biomass
concentrations for the two dechlorinating species. Steady-state biomass concentrations can be
calculated using the steady-state end-products of dechlorination on a weekly basis according to the
following equation:

9{ Y]dSZ -/
_f1+@Q

where X5 is the steady-state biomass concentration of microorganism ;j (mg VSS/1), f.is the solid
retention time (48 days), fis the duration of the feeding cycles of the culture (7 days), and 4S5}, is
the quantity of substrate 7 consumed by dechlorinator j during each feeding cycle (uM).

(5.13)

75§

The source culture reached a steady state with respect to dechlorination, producing mainly VC and
to a lesser extent ETH at the end of the weekly feeding cycles (see also Chapter 4.1.1 for a more
detailed discussion on the source culture maintenance and monitoring). As two dechlorinating
species grow on TCE within culture NTUA-M2 (a Dehalococcoides mccartyi dechlorinator and a
Sulfurospirillum partial dechlorinator), an assumption was made for the calculation of dSrcr,. It was
assumed that 80% of the supplied TCE was consumed by TCE-to-cDCE dechlorinators (dSrce-
p2=400 uM TCE). Hence, for TCE-to-ETH dechlorinators, 4Sip; is the sum of chloroethenes
consumed on a weekly basis and, thus, comprises the remaining 20% of TCE, and all of cDCE
and VC [X(dS:p1)=1050 pM CI]. This assumption is consistent with the findings of Duhamel and
Edwards (2007) and Lai and Becker (2013), who reported that partial dechlorinators are efficient
TCE scavengers. Duhamel and Edwards (2007) estimated that partial dechlorinators (the
acetotrophic Geobacter) consumed 80% of TCE in their mixed dechlorinating community, whereas
Lai and Becker (2013) reported that Debalobacter restrictus (hydrogenotrophic partial dechlorinators)
outperformed Dehalococcoides mecartyi 195 (TCE-to-ETH dechlorinators) in the competition for
TCE.

Chloroethene concentrations of a batch test performed (in duplicates) were used as input for the
parameter estimation process. The duplicate batch reactors were fed with 3000 pM H» and 300
uM butyrate as electron donor sources and 596 pM TCE as electron acceptor. The resulting
electron donor surplus equals 3.4, assuming that 1 mol H, yields 2 e'eq, 1 mol butyrate yields 20 e
eq and 1 mol TCE requires 6 eeq for its complete dechlorination. What is more, significant
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quantities of acetate were measured initially (900 uM acetate or 7200 peeq/l), providing an extra

electron donor source and a carbon source.

5.4.1.3 The feasible area of the solutions of the problem

The first step of the multistart strategy is to define the parameter vector and its boundaries. Four
kinetic parameters were treated as fixed in the problem, the growth yields and decay coefficients
(Y; and b, two parameters per dechlorinating group). Growth yields and decay coefficients are
typically determined experimentally and, hence, they are considered more reliable. What is more,
fixing their values gives the opportunity to specify and fix the steady-state biomass concentrations
and, hence, the respective initial biomass concentrations of the two dechlorinators using Eq. (5.13)
(Table 5.1). As shown in Table 5.2, growth yields and decay coefficients vary within a relatively
narrow range of values reported in the literature. Their values were selected so that biomass
concentrations are consistent with the results of the FISH analysis performed for culture NTUA-
M1 (Panagiotakis et al., 2014) and steady-state biomass concentrations would not exceed the
measured biomass concentration of the soutce culture (23.3 mg VSS/I). The initial biomass
concentration of TCE-to-ETH dechlorinators was estimated equal to 10.21 mg VSS/1 (44% of the
overall steady-state biomass). Considering that one Dehalococcoides mecartyi cell corresponds to
1.6x10™ g of VSS (Cupples et al., 2003), this concentration is equal to 1.6x10" cells/1, a value
within the range of concentrations reported for Dehalococcoides mecartyi-enriched cultures.

Additionally, chloroethene initial concentrations were also treated as fixed parameters, since they
were measured at the beginning of the batch test. The remaining kinetic parameters (7 parameters),
comprising maximum specific growth rates (#..,), half-velocity coefficients (Kj:) and the
competitive inhibition coefficient of cDCE (Kinm.nck), constitute the adjustable parameter vector
P. These parameters were constrained by the wide range of literature reported values presented in

Table 5.2.

Table 5.1. Initial chemical and biomass concentrations for the batch test performed with source culture
NTUA-M2.

Component Symbol Value [units]
TCE STCE(l‘ZO) 596 p.M
TCE-to-ETH dechlorinators Xpi(1=0) 10.21 mg VSS/1
TCE-to-cDCE dechlorinators Xp2(t=0) 3.89 mg VSS/1
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Table 5.2. Fixed and adjustable kinetic parameters implemented in the multistart strategy for the two
dechlorinating species present in dechlorinating culture NTUA-M2.

Substrate Parameter (units) Type Range of Feasible Reference
values Area/Value

TCE, Maximum specific growth ~Adjustable 0.01-4.30 1 0.01-4.30 (a)-(b)

cDCE, VC rate, #yu; (days™)

TCE, Half-velocity coefficient, ~ Adjustable  0.05-602.00 2 0.05-602.00 (0)-(a)

cDCE, VC Ky (uM)

vC Inhibition coefficient, Adjustable  0.05-602.00 3 0.05-602.00 -
Kmoce (M)

TCE, Growth yield, Yps x10- Fixed 0.07-9.60 4.96 (d)-(e)

cDCE, VC (mg VSS/pmol)

TCE Growth yield, Yp, x10-3 Fixed 2.80 2.80 @
(mg VSS/umol)

- Decay coefficient, & Fixed 0.024-0.090 0.024 (-t
(days)

I: Reported values of z,.. for TCE range from 0.33 days-! (Cupples et al., 2004b) to 4.30 days™' (Christ and Abriola,
2007), for cDCE from 0.04 days™ (Yu and Semprini, 2004) to 0.46 days-! (Cupples et al., 2004b), and for VC from
0.01 days! (Yu and Semprini, 2004) to 0.49 days! (Cupples et al., 2004b). In this approach #,.. is a microorganism-
related parameter and, hence, the three subranges were merged into the one presented herein.

2 Reported values of Kj,; for TCE range from 0.05 pM (Lee et al., 2004) to 12.40 pM (Cupples et al., 2004a), for
cDCE from 0.54 uM (Fennell and Gossett, 1998) to 99.70 pM (Haest et al., 2010), and for VC from 2.60 pM (Haston
and McCarty, 1999) to 602.00 uM (Yu and Semprini, 2004). The three subranges were merged into the one presented
herein.

3: In the literature inhibition coefficients are typically set equal to the half-velocity coefficient for the respective
chloroethene, i.e. Kivencr = Kocr,. Consequently, the range of values for the inhibition coefficient was set equal to
the range of values for the half-velocity coefficients.

* Yield coefficients ate demonstrated in mg VSS/umol assuming that one Debalococcoides mecartyi cell cotresponds to
1.6 x 10* g of VSS (Cupples et al., 2003) and that 1 mg VSS corresponds to 0.5 mg protein. (a) Yu and Semprini
(2004), (b) Christ and Abriola (2007), (c) Lee et al. (2004), (d) Schaffer et al. (2009), (¢) Maymo-Gatell et al. (1997), (f)
Scholz-Muramatsu et al. (1995), (g) Fennell and Gossett (1998), (h) Cupples et al. (2003)

5.4.1.4 The solutions of the parameter estimation problem

The multistart procedure described in Fig.5.3 yielded one global optimum solution for each
multistart application. Both solutions simulated successfully all dechlorination steps (Fig. 5.4), if
we compare model errors and experimental errors obtained by the duplicate batch tests.
Particularly, the mean absolute simulation errors were: Ercr was 9 uM, Eopce was 12 uM, Erc was
equal to 20 uM and Eggy was equal to 17 pM. Based on the available duplicate measurements, the
mean absolute errors of the measured concentrations were equal to Ercs=4 uM, Epce=6 pM,
Fre=19 uM and Epm=17 uM.
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Fig. 5.4. Observed and simulated sequential dechlorination of TCE in dechlorinating culture NTUA-
M2. Simulations correspond to the global optimum solutions obtained from the SQP-based multistart
strategy (solid lines) and the GPS-based multistart strategy (dashed lines).

Parameter values estimated for both global optimum solutions were similar (Table 5.3). The only
discrepancy lies in the half-velocity coefficients for TCE of TCE-to-ETH dechlorinators (K rce-
p1). However, these differences are trivial from a functional point of view for this experimental
conditions. In the global optimum solution deriving from the SQP-based approach partial
dechlorinators consumed approximately 70% of the supplied TCE, whereas in the solution
deriving from the GPS-based algorithm partial dechlorinators consumed 84% of TCE. Both
solutions were close to what it was assumed to be the outcome of competition for TCE in the
source culture. The behavior of the model was insensitive to changes in K,rcr.ps values.

Table 5.3. Estimated kinetic parameters of dechlorinating culture NTUA-M2 estimated by the SQP-
based multistart strategy and the GPS-based multistart strategy.

TCE-to-cDCE TCE-to-ETH
dechlorinator dechlorinator
Hma,D2 K rcep2 Hma,D1 Ksrcepr Ksocepr Ksvepr  KiNaece
(days ) (uM) (days™) (uM) (uM) (uM) (uM)
SQP-based 2.71 602.00 0.18 0.07 153.32 474.32 20.89
GPS-based 2.73 561.00 0.18 54.95 131.92 454,78 22.36

The behavior of the two best-fit solutions diverged, when a numerical test with low TCE was
performed. In this numerical test, a concentration of 50 pM TCE was initially supplied in the
culture. At such low TCE concentrations, growth rates of dechlorinators are significantly lower
than their maximum values (i.e. #.. values), as they are severely limited by the availability of TCE.
Thus, half-velocity coefficients become more relevant and TCE-to-ETH dechlorinators more
efficient competitors than TCE-to-cDCE dechlorinators. Therefore, during the first day of the
test, the simulated patterns of TCE consumption are dictated by the kinetic abilities of TCE-to-
ETH dechlorinators (Fig. 5.5.a). In the SQP-based solution, TCE is sharply consumed within 2.4
hours, due to the low half-velocity coefficient for TCE (K 1czps=0.07 uM). In the GPS-based
solution, TCE is consumed in 10 hours, as TCE-to-ETH dechlorinators had a relatively lower
affinity for TCE (Kjrc.p1=54.95 uM). Following the depletion of TCE, both solutions converged
to the same simulated VC and ETH concentrations (Fig. 5.5b). This shift in the competition for
TCE did not alter the consumption patterns of cDCE and VC, which were dictated by the

54| Page



Chapter |5

respective high half-velocity coefficients. Hence, despite the difference occurring under low TCE
concentrations, we are confident that the overall behavior of the two best-fit solutions is similar
in a large span of TCE concentrations. The bottleneck of dechlorination in this dechlorinating
culture (i.e. cDCE and VC consumption) is described with similar accuracy.

50 (a) First 0.5 days (b) First 3 days
Simulated TCE - SQP
Simulated ¢DCE - SQP
- = — - Simulated TCE - GFS
Simulated TCE - cDCE

(o)
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Fig. 5.5. Simulated sequential dechlorination of 50 uM TCE in dechlorinating culture NTUA-M2.
Simulations correspond to the best-fit solutions obtained from the SQP-based multistart strategy (solid
lines) and the GPS-based multistart strategy (dashed lines).
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The SQP-based algorithm was superior in terms of efficiency. In this case, the generation of
starting points stopped when the multistart strategy reached the maximum allowable number of
starting points. From these 1000 starting points, the SQP-based approach estimated 487 distinctive
local optimum solutions of the problem and required 45 minutes of computation time. According
to Eq. (5.5), 952 local solutions exist in the problem. Conversely, in order to estimate 952
distinctive solutions an enormous amount of starting points is needed (several millions of starting
points); this indicates that the Bayesian stopping criterion is useful in problems with few solutions.
The relative volume of the observed regions of attraction was 76%, indicating that a significant
portion of the existing regions of attraction has been searched. On the other hand, the GPS-based
approach required 10 times greater computation time to perform 1000 local searches and estimate
472 local optimum solutions. The difference in the required computational time is mainly
attributed to the low convergence rate of the GPS-based algorithm. The GPS-based algorithm
necessitated an average of 200 iterations to converge to a local solution, whereas the SQP-based
approach would typically converge within 10 iterations.

The best-fit solutions were in fact only marginally better than the remaining members of the family
of good-fit local solutions. It is reasonable to claim that if the starting point of the best-fit solution
had not been selected from the feasible parameter space, the best-fit solution would have been
another member of the family of good-fit solutions. Hence, it is necessary to investigate how
different these equivalently good fit solutions behave under different initial conditions.

All the local optimum solutions discovered from both multistart approaches were investigated
thoroughly. Approximately 25% and 45% of the estimated local optimum solutions provided an
acceptable fit to the data (green-shaded parts of the subplots in Fig. 5.6a and 5.6b) in the SQP-
based and the GPS-based multistart algorithms, respectively. In these good-fit solutions, Erci: was
equal to 9 pM, Enpce ranged from 9 uM to 13 uM, Erc ranged from 19 pM to 22 pM and Egrr
ranged from 14 to 18 M. Parameter variability was significant mainly for half-velocity coefficients
for TCE and cDCE (e.g. Ks.ncepr ranged from 73 pM to 270 pM) and to a lesser degree for
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maximum specific growth rates (e.g. fu~pr tanged from 0.15 days” to 0.25 days™), half-velocity
coefficients for VC (Ky,eps ranged from 356 pM to 580 pM) and inhibition coefficients (Kinw,.nck
ranged from 17 uM to 27 uM). The functional characteristics of the solutions were, however, the
same: (a) TCE-to-cDCE dechlorinators were fast-growers (#,.,p2 values were at least equal to 1.93
days™) and consumed most of the supplied TCE (from 68% to 88% of initial TCE), (b) TCE-to-
ETH dechlotinators were slow growers (.02 values were at most equal to 0.25 days™) and grew
mostly on the expense of cDCE and VC and (c) cDCE inhibited VC consumption, as indicated
by the relatively low inhibition coefficients.
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Fig. 5.6. Distribution of the objective function values of the 1000 local solutions obtained from (a) the
SQP-based algorithm and (b) the GPS-based algorithm. Green-shaded local solutions in each subplot
are those that produce a good fit to the experimental observations.

The family of good-fit solutions was tested under varying TCE and biomass concentrations, in
order to investigate whether parameter variability results in a proportionately variable behavior,
when the initial conditions deviate from those considered in the parameter estimation phase. We
used only the good-fit solutions of the SQP-based algorithm, since parameter variability in the
solutions of the GPS-based algorithm were practically the same as in the solutions of the SQP-
based algorithm. Apart from the test used for parameter estimation (Fig. 5.7b), three numerical
tests were performed: (a) a test with 50 pM TCE (Fig. 5.7a), (b) a test with 1800 pM TCE (Fig.
5.7¢), and (c) a test with 1800 uM TCE and a dechlorinating community with biomass
concentration four times sparser than the dechlorinating community used for parameter estimation
(Fig. 5.7d); such differences in biomass concentrations could be encountered in contaminated
subsurfaces given the observed spatial variability of dechlorinators (Dowideit et al., 2010).
Numerical tests (b) and (c) are performed under the assumption that TCE is not inhibitory for
dechlorinators at such concentrations.

The progress of dechlorination over time in these tests was assessed in an aggregate manner with
the degree of dechlorination, DoD, which is calculated from the concentrations of chloroethenes
and ETH as follows (Manoli et al., 2012):

SrDCJ:' + ZSL’C + 3‘5‘]:‘"[}1

DoD =
3 (STCE + SﬁDCE + LS‘T/C + SETH )

(5.14)
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Parameter variability in the family of good-fit solutions resulted in relatively low variability in the
model output at the lower TCE concentrations (Fig. 5.7a and 5.7b). At such low TCE
concentrations, the consumption rates of chloroethenes were dictated by the specific affinity for
each chloroethene, i.e. the ratio g.../Ks. In the good-fit solutions, the specific affinity for each
chloroethene is not significantly different among the family of good-fit solutions, as #... values
were correlated with Ky values; increased #,... were coupled with increased Kj.

When tested under high TCE supply (Fig. 5.7c and 5.7d), good-fit solutions demonstrated
moderate variability in the simulated degrees of dechlorination. At elevated chloroethene
concentrations, /. values are dictating the simulated dechlorination rates and their variability
contributed to the overall variability of the modeled degrees of dechlorination. In addition, when
fewer dechlorinators were present in the culture and high chloroethene quantities were available
(Fig. 5.7d), tua values became even more relevant in the simulated dechlorination rates and, thus,
variability in the degree of dechlorination became larger. Considering the above, all the good-fit
solutions can be trusted in a specific span of TCE concentrations (from low TCE to moderate
TCE concentrations), but if the model is intended to be used in a predictive mode under elevated
TCE concentrations or sparser biomass concentrations they are not equally adequate. At this case,
extra empirical observations of the culture are needed to confirm which solution (contained within
the light green areas of Fig. 5.7c and 5.7d) can capture the behavior of the culture.

(a) STCE(tﬂ:' =30 uM (b) S
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Fig. 5.7. Simulated degrees of dechlorination in dechlorinating culture NTUA-M2 of: (a) 50 uM TCE,
(b) 596 uM TCE, (c) 1800 uM TCE and (d) 1800 uM with a four times less dense biomass

concentration. Simulations correspond to the best-fit solutions obtained from the SQP-based multistart
only.
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The remaining local optimum solutions were trapped in regions of the parameter space that could
not reproduce sufficiently the experimental observations. Hence, a choice of an improper starting
point is probable. Parameters varied significantly in the family of poor-fit solutions. Distinctive
behavior models were harbored in these solutions. For example, there were local solutions in which
TCE-to-cDCE dechlorinators were outcompeted by TCE-to-ETH dechlorinators, consuming
significantly less than 50% of the supplied TCE. In addition, there were local solutions in which
competitive inhibition between cDCE and VC was insignificant (Kinuncr greater than 500 uM).
Hence, the investigation of poor-fit solutions provided evidence that the behavior described by
the best-fit solutions is probably an adequate approximation of the true behavior of the
dechlorinating community.

5.5 Gaining confidence in the multistart strategy using models reported in the
literature

In order to build trust in the application of the multistart strategy, the performance of both
multistart algorithms (the SQP- and the GPS-based algorithm) was tested with Monod-type kinetic
models reported in the literature. Two models were selected describing dechlorination at different
TCE concentration levels. The first model was developed by Schifer et al. (2009) and it was
calibrated with data from batch tests performed with the commercial dechlorinating culture SDC-
9 (Shaw Environmental, Inc., Lawrenceville, NJ). The levels of TCE in this culture remained
relatively low (lower than 150 pM or 19.7 mg/1). The second model was developed by Yu and
Semprini (2004) and tested against observations from batch tests performed with a culture
enriched with material from Point Mugu Naval Weapon Facility, California (dechlorinating culture
PM). In this case, a possible self-inhibition of chloroethenes was examined, as TCE concentrations
were half of its solubility (initial TCE concentrations wete equal to 3875 pM or 509 mg/1).

5.5.1 Dechlorinating culture SDC-9
5.5.1.1 Model development

The models developed by Schifer et al. (2009) and herein are conceptually similar. The stepwise
dechlorination of TCE, along with the growth of dechlorinators, is modeled using Monod-type
kinetics. Competitive inhibition is included in the model, as the more chlorinated cDCE inhibits
VC consumption. The only difference lies in the concept of biomass decay, since Schifer et al.
(2009) considered decay negligible in culture SDC-9 for the reported time period.

With respect to the mathematical formulation, the model proposed by Schifer et al. (2009) is
different to model developed herein in two ways. First, a single aggregate dechlorinating
population is considered in their model (/=D1), performing each step of dechlorination. Second,
M values are substrate-specific parameters and, hence, they differ among the various
chloroethenes. As a result, Eq.(5.10) should be calculated as follows:

. S
- _ /’lmax,z D1 XDl ; (5.15)

Y, K +S,

D1 S,i=D1

I}—Dl

in which #u:ps is the maximum specific growth rate of microorganism D1 for chloroethene 7 (/=
TCE or cDCE). Likewise, Eq. (5.11) is now written as:
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. —_ Hax ve-p1 X S (5,16)
1/C-D1 Y, D1 5o ,
Ko p| 1+ - +S e
INH ,c DCE

5.5.1.2 Experimental information

Schifer et al. (2009) performed five batch tests supplying SDC-9 culture with different
chloroethene mixtures (four of them are shown in Fig 5.8). Particularly, the five batch tests were
performed with: (a) only cDCE (80 uM), (b) VC (140 uM) and cDCE (80 uM), (c) only TCE (80
uM), (d) a mixture of TCE (4 pM), cDCE (6 pM) and VC (10 uM), and (e) only VC (data not
available in the original paper). Lactate was used as an electron donor source and it was supplied
in excess (lactate concentrations are not mentioned in Schifer et al., 2009). Finally, for validation
purposes, a duplicate batch experiment was performed with 60 uM TCE (Fig. 5.9), with one
reactor used for measuring chloroethene concentrations and the other reactor for observing the
growth of dechlorinators. The initial conditions of the batch tests performed with dechlorinating
culture SDC-9 are given in Table 5.4.

Table 5.4. Initial chemical and biomass concentrations for the five batch tests performed by Schéfer et
al. (2009) with dechlorinating culture SDC-9.

Component

STCE(Z‘ZO) SL-DCE(Z‘ZO) Svc(fZO) Xpi(fZO)

[2M] [2M] [wM] [cells/1]

c¢DCE-only - 80 - 2.8x10"
cDCE-VC mixture - 140 80 2.8x10"
TCE-only (a) 80 - - 2.8x10"
TCE-cDCE-VC mixture 4 6 10 3.3x10°
TCE-only (b) 60 - - 9.5x10’
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Fig. 5.8. Observed and simulated chloroethene degradation of (a) cDCE, (b) a mixture of ¢cDCE and
VC, (¢) TCE, and (d) a mixture of TCE, cDCE and VC in dechlorinating culture SDC-9. Simulated
concentrations correspond to the parameter set obtained from the sequential parameter estimation
approach employed by Schéfer et al. (2009).
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Fig. 5.9. Observed and simulated (a) sequential dechlorination of TCE and (b) growth of dechlorinators
in dechlorinating culture SDC-9. Simulated concentrations correspond to the parameter set obtained
from the sequential parameter estimation approach employed by Schéfer et al. (2009).

5.5.1.3 Sequential parameter estimation for culture SDC-9 by Schifer et al. (2009)

Seven kinetic parameters were considered adjustable (the same number of parameters as in culture
NTUA-M2) by Schifer et al. (2009): #yuinr (3 parameters) Ks,:.ps (3 kinetic parameters) and Kinrocr:
(1 parameter). The growth yield for dechlotinators was fixed (Y= 4.4x10° cells/umol CI), since
it was experimentally determined. Chloroethene and biomass concentrations were also measured
initially for each batch test and, hence, they were considered fixed.
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The parameter estimation technique employed by Schifer et al. (2009) was based on the Microsoft
Excel Solver® function and a nonlinear least-squares analysis, previously described by Cupples et
al. (2004). The parameter estimation problem was solved five times (one time per batch test), so
that only two parameters were simultaneously estimated. From the TCE-only experiment g rce-
prand Ky rer.pr were estimated, from the VC-only batch test #.qicpr and Ky, vep; were estimated
and, finally, from the cDCE-only experiment #umca.nrand Ksrepr were estimated. Competitive
inhibition coefficient for cDCE was determined from the cDCE-VC batch experiment, while the
TCE-cDCE-VC test was used to investigate for a possible cDCE inhibition by TCE (none was
observed).

The parameter set obtained by the sequential parameter estimation process of Schifer et al. (2009)
described accurately the experimental observations (Fig. 5.8 and Fig. 5.9). Parameter estimates
(Table 5.5) were on the same order of magnitude with previously reported values for different
dechlorinating cultures, even if the optimization algorithm employed by Schifer et al. (2009) let
the adjustable parameters unconstrained in the parameter space. When compared to the kinetic
parameters estimated for culture NTUA-M2, the most striking feature is the high affinity of TCE-
to-ETH dechlorinators for VC demonstrated for culture SDC-9. The Debalococcoides mecartyi strains
present in culture SDC-9 will probably remove VC at higher rates compared to culture NTUA-
M2.

Table 5.5. Estimated kinetic parameters of dechlorinating culture SDC-9 estimated by the sequential
parameter estimation approach of Schéfer et al. (2009).
Kinetic parameter

fassii (days™) Kyipr (uM) Kintinr (M)
TCE 0.14 3.20 -
¢cDCE 0.06 2.00 -
vC 0.15 14.00 5.20

5.5.1.4 Multistart parameter estimation strategy for culture SDC-9

The multistart strategy implemented for culture NTUA-M2 was also applied herein. Hence, all the
unknown parameters were collectively fitted to the chemical concentrations of a single batch test
performed with TCE. The batch test performed for validation purposes (Fig. 5.6) was preferred
to the batch tests depicted in Fig. 5.5¢ or 5.5d, as it exhibited a better total chloroethene molar
balance (the sum of chloroethenes was close to the initially supplied chloroethenes). Only
chloroethene concentrations were considered from the available data. The available biomass
concentrations were ignored, in order to solve a parameter estimation problem with input similar
to what is considered as typical for dechlorination modeling; temporal microbial data are seldom
accessible. Nonetheless, biomass concentration data from the batch test, as well as the batch tests
performed with different initial chloroethene mixtures, were used for the cross-confirmation of
the parameter sets considered as the global minimum solutions.

The vector of unknown parameters, p, comprises seven kinetic parameters, #..pr (3 parameters),
Ks,ipr (3 parameters) and Kinwocr (1 parameter). The adjustable parameters were bounded by the
range of values presented in Table 5.6. Note that Tables 5.2 and 5.6 are different, as in Table 5.6
the feasible areas of the parameter space for maximum specific growth rates and half-velocity
coefficients are distinctive for each chloroethene, as Schifer et al. (2009) postulated that both
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parameters are chloroethene-specific. Finally, we fixed all the measured parameters of the problem.
Growth yield for dechlorinators, initial chloroethene concentrations and initial biomass
concentrations were fixed to their experimentally measured values.

Table 5.6. Fixed and adjustable kinetic parameters implemented in the multistart strategy for the
aggregate dechlorinating community in culture SDC-9.

Substrate Parameter Type Range of Feasible Reference
(units) values Area/Value

TCE Maximum specific growth  Adjustable 0.33-4.30 0.33-4.30 (a)-(b)
rate, tmai-npr (days)

cDCE Maximum specific growth — Adjustable 0.04-0.46 0.04-0.46 (©)-(2)
rate, Mpaipr (days?)

vVC Maximum specific growth — Adjustable 0.01-0.49 0.01-0.49 (©-(a)
rate, tmai-npr (days)

TCE Half-velocity coefficient,  Adjustable 0.05-12.40 0.05-12.40 (d)-(e)
Ksipr (pM)

cDCE Half-velocity coefficient,  Adjustable 0.04-99.70 0.04-99.70 H-(g
Ks,ipr (M)

VC Half-velocity coefficient,  Adjustable 2.60-602.00 2.60-602.00 (h)-(c)
Ksipr (pM)

VC Inhibition coefficient, Adjustable 0.04-99.70 1 0.04-99.70 H-(g
Kintpce (M)

TCE, Growth yield, Yp/x107 Fixed 0.44-60.00 2 0.44 (YR

cDCE, VC  (cells/pmol)

I: In the literature inhibition coefficients are typically set equal to the half-velocity coefficient for the respective
chloroethene, i.e. Kintincr = Kioer,. Consequently, the range of values for the inhibition coefficient was set equal to
the range of values for the half-velocity coefficients.

2 Yield coefficients are reported in cells/umol assuming that one Debalococcoides mecartyi cell corresponds to 1.6 x 1014
g of VSS (Cupples et al., 2003) and that 1 mg VSS corresponds to 0.5 mg protein.

(a) Cupples et al. (2004b), (b) Christ and Abriola (2007), (c) Yu and Semprini (2004), (d) Lee et al. (2004), (¢) Cupples
et al. (2004a), (f) Fennell and Gossett (1998), (g) Haest et al. (2010), (h) Schifer et al. (2009), (i) Maymo-Gatell et al.
(1997)

Both global optimum solutions described chloroethene concentrations with accuracy similar to
the one achieved by Schifer et al. (2009) (compare Fig. 5.10 to Fig. 5.9). Mean absolute simulation
errors were approximately equal to 4.0 pM for TCE, 2.4 uM for cDCE, 2.9 pM for VC and 10.0
uM for ETH. Note that the lower simulation errors compared to the errors in NTUA-M2 should
be attributed to the lower chloroethene concentrations of the batch test performed with culture
SDC-9. Biomass concentrations were also reproduced adequately (Fig. 5.10b). Both simulations
predicted that dechlorinators would be almost an order of magnitude denser at the end of the
batch test.

Kinetic parameters obtained from the best-fit solutions agreed to those estimated by Schifer et al.
(2009), apart from the half-velocity coefficient for TCE and the VC-related parameters (Table 5.7).
The four-fold greater half-velocity coefficients for TCE in our solutions resulted in slightly lower
TCE consumption rates, which were closer to the actual consumption rate of TCE. With regard
to VC-related parameters, we estimated lower z,.,1c-ps values, which were accompanied by lower
Ksvepr values. Yet, the consumption rates of VC were unaffected, as the impact of the lower
growth rates was offset by the higher affinity for VC consumption. This interchange of maximum
specific growth rates and half-velocity coefficients indicates the parameter correlation issue, which
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has been reported in the literature as a significant reason for the lack of unique and reliable
parameter sets in Monod-type kinetic models (LLiu and Zachara, 2001).
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Fig. 5.10. Observed and simulated (a) sequential dechlorination of TCE and (b) growth of
dechlorinators in dechlorinating culture SDC-9. Simulations were performed with parameter sets
obtained from the best-fit solutions obtained by the SQP-based multistart strategy (solid lines) and the
GPS-based multistart strategy (dashed lines).

Table 5.7. Estimated kinetic parameters of dechlorinating culture SDC-9 estimated by the SQP-based
and the GPS-based multistart algorithms.
TCE cDCE VC

Hmax,i-D1 Ks.ips Hmax,i-D1 Ks,ips Homax,i-D1 Ks,ips Kintiip1
(days) M) | (days’) (M) | (days’) (M) (M)

SQP-based 0.17 12.40 0.05 0.70 0.08 2.60 1.50
multistart
GPS-based 0.17 12.40 0.06 2.50 0.08 6.30 4.56
multistart

Schifer et al. 0.14 3.20 0.06 2.00 0.15 14.00 5.20

(2009)

In terms of efficiency, the SQP-based approach was found superior again. Both multistart
algorithms ran for 1000 starting points due to the large number of existing local minima. The SQP-
based algorithm estimated 184 local solutions and required 46 minutes of computation time, while
the GPS-based algorithm estimated 125 local solutions in almost 10 hours. Nevertheless, in both
cases the estimated total relative volume of the observed regions of attraction was greater than
97%, indicating that practically all regions of attraction had been investigated. The large difference
in the required computation time is attributed again to the low convergence rates exhibited by the
GPS-based algorithm, which required at least 200 iterations per local search to reach a local

solution.

In both multistart applications, we were close to finding all the existing local solutions. For
example, based on Eq. (5.5) and the results of the SQP-based algorithm, the Bayesian estimate of
the total number of local solutions of the problem is equal to 226. Therefore, we re-implemented
the SQP-based multistart algorithm, without using a maximum allowable number of local searches.
This time the algorithm was terminated only when all local solutions were discovered. As a result,
the algorithm required nearly a day of computer time, generated 27,251 starting points and
discovered 192 distinctive local solutions. The global solution (i.e. the “true” global solution) was
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slightly different than the best-fit solution derived from the 1000 starting points (Table 5.8); the
TCE-related parameters were close to the parameters reported by Schifer et al. (2009). In terms
of simulation errors, the differences were trivial. Hence, the extra computational time required for
estimating a true global solution was not accompanied by a proportionately improved fit to the
data.

Table 5.8. Estimated kinetic parameters of dechlorinating culture SDC-9 estimated by the SQP-based
multistart algorithm for 1000 starting points (“best-fit” solution) and 27,251 starting points (“true”
global solution).

TCE cDCE VC

Hmax,i-D1 Ksip1 Hmax,i-D1 Ks,ipi1 Hmax,i-D1 Ks,ip1 Kint,ip1
(days) — @M) | (days)  @M) | (days) (M) (M)

“Best-fit”?

) 017 12.40 0.05 0.70 0.08 2.60 1.50
solution

True” global ) |, 2.66 0.05 0.60 0.07 2.60 1.88
solution

The two best-fit solutions were tested against the four batch tests performed with culture SDC-9
under varying initial chloroethene and biomass concentrations. The two solutions reproduced the
four batch tests with adequate accuracy, as shown in Fig. 5.11. The relative performance of the
two multistart-based solutions was still indistinguishable. Compared to the fit achieved by the
approach of Schifer et al. (2009) (compare Fig. 5.8 to Fig.5.11), our parameter sets produced
equivalent results, as well. Parameter variability in multistart-derived solutions was not
accompanied by variability in the model responses, even when tested under different initial
conditions. Hence, both solutions are functionally similar approximations of the true behavior of
dechlorinating culture SDC-9.
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Fig. 5.11. Observed and simulated chloroethene degradation of (a) cDCE, (b) a mixture of cDCE and
VC, (c) TCE, and (d) a mixture of TCE, cDCE and VC in dechlorinating culture SDC-9. Simulations
were performed with parameter sets obtained from the best-fit solutions obtained by the SQP-based
multistart strategy (solid lines) and the GPS-based multistart strategy (dashed lines).
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As in culture NTUA-M2, all the local solutions of the problem were investigated thoroughly. From
the 184 and 125 local solutions, approximately half of them demonstrated mean absolute
simulation errors like those of the best-fit solutions: Ercr: ranged from 3.0 uM to 5.7 uM, E.pcr
ranged from 2.0 pM to 2.8 uM, Erc ranged from 2.7 pM to 4.0 uM and Egry ranged from 8.5 to
10.0 uM. In these solutions, differences occurred due to the correlation of VC-related parameters.
In the 184 solutions from the SQP-based algotithm, . icpr values varied between 0.07 days
and 0.46 days" and were inversely correlated with Ks,i-c.ps values, which in turn varied between 2.6
uM and 127 pM.

The significant variability of VC-related parameters in the family of good-fit solutions was coupled
with different model responses only when elevated chloroethene concentrations were present in
the culture (Fig. 5.8b and 5.12b). For the test with high chloroethene concentrations the
corresponding consumption rates were controlled by the maximum specific growth rates. Thus,
the discrepancies in #u1cpr values was the reason for the differentiated behavior of the good-fit
solutions. In fact, only three solutions reproduced the experimental data sufficiently apart from
the best-fit solutions. Finally, under low chloroethene concentrations, when the specific affinity

for VC is critical, all solutions were again more or less equivalent (Fig. 5.12a, 5.12¢ and 5.12d).
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Fig. 5.12. Observed and simulated chloroethene degradation of (a) cDCE, (b) a mixture of cDCE and
VC, (c) TCE, and (d) a mixture of TCE, cDCE and VC in dechlorinating culture SDC-9. Simulations
were performed with parameter sets obtained from the good-fit solutions obtained by the SQP-based
multistart strategy. Data points from Schéfer et al. (2009).
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5.5.2 Dechlorinating culture PM
5.5.2.1 Model development

Conceptually, the model developed by Yu and Semprini (2004) describes PCE and TCE
dechlorination, employing competitive inhibition and Haldane inhibition kinetics. Haldane
inhibition kinetics were used to describe the self-inhibition of TCE, cDCE or VC dechlorination
caused by their own high concentrations. In their modeling approach, Yu and Semprini (2004)
considered a single aggregate dechlorinating population, growing from each step of the sequential
dechlorination of PCE or TCE, apart from VC; they assumed that culture PM consumed VC
commetabolically. The existence of a dechlorinating population was backed by molecular analysis,
which indicated that culture PM was enriched with Dehalococcoides mecartyi bacteria (a later work on
PM culture indicated that at least three strains were present, belonging to the Pinellas and the
Cornell group of strains; Berggren et al., 2013).

The mathematical formulation of the model proposed by Yu and Semprini (2004) is like the
formulation employed by Schifer et al. (2009), with the addition of Haldane inhibition coefficients.
The only discrepancy is found in the competitive inhibition coefficients (Ki,), which were set
equal to the half-velocity coefficients of the more chlorinated compounds (Ks,:1) in the model of
Yu and Semprini (2004). This assumption reduced the number of parameters of the problem and
was supported by previous work on culture PM performed by Yu (2003). Thus, chloroethene
consumption rates were estimated as follows:

ll’lmax PCE-D1 LSVPCF
Tpce-p1 =~ ) X " (5.17)
Yo, KS,PCE—Dl + e
‘max,/— S
Tie;1 = Lomiin X : (5.18)

S

J
Yo K. j4te +8 [ 1+
’ K.,Y,(i—l)—Dl KH,z'

where Kjj, is the Haldane inhibition coefficient (uM) and / =TCE, ¢cDCE or VC. When Ky, is
significantly greater than S, then Eq. (5.17) is practically a competitive inhibition model similar to

the two previously described models. Finally, biomass growth was modeled by the following
equation:

dX
7D1 = Z(_Ym “Tpy) _(bDl 'Xm) (5.19)

in which 7= PCE, TCE or CDCE, as Yu and Semprini (2004) assumed that culture PM consumed
VC commetabolically.

5.5.2.2 Experimental information

Four batch tests were performed with dechlorinating culture PM (Table 5.9 and Fig. 5.13): (a) three
batch tests were petrformed using PCE with concentrations ranging from 92 pM (or 15 mg/1) to
1128 pM (or 187 mg/1), which is higher than PCE solubility limit at 25° C(900 pM or 150 mg/1),
and (b) one batch test where TCE was supplied with a concentration equal to 3875 uM (or 509
mg/1), which is almost half of TCE solubility in water at 25° C (Fig. 5.13d). In the batch test where
PCE concentration exceeded its solubility limit, simulations were performed using the total mass
added to yield a computed aqueous concentration of 1128 pM. H, and 1-butanol were used as

66 | Page



5

Chapter

electron donors and were supplied in excess (concentrations were not mentioned in the Yu and
Semprini, 2004). The initial measured cell concentration of the culture on a protein basis was 35
mg protein/] and it was used as the initial biomass concentration of the dechlorinators (Xp,;=35
mg protein/l, which is a value cotresponding to high-density dechlorinating cultures).

Table 5.9. Initial chemical and biomass concentrations for the four batch tests performed with
dechlorinating culture PM.

Component
Srcr(t=0) Strer(t=0) Xpi(=0)
(M] [uM] [mg protein/l]
PCE - low 92 - 25
PCE — medium 282 - 34
PCE - high 1128 - 34
TCE - high : 3875 35

—_

: Simulations were performed using the total mass added to yield a computed aqueous concentration of 1128 uM.
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Fig. 5.13. Observed and simulated sequential dechlorination of PCE (a to c¢) and TCE (d) in
dechlorinating culture PM. Simulations were performed with the parameter set obtained from the
parameter estimation approach of Yu and Semprini (2004).

5.5.2.3 Trial-and-error parameter estimation by Yu and Semprini (2004)

Yu and Semprini (2004) estimated the parameters of the kinetic model through a trial-and-error
analysis comparing the model output with the experimental observations obtained from batch tests
performed with culture PM. The values of iy, Ksiy and Ky, were estimated from this heuristic
curve-fitting approach. The growth yield and the decay coefficient were fixed to literature reported
values: Yp, = 0.006 mg protein/1 and bp; = 0.024 days™.
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Results reported by Yu and Semprini (2004) indicate that the Haldane inhibition model and the
estimated parameters described sufficiently chloroethene consumption at high concentrations (Fig.
5.13). TCE was self-inhibited by its high concentrations, as indicated by the low K1 values
(Table 5.10). The consumption of cDCE and VC was dictated solely by the kinetic properties of
dechlorinators; according to the model results, self-inhibition could be neglected, as Ki.pcr: and
Kive were two-fold greater than the respective maximum chloroethene concentrations. Finally,
VC-related parameters were extremely unfavorable for dechlorinators in culture PM.
Dechlorinators could grow slowly and demonstrated with a low affinity for VC. The VC-related
parameters were in the range of values reported for Debalococcoides mecartyi strain 195 (Fennell and
Gossett, 1998), which grows commetabolically on VC. Compared to the VC-related parameters
estimated for culture NTUA-M2, even if the half-velocity coefficients are comparable, the
maximum specific growth rate of dechlorinators is 18 times higher compared to the maximum
specific growth rate of culture PM. Hence, this difference implies that VC dechlorination in culture
NTUA-M2 is commetabolic.

Table 5.10. Estimated kinetic parameters for dechlorinating culture PM estimated by the heuristic
parameter estimation approach of Yu and Semprini (2004).

Parameter
Mmax,i-D1 I(S,i-DI KI{,i
(days™) (uM) (nM)
PCE 0.08 3.86 -
TCE 0.74 2.76 900
cDCE 0.13 1.90 6000
VC 0.01 602.00 7000

5.5.2.4 Multistart parameter estimation strategy for culture PM

Similar to the previous multistart applications, all unknown parameters were collectively fitted to
the observations from the batch test performed with TCE (Fig. 5.13d). The PCE-fed batch
reactors were used for cross-confirmation purposes only.

The set of unknown parameters comptised fhuinr, Ksinr and Kpips (nine parameters, two more
than the problems of culture NTUA-M2 and SDC-9). The adjustable parameters were bounded
by the range of reported values presented in Table 5.6. In the absence of literature reported values,
bounding K.pswas not feasible and reasonable assumptions were made. Thus, Ky.ps ranged from
500 pM to 10,000 uM. Only two kinetic parameters were considered fixed. The growth yield and
the decay coefficient were fixed to the values used by Yu and Semprini (2004), .e. Yp; = 0.006 mg
protein/l and bp; = 0.024 days'. Finally, the initial biomass concentration for the aggregate
dechlorinating community was equal to Xp;=35 mg protein/L.

The best-fit solutions of both multistart applications reproduced the observations of the batch test
adequately (Fig. 5.14). Their mean absolute simulation errors were similar and equal to 14 uM for
TCE, 40 pM for cDCE, 290 uM for VC and 18 pM for ETH. Simulation errors for VC are almost
an order of magnitude greater than the respective errors for culture NTUA-M2 and SDC-9. This
is a result of the large VC concentrations encountered in this batch test (almost an order of
magnitude greater than the VC concentrations in NTUA-M2 and SDC-9 as well).
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Fig. 5.14. Observed and simulated sequential dechlorination of TCE in culture PM. Simulations were
performed with parameter sets obtained from the best-fit solutions obtained by the SQP-based multistart
strategy (solid lines) and the GPS-based multistart strategy (dashed lines).
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In terms of efficiency, the multistart approach employing the SQP search routine was again
preferable in this problem as well. It ran for 1000 starting points, estimated 289 distinctive local
solutions and required 2.6 hours of computation time. On the other hand, the GPS-based
algorithm estimated 320 local solutions after 1000 local searches, which required 27 hours of
computation time. The GPS-based approach demonstrated significantly lower convergence rates,
as an average of 700 iterations per local search were needed for the estimation of a local solution.
Even if both multistart approaches failed to locate all the local minima of the problem, the
estimated total relative volume of the observed regions of attraction were greater than 90%. Thus,
significant parts of the regions of attractions were investigated.

The multistart-obtained parameter sets are different to the parameters reported by Yu and
Semprini (2004), except from the cDCE-related parameters (Table 5.11). With respect to TCE
consumption, both solutions provided parameters distinctive to those specified by Yu and
Semprini (2004). Particularly, in both best-fit solutions, low consumption rates of TCE were a
result of 10w #uu rcrps values and high Ky rer.ps values (i.e. low affinity for TCE). Haldane inhibition
coefficients were two times greater than the coefficient specified by Yu and Semprini (2004),
indicating a weaker self-inhibition of TCE. The multistart-obtained self-inhibition coefficients are
closer to the findings of Yang and McCarty (2000), who reported that TCE was degraded to
concentrations up to 2260 pM without apparent self-inhibition. With respect to VC-related
parameters, in the results obtained by the GPS-based multistart approach, incomplete
dechlorination of VC was attributed to the impact of self-inhibition, as indicated by the low Ki.ic
values. Models with diverse functionalities were obtained by the multistart strategy. Thus,
conclusions on the underlying mechanisms drawn exclusively on parameter estimates may be
erroneous, unless they are cross-confirmed by supplementary experimental observations.
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Table 5.11. Estimated Kinetic parameters for dechlorinating culture PM estimated by the SQP-based
and the GPS-based multistart algorithms.
TCE cDCE vVC
tmacipt Ksipi Kuipr | pwasipr Ksipr Kuipr | phwasipr Ksipr Kwips

(days?!)  (uM) M) | (days)  @M)  @M) | (daysh)  @M)  (@M)

SQP_}.)ased 0.40 11.69 1929 0.10 1.28 8961 0.01 602 8532
multistart
GPS_Pased 0.42 8.57 1789 0.10 0.98 8995 0.03 465 1124
multistart

Yu and

Semprini 074 276 900 | 013 190 6000 | 0.1 602 7000
(2004)

For the sake of completeness, the PCE-fed batch tests were simulated using the PCE-related
parameters estimated by Yu and Semprini (2004) (see Table 5.10). As indicated by Fig. 5.15, both
best-fit solutions reproduced all the batch tests sufficiently and in a comparable accuracy to the
parameter set of Yu and Semprini (2004). The relative performance of the two best-fit solutions
changed at the two batch tests with elevated PCE concentrations. Yet, simulation errors were still
comparable and, thus, it was still hard to discriminate among the two multistart-provided solutions
and the solution given by Yu and Semprini (2004).
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Fig. 5.15. Observed and simulated sequential dechlorination of PCE in culture PM. Simulations were
performed with parameter sets obtained from the best-fit solutions obtained by the SQP-based multistart
strategy (solid lines) and the GPS-based multistart strategy (dashed lines).

It was possible to discriminate among the solutions, when a numerical test with low TCE initial
concentration was used (Stce(f) =300 pM). At such low chloroethene concentrations, Haldane
inhibition is irrelevant and, hence, differences in the remaining kinetic properties of dechlorinators
can be highlighted. Indeed, the GPS solution was significantly different than the solution of Yu
and Semprini (2004) and the solution of the SQP-based multistart approach: due to its greater z.
value for VC, the GPS-based solution predicted a faster VC removal compared to the solution of
Yu and Semprini (Fig. 5.16). On the other hand, the SQP-based solution had a similar output to
the one predicted by Yu and Semprini (2004). All solutions were completely equivalent during the
first two steps of dechlorination, i.e. TCE and cDCE consumption. Therefore, differences in TCE-
related parameters cannot be distinguished under these initial conditions.
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Fig. 5.16. Simulated degrees of dechlorination in dechlorinating culture PM fed with 300 uM TCE.
Simulations correspond to the best-fit solutions of the two multistart algorithms and the solution of Yu
and Semprini (2004).

Trusting that the solution of Yu and Semprini (2004) is a good approximation of the true behavior
of culture PM, a search within the good-fit solutions of the GPS-based algorithm was performed
in order search for solutions with behavior similar to the one of Yu and Semprini (2004). Almost
30% of the local optimum solutions demonstrated mean absolute simulation errors comparable to
those of the best-fit solution. For the good-fit solutions, Ercx: ranged from 18 uM to 22 uM, E.pcr
ranged from 40 uM to 70 pM, Er¢ ranged from 290 pM to 330 uM and Egrry ranged from 12 to
20 uM. In these solutions, Ki.ic values varied from 500 pM, indicating severe self-inhibition of
VC should be considered to 9000 uM, indicating that self-inhibition could have been neglected.
In these solutions, the impact of self-inhibition was compensated by combinations of the
maximum specific growth rates and half-velocity coetficients. The good-fit solutions were also
tested in a numerical experiment performed with a moderate initial TCE concentration, Srcx(f) =
300 pM. In the family of good-fit solutions of the GPS-based algorithm (Fig. 5. 17b), there were
solutions that were closer to the solution of Yu and Semprini (2004). Conversely, in the SQP-
based solutions, there were many parameter sets that deviated from the best-fit solution when
tested with low TCE concentrations (Fig. 5. 17a).

100 ithm_

100

- e [ Area of good-fit solutions
- = - - Bestfit sclution

(a) 8QP-based algorithm (b) GPS-based algor

5 5 80 Yu and Semprini (2004)
= ®
£ £
S 5 60
= =
3 g
T 40 T 40
5 5
@ ©
o ¢
5 20 & 20
o a
0 0 . .
0 10 20 30 0 10 20 30
Time {days) Time (days)

Fig. 5.17. Simulated degrees of dechlorination in dechlorinating culture PM fed with 300 uM TCE.
Simulations correspond to the solution of Yu and Semprini (2004) and the good-fit solutions of (a) the
SQP-based multistart algorithm and (b) the GPS-based multistart algorithm.
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5.6 Concluding remarks

In this chapter a multistart optimization strategy was designed for the estimation of parameters
employed in Monod-type kinetic models describing dechlorination. The multistart optimization
strategy was tested on three kinetic models considering dechlorination and the growth of
dechlorinators, with distinctive mathematical formulations under varying TCE concentrations: (a)
a simple version of the model developed in Chapter 4, (b) the competitive inhibition model of
Schifer et al. (2009), and (c) the competitive and self-inhibition model developed by Yu and
Semprini (2004). Two local search routines were examined, a derivative-based routine (an SQP
method) and a derivative-free routine (a GPS method).

The application of the multistart strategy identified adequate models of dechlorinating cultures
NTUA-M2, SDC-9 and PM, without being trapped in areas of the parameter space that contained

erroneous local solutions.

Based on the application of the multistart approach in the three kinetic models, the SQP derivative-
based routine was found superior in terms of efficiency compared to the GPS derivative-free
routine. Nonetheless, both local search routines were equally reliable and produced solutions with
good quality of fit.

The use of the proposed Bayesian stopping criterion was ineffectual and the multistart algorithm
was terminated when the maximum allowable number of iterations was reached (i.e. 1000 starting
points). Due to parameter correlation, the objective function is significantly rugged having, thus,
many local solutions. The computational effort to find the true global minimum is rather heavy
and not accompanied by a clearly better fit of the model output to the experimental observations.
Considering the above, in the more complicated models of the following chapters, the SQP-based
multistart algorithm will be employed for a workable maximum number of local searches.

Investigating large areas of the parameter space provided confidence that the conceptualization
embodied in the best-fit solution of the multistart strategy is not flawed. For culture NTUA-M2,
the common functional characteristics of the good-fit solutions provided evidence that TCE-to-
cDCE dechlorinators consume most of the supplied TCE and that cDCE has inhibitory effect on
VC removal. For culture PM, the good-fit solutions question the finding of Yu and Semprini (2004)
who concluded on the toxic effect of high TCE concentrations based on their parameter estimates.

The application of the multistart strategy delineated a frame into which to work with complex
models. It demonstrated that many diverse-yet-equivalent local solutions can be specified from
collective parameter estimation efforts. These solutions should be tested under diverse
observations in order to discriminate among them and detect those that have a good probability
of being acceptable approximations of the true behavior of a culture. In both literature-reported
models, such acceptable approximations were harbored in the families of these equivalently good-
fit solutions without being necessarily the best-fit solutions. In the absence of observations with
discriminating power (e.g. culture NTUA-M2 or PM), the survey of good-fit solutions illustrates
the limits of trust for the estimated parameter ensembles and guides the selection of initial
conditions with high discriminating power.
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Chapter 6: Choosing among candidate
conceptual models for the make-up of the
dechlorinating community

6.1 Introduction

Kinetic models are growing in complexity and even more often they are employed to corroborate
the study of inhibitory impacts induced by chloroethenes to dechlorinators (e.g. Yu and Semprini,
2004) or the competition for chloroethenes among dechlorinators and the respective population
dynamics (e.g. Becker, 2006; Lai and Becker, 2013). As models grow in complexity, the need for
more knowledge on the underlying inhibitory or competitive mechanisms inevitably becomes
more profound. Even if this need has already been addressed (Chambon et al., 2013), such
microbial mechanisms are difficult to analyze experimentally, because batch tests performed to
assess the magnitude of inhibition and the dynamics of dechlorinating populations are difficult to
control. It is hard to deconvolute experimentally the inhibitory mechanisms and populations
dynamics, as concentration of chloroethenes are constantly changing during the stepwise
dechlorination reactions, while dechlorinators cannot be easily maintained in pure cultures (Adrian
and Loftler, 2016). Thus, complex models are frequently overfitted to information-poor data sets,
i.e. data sets deriving from batch tests with mixed microbial communities, in which the functional
structure of the dechlorinating community is largely unknown (e.g. NTUA-M2, Antoniou, 2017;
PM culture, Yu and Semprini, 2004; SDC-9 culture, Schiffer et al. 2009). Overfitted models
describe experimental observations sufficiently, yet, their predictive value is low. Thus, when the
models are to be extended to field scale, kinetic parameters should be treated as place to begin,
rather than as an unquestionable proof for the relevance of a microbial mechanism. Then, the
design of parsimonious models becomes an option, as model reduction may result in more
trustworthy parameters and reliable predictions.

Culture NTUA-M2 is a typical case of dechlorinating cultures accompanied by information-poor
data. Despite being monitored for years and analyzed at a molecular level, it is unclear which and
how many different chloroethene-respiring microorganisms perform each step of the sequential
dechlorination of TCE. Dechlorinating bacteria have a rather pronounced strain and enzyme
specialization and, as Duhamel and Edwards (2000) report, inferring the functional redundancy
based on phylogenetic abundance needs caution. Thus, even the concept of two dechlorinating
populations thriving in the culture may approximate crudely the real structure of dechlorinators.

In the set-up of the model (Chapter 4), we incorporated the information provided by the FISH
analysis performed (Panagiotakis et al, 2014). Two hydrogenotrophic dechlorinators were
included in the model, a TCE-to-cDCE dechlorinator (as Sulfurospirillun which were equal to 8%
of the overall cell count) and a TCE-to-ETH dechlorinator (as Dehalococcoides mccartyz, which
comprised 49% of the overall cell count). As discussed in Chapter 5, using data from a batch study
performed with excessive Hz and butyrate supply, a simple Monod-type kinetic model was
calibrated and the kinetic parameters of the two dechlorinators were estimated (Chapter 5). The
model described adequately chloroethene consumption rates. Simulation results indicated that
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TCE-to-cDCE dechlorinators consumed most of the supplied TCE (almost 70% of TCE) and
that cDCE inhibited VC consumption (a low inhibition coefficient was calculated).

The model used in Chapter 5 may have been overfitted, as seven parameters were adjustable and
estimated by a single batch test. Thus, the estimated parameters may be unreliable. Therefore, two
candidate conceptual models for dechlorination with decreasing complexity were designed, in
order to mitigate the impact of overparameterization. Then, apart from the quality of fit, we
employed a Monte Carlo scheme and assessed parameter and prediction reliability deriving from
experimental noise in the models. In the search for a balance between model performance and
prediction reliability in chloroethene biodegradation models, we used a measure of applied interest
and investigated whether model reduction would entail performance reduction.

6.2 Candidate models of the make-up of the dechlorinating community

Three candidate conceptual models were considered for the description of the dechlorinating
community. The first model (referred to as the reference model) is the two-dechlorinator model
described in Chapter 5. In addition, two alternative models of decreasing complexity were
considered. Both models are knowingly less accurate approximations of culture NTUA-M2.

The first simplified modeling approach (referred to as model variation 1) also employs two
dechlorinating species, a TCE-to-cDCE dechlorinator growing exclusively on TCE and a cDCE-
to-ETH dechlorinator growing on cDCE and ETH. Hence, we ignore any competition among the
dechlorinators for TCE, assuming that partial dechlorinators consume all the supplied TCE. What
is more, inhibition induced by the presence of more chlorinated ethenes to their less chlorinated
daughter compounds is ignored. Any possible stall on VC consumption will be described by a
change in the half-velocity coefficient of VC. Considering the above-mentioned assumptions,

chloroethene consumption rates are calculated as follows:

‘max, j S
ro =t e S ©6.1)
’ Y/ ’ KX,Z'—/ +Si

in which (a) when 7 = TCE, then ; = D2 (TCE-to-cDCE dechlorinators) and (b) when /= cDCE
or VC, then / = D1 (¢cDCE-to-ETH dechlorinators).

The second simplified modeling approach (referred to as model variation 2) considers a single
aggregate dechlorinating population and neglects any inhibitory mechanisms. Chloroethene
consumption rates are described by the following equation:

Hinax J S,
r_.=— 2 X : 6.2
" Y YK, +S, -2

j Sii=j

in which 7= TCE, cDCE or VC and j = D1 (TCE-to-ETH dechlorinators).

6.3 Application of the multistart strategy for parameter estimation

In this section, we will concentrate on the application of the multistart strategy for the parameter
estimation of the two simpler models, as parameter estimation of the reference model has been
discussed in Chapter 5. Both models were fitted to the data obtained from the batch experiment
described in Chapter 5. Chemical initial concentrations (chloroethene concentrations), growth
yields and decay coefficients were considered as fixed parameters. Initial biomass concentrations
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for each model were calculated as described in Section 5.4 and are presented in Table 6.1. Only
maximum specific growth rates (#..,) and half-velocity coefficients (Kj:) were considered
adjustable and they were constrained by the range of literature reported values. For model variation
1 five kinetic parameters have to be estimated, while for model variation 2 only four parameters
are adjustable.

Table 6.1. Model input and estimated initial biomass concentrations for the two simpler models.

Model variation 1 Model variation 2
cDCE-to-ETH  TCE-to-ETH TCE-to-cDCE
dechlorinator dechlorinator dechlorinator
Yield, ¥; (mg VSS/pmol CI) 2.80x 107 496x 107 496x 107
Decay coefficient, b; (d") 0.024 0.024 0.024
Initial biomass, X;(mg VSS/1) 8.4 4.8 17.1

The first variation of the model resulted in calculated curves that fitted the observed concentration
values with fair accuracy (Fig. 6.1b), resulting in mean absolute errors equal to 10 pM for TCE, 19
uM for cDCE, 52 pM for VC and 37 uM for ETH. Compared to the reference model (compare
Fig. 6.1a to Fig. 6.1b), this simplification reproduced the data less accurately and failed to predict
VC degradation. The multistart strategy needed only 300 starting points to return a global optimum
solution and, thus, consumed a lower computation time.

The one-dechlorinator model failed to provide an adequate fit to the chloroethene observations,
with mean absolute errors equal to 86 uM for TCE, 89 uM for cDCE, 77 uM for VC and 53 uM
for ETH. Yet, it described ethene production satisfactorily (Fig. 6.1¢c). The local search routine
was performed for only 110 starting points and required approximately 5 minutes of computer
time. This is a 7-fold decrease of computational burden compared to the reference model.
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Fig. 6.1. Observed and simulated sequential dechlorination of TCE in dechlorinating culture NTUA-
M2. Simulations were performed with the best-fit solutions of (a) the reference model, (b) model
variation 1, (c) model variation 2.

6.4 Assessment of parameter and prediction reliability

The effect of experimental noise on the reliability of estimated parameters was assessed by a Monte
Carlo scheme proposed by Nickerel et al. (2009): in the data set used for parameter estimation, a
normally distributed error was injected and the multistart parameter estimation approach was
performed using the noisy data set. As information on the standard deviation of each measurement
is known, noisy data sets were created by introducing a normally distributed relative standard
deviation (RSD) equal to the RSD of each measurement (3% for TCE, 4% for cDCE, 13% for
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VC and 12% for ETH). Nickerel et al. (2009) used 500 synthetic, noisy data sets for the estimation
of parameter reliability, but in our approach, a workable number of 200 synthetic data sets was
constructed. The magnitude of the parameter ensembles may be not significant (200 parameters),
but it can give a crude estimate of the practical reliability of each parameter. Based on the 200
global optimum solutions for each model, the RSD of each parameter was calculated as a measure
of parameter reliability. Finally, it should be noted that for reproducibility purposes, the initial
starting points used for parameter estimation were also used for each multistart application in the
synthetic noisy data sets.

An overall opposite trend of model complexity and parameter reliability can be observed for most
of the model parameters. As simpler models are employed (moving from the reference model
towards model variation 2) tighter parameters are estimated, with the exception of the half-velocity
coefficients for TCE and cDCE. For the reference model, half-velocity coefficients and the
inhibition coefficient of cDCE were significantly affected by the experimental noise as indicated
by the RSD values in Table 6.2. Only maximum specific growth rates were estimated with relative
confidence. TCE consumption was overfitted in this modeling approach, as four kinetic
parameters (two for each dechlorinating species) were fitted to the TCE concentrations of the first
day of the experiment. In addition, the poor reliability of the inhibition coefficient underscores the
possibility that cDCE inhibition may not be necessary to describe the observed VC consumption
rates. Ignoring competitive inhibition and the competition for TCE (model variation 1), improved
the reliability of the parameters, except for the half-velocity coefficient for cDCE. Finally, the one-
dechlorinator model (model variation 2) has more certain parameter estimates, apart from the half-
velocity coefficient for TCE. Thus, from the current data set, tight parameters cannot be calculated
even for the most parsimonious model.

Table 6.2. The relative standard deviation (%) for each parameter assessed from randomly generated
noisy data sets.

Reference Model Model
model variation 1 variation 2

TCE-to-cDCE tnasp2 (days™) 26.0 2.3 -
dechlorinator K rer.p2 (M) 151.4 14.8 -

Loapr (days™) 14.0 9.3 34

Ks,reepr (uM) 17.6 - 64.0

’ggcﬁi:)(;f;g Ks.pcepr (WM) 75.8 232.7 20.8

Ksvepr (uM) 28.8 3.9 0.0
Kintapcepr (uM) 57.5 - -

As Gutenkunst et al. (2007) mention, loose parameters may produce tight predictions. Unreliable
parameters may not affect significantly the predictive abilities of the model. Therefore, we have to
quantify the reliability of each prediction and not use parameter reliability as a performance
criterion. To this end, we specified a quantitative measure that would assist us compare the
predictive abilities of the alternate conceptual models. The time to achieve complete dechlorination
(i.e. the time required for VC to reach concentrations less than 0.03 uM or 2 pg/l, which is the
maximum contaminant level for drinking water) was used. Then, based on the 200 values of each
parameter, their empirical probability distributions were calculated (using the fitdist function of
MATLAB®). Then, a sample of 1000 random parameter ensembles was created for each model,
consistent with the respective empirical probability distributions. Finally, the four numerical tests
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performed in Chapter 5 (Table 6.3) were repeated for 1000 times using the randomly created
parameters and calculated prediction uncertainty for the estimated time of complete chloroethene
detoxification. As only one numerical test coincides with an actual batch experiment (Test 1 in
Table 6.3), for the three remaining numerical tests we will be discussing only the relative
performance of the three alternate models.

Table 6.3. Initial chemical and biomass concentrations for the four numerical tests performed with the
three dechlorination models of culture NTUA-M2.

Component
Xpi(t=0) Xp2(t=0)
Srer(t=0) [mg VSS/]] [mg VSS/]]
[wM] Reference Varlimon Varl;mon Reference Van;mon Van;tlon
Test 1 596 10.2 8.4 17.1 3.9 4.8 -
Test 2 50 10.2 8.4 17.1 3.9 4.8 -
Test 3 1800 10.2 8.4 17.1 3.9 4.8 -
Test 4 1800 2.6 2.1 4.3 1.0 1.2 -

The reference model provided a relatively accurate prediction of chloroethene detoxification time
(Fig. 6.2a); the mean predicted chloroethene elimination time was 7.1 days, whereas the observed
chloroethene elimination time was 6 days. The prediction was unreliable though, as the 90%
confidence intervals varied significantly from 4.1 to 12.1 days. Model variation 1 missed to predict
chloroethene elimination accurately. The mean predicted time was 10.5 days, a 1.7-fold greater
value than the observed. It provided, however, a very tight prediction. On the other hand, model
variation 2 also provided a tight estimation of the chloroethene elimination time, which was only
slightly inaccurate (mean calculated time was 8.1 days, whereas observed time was 6 days). Overall,
even if not every step of dechlorination is simulated accurately with model variation 2, it predicted
that the dechlorinating culture would pass the bottleneck of VC consumption at a time comparable
to the observed. Hence, a slightly inaccurate prediction with greater confidence and lower
computational burden derived from the simple kinetic model employing an aggregate
dechlorinating population.

For the remaining three numerical tests, predictions for chloroethene elimination times from
model variation 2 were close to the predictions calculated from the reference model (Fig. 6.2b to
6.2d). If we assume that the reference model approximates accurately chloroethene elimination
under the conditions prevailing in the three numerical tests, then model variation 2 is again more
accurate compared to model variation 1 and slightly less precise (i.e. wider confidence intervals).
Nonetheless, when higher TCE values were introduced the differences in prediction accuracy were
diminished among the three models. Given the availability of chloroethenes, chloroethene removal
is more sensitive to maximum specific growth rates, which were close for all conceptual models.
Considering the above, again model simplification was not accompanied by performance
reduction.
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Fig. 6.2. Predicted and observed chloroethene elimination times for the four numerical experiments
performed with dechlorinating culture NTUA-M2 and the three alternate models of the dechlorinating
consortium. The error bars correspond to the 90% confidence intervals of each prediction.

For every model considered herein parameter uncertainty was not directly proportional to
prediction uncertainty. For example, in the reference model the RSD of the prediction of
chloroethene elimination time in Test 1 was approximately equal to 20%, which is lower than most
of the calculated RSD for the model parameters. Model behavior depended mainly on specific
parameter combinations. For example, model variation 1 was insensitive to the poorly identified
half-velocity coefficient for cDCE. Thus, even if these parameters could be precisely measured,
the predictive ability of the model wouldn’t be significantly enhanced.

6.5 Concluding remarks

From the preceding findings, it was shown that when the model is intended for predictive purposes
that do not require drastic extrapolation outside the conditions used for parameter estimation, the
modeler is advised to examine more simplifying approaches, even if it they are knowingly less
accurate approximations of reality. To answer questions of applied interest, the computational
burden resulting from more complex models may not be accompanied by proportionally
significant improvements in their predictive abilities. The computational burden may seem
workable when single batch tests are modeled, but it would be heavier when the model is extended
for field applications and transport is also considered. What is more, it can be argued that it may
be unnecessary to insist on the measurement of kinetic parameters, as not all of them enhance
model predictivity; the difficulty of deconvoluting inhibitory or competitive microbial mechanisms
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in mixed cultures may be greater than the profit of knowing the exact value of the respective kinetic
parameters.

The findings of this chapter are based on the comparison of three models of one dechlorinating
culture, while model evaluation was based on a specific question of applied interest. Thus, these
findings should not be regarded as if they are applicable for every kinetic model of dechlorination.
Nonetheless, the preceding analysis puts forth two concepts that should be considered in kinetic
modeling of dechlorination: (a) model reduction and (b) the necessity of direct parameter
measurements.
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Chapter 7: Elucidating the composition of non-
dechlorinators in a methane-producing,
chloroethene-degrading mixed culture

7.1 Introduction

In mixed methane-producing, chloroethene-degrading cultures, dechlorinators may thrive
alongside with distinctive methanogenic species and syntrophic bacteria that mediate the use of
H». In such cultures, the primary (and obvious) concern is how to strategically supply the H.
sources and channel H» to dechlorinators. Hence, we focus on the competition for H, between
dechlorinators and methanogens. This perception implies that methane formation in
dechlorinating consortia is primarily hydrogenotrophic. This could be a valid assumption in a
significant share of microbial communities reported in the literature (e.g. KB-1: Duhamel and
Edwards, 2006; ANAS: Richardson et al., 2002; VS enrichment culture: Yang and McCarty, 1998),
in which molecular analyses support the existence of H-utilizing methanogens. Yet, methane
formation in chloroethene-degrading cultures is not solely H.-dependent. Acetate-dependent
methanogenesis has been reported as the main methanogenic pathway in mixed chloroethene-
degrading communities (Donnall dechlorinating culture: Rowe et al., 2008), while acetate-utilizing
methanogens have been reported as the major methanogenic population in dechlorinating
communities developed under laboratory conditions (Dennis et al., 2003) and established in the
tield (Macbeth et al., 2004). Therefore, if methane is produced concurrently with dechlorination,
acetate-utilizing methanogens should not be neglected. Concurrently, another field of competition
arises within the mixed culture, i.e. competition for acetate. This level of competition is frequently
overlooked. Yet, if low Hj-ceiling electron donor sources are used and acetoclastic activity is
evident, acetate can be oxidized towards H, production. Considering all the above, describing the
dynamics of H, production and consumption is performed in a context of uncertainty.

The goal of the present chapter is to investigate the composition and the functional role of the
non-dechlorinating community present in the mixed dechlorinating culture NTUA-M2. As
described in Chapter 4, culture NTUA-M2 demonstrated a robust dechlorinating performance
accompanied by an unsteady methanogenic activity. Methane variations coincided with acetate
fluctuations, indicating a correlation between methane formation and acetate consumption and,
hence, providing evidence that the main methanogenic pathway in this culture may be acetate-
dependent. However, the same outcome may have been produced by an alternative pathway, i.e.
the syntrophic association of acetate oxidizers and H,-utilizing methanogens. With the application
of our model, we will seek for evidence that corroborate the hypothesis that methane formation
is of acetoclastic nature and shed light in the make-up of the non-dechlorinating community.

To this end, a cross-confirmation strategy was implemented, in which different-yet-equivalent
approximations of the non-dechlorinating community were tested under varying initial conditions.
First, the multistart strategy was applied using a six-month long batch test conducted under limiting
electron donor conditions with material from source culture NTUA-M2. Then, taking advantage
of the non-uniqueness of the solutions, plausible mixed cultures were specified with differences in
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the functional structure and the relative abundance of non-dechlorinators; all these cultures
provided a good fit to the data of the batch test. Finally, two batch experiments with different
electron donors in elevated surplus quantities were simulated, in order to find which realization of
the source culture gives the most probable explanation of the make-up of non-dechlorinators.

7.2 Experimental information

7.2.1 Long-term monitoring of dechlorinating culture NTUA-M2

Long-term observations of the source culture offered two types of evidence. First, they offered a
quantitative description of the most relevant parts of the catabolic food web established in the
culture. Based on the electron balance of the source culture, we found in Section 4.1 that
syntrophic acetate oxidation is an integral part of the food webs of culture NTUA-M2, along with
dechlorination, butyrate oxidation and methanogenesis. Second, long-term monitoring of the
source culture gave the opportunity to estimate steady-state biomass concentrations for the various
microbial groups, provided that a steady-state performance has been established for the respective
microbial activity.

Culture NTUA-M2 reached a steady state only with respect to dechlorination and butyrate
oxidation. Regarding methane and acetate, the culture reached a pseudo-state phase, which was
interrupted by periods of suppressed methane formation and inversely elevated acetate
concentrations (inhibited steady state). Thus, steady-state biomass concentrations can be estimated
for the two dechlorinating species and butyrate oxidizers, but not for methanogens or acetate

oxidizers.

For dechlorinators, steady-state (SS) biomass concentrations were calculated in Chapter 5,
according to the following equation:

— z Y/dSi —J

= YREYY) (7.1)

.88
where X5 is the steady-state biomass concentration of microorganism ;j (mg VSS/I), 6,is the solid
retention time (48 days), f/is the duration of the feeding cycles of the culture (7 days), and 4S5}, is
the quantity of substrate /7 consumed by microorganism ; during each feeding cycle (uM). In
Chapter 5, we selected Y, and 4 from the literature, assumed a reasonable 4S5, value for each
dechlorinating group (Table 7.1) and estimated the respective biomass concentrations. The
assumptions on 45, for dechlorinators were backed by the simulations with culture NTUA-M2 in
Chapter 5. Regarding butyrate oxidizers, the same approach was followed; we selected Y30 and bso
from the literature and calculated Xpo,s5 according to Eq. (7.1); dSs0 in Eq. (7.1) is the quantity of
butyrate supplied on a weekly basis, i.e. 300 puM butyrate (Table 7.1).

Table 7.1. Steady-state substrate consumption for dechlorinators and butyrate oxidizers in culture
NTUA-M2.

Microorganism Substrate consumed on a weekly basis, dS;; (uM)
TCE-to-ETH dechlorinators — D1 647.9
TCE-to-cDCE dechlorinators — D2 '* 437.6
Butyrate oxidizers — BO 300.0

* It is assumed that 20% of the supplied TCE (a mean concentration of 547 uM was supplied on a weekly basis) is
consumed by partial dechlorinators. This assumption is supported by the results of the kinetic model estimated in
Chapter 5. : dSj;is expressed in uM of Hz
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Since methanogens never reached a steady state, a similar estimation of their biomass
concentrations cannot be performed. The same problem applies for acetate-oxidizing bacteria, as
the quantity of acetate consumed by them on a weekly basis cannot be estimated with certainty.
Therefore, initial biomass concentrations of methanogens and acetate oxidizers for the batch test
were treated as adjustable parameters. Nevertheless, upper and lower boundaries of these biomass
concentrations could be calculated by Eq. (7.1) by estimating the respective maximum and
minimum 45, values (Table 7.2). The lowest possible boundary for each methanogenic biomass
concentration is zero (assuming that the corresponding dSi;is zero). On the other hand, the upper
boundary was calculated assuming that, during the pseudo-steady state of elevated
methanogenesis, methane production was completely attributable either to H-utilizing
methanogens or to acetate-utilizing methanogens. For the acetate oxidizers (AO), the minimum
and maximum S 140 values were calculated from the mass balance for acetate (A): maximum S 4.
40 was calculated assuming that methanogenesis was entirely hydrogenotrophic (i.e. all acetate
yielding from butyrate oxidation is consumed by acetate oxidizers), whilst minimum 4§ 110 was
calculated when the culture demonstrated increased methanogenic activity and methanogenesis

was presumed entirely acetotrophic.

Table 7.2. Minimum and maximum substrate consumption for Ho-utilizing methanogens, acetate-
utilizing methanogens and acetate oxidizers in culture NTUA-M2.

Substrate consumed on a weekly basis, dS.;(nM)

Microorganism )
Min Max
Ho-utilizing methanogens — HM ' 0.00 1898.80
Acetate-utilizing methanogens — AM * 0.00 474.70
Acetate oxidizers — AO ? 155.10 600.00

1: dSi;is expressed in uM of Ha
2. dS;is expressed in pM of acetate

7.2.2 Batch tests performed with culture NTUA-M2

A total of three batch experiments were available for dechlorinating culture NTUA-M2
(Panagiotakis et al., 2015; Antoniou, 2017). The experiments were performed with varying initial
electron donor types and quantities (Table 7.3). We divided these experiments in two groups. The
first group was used for the collective fitting of unknown parameters and the identification of
candidate approximations of the non-dechlorinating community. The second group was used to
cross-validate the identified candidate approximations of the culture.

Experimental observations of a batch test performed under a low electron donor surplus (LEDS-
B) was used as input for the solution of the parameter estimation problem. The experiment lasted
184 days and samples were taken periodically for the analysis of chloroethenes, ethene, methane
and VFAs. Initially 567 uM TCE and 300 pM butyrate were added. At the beginning of the
experiment, acetate was measured equal to 270 uM. The resulting electron donor surplus was equal
to 2.4 assuming that 1 mol TCE requires 6 pe” eq for its removal, 1 mol butyrate yields 20 pe eq
and 1 mol acetate produces 8 pe” eq. This experiment was used for parameter estimation due to its
low electron donor surplus; the limited availability for H, makes feasible to study competition for
H> and estimate the affinity for H, of H-scavenging species (dechlorinators and H-utilizing
methanogens). It should be noted, that this experiment was performed when the source culture
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had revived from an inhibited steady-state phase and, thus, it is close to the typical methanogenic

performance of culture.

Two experiments were used for cross-checking purposes, a butyrate-fed experiment with a
relatively high electron donor surplus (HEDS-B2), and a Hx-fed (MEDS-H2) experiment
performed with a moderate electron donor surplus. The H,-fed experiment is the experiment used
for the parameter estimation problem of the simple model in Chapter 5, and it was performed
when the culture was at inhibited steady state, i.e. experiencing acetate accumulation and low
methanogenic activity. On the contrary, the butyrate-fed experiment (HEDS-B2) was performed,
when methanogenesis was not suppressed, like the experiment used for parameter estimation
(MEDS-B2).

Table 7.3. Initial donor and TCE concentrations and electron donor surplus for the batch experiments
used for parameter estimation (experiment LEDS-B2) and model cross-examination (experiments
HEDS-B2, MEDS-H2).

Batch test Butyrate  Acetate H, TCE Electron donor Duration
(»M) M) M) EM) surplus' (days)
LEDS-B2 300 270 - 567 2.4 184.0
HEDS- B2 2230 258 - 601 12.9 9.2
MEDS-H2 300 900 3000 597 5.4 6.0

I: Electron donor surplus is calculated assuming that 1 mol butyrate yields 20 e- eq.

7.3 Model development

Fig. 7.1 demonstrates the processes occurring concurrently with the anaerobic degradation of
chloroethenes in our modeling approach for culture NTUA-M2. Table 7.4 presents the associated
reactions. According to our conceptual design, a butyrate-oxidizing community consumes the
supplied butyrate and produces H, and acetate. Ha is subsequently used by (a) TCE-to-ETH
dechlorinators, (b) TCE-to-cDCE dechlorinators, and (c) H»-utilizing methanogens. Acetate is
either converted to methane by acetate-utilizing methanogens or it is consumed by acetate-
oxidizing bacteria for the production of H». Finally, decaying cells contribute to the electron donor
pool, as they are considered to yield butyrate. The non-linear system of differential equations that
constitutes the model and the mathematical formulation of the reaction rates have been presented
in Chapter 4.
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Fig. 7.1. Microbial processes considered in the model.

Table 7.4. Biological processes included in the conceptual model and the corresponding chemical
reactions (subset of processes included in Table 4.1).

Process

Reaction

H; production

Butyrate oxidation

Acetate oxidation

CH,CH,CH,CO0™ +2H,0 — 2CH,CO0™ +2H, +H*
CH,COO™ +4H,0 — 4H, +2HCO; + H'

Dechlorination

TCE consumption
DCE consumption

VC consumption

C,HCl,+H, = C,H,Cl,+Cl”
C,H,Cl, +H, —C,H,Cl+CI
C,H,Cl+H, »C,H,+CI"

Methane production

H»-dependent methanogenesis 4H2 + COZ —4CH 2T 2HZO
Acetate-dependent methanogenesis  CH,COO™ +H,0 — CH, + HCO,

7.4 Application of the multistart optimization strategy

The aim of parameter estimation is two-fold. Parameter estimation aims to specify the kinetic
properties and the unknown initial biomass concentrations of microbial groups, which (a)
reproduce sufficiently the observed data and (b) constitute different microbial communities with
respect to the non-dechlorinating bacteria (i.e. H»-utilizing methanogens, acetate-utilizing
methanogens and acetate oxidizers). Therefore, the goal of parameter estimation is to identify
solutions with (a) common biomass concentrations and kinetic parameters for dechlorinators and
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butyrate oxidizers (i.e. the fixed part of the culture), (b) diverse biomass concentrations for the
non-dechlorinating species, and (c) diverse kinetic properties for the non-dechlorinating species.

A heuristic approach was designed in which the multistart optimization algorithm was used in
three phases. Each phase coincided with the three previously described goals. After the first phase,
the kinetic parameters of dechlorinators and butyrate oxidizers, which were the fixed part of the
candidate cultures, were specified. Following the second phase, three cultures with distinctive
biomass distributions with respect to non-dechlorinators were identified. Finally, after the third
phase cultures containing diverse functional characteristics were estimated. Schematically this ad-
hoc approach is given in Fig. 7.2. Every modeling decision taken en route to the estimation of all
the model parameters will be discussed thoroughly in the following sections.

|
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Fig. 7.2. Schematic representation of the ad hoc parameter estimation approach and the modeling
decisions taken to detect the candidate approximations of culture NTUA-M2.

The specifics of the multistart algorithm have been decided and discussed in Chapter 5. Thus,
during each phase of the parameter estimation problem, a sequence of 1000 quasi-random starting
points from the feasible area of the parameter space was created and local searches with the SQP
routine were performed. Following the execution of 1000 local searches, the Bayesian estimate of
total local solutions was calculated, giving an inkling of how exhaustively the multistart algorithm
had searched the parameter space.

The model was fitted to experimental observations comprising chloroethenes (TCE, cDCE, VC),
ETH, methane, and volatile fatty acids (VFAs), i.e. butyrate and acetate. The output of each local
search solution is expressed in units not readily comparable to the units of experimental
measurements (the objective function, J(p), returns results in squared concentrations). Therefore,
for every local solution and for convenience purposes, the quality of fit was assessed with the mean
absolute error calculated for chloroethenes, ethene, methane and VFAs (it was calculated as
described in Section 5.4). Finally, the progress of dechlorination over time in these tests will be
demonstrated with an aggregate measure, i.e. the degree of dechlorination (DoD). The degree of
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dechlorination, DoD, was calculated from the concentrations of chloroethenes and ETH as follows
(Manoli et al., 2012):

D 0 D — ‘S‘rDCE + ZSVC + 3SI:‘TH

3(STCE +SfDCE +SVC +SETH)

(7.2)

Comparisons between observed and simulated observations of chloroethenes for each simulated
batch test are available in Appendix A.

Preparing the multistart algorithm

The problem is certainly ill-posed, as its complexity relative to the quantity of available
experimental information does not allow for rigorous estimation of all the components of the
model. A total of 39 parameters are needed, i.e. 36 kinetic parameters, three initial biomass
concentrations (for the two methanogens and acetate oxidizers). In order to simplify the problem
and reduce the computational burden of our staged optimization strategy, 18 of the 36 of the
kinetic parameters were fixed to specific values.

First, the 12 growth yields and decay coefficients were fixed (two parameters per microbial group),
because (a) this decision allowed to specify steady-state biomass concentrations from Eq. (7.1) and
(b) these parameters vary within a relatively narrow range of values reported in the literature, as
shown in Tables 7.5, 7.6 and 7.7. What is more, we fixed the thresholds for acetate ($,,.4.10) and
H, utilization (Syirrp1, Swintrpz and i), as they also demonstrated a relatively narrow range of
values in the literature (Tables 7.5 and 7.6). Finally, we calculated and fixed Hainhibition factors
(v rrso and Siner10). Ho inhibition factor for butyrate oxidation was set equal to 0.25 and it was
estimated from the results of a syntrophic TCE-degrading coculture of Debalococcoides mecartyi and
butyrate oxidizers reported by Mao et al. (2015); in their work, butyrate oxidation was
thermodynamically infeasible at an H, concentration of 1.2 pM. H, inhibition factor for acetate
oxidizers was set equal to 0.08 pM. The inhibitory H concertation Singir.40 was estimated from
the standard Gibbs energy 25° C under conditions typically encountered in the source culture
(calculations were performed for pH 6.8, 750 pM acetate and 357 uM bicarbonate). According to
the calculations, acetate oxidation is no longer thermodynamically feasible for H, concentrations
exceeding 0.4 pM.

The remaining kinetic parameters (18 parameters), comprising maximum specific growth rates
(Una)), half-velocity coefficients (Ky) and the first-order coefficient for endogenous decay
contribution (Kkp), were considered adjustable. These parameters were constrained by the wide
range of literature reported values presented in Tables 7.5, 7.6 and 7.7; note that in Table 7.5 due
to the presence of two dechlorinators the number of adjustable parameters is nine (twWo .. values,
two Ksvalues for TCE, two Kyvalues for Hy, one Ky value for cDCE, VC and one Kingoce value).
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Table 7.5. Fixed and adjustable kinetic parameters implemented for the two dechlorinators for the first
phase of the parameter estimation strategy.

Substrate Parameter Type Range of Feasible Reference
(units) values Area/Value
TCE-to-ETH dechlorinators (f/=D1) and TCE-to-cDCE dechlorinators (/=D2)
TCE, Maximum specific growth )

Adjustabl 0.01-4.30 ! 0.01-4.30 -
¢DCE, VC  rtate, /iy (days ") justable @-0)
TCE Half-veloci ffici

’ aveloaty coetieient  Adjustable  0.05-602.002  0.05-602.00 (©-@)

cDCE, VC K, (uM)
Inhibition coefficient,

vC Adjustable  0.05-602.003  0.05-602.00 .
Kint.oce (WM) justable
Half-velocity coeffici

H, alveoaty coetieient,  Adjustable  0.007-0.100  0.007-0.100 d-©
Ky ry (1M)

H, H, threshold, 11 (WMD) Fixed  0.001-0.024 0.002 ®

TCE, Growth yield, Yp; x107 ,

’ Fixed 0.18-9.60 * 496 ;

¢DCE, VC (mg VSS/umol) e ®-®
Growth yield, Y, x107

TCE rowth yield, Y, x Fixed 2.80 5 2.80 0
(mg VSS/umol)

- Decay coefficient, 4; (days™) Fixed 0.024-0.090 0.024 (4)-k)

1: Reported values of z,. for TCE range from 0.33 d-! (Cupples et al., 2004b) to 4.30 d! (Christ and Abriola, 2007),
for cDCE from 0.04 d! (Yu and Semprini, 2004) to 0.46 d'! (Cupples et al., 2004b), and for VC from 0.01 d-' (Yu and
Semprini, 2004) to 0.49 d'! (Cupples et al., 2004b). In our approach .. is a microorganism-related parameter and,
hence, we merged the three subranges into the one presented herein.

2: Reported values of Kj,; for TCE range from 0.05 uM (Lee et al., 2004) to 12.40 uM (Cupples et al., 2004a), for
cDCE from 0.54 uM (Fennell and Gossett, 1998) to 99.70 uM (Haest et al., 2010), and for VC from 2.60 uM (Haston
and McCarty, 1999) to 602.00 pM (Yu and Semprini, 2004). We merged the three subranges into the one presented
herein.

3: In the literature inhibition coefficients are typically set equal to the half-velocity coefficient for the respective
chloroethene, i.e. Kintiner = Kioer,. Consequently, the range of values for the inhibition coefficient was set equal to
the range of values for the half-velocity coefficients.

4 Yield coefficients ate reported in mg VSS/pmol assuming that one Debalococcoides mecartyi cell cotresponds to 1.6 x
1014 g of VSS (Cupples et al., 2003).

5: Only yields for Sulfurospirillum partial dechlorinators were considered.

(@) Yu and Semprini (2004), (b) Christ and Abriola (2007), (c) Lee et al. (2004), (d) Cupples et al. (2004b), (¢) Smatlak
et al. (1996), (f) Luijten et al. (2004), (g) Holmes et al. (2000), (h) Maymo6-Gatell et al. (1997), (i) Scholz-Muramatsu et
al. (1995), (j) Fennell and Gossett (1998), (k) Cupples et al. (2003)

88|Page



Chapter |7

Table 7.6. Fixed and adjustable kinetic parameters implemented for methanogens for the first phase of
the parameter estimation strategy.

Substrate Parameter Type Range of Feasible Reference
(units) values Area/Value
H»-utilizing methanogens
H: Maximum specific growth ~ Adjustable ~ 0.02-1.98 ! 0.02-1.98 (a), (b)
rate, Ui (dayst)
H, Half-velocity coefficient, Adjustable  0.50-18.40 1 0.50-18.40 (), (b)
Ky (M)
H, Growth yield, Yy x10-3 Fixed 0.30-2.20 0.78 (a), (b)
(mg VSS/umol)
- Decay coefficient, Fixed 0.011-0.080 1 0.024 @), (¢
lﬂHM (days*1)
H; Substrate threshold, S, i Fixed 0.005-0.950 0.011 (d)
rv (M)
Acetate-utilizing methanogens
Acetate  Maximum specific growth ~ Adjustable ~ 0.04-0.38 ! 0.04-0.38 (), (b)
rate, s (dayst)
Acetate  Half-velocity coefficient, Adjustable ~ 370-2031 ! 370-2031 (a), (b)
Ky 4.anr (uM)
Acetate  Growth yield, Y 4 x10°3 Fixed 1.10-1.40 1.40 (@), (b)
(mg VSS/umol)
- Decay coefficient, Fixed 0.007-0.029 1 0.024 (), ()
bay (days)
Acetate  Substrate threshold, Fixed 7-69 2 15 (e)
S 4 min-anr (M)

1: Parameter values were corrected from a temperature T to a temperature of 25°C according to the equations

(Rittmann and McCatty, 2001): ﬂr?]t;x,j = /u;ax,je

2: Reported values for Methanosaeta spp. are considered, since Methanosarcina spp. are expected to be dominant at
acetate concentrations greater than 1000 pM (Liu and Whitman, 2008).
(a) Pavlostathis and Giraldo-Gomez (1991), (b) Oude Elferink et al. (1994), (c) Clapp et al. (2004), (d) Loffler et al.
(1999), (e) Aulenta et al. (2006)

0.06(25-T) KB KT e—0.077(25—T)
> NSi-j T

Si-j

25 _ T 40.14(25-T)
, b =bje )
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Table 7.7. Fixed and adjustable kinetic parameters for butyrate and acetate oxidizers for the first phase
of the parameter estimation strategy.

Substrate Parameter Type Range of Feasible Reference
(units) values Area/Value
Butyrate oxidizers

Butyrate =~ Maximum specific growth Adjustable  0.21-0.60 ! 0.21-0.60 (@)
rate, o (days™)

Butyrate  Half-velocity coefficient, K53 ~ Adjustable ~ 160-3676 ! 160-3676 (a), (b)
(M)

Butyrate = Growth yield, Y30 x10-3 (mg Fixed 1.50-4.90 3.10 (©)
VSS/pmol)

H, H; inhibition coefficient, Fixed - 0.25 -
Summso (M)

- Decay coefficient, bpo (days™) Fixed 0.020-0.054 1 0.024 (a)
First-order coefficient for Adjustable - 0.001-0.010 -

- endogenous decay
contribution, Kgp (days™)

Acetate oxidizers

Acetate Maximum specific growth Adjustable  0.07-0.26 2 0.07-0.26 (d)
rate, tma.40 (dayst)

Acetate Half-velocity coefficient, Ks.4.  Adjustable - 500-2500 3 -
A0 (M)

Acetate Growth yield, Y40 x10- (mg Fixed - 0.70 -
VSS/umol)

H, H; inhibition coefficient, Fixed - 0.08 -
S0 (M)

- Decay coetficient, 410 (days) Fixed - 0.024 -

I: Parameter values were cotrected to a temperature of 25°C assuming that an increase of 10°C doubles maximum
specific growth rates and decay coefficients, while it reduces half-velocity coefficients by half.

2 The values were calculated by the reported doubling times and were cotrected to a temperature of 25°C assuming
that an increase of 10°C doubles maximum specific growth rates.

3: Qu et al. (2009) reported a Kj,4.40 value of 339 uM estimated under thermophilic conditions (55°C).

* Yield for acetate oxidizers has been thermodynamically predicted according to Duhamel and Edwards (2007)
assuming Sy = 50 nM and 4 = 750 pM.

(a) Pavlostathis and Giraldo-Gomez (1991), (b) Oude Elferink et al. (1994), (c) Kleerebezem and Stams (2000), (d)
Hattori (2008)

Bounding parameters was infeasible for two out of the 18 adjustable kinetic parameters.
Reasonable assumptions were made regarding their lower and upper limits. Following the literature
review, the first-order coefficient for endogenous decay contribution (Kgp) remained unbounded,
as the mathematical formulation employed for biomass disintegration has not been previously
utilized in kinetic models. In this case, the boundary values were assumed based on the
disintegration and hydrolytic rate coefficients reported by Batstone et al. (2002). In addition, half-
velocity coefficients for acetate oxidizers (K, 1.10) have not been reported in the literature, with the
exception of Qu et al. (2009), who estimated a Kj, 140 of 339 pM for thermophilic conditions (55°
C) in a anaerobic reactor with high VFA concentrations. The lack of reported values reflects the
absence of kinetic studies considering acetate oxidation specifically under low organic loads and
temperatures, i.e. conditions normally anticipated at contaminated sites. Despite being isolated
mainly in thermophilic conditions (Hattori, 2008), acetate oxidizers have been efficient acetate
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scavengers in natural habitats at temperatures as low as 15° C (Nisslein et al., 2001). Hence,
boundaries for Kj 4.10 were assumed to be comparable to those of acetate-utilizing methanogens
(compare Kj.1; values in Tables 7.6 and 7.7) and specifically to the members of the genus
Methanosaeta, as members of the genus Methanosarcina are expected to thrive with greater acetate
concentrations than those observed in the source culture (Liu and Whitman, 2008).

Chemical initial concentrations were measured at the beginning of the batch test and, hence, were
treated as fixed parameters. Regarding biomass concentrations, only the initial biomass
concentrations of dechlorinators and butyrate oxidizers were calculated from Eq. (7.1) and, hence,
were treated as fixed parameters (Table 7.8). On the contrary, initial biomass concentrations of
Hy-utilizing methanogens, acetate-utilizing methanogens and acetate oxidizers were treated as
constrained adjustable parameters. Their constraints were calculated from Eq. (7.1) and the end-
products of the culture during the achieved pseudo-steady states. Finally, in order to safeguard
against unrealistically high overall biomass concentrations, solutions producing an overall biomass
concentration greater than the 90% of the measured steady-state biomass concentration of the
source culture (i.e. 20.9 mg VSS/I) were ruled out. Hence, every culture may contain populations,
other than the six major groups considered herein, equal to at least 10% of the overall biomass
concentration (i.e. 2.3 mg VSS/I). This part of the biomass mostly consists from primary
fermenters that mediate the conversion of decaying cells to short-chain fatty acids, and inert cells.

Table 7.8. Initial biomass concentrations for the six microbial groups considered.

Component Symbol Value (mg VSS/1) Type
TCE-to-ETH dechlorinators Xbr1, 10.21 Fixed
TCE-to-cDCE dechlorinatots Xp2, 3.89 Fixed
Ho-utilizing methanogens XM 0.00-4.59 Adjustable
Acetate-utilizing methanogens X 0.00-2.11 Adjustable
Butyrate oxidizers X350, 2.95 Fixed
Acetate oxidizers X0, 0.26-1.34 Adjustable

Phase 1: The fixed part of the candidate approximations of culture NTUA-M2

In the first phase of parameter estimation we fixed the kinetic parameters of dechlorinators (D1
and D2) and butyrate oxidizers (BO), i.e. the bacteria that constitute the fixed part of the mixed
community. In addition, we segregated the parameter space into three pieces based on the relative
abundance of non-dechlorinators; each segment of the parameter space now represents a family
of cultures. Before discussing every modeling decision made and each result obtained, phase 1 is
schematically presented in Fig. 7.3.
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PHASE 1

Fix kinetic parameters of

D1, D2, BO to the values of
the best-fit solution Family A
Apply muttistart algorithm " Reduce Specify families of solutions e dg:rlrr:iﬂcs orAM
with 18 unknown kinetic Inspect “good-fit”
+ arameters and 3 unknown —* colutions [l parameter based on the relative Moderate dominance of
DD trat space abundance of HM, AM, AQ AM
iomass concentrations Eamily C
Narrow boundaries for High dominance of HM
kinetic parameters of HM,
AM, AQ

Move to phase 2

Fig. 7.3. Modeling decisions and results of the first phase of the parameter estimation strategy.

During the first phase of our heuristic parameter estimation approach, 1000 local searches were
performed, with 21 adjustable parameters (i.e. 18 kinetic parameters and three initial biomass
concentrations). Based on the 930 local minima discovered from the 1000 iterations, 12,903 local
minima are estimated to exist in the problem. In addition, the total relative volume of the observed
regions of attraction is equal to 13%, indicating that there is a rather significant part of the regions
of attraction that has not been investigated. Yet, based on the distribution of the values of the
objective functions of each local solution (Fig. 7.4), it is reasonable to deduce that there is a small
possibility to discover better local solutions from new starting points. Hence, emphasis was given
on the 52 local searches (approximately the top 5% of local solutions), that produced a fair fit to
the data according to the achieved mean absolute simulation errors. The best-fit solution and the
family of good-fit solutions are compared to experimental observations in Fig. 7.5 (parameter
values estimated for the best-fit solution are provided in Appendix A). Simulation errors for
dechlorination were less than 30 pM, less than 41 pM for VFAs, but were in the range of 220 uM
to 260 pM for methane formation.

The 52 good-fit local solutions described dechlorination and VFA consumption with fair accuracy
(Fig. 7.5a, 7.5c and 7.5d). Yet, they failed to reproduce the final levels of methane production (Fig.
7.5b). The good-fit solutions reproduced pootly methane formation, because in the batch
experiment the end-products accounted for 47% more electron equivalents than those offered.
The batch test appears to be deficient from day 7 in an electron equivalent basis, indicating that a
significantly better fit cannot be achieved for this data set; the model by defaults produces balanced
electron equivalent production and consumption and, therefore, it can simulate adequately either
dechlorination or methane formation. The remaining 95% of the local searches was trapped in
regions of the parameter space with local optimum solutions that couldn’t reproduce sufficiently
the experimental observations (see Appendix A for an example of poot-fit solutions).
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Fig. 7.4. Distribution of the objective function values of the 930 local solutions obtained from the first
phase of the parameter estimation strategy. The green-shaded bar is the family of good-fit solutions.
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Fig. 7.5. Comparison between the best-fit solution obtained from the first phase of the parameter
estimation strategy and the observed values from the batch test for (a) the degree of dechlorination, (b)
methane formation, (c) acetate concentrations and (d) butyrate concentrations.

On the basis of the parameter values of these 52 local solutions, insignificant reduction of the
parameter space was achieved concerning the kinetic parameters (compare Table 7.9 with Tables
7.6 and 7.7), with the exception of the kinetic parameters of butyrate oxidizers (i.e. 0, Ks50),
the first-order coefficient for the contribution of endogenous decay, Kep, and to some lesser extent
the kinetic parameters of dechlorinators (i.e. w1, Ksrcepi, Ksaocepr, Ksivepi, King, Kspps for
TCE-to-ETH dechlorinators and g2, Ksrcp-p2, Ksppz for TCE-to-cDCE dechlorinators). The
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kinetic parameters related to butyrate-oxidizers and dechlorinators (the latter were in good
agreement with those determined for the same culture in Chapter 5) were set equal to the
parameters of the best-fit solution and treated as fixed onwards (Table 7.10). This decision is in
accordance with our initial aim of producing alternate cultures with the same dechlorinators and
butyrate oxidizers.

Table 7.9. Range of values for the family of good-fit solutions of the first phase of the parameter
estimation strategy for methanogens and acetate oxidizers.

Substrate Parameter (units) Range of values

H;-utilizing methanogens

H, Maximum specific growth rate, g (days™) 0.05-1.98
H, Half-velocity coefficient, Ks.pymu (M) 0.50-5.50
Acetate-utilizing methanogens

Acetate Maximum specific growth rate, . (days™) 0.06-0.38
Acetate Half-velocity coefficient, K, 1.am (WM) 500-1920

Acetate oxidizers

Acetate Maximum specific growth rate, .10 (days™) 0.07-0.26
Acetate Half-velocity coefficient, Ks, 140 (WM) 500-1650

Table 7.10. Fixed Kkinetic parameters for dechlorinators and butyrate oxidizers deriving from the best-
fit solution of the first phase of the parameter estimation strategy.

Substrate Parameter (units) Symbol Value
TCE-to-ETH dechlorinators
TCE, DCE, VC Maximum specific growth rate (days™) HnasiD1 0.19
TCE Half-velocity coefficient (uM) Ksrerpr 58.10
DCE Half-velocity coefficient (uM) Ks,pcrpi 148.66
VC Half-velocity coefficient (uM) Ks,cpi 466.87
VC Inhibition coefficient (WM) Kintioce 20.00
H, Half-velocity coefficient (uM) K 1ps 0.079
TCE-to-cDCE dechlorinators
TCE Maximum specific growth rate (days™) Hnass, D2 2.85
TCE Half-velocity coefficient (uM) Ksrcrp2 602.00
H, Half-velocity coefficient (uM) K rip2 0.051
Butyrate oxidizers
Butyrate Maximum specific growth rate (days™) HomasiBO 0.52
Butyrate Half-velocity coefficient (uM) K550 213.00
Butyrate Ist-order coefficient for endogenous decay (days™)  Kgp 0.004

Concerning the unknown initial biomass concentrations, a negative correlation between the
concentrations of H,-utilizing methanogens and acetate-utilizing methanogens was detected (Fig.
7.6). In order to capture this correlation four values of the concentrations of acetate-utilizing
methanogens were selected and delimited three subranges, creating, thus, three families of cultures,
one with high dominance of acetate-utilizing methanogens (family A), one with moderate
dominance of acetate-utilizing methanogens (family B) and one with dominance of H,-utilizing
methanogens (family C). In these three families of cultures, acetate oxidizers were uniformly
distributed within a narrowed range of values, i.e. X0 ranged between 0.50 mg VSS/1 and 0.80
mg VSS/1 (Table 7.11). Creating these three families of cultures gives us the opportunity to
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perform a targeted search for solutions with (a) diverse non-dechlorinating communities and (b)
an improved fit of the model output to the observations.
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Fig. 7.6. Initial biomass concentrations of methanogens for the 52 good-fit solutions, illustrating the
three families of cultures used during the second phase of the parameter estimation strategy.

Table 7.11. Fixed and adjustable initial biomass concentrations following the first phase of the
optimization strategy.

Microorganism Symbol Type Range of values (mg VSS/1) Value
Family A Family B Family C (mg VSS/])

TCE-to-ETH .

dechlorinators X Fixed - - - 10.21
TCE-to‘-cDCE Xon, Fixed ) ] ] 150
dechlorinators

H:-utilizing
methanogens
Acetate-
utilizing Xamo Adjustable  1.20-1.60  0.70-1.20  0.50-0.70 -
methanogens
Butyrate
oxidizers

X Adjustable  0.01-0.40  0.40-0.80 1.60-2.10 -

XBO}g Fixed - - - 2.95

Acetate

. 1 X 40, Adjustable 0.50-0.80 -
oxidizers

Phase 2: The relative abundance of the candidate approximations of culture NTUA-M2

In the second phase of parameter estimation, we performed a targeted search for local optimum
solutions within the three families of cultures. Ultimately, we specified three cultures with
distinctive biomass distributions and improved fit to the observed data. An overview of phase 2 is
provided in Fig. 7.7.
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Fig. 7.7. Modeling decisions and results of the second phase of the parameter estimation strategy.

During the second phase of our strategy, we performed 1000 iterations with 41 fixed, 10 adjustable
parameters for each one of the three families of cultures. The feasible area of the parameter space
is defined by the range of values of the good-fit solutions of the previous phase (Table 7.9 and
7.11). Out of the 1000 local searches performed 910, 918 and 915 local optima were estimated for
families A, B and C, respectively. The best-fit points for each family of cultures were slightly
improved with respect to the achieved mean absolute simulation errors. More specifically, for the
best-fit solution of the three families, E, was 24 uM, while E,, was 227 uM, 224 pM and 211 uM
for families A, B and C, respectively.

For families A, B and C the sets of improved-fit points included 162, 120 and 156 local optima,
respectively. Insignificant reduction of the parameter space was observed (compare Table 7.12
with Table 7.9). In order to further decrease the size of the problem, the values for the initial
concentrations of acetate-oxidizing bacteria, acetate-utilizing methanogens and H-utilizing
methanogens from the respective best-fit solutions were treated as fixed onwards. Hence, the
initial biomass distributions for each family of cultures were determined from this stage of the
optimization strategy (Table 7.13).

Table 7.12. Range of values for the family of good-fit solutions of the second phase of the parameter
estimation strategy for methanogens and acetate oxidizers.

Substrate Parameter (units) Range of values
H;-utilizing methanogens
H. Maximum specific growth rate, v (days™) 0.08-1.98
H, Half-velocity coefficient, Ky.pmu (WM) 0.50-3.13
Acetate-utilizing methanogens
Acetate Maximum specific growth rate, . (days™) 0.11-0.31
Acetate Half-velocity coefficient, Ks, 1. (uM) 500-1890
Acetate oxidizers
Acetate Maximum specific growth rate, .10 (days™) 0.09-0.26
Acetate Half-velocity coefficient, Ks 110 (uM) 500-1650
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Table 7.13. Initial biomass concentrations of the best-fit solutions of the three families of cultures
considered during the second phase of the parameter estimation strategy.

Microorganism Symbol . Val-ue .
(mg VSS/1) Family A Family B Family C
TCE-to-ETH dechlorinators Xbr, 10.21 10.21 10.21
TCE-to-cDCE dechlorinators Xbz, 3.89 3.89 3.89
H,-utilizing methanogens X 0.03 0.52 2.09
Acetate-utilizing methanogens Xy 1.59 1.34 0.64
Butyrate oxidizers X50, 2.95 2.95 2.95
Acetate oxidizers X0, 0.51 0.57 0.76
Opverall biomass concentration 19.18 19.48 20.54

As already mentioned, each culture contains an unaccounted part corresponding to
microorganisms besides the six major groups considered herein (mostly primary fermenters and
inert cells). This part of the culture was at least equal to 10% of the overall biomass concentration.
Families A, B and C were not estimated to have precisely the same percentage of unaccounted
biomass and, therefore, the overall biomass concentration of the six populations considered also
differs (from 19.2 to 20.5 mg VSS/1 according to Table 7.13). Nevertheless, these differences are
trivial.

Phase 3: Functionally diverse candidate approximations of culture NTUA-M2

In the last phase of parameter estimation, we searched for functionally diverse consortia with fixed
initial biomass concentrations by adjusting only the kinetic parameters of methanogens and acetate
oxidizers. Finally, we specified four candidate approximations of culture NTUA-M2 with different
relative abundances and functionally diverse non-dechlorinators. Phase 3 is schematically
presented in Fig. 7.8.

T —
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Continue Fix kinetic
from with 6 unknown kinetic | | solutions for |+ parameters for HM, Moderate dominance of AM, slow-growing HM
Phase 2 parameters for the three functionally diverse AM AO
cultures solutions : Culture B2

Moderate dominance of AM, fast-growing HM

1
1
i
1
! Culture C

| High dominance of HM
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Fig. 7.8. Modeling decisions and results of the third phase of the parameter estimation strategy.

After the third phase, the remaining 6 adjustable parameters (i.e. the kinetic parameters of
methanogen, e, Ksprng, i, and Ks_ 1., and acetate oxidizers, .10, Ks.1.10) for each one
of the three families of cultures were estimated. As in the previous phase of the optimization
strategy, the majority of local searches converged to a local optimum solution; for families A, B
and C, 295, 283 and 285 local optima were estimated, respectively. Again, during this phase, only
local optima with simulation errors smaller than those in the best-fit solution of the previous phase
will be considered. For families A, B and C the sets of these optimum points included 15, 18 and
12 solutions, respectively. The best-fit points for each family of cultures were slightly improved
with respect to the achieved E,. More specifically, E, was 21 pM, 20 pM and 20 pM for the best-
fit solution of families A, B and C, respectively. In addition, E, was 222 uM, 222 pM and 208 pM
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for families A, B and C, respectively. Hence, any further search of local optima with the specific
relative abundances would be inefficient; the reduction of simulation errors is disproportionate to

the computation effort required.

In the three sets of good-fit points created, parameter variability was significant. However,
functional variability of the solutions of families A and C declined; the relative contribution of the
two methanogenic pathways and the efficiency of acetate-oxidizing bacteria was more or less the
same within the local solutions. At this point, the parameters of the best-fit solution were selected
and, thus, one representative of each one of the two families of cultures was fully described. In
contrast, functional variability remained in family B; many functionally diverse solutions could
reproduce the experimental observations adequately. In order to capture this variability, two
solutions were selected and defined two cultures, By and Bo, which differed mainly in the maximum
specific growth rates of H-utilizing methanogens and kinetic properties of acetate oxidizers
(Tables 7.14 and 7.15).

Table 7.14. Kinetic parameters of the two methanogens for the four candidate approximations.

Value
Substrate Parameter (units) Symbol  Culture  Culture Culture  Culture
A B, B: C
H;-utilizing methanogens
H» Maximum specific Hmass HIM 1.93 0.14 1.24 1.96
growth rate (days™)
H» Half-velocity coefficient Ks.rrm 0.50 0.51 0.79 0.83
(M)
H» H; threshold (uM) Spin - HM 0.011
H» Growth yield x10- (mg Yrm 0.76
VSS/umol)
- Decay coefficient (days™) bru 0.024
Acetate-utilizing methanogens
Acetate Maximum specific Ha, AM 0.29 0.28 0.34 0.20
growth rate (days)
Acetate Half-velocity coefficient K, 4.am 811 680 740 553
(M)
Acetate Acetate threshold (uM) SinA-AM 15
Acetate Growth yield x103 (mg Yoam 1.40
VSS/pmol)
- Decay coefficient (days™) ban 0.024
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Table 7.15. Kinetic parameters of acetate oxidizers for the four candidate approximations.

Value
Substrate =~ Parameter (units) Symbol Culture  Culture  Culture  Culture
A B, B; C
Acetate oxidizers

Acetate Maximum  specific

growth rate (days1) Hmase, AO 0.21 0.17 0.26 0.26
Acetate Half-velocity

cocfficient (uM) Ks.4.40 1286 1304 839 519
Acetate H: inhibition factor

(M) SHINF-40 0.08
Acetate Growth yield x10-3

(mg VSS/umol) Yo 0.70
- Decay  coefficient oo 0.024

(days™)

7.5 The four alternate approximations of culture NTUA-M2

The kinetic parameters of the six microbial groups of each culture have been presented in Tables
7.10, 7.14 and 7.15. The initial compositions of the four alternate cultures are depicted in Fig. 7.9.
In this section, only the salient features of the cultures will be discussed.

(a) Culture A (b) Cultures B, and B,
2.89 mg VSS/|
3.89 mg VSs/ 2.89 mg VSS/I 3.89 mg VSS/I 0
20.35% 15.12% 0.51 mg VSS/ 20.03% 14.88% 0.52 mg VSS/I
2.67% 0.57 mg VSS/I 2.68%
2.94%

1.59 mg VSS/I
8.32%

/ 1.86 mg

9.58Y

/62 mg VSS

8.47%

0.03 mg VSSI/I 1.34 mg VSS/I
0.16% 6.90%
(c) Culture C
Overall initial biomass concentrations
3.89 mg Vss/ 2-89 mg VSSI| X, =19.1 mg VSSI|
18.99% 14.11% 0.76 mg vsS/I Xg1 = Xg; = 19.4 mg VSS/I
3.71% 2.091 (I;I‘Izg1\;53” X =20.5mg VSS/I
. ‘o

/ M TCE-to-ETH dechlorinators TCE-to-cDCE dechlorinators
o 731 ;" :?3‘:,288 [ Butyrate oxidizers B Acetate oxidizers
. " Methanogens B Acetate-utilizing methanogens
0.64 mg VSS/I o
3.13% B H,-utilizing methanogens

Fig. 7.9. Initial biomass distributions deriving from the optimization strategy followed for the four
plausible approximations of culture NTUA-M2.

Dechlorinators and butyrate oxidizers in the four cultures are identical, both in quantitative (i.e.
initial biomass concentrations) and in qualitative terms (i.e. the metabolic capabilities of the
respective microbial groups). The slow-growing TCE-to-ETH dechlotinators (#.p/=0.19 days™),
followed by the fast-growing TCE-to-cDCE dechlotinators (#,.p2=2.85 days™) and the butyrate
oxidizers, are the dominant microbial groups comprising at least 83% of the biomass concentration
of the six microbial groups considered in each culture (as depicted in Fig. 7.9 the four cultures do
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not have the same overall initial concentration of biomass, so naturally the initial relative
abundances may differ among the cultures).

The main differences of the cultures derive from the initial relative abundance of the two
methanogens, the maximum specific growth rates of H-utilizing methanogens and the efficiency
of the two acetate-scavenging species. Culture A is characterized by the high dominance of acetate-
utilizing methanogens and the presence of few, fast-growing Hs-utilizing methanogens
(tnasiini=1.94 days™). What is more, acetate-utilizing methanogens are more competitive than
acetate oxidizers, considering that they were calculated with a higher specific affinity for acetate
(greatet i/ Ks.1; ratio). In cultures By and B., acetate-utilizing methanogens are moderately
dominant. In culture By, Hs-utilizing methanogens are estimated to be slow growers (#mn=0.14
days™), while in culture B; they are estimated as fast growers (#un=1.24 days™). In both cultures,
acetate-utilizing methanogens are more competitive than acetate oxidizers with respect to acetate
consumption. Culture C is a considerably different culture, as the fast-growing H-utilizing
methanogens (=196 days') are the dominant methanogenic population and acetate
oxidizers are estimated with a greater specific affinity for acetate than acetate-utilizing
methanogens.

The behavior of the four cultures in the batch test with low electron donor surplus is practically
indistinguishable when dechlorination, methane and VFA concentrations are examined.
Simulation fit in terms of the DoD is comparable for the four cultures (simulation error, E., was
21 pM, 24 uM, 20 uM and 20 uM for cultures A, By, B> and C, respectively); simulated chloroethene
and ETH concentrations are compared to their corresponding observed concentrations in
Appendix A. All cultures reproduced dechlorination sufficiently, predicting that DoD would
ultimately plateau at 98% (Fig.7.10a); Concerning methanogenesis the four cultures are also
equivalent (Fig.7.10b); the cultures reproduced poorly methane formation (E, was 222 pM, 220
uM, 220 pM and 208 uM for cultures A, By, B, and C, respectively), because, as already discussed,
in the batch experiment the end products accounted for 47% more electron equivalents than those
offered. Based on simulation results, only 25% of these extra consumed electron equivalents may
be attributable to biomass decay, which became a significant electron donor source for all cultures
following day 14. Finally, with regard to VFA concentrations, all candidate cultures predicted the
complete VFA consumption by day 14 and the slow VFA production from the decaying biomass
(Fig. 7.9c and 7.9d).
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Fig. 7.10. Comparison between the four equivalent solutions of the inverse problem and the observed
values from the batch test for (a) the degree of dechlorination, (b) methane formation, (c) acetate
concentrations and (d) butyrate concentrations.

Differences among the four alternate cultures are highlighted when the detailed behavior of each
culture is investigated for the first 14 days, as demonstrated in Fig. 7.11. Cultures A and B,
demonstrated nearly identical behavior, considering that (a) the relative contribution of the two
methanogenic pathways (Fig. 7.11a) and (b) the efficiency of acetate oxidation (Fig. 7.11c) were
equivalent in the two cultures. However, the same end-point was reached by two different
trajectories; the very few fast-growing H-utilizing methanogens of culture A produced the same
quantity of methane as the slow-growing H,-utilizing methanogens in culture B;. Cultures B; and
B; have the same relative abundance of methanogens, but in culture B, the fast-growing Ho-
utilizing methanogens produced more methane (15% of the overall methane production was
hydrogenotrophic). Culture C behaved differently: fast-growing Hs-utilizing methanogens
outcompeted dechlorinators (Fig. 7.11b) and produced 65% of the total methane. Nevertheless,
dechlorinators produced the same DoD as in cultures A, B; and By, as a greater H, quantity was
available to them. Due to the poor competitive fitness of acetate-utilizing methanogens in culture
C, acetate oxidation became an important acetoclastic metabolism and more H, was eventually
produced from butyrate (Fig. 7.11c).
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Fig. 7.11. Distribution of (a) electron equivalents, (b) consumed H, by dechlorinators and H»-utilizing
methanogens, and (c) consumed acetate by acetate oxidizers and acetate-utilizing methanogens at 14
days for an initial supply of 300 uM butyrate to cultures A, B, B and C. The total available H for
cultures A, Bs, Boand C was 1131 puM, 1104 puM, 1425 uM and 2520 uM, respectively.

In terms of the quality of fit, the stepwise approach implemented herein did not produce
remarkably better results from best-fit solution obtained from its first step (observe the mild
improvement of the four solutions in Fig. 7.10 relative to the best-fit solution in Fig. 7.5). Yet, as
indicated from the simple models tested in Chapter 5, there is no guarantee that the best-fit
solution of the problem during phase 1 is a good approximation of the actual culture. Therefore,
this stepwise approach provides confidence that the most probable behavior models that
approximate culture NTUA-M2 under a low butyrate supply were identified. The cross-
confirmation technique presented in the following section will demonstrate if any of the four
candidate approximations of culture NTUA-M2 is acceptable.

7.6 Cross-confirmation of the alternate approximations of culture NTUA-M2

The four candidate approximations of culture NTUA-M2 described equivalently the batch test
under the low electron donor surplus. In order to discriminate among them, we simulated two
experiments performed at different instances of the life of the culture, with different electron
donors and different surplus quantities (experiments HEDS-B2, MEDS-H2).

The initial biomass concentration of non-dechlorinators may differ from experiment to
experiment, since methanogenic activity fluctuated significantly over time in the source culture. As
discussed in Section 7.2, the culture exhibited periods of suppressed methane formation. During
these periods, mean methane formation was 40% lower than the typically observed methane.
Therefore, for each candidate approximation of culture NTUA-M2, forward simulations were
performed 10,000 times under random initial biomass concentrations, in order to consider the
variations of methanogenesis exhibited during the maintenance of the culture. Initial biomass
concentrations of methanogens and acetate-oxidizers were assumed to be uniformly distributed
around their estimated values. Minimum and maximum biomass concentrations for each microbial
group was set equal to -40% and +40% of the estimated biomass concentrations from experiment
LEDS-B2. On the other hand, dechlorinators and butyrate oxidizers were considered constant,

based on the robustness of dechlorination and butyrate oxidation in the long-term performance
of culture NTUA-M2.
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7.6.1 Non-Iimiting electron donor conditions: butyrate-fed experiment

Every candidate culture that included fast-growing H-utilizing methanogens (i.e. cultures A, B,
and C) failed to approximate the behavior of culture NTUA-M2 under elevated butyrate supply.
They failed to represent methane formation and VFA consumption patterns sufficiently (Fig. 7.12b
to 7.12d, Fig. 7.13b to 7.13d and Fig. 7.14b to 7.14d). In these simulations, significant amounts of
methane were produced: e.g. minimum simulated methane production reached 5000 pM for
cultures A and C, which is nearly four times greater than the observed concentration of 1400 uM.
Moreover, butyrate was completely oxidized, as the fast-growing Hs-utilizing methanogens
increased H, consumption rates, maintained H» levels low (around 0.15 pM) and, thus, made
butyrate oxidation thermodynamically feasible. Therefore, simulated acetate concentrations
reached a peak by day 6 (when all butyrate was removed) that was at least two-fold greater than
the observed acetate concentrations. In addition, dechlorinators exploited this extra available H»
from butyrate and approached DoD values close to 100%.
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Fig. 7.12. Observed and simulated (a) degree of dechlorination, (b) methane concentration, (c) acetate
concentration, and (d) butyrate concentration for batch test HEDS-B2 and candidate culture A. The
results of 10,000 simulations performed under random initial conditions are included within the color-
shaded areas of each graph.
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Fig. 7.13. Observed and simulated (a) degree of dechlorination, (b) methane concentration, (c) acetate
concentration, and (d) butyrate concentration for batch test HEDS-B2 and candidate culture B,. The
results of 10,000 simulations performed under random initial conditions are included within the color-

shaded areas of each graph.
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Simulations performed with culture Bi, which contained few, slow-growing H,-utilizing
methanogens, yielded results closer to the experimental observations (Fig. 7.15). This
approximation of culture NTUA-M2 predicted the completion of dechlorination by day 9 (Fig.
7.15a), the accumulation of butyrate (Fig. 7.15d), while it described adequately the smooth increase
of acetate during the first two days and its relatively low consumption rate thereafter (Fig. 7.15¢).
Culture B; predicted the lowest methane formation among the candidate cultures. Yet, the mean
simulated methane concentration at the end of the simulation was 1.7-fold greater than the
observed concentration. This discrepancy, however, could be attributed again to the poor electron
equivalent balance of the batch experiment, in which the offered electron equivalents at the
beginning of the experiment were 1.7-fold more than the sum of consumed and unused electron

equivalents at the end of the experiment.

4 6

3000 (b)
5
= 2500 %
8 5
2 S 2000 e
= = .
8 = L
5 £ 1500 e A
g £ - AN
e o ’
5 2 1000 ; a
o oA
2 500 L0 1 ®  Observed DoD
=} <A Simulated DoD

A Observed methane

0 2 Ti 4 (d 6) 8 0 2 T d - - - - Simulated methane
ime (days m
4 ime (days) ® Observed acetate
———————— Simulated acetate
c
1500 () 2500 (d) &  Observed butyrate
F e Simulated butyrate
2000 }*,
S1000F e, =
% e .. = 1500 L
K N ©
% !.: o N, ® SN N )
g ! @ Z 1000
£ 500 ! . ] o
L S
] e 500
0 0
0 2 4 6 8 0 2 4 6 8
Time (days) Time (days)

Fig. 7.15. Observed and simulated (a) degree of dechlorination, (b) methane concentration, (c) acetate
concentration, and (d) butyrate concentration for batch test HEDS-B2 and candidate culture Bi. The
results of 10,000 simulations performed under random initial conditions are included within the color-
shaded areas of each graph.

7.6.2 Non-limiting electron donor conditions: H,-fed experiment

Cultures A, B, and C, that include fast-growing Ho-utilizing methanogens, failed to reproduce the
observed behavior of the culture under a direct H, supply. Simulations performed with cultures A,
B and C failed to predict the complete chloroethene removal by day 6 (Fig. 7.16a to Fig. 7.18a).
In addition, they failed to represent methane formation and VFA consumption patterns. Simulated
methane concentrations were at least 2.5 times greater than the observed concentration of 500 uM
(Fig. 7.16b, 7.17b and Fig. 7.18b), because H,-utilizing methanogens became important Ho-
scavengers regardless of their initial relative abundance. Moreover, butyrate was completely
consumed in cultures A, B, and C (Fig. 7.16d, 7.17d and Fig. 7.18d), since fast-growing H»-utilizing
methanogens poised H; levels lower than the H;-ceiling of butyrate oxidation.
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Fig. 7.16. Observed and simulated (a) degree of dechlorination, (b) methane concentration, (c) acetate
concentration, and (d) butyrate concentration for batch test MEDS-H2 and candidate culture A. The
results of 10,000 simulations under random initial conditions are included within the color-shaded areas
of each graph.
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Fig. 7.17. Observed and simulated (a) degree of dechlorination, (b) methane concentration, (c) acetate
concentration, and (d) butyrate concentration for batch test MEDS-H2 and candidate culture B,. The
results of 10,000 simulations performed under random initial conditions are included within the color-
shaded areas of each graph.
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Fig. 7.18. Observed and simulated (a) degree of dechlorination, (b) methane concentration, (c) acetate
concentration, and (d) butyrate concentration for batch test MEDS-H2 and candidate culture C. The
results of 10,000 simulations performed under random initial conditions are included within the color-

shaded areas of each graph.

Culture By, which contained slow-growing H»-utilizing methanogens, described the behavior of

the culture sufficiently (Fig. 7.19). Simulations with culture B predicted the fast and complete

removal of TCE (Fig. 7.19a) and the thermodynamic inhibition of butyrate consumption (Fig.

7.19d); dechlorinators failed to poise H» at low levels. Culture B; predicted the lowest methane

formation among the candidate cultures, but still overpredicted methanogenic activity (Fig. 7.19b)

and underpredicted acetate concentrations (Fig. 7.19¢).
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Fig. 7.19. Observed and simulated (a) degree of dechlorination, (b) methane concentration, (c) acetate
concentration, and (d) butyrate concentration for batch test MEDS-H2 and candidate culture B;. The
results of 10,000 simulations performed under random initial conditions are included within the color-
shaded areas of each graph.

The discrepancy between simulated and observed methanogenesis may be attributed to the fact
that experiment MEDS-H2 was performed when the culture was under the inhibited state for
methanogenesis. Hence, along with biomass concentrations, kinetic properties of methanogens
may differ during this phase of the culture. A 20% lower maximum specific growth rate of acetate-
utilizing methanogens simulated better both methane formation and the low acetate consumption
rates (Fig. 7.20). In order to assess whether the other candidate solutions could have behaved
adequately with a different z,..value, experiment MEDS-H2 was re-simulated for culture A, which
was the most promising approximation of the remaining three. A 20% lower #,.. for both
methanogenic species was considered. Results are not significantly different despite the lower .
for methanogens (compare Fig. 7.16 to 7.21). Dechlorinators were more efficient due to the
diminished competitive fitness of H»-utilizing methanogens, but still failed to completely remove
the existing chloroethenes. H-utilizing methanogens were still competent H, scavengers and,
therefore, deprived from dechlorinators the requisite H,. Methane was produced at lower
concentrations, but it remained three-fold greater from the observed values at the end of the test.
Finally, butyrate became thermodynamically favorable by day 3 (whereas previously its
consumption initiated by day 2), as it took almost three days for Ho-utilizing methanogens to grow
and keep H low enough for butyrate-oxidizing syntrophs to thrive.
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Fig. 7.20. Observed and simulated (a) degree of dechlorination, (b) methane concentration, (c) acetate
concentration, and (d) butyrate concentration for batch test MEDS-H2 and candidate culture B;. The
results of 10,000 simulations performed under random initial conditions are included within the color-
shaded areas of each graph. Simulations were performed with a 20% lower umax vValue for methanogens.
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Fig. 7.21. Observed and simulated (a) degree of dechlorination, (b) methane concentration, (c) acetate
concentration, and (d) butyrate concentration for batch test MEDS-H2 and candidate culture A. The
results of 10,000 simulations performed under random initial conditions are included within the color-
shaded areas of each graph. Simulations were performed with a 20% lower umax value for methanogens.
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7.7 Concluding remarks

The model developed herein simulated the behavior of the culture with satisfactory accuracy,
despite the simplifying approaches employed for the thermodynamic limitations on VFA oxidation
and the contribution of decaying biomass. The successful simulation of the experimental
observations collected under different electron donor supply scenarios and distinctive phases of
the culture provides confidence that the model described by the formulation and the parameters
of culture B; can capture the complex dynamics of reducing power in culture NTUA-M2.

Through a stepwise application of the multistart algorithm, small and distinct neighborhoods of
the model space were investigated thoroughly in search of behavior models that could be plausible
approximations of the functional composition of culture NTUA-M2. This heuristic approach
provided confidence that significant processes that underlie experimental observations were not
omitted and, ultimately, offered a solution that approximates the behavior of culture NTUA-M2.

Results from the preceding cross-confirmation analysis indicate that in culture NTUA-M2
methanogenesis is almost exclusively acetate-dependent even following the direct supply of H or
the addition of high electron donor surpluses. The presence of H,-utilizing methanogens cannot
be excluded, but if they are extant, they are a minority population of the consortium and they

should be considered slow-growing.

Simulations underscored the relevance of acetate-oxidizing syntrophs in the distribution of
reducing power. Their presence offered evidence that, apart from the competition for Ho,
competition for acetate should not be overlooked, especially under limiting electron donor
conditions.

This modeling effort is one of the few (especially compared with the significant number of robust
dechlorinating consortia) that examines the dechlorinating community collectively and the first
that inspects the functional characteristics of non-dechlorinators. Even if the relevance of the latter
has been recognized in the literature, only recently have experimental efforts focused on their
phylogenetic determination. Yet, inferring the metabolic activities of microbial populations based
on phylogenetic analyses can lead to erroneous conclusions regarding the functional structure of
non-dechlorinators. The impact of such errors on the extent and efficiency of dechlorination will
be examined in Chapter 9, with the help of the four candidate approximations identified herein.
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Chapter 8: Examining microbial community
shifts in mixed chloroethene-degrading cultures
maintained under steady growth conditions

8.1 Introduction

As demonstrated in Chapter 7, mixed dechlorinating consortia constitute complex food webs
containing, apart from dechlorinators, methanogens (H>- and acetate-utilizing species), acetate-
and H,-producing syntrophs. These food webs involve interspecies exchange of reducing power,
expressed as transfers of H, and acetate among the members of the consortium. Any disturbance
in the population of any of the members of the consortium would expectedly impact the entire
community. A possible accumulation of substances or a change in the efficiency of a process
reflects the impact of such disturbances.

A change in the efficiency of dechlorination has been observed between the two generations of
culture NTUA-M, i.e. culture NTUA-M1 and culture NTUA-M2 (see Fig. 4.1 and 4.2). Particularly,
an increase in the efficiency of dechlorinators can be observed in culture NTUA-M2 (Antoniou,
2017) when compared to culture NTUA-M1 (Panagiotakis, 2010), both under limiting and under
non-limiting electron donor conditions. Given the complexity of culture NTUA-M2, a definite
answer for this change cannot be given. Is this change the result of a disturbance in the
composition of non-dechlorinators or is it the outcome of the evolution of the dechlorinators? To
answer this question, a modeling approach was implemented in search of supporting evidence.
Specifically, the model (including the formulation and the kinetic parameters of culture B;) that
described the food web established in culture NTUA-M2 was used as a starting point for the
investigation of culture NTUA-M1. Then, using three batch tests performed with the culture
NTUA-M1 and the model in inverse mode, we searched for changes in the #.. values and the
initial biomass concentrations for each microbial group considered. Specific patterns in the
estimated kinetic properties and the relative abundances support that a combined change in the
functional characteristics of dechlorinators and Hy-utilizing methanogens could explain the
increased performance of dechlorination in culture NTUA-M2.

8.2 Performance differences between culture N TUA-M1 and culture NTUA-M2

The differences in the long-term performance of the two dechlorinating consortia are not striking.
First, a systematically increased dechlorinating performance in culture NTUA-M2 is observed. The
mean DoD for NTUA-M1 is 64%, while the mean DoD for NTUA-M2 is 71%. In terms of
reducing power this difference is equivalent to 105 pM H,, which in turn would necessitate the
fermentation of 52.5 pM butyrate to acetate and Ho, i.e. almost 18% of the initially supplied
quantity. Hence, it should be considered a moderate improvement in the dechlorinating
performance of the culture. Regarding methane formation, both cultures had a similarly unstable
activity during their maintenance, which coincided with the inversely fluctuating acetate
concentrations, that we discussed in Chapter 4. In both cultures, methanogens are systematically
unstable (see Fig. 4.2b). Yet, as Fernandes et al. (1999) report, consistency in the behavior of a
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methanogenic consortium does not imply an equally stable community composition, as will be
explained in Section 8.4.

Apart from the long-term monitoring results, three butyrate-fed batch experiments are available
for culture NTUA-M1 (Table 8.1). These tests were performed at different instances of the life of
culture NTUA-M1 and under varying electron donor surpluses: (a) test LEDS-B1 (Panagiotakis et
al., 2014) was under a low surplus, (b) test MEDS-B1 (Panagiotakis et al., 2015) was performed
under a moderate surplus, and (c) HEDS-B1 (Panagiotakis et al., 2015) was performed under a
high surplus. As the batch tests were not performed simultaneously, changes in the initial relative
abundance of the microbial groups should be anticipated.

In the first two experiments, dechlorinators failed to consume the chloroethenes after 14 days;
they achieved a similar DoD approximately equal to 70% (Table 8.1), with VC as the main daughter
product of dechlorination, followed by ETH. Methane formation in the moderate surplus
experiment was 1.8-fold higher than the low surplus experiment, revealing that the extra butyrate
provided stimulated mainly methanogens. In the third experiment, dechlorinators removed TCE
and its daughter products completely after almost 50 days of operation. But, due to the excessive
supply of butyrate, dechlorination was accompanied by excessive methane formation (6000 pM
methane).

The high surplus experiment reveals the most notable difference of the two cultures. As described
in Chapter 7, when supplied with 2230 pM butyrate (HEDS-B2 test), culture NTUA-M2
dechlorinated completely the provided TCE within nine days, nearly five times faster relative to
NTUA-M1. What is more, in NTUA-M2 butyrate accumulated in large quantities and acetate was
only moderately increased. On the contrary, in NTUA-M1, butyrate was oxidized completely in
almost 10 days and significant amounts of acetate were produced. Methane levels were comparable
during the first nine days of each test. But, following day 9, culture NTUA-M1 took advantage of
the overabundance of acetate and produced a four-fold higher methane concentration compared
to NTUA-M2. This difference in methane production provided the incentive to investigate
possible differences in community structure.

Table 8.1. Initial donor and TCE concentrations and electron donor surplus for the numerical batch
experiments.

Duration  Terminal

Batch test Butyrate Acetate TCE Electron .
@M) (M) (M) donorsurplus'  (days)  DoD (%)

LEDS-B1 302 142 505 2.4 14 69

MEDS- B1 750 185 495 5.5 14 71

HEDS- B1 3313 317 468 24.5 48 100

1: Electron donor surplus is calculated assuming that 1 mol butyrate yields 20 e- eq. The addition of yeast extract is
considered in the model as a source of butyrate, but is not accounted for in the electron donor surplus.

8.3 A modeling approach to investigate community shifts

We aim to search for possible functional differences between cultures NTUA-M1 and NTUA-M2
that would support a probable explanation for the increase in the efficiency of dechlorination in
culture NTUA-M2. If such differences exist, they should be reflected in changes in the kinetic
properties and the relative abundance of each microbial group thriving in the culture. Therefore,
we will use the model developed in Chapter 7 in an inverse mode for each of the batch tests
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performed with culture NTUA-M1 in the search for patterns in the kinetic properties and the
biomass concentrations of the groups constituting the food web of the two cultures.

Based on an H; balance of the culture NTUA-MI, it is evident that syntrophic acetate oxidation
is an integral part of the food web established in culture NTUA-M1, along with dechlorination,
butyrate oxidation and methanogenesis. The routinely achieved DoD cannot be sustained by the
H2 quantities supplied solely by butyrate oxidation. Hence, apart from dechlorination, butyrate
oxidation and methanogenesis, acetate oxidation is an integral part of the model. The conceptual
model and the mathematical formulation designed in Chapter 4 and applied in Chapter 7 for
culture NTUA-M2 are also applicable for culture NTUA-M1. In this application, however, the
addition of yeast extract (4.5 mg/]) is also accounted for. Yeast extract is modeled as an input of
composite organic material at the beginning of the test, assuming it has the typical chemical
composition of biomass (CsH;O:N). Thereafter, it contributes to the butyrate pool functioning as
an extra source of butyrate. Based on simulation results, the contribution 4.5 mg/1 of yeast extract
yielded 36 uM butyrate, which was a relatively small contribution compared to that of decaying
cells in experiments that lasted more than 14 days.

8.3.1 Preparing the multistart algorithm

The multistart algorithm developed in Chapter 5 and implemented in Chapter 7 will be used in
this chapter as well. Hence, at each problem of parameter estimation, we will create a sequence of
quasi-random starting points from the feasible area of the parameter space and we will perform
local searches with the SQP routine. The hybrid stopping criterion will be checked after each local

solution.

Maximum specific growth rates (#...,) and initial biomass concentrations of dechlorinators,
methanogens and acetate oxidizers will be treated as adjustable parameters in the parameter
estimation problems. A similar approach has been previously used by Berggren et al. (2013) and
confirmed the microbial shifts occurring in dechlorinating culture PM, after its long-term exposure
in sulfides. In that case, changes in the microbial composition were reflected in changes of #..
values and initial biomass concentrations. A limitation of this approach is that changes in the half-
velocity coefficients (Ky) resulting from community shifts will not be detected. But, given the
correlated nature of #,.. and K, a change in Ky will be reflected, up to a point, in a change of .
Apart from Ky values, the kinetic properties of butyrate oxidizers will be fixed to the values
estimated for culture NTUA-M2 in Chapter 7 (Table 8.2). Butyrate oxidizers had a stable
performance in both generations of the culture and, hence, insignificant changes are anticipated in
butyrate oxidation rates. Only their biomass concentration was considered increased in culture
NTUA-M1 taking into account that the added yeast extract constitutes an extra source of butyrate.
According to simulations, neatly half of the 4.5 mg/1 of yeast extract routinely added is consumed
within the weekly feeding cycles offering 18 uM butyrate. Therefore, the initial concentration of
butyrate oxidizers in culture NTUA-M1 is equal to 3.2 mg VSS/1, whereas in culture NTUA-M2
was 2.95 mg VSS/1. This value will be treated as fixed in the multistart application.
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Table 8.2. Fixed parameters used in the kinetic model for culture NTUA-M1.

Substrate Microorganism Symbol Value
Half-velocity coefficient [pM]
TCE TCE-to-ETH dechlorinator Ksrerpi 58.10
TCE TCE-to-cDCE dechlorinator Ks,reep2 602.00
cDCE TCE-to-ETH dechlorinator Ks.ocrpr 148.66
VC TCE-to-ETH dechlorinator Ks,veps 466.87
H» TCE-to-ETH dechlorinator Ky rip1 0.079
H> TCE-to-cDCE dechlorinator Ky rip2 0.055
H. H,-utilizing methanogen Ks.rmm 0.51
Acetate Acetate-utilizing methanogen Ky 1am 680
Butyrate Butyrate oxidizer K550 213.00
Acetate Acetate oxidizer Ks 4.40 1304
Growth yield x10” [mg VSS/pmol]
TCE, cDCE, VC  TCE-to-ETH dechlorinator Y 4.96
TCE TCE-to-cDCE dechlorinator Y2 2.80
H; Hy-utilizing methanogen Yum 0.76
Acetate Acetate-utilizing methanogen Yoau 1.40
Butyrate Butyrate oxidizer Y0 3.10
Acetate Acetate oxidizer Y0 0.70
Decay coefficient and contribution [days™]
- TCE-to-ETH dechlorinator by 0.024
- TCE-to-cDCE dechlorinator bps 0.024
- Hs-utilizing methanogen briv 0.024
- Acetate-utilizing methanogen banr 0.024
- Butyrate oxidizer beo 0.024
- Acetate oxidizer bao 0.024
- Kep 0.004
Substrate threshold [pM]
H, TCE-to-ETH or TCE-to-cDCE S innpr 0t Stiminp2 0.002
dechlorinator
H» Ho-utilizing methanogen SHmin-rv 0.011
Acetate Acetate-utilizing methanogen S amin-am 15.00
Inhibition coefficients [pM]
cDCE TCE-to-ETH dechlorinator Kinvoocr 20.00
H, Butyrate oxidizer SHINH-BO 0.25
H, Acetate oxidizer St N0 0.08

Initial biomass concentration [mg VSS/1]

Butyrate Butyrate oxidizer ' XG50 3.20

': The initial biomass concentration of butyrate oxidizers has been calculated from Eq. (8.1) assuming that the overall
butyrate supply is equal to 318 uM, assuming that half of the routinely added 4.5 mg/1 of yeast extract offered extra
18 pM butyrate within the weekly feeding-cycles of the culture.
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For the initial biomass concentrations, upper and lower boundaries were calculated by the steady-
state biomass concentration of each microbial group, assuming the respective maximum and
minimum mass of substrates consumed during each feeding cycle (Table 8.3):

_ 2 Y/dSi-/

S 1+b,0, N

7,58
where X5 is the steady-state biomass concentration of microorganism ;j (mg VSS/1), 6,is the solid
retention time (48 days), fis the duration of the feeding cycles of the culture (7 days), and 45}, is
the molar mass of substrate 7/ consumed by microorganism ; during each feeding cycle (uM).

For partial dechlorinators, the lowest possible boundary is zero, under the assumption that they
are not active in culture NTUA-M1. This assumption provides the upper boundary for TCE-to-
ETH dechlorinators, as they would consume every available chloroethene on a weekly basis.
Conversely, the upper boundary for partial dechlorinators is calculated if we assume that they
consume all the available TCE on a weekly basis. For TCE-to-ETH dechlorinators, this
assumption provides the lowest boundary, as they should grow solely on cDCE and VC.

The lowest possible boundary for each methanogenic biomass concentration is zero. On the other
hand, the upper boundary was calculated assuming that, the mean methane production in culture
NTUA-M1 was completely attributable either to H-utilizing methanogens or to acetate-utilizing
methanogens. For the acetate oxidizers, the minimum and maximum S values are calculated from
the mass balance for acetate: maximum 45 was calculated assuming that methanogenesis was
entirely hydrogenotrophic (i.e. all acetate yielding from butyrate oxidation is consumed by acetate
oxidizers), whilst minimum 4§ was calculated when methanogenesis was presumed entirely
acetotrophic. Finally, we excluded from our local searches those combinations of initial biomass
concentrations that added an overall biomass concentration greater than the average concentration
of culture NTUA-M1 (26-27 mg VSS/]).

Table 8.3. Minimum and maximum substrate consumption for dechlorinators, H,-utilizing
methanogens, acetate-utilizing methanogens and acetate oxidizers in culture NTUA-ML1.
Substrate consumed on a weekly basis, dS;; (uM)

Microorganism ]
Min Max
TCE-to-ETH dechlorinator’ 455.00 957.5
TCE-to-cDCE dechlorinator’ 0.00 503.00
H-utilizing methanogens' 0.00 1898.80
Acetate-utilizing methanogens® 0.00 474.70
Acetate oxidizers® 227.50 688.00

I: dS;;is expressed in pM of H»
2 dS;is expressed in pM of acetate

The boundaries used for .. values are those dictated by the values reported in the literature. Thus,
they coincide with the boundaries used in Chapter 7 for the parameter estimation problem of
culture NTUA-M2 (Table 8.4).
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Table 8.4. Adjustable parameters of the kinetic model for culture NTUA-ML1.

Substrate Microorganism Symbol Range Constraints Reference
Maximum specific growth rate (days™)

TCE TCE-to-ETH or TCE-to- #umpror  0.33-4.30 (a), (b)
cDCE dechlorinator Hmax,D2

cDCE TCE-to-ETH dechlorinator s, pr 0.04-0.46 0.01-4.30 (0, (a)

VC TCE-to-ETH dechlorinator  fu, 1 0.01-0.49 (), (a)

H» Hz-utilizing methanogen Homa HM 0.02-1.98 0.02-1.98 (d), (e)

Acetate Acetate-utilizing Hnase, AM 0.04-0.38 ' 0.04-0.38 (d), (e
methanogen

Butyrate Butyrate oxidizer U B0 0.21-0.52%  0.21-0.52 (d)

Acetate Acetate oxidizer Hnase, AO 0.04-0.26° 0.04-0.26 ®

Initial biomass concentration (mg VSS/1)

- TCE-to-ETH dechlorinator  Xp, 7.20-15.10  7.20-15.10 Eq. (8.1)

- TCE-to-cDCE Xp2 0.0-4.50 0.0-4.50 Eq. (8.1)
dechlorinator

- H,-utilizing methanogen X 0.0-4.50 0.0-4.50 Eq. (8.1)

- Acetate-utilizing Xan 0.0-2.10 0.0-2.10 Eq. (8.1)
methanogen

- Acetate oxidizer X0 0.25-1.53 0.25-1.53 Eq. (8.1)

I: Parameter values were corrected from a temperature T to a temperature of 25°C according to the equations
(Rittmann and McCarty, 2001): 4%, = 4l e°**7, K = Kle e b =ple®4*> ™)

2: Parameter values were corrected to a temperature of 25°C assuming that an increase of 10°C doubles maximum
specific growth rates and decay coefficients, while it reduces half-velocity coefficients by half.

3: The values were calculated by the reported doubling times and were corrected to a temperature of 25°C assuming
that an increase of 10°C doubles maximum specific growth rates.

(a) Cupples et al. (2004a), (b) Christ and Abriola (2007), (c) Yu and Semprini (2004), (d) Pavlostathis and Giraldo-
Gomez (1991), (e) Oude Elferink et al., (1994), (f) Hattori (2008)

8.3.2 Application of the multistart strategy for culture NTUA-M1

Despite the constrained nature of the problem, many local solutions were found for each batch
test: 840 local solutions for LEDS-B1, 921 local solutions for MEDS-B1 and 939 local solutions
for HEDS-B1. Yet, less than 1% of the local solutions provided an adequate-fit to each set of
observations. These small families of good-fit solutions had similar performance characteristics
and, therefore, only the best-fit solutions will be examined for each test. Similar to Chapter 7 and
for convenience purposes, the stepwise removal of TCE will be presented in an aggregate manner
using the degree of dechlorination (DeD) which is calculated as described in Chapter 7 and Eq.
(7.2). Simulated curves for each chloroethene are available in Appendix A.

The best-fit solutions reproduced the observed data sets sufficiently (Fig. 8.3 to Fig. 8.5). For the
low-donor test LEDS-B1, the model simulated accurately dechlorination in conjunction with
methane formation (Fig. 8.3a and Fig. 8.3b), with mean absolute errors for chloroethenes equal to
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22 uM and for methane equal to 17 uM. The best-fit solution reproduced the pattern of acetate
consumption and production, but overpredicted slightly the peak of acetate concentrations at day
2, possibly due to the poor electron equivalent balance of the test during the first three days. For
the same reason, it predicted constantly greater acetate values for the moderate-donor test MEDS-
B1 (Fig. 8.4bc). Yet, dechlorination and methane formation were simulated adequately (Fig. 8.4a
and 8.4b); mean absolute errors were 21 pM for chloroethenes and 87 pM for methane. Finally,
the best-fit solution reproduced with fair accuracy all the observed quantities for the high-donor
HEDS-B1, apart from the terminal methane levels. Methane formation plateaued at a
concentration almost 30% higher than the concentration observed in the batch test. This
discrepancy, could be attributed (at least partially) to the poor electron equivalent balance of the
batch experiment. The offered electron equivalents at the beginning were 36% more than those
consumed or accumulated at the end. Overall, based on the simulations, we are confident that the
conceptual model still captures the most important metabolic processes in culture NTUA-MT1 and,
that changes in #,..values and the relative abundances of the microbial groups of the consortium
can capture the differences observed in dechlorination efficiency.
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Fig. 8.1. Observed and simulated (a) degree of dechlorination, (b) methane concentration, (c) acetate
concentration, and (d) butyrate concentration for batch test LEDS-B1 and culture NTUA-ML1.
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Fig. 8.2. Observed and simulated (a) degree of dechlorination, (b) methane concentration, (c) acetate
concentration, and (d) butyrate concentration for batch test MEDS-B1 and culture NTUA-ML1.
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8.3.3 Gaining insight in the functional differences between NTUA-M1 and NTUA-M2

In this section, we are searching for patterns in the kinetic properties and the biomass
concentrations of the populations constituting the food web of the two cultures, NTUA-M1 and
NTUA-M2. To this end, the group of green bars (NTUA-M1) will be compared to the red bars
(NTUA-M2) in Fig. 8.4.

The most noticeable difference between the two generations of dechlorinating culture NTUA-M1
is reflected in the z.. (Fig. 8.4a) values and relative abundance of H»-utilizing methanogens (Fig.
8.4b). The lowest #..um estimated for NTUA-M1 is seven-fold greater than the corresponding
value for culture NTUA-M2. In culture NTUA-M1 a dense and faster-growing population of H»-
utilizing methanogens can explain the behavior of the culture under every butyrate supply scenario,
i.e. from the low-surplus test LEDS-B1 to the high-surplus test HEDS-B1. Especially in the high-
surplus test, this difference underscores that two nearly identical cultures can behave differently
following biostimulation, if the make-up of non-dechlorinators is neglected.

A milder difference derives also from the metabolic properties of partial dechlorinators (Fig. 8.4a,
D2 bars). In culture NTUA-M1, partial dechlorinators are consistently more competent TCE
scavengers (nearly 1.5-fold greater ,..p2 values, as shown in Fig. 8.4a). Concurrently, TCE-to-
ETH dechlorinators demonstrate systematically lower initial concentrations (approximately 20%
lower initial biomass concentrations — Fig. 8.4b, D1 bars). Based on these findings, it is reasonable
to deduce that in culture NTUA-MI, partial dechlorinators outcompeted TCE-to-ETH
dechlorinators, which in turn would grow almost exclusively on cDCE and VC. As they consume
a lower quantity of chloroethenes in a weekly basis relative to NTUA-M2 culture (in that case
TCE-to ETH dechlorinators consumed almost 20% of the available TCE), steady-state biomass
concentrations of TCE-to-ETH dechlorinators should be lower, as indicated by our results (Fig.
8.4b, D1 bars).

Small differences are found in the .. values and the relative abundance of acetate-scavenging
species. Acetate-oxidizing syntrophs (AO) are relatively stable in both cultures. They were a minor
and slow-growing population. The behavior of acetate-utilizing methanogens (AM) in the two
cultures is also stable, apart from the HEDS-B1 test, in which acetate-utilizing methanogens were
a minority population with a low #,... This inconsistency follows the overall unsteady behavior of
the culture regarding methane formation and acetate concentrations. Indeed, HEDS-B1 test was
performed in a phase of culture NTUA-M1, when methanogenesis was significantly lower than its
mean performance and, thus, the active methanogens could have been fewer and less competent.
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Fig. 8.4. (a) Maximum specific growth rates and (b) initial biomass concentrations for cultures NTUA-
M2 and NTUA-M1 under varying electron donor surpluses. D1=TCE-to-ETH dechlorinators,
D2=TCE-to-cDCE dechlorinators, HM=H,-utilizing methanogens, AM=acetate-utilizing methanogens,
AO=acetate oxidizers.

Further insight in the functional differences of the two cultures is gained, when observing their
behavior under a low electron donor surplus, which resembles the maintenance conditions of the
cultures. The differences are mild. In terms of the electron equivalent distribution, both cultures
gave a similar outcome (Fig. 8.7a). Acetoclastic methanogenesis was the most efficient metabolism
followed by dechlorination. In culture NTUA-M1, acetate-oxidizers were slightly more efficient
acetate scavengers compared to culture NTUA-M2 and consumed 19% of the available acetate (in
culture NTUA-M1 the respective percentage was 16%). This little, extra available H, did not make
a change for dechlorinators, as they had to outperform a more efficient H,-utilizing methanogenic
population. The relatively fast-growing Hs-utilizing methanogens (#.un=0.82 days"') were a
considerable part of the culture (5% of the overall biomass concentration of NTUA-M1) and
consumed 11% of the available H». This consumption contributed only 5% to the overall methane
formation, but was adequate to explain the decline in the efficiency of dechlorination. Acetate-
utilizing methanogens were still the dominant methanogenic species, as in culture NTUA-M2.
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Fig. 8.5. Distribution of (a) electron equivalents, (b) consumed H> by dechlorinators and H»-utilizing
methanogens, and (c) consumed acetate by acetate oxidizers and acetate-utilizing methanogens in
cultures NTUA-M1 and NTUA-M2 after 14 days for batch tests with low electron donor surpluses.
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Simulated results of the LEDS-B1 test in culture NTUA-MT1 support the finding of a diverse TCE
consumption pattern relative to culture NTUA-M2. In culture NTUA-M1, TCE-to-cDCE
dechlorinators (D2) consumed all the available TCE, as a result of their high #,..p> value. Hence,
TCE-to-ETH dechlorinators (D1) starved during the first day of experiment. Consequently, the
active dechlorinating biomass consuming cDCE and VC in NTUA-M1 was sparser than in
NTUA-M2 and, thus, it dechlorinated at a slower pace, without being functionally different (#mps
values are practically equal in both cultures). It seems that gradually, the competitive fitness of
TCE-to-cDCE dechlorinators deteriorated, TCE-to-ETH dechlorinators grew and filled their role
in TCE consumption, leading the overall dechlorinating community to function more effectively.
Unfortunately, the reason for this changeover cannot be indicated by our modeling approach.

The existence of fast-growing H-utilizing methanogens (HM) also explains the behavior of culture
NTUA-M1 under the high electron donor surplus, which constitutes the most profound difference
of the two cultures. Ho-utilizing methanogens consumed 92% of the available H, rapidly and
maintained H> concentrations in the range of 0.1 pM for the first week of the experiment (Fig.
8.8c). During this period, butyrate oxidation was thermodynamically feasible and, thus, butyrate
was completely removed within the first week of the experiment. Following the first week, the
prevailing H, concentrations were even lower, in the range of 0.02-0.03 uM, allowing acetate to
function as a source of H,. Acetate oxidizers then consumed 32% of the available acetate, but, due
to their poor kinetic properties, they were still outcompeted by acetate-utilizing methanogens. Ha
never went higher than 30 uM and dechlorinating species exploited these conditions. They grew
faster from day 7 to day 48 and eventually dechlorinated cDCE and VC. During this period H»-
dependent methanogenesis became slower and acetate-dependent methanogenesis become the
main methanogenic pathway, as the initially few acetate-utilizing methanogens grew in numbers.

Under a comparably high electron donor surplus (i.e. 2230 puM butyrate, HEDS-B2), culture
NTUA-M2 behaved differently. The slow-growing H,-utilizing methanogens did not pose a
significant threat to dechlorinators. The latter were also denser compared to NTUA-M1 and on
that account dechlorinated TCE rapidly within nine days. The fast dechlorination combined with
the slow pace of Hr-dependent methanogenesis poised H, concentrations at 0.9 pM, inhibited
butyrate oxidation and, consequently, left much of the supplied butyrate unused. This seemingly
mild difference in the properties of Ho-utilizing methanogens invoked two remarkably different
behavior following biostimulation with the same electron donor quantity and type.
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Fig. 8.6. (a) Sequential dechlorination of TCE, (b) VFA concentrations, (c) H.- and acetate-dependent
methanogenesis, and (d) H, concentration versus time for culture NTUA-M1 and the HEDS-B1 batch
test.

8.4 Concluding remarks

This chapter helped to appreciate a probable cause of the different behavior exhibited by
dechlorinating cultures in the literature fed with the similar electron donor types and surpluses.
The model was used in an inverse mode and found evidence that outline a probable explanation
of the performance differences observed between the two generations of culture NTUA-M in
terms of dechlorination efficiency under low electron donor surpluses and, mostly, under elevated
surpluses. Based on model results, the differences could be attributed mainly to shifts in the
functional properties of Hy-utilizing methanogens and to some extent to a shift in the

dechlorinating populations that consume TCE.

Regarding non-dechlorinators, this work suggests that in the first generation of the culture the
presence of fast-growing H-utilizing methanogens is probable. Under low electron donor
surpluses, fast-growing Ho-utilizing methanogens may not be competent H» scavengers and, thus,
the overall behavior of the cultures will not be dramatically different. But, under excessive butyrate
supply the presence of fast-growing H,-utilizing methanogens is detrimental and the differences,

that were previously concealed, became dramatic.

Changes in the functional characteristics of methanogenic consortia are not rare, neither easily
detectable. Fernandez et al. (1999) reported a drastic shift in a methanogenic consortium, with a
H,- and formate-utilizing methanogen being replaced by a methylotrophic methanogen in an
ecosystem with steady methanogenic performance. With respect to dechlorinating consortia, Hug
et al. (2012) showed that in three of the most prominent dechlorinating cultures (KB-1, Donnall
and ANAS) the identities of non-dechlorinators also varied significantly, filling, however, the same
niche within each consortium. Each metabolic pathway in these cultures (e.g. VFA fermentation
or methane formation) was functionally redundant, with key processes encoded by multiple
taxonomic groups. Thus, an extremely diverse and dynamic community could co-exist with
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dechlorinators. This community could be rearranged in several different ways and still demonstrate
a seemingly stable behavior, but only under specific conditions. However, under extrapolating
conditions these differences may become important. The implications of these changes will be re-
visited in the following chapter.

According to the simulations, it is probable that the outcome of the competition for TCE has
changed over time. In culture NTUA-MI1, partial dechlorinators were almost exclusively
responsible for TCE consumption. With time, competition for TCE changed, with TCE-to-ETH
dechlorinators consuming around 30% of TCE in culture NTUA-M2 and, thus, growing in
numbers. Such a change in a mixed dechlorinating consortium should be anticipated. For example,
Duhamel and Edwards (2007) reported that the make-up of the dechlorinating community in KB1
subcultures evolved differently and varied significantly even within subcultures maintained with
the same substrate. This variability implies that if one dechlorinating species is somehow inhibited,
another may grow opportunistically and fill its role to keep dechlorination functioning. In our case,
this change was in favor of TCE-to-ETH dechlorinators who improved the overall performance
of the culture. Considering the above, the competition for TCE and the dynamics of TCE-
consuming dechlorinators should not be neglected, as it could affect the populations performing
the latter and, usually, most critical steps of dechlorination.
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Chapter 9: Investigating how non-
dechlorinators impact dechlorination efficiency
in Dehalococcoides mccartyi-dominated,
methane-producing, chloroethene-degrading

cultures

9.1 Introduction

The relevance of non-dechlorinators has been addressed in the literature, with many reports trying
to profile phylogenetically and metagenomically various dechlorinating consortia (e.g. for KB-1
subcultures from Duhamel and Edwards, 2006; for KB-1, ANAS and Donnall consortia from
Hug et al., 2012). Yet, the detailed molecular characterization of dechlorinating consortia fueled
discussions mainly on reactions mediated by non-dechlorinators that do not affect directly the
dynamics of reducing equivalents, such as the provision of cofactors to dechlorinators (e.g.
corrinoids). The competitive fitness of non-dechlorinators is rarely addressed.

In Chapters 7 and 8 the make-up of cultures NTUA-M1 and NTUA-M2 put forth a discussion
regarding dechlorination performance and the functional structure of non-dechlorinators.
Therefore, in this chapter the developed kinetic model will be applied in order to elucidate how
the composition and the metabolic properties of non-dechlorinators affect the dynamics of
reducing power and, thus, dechlorination. The methodology implemented in Chapter 7 identified
four different candidate approximations of the behavior of dechlorinating culture NTUA-M2, one
of which was found the most probable of being a good realization of the true behavior of the
culture. In addition, the four candidate approximations offer the opportunity to investigate how
non-dechlorinators influence dechlorination under varying scenarios of electron donor supply.
Therefore, these candidate approximations of culture NTUA-M2 will be treated in this chapter as
four different cultures and they will be used in numerical experiments performed with different
electron donor surpluses and types. Some of these numerical experiments coincide with the real
batch tests performed with the culture and, hence, we will gain insight into the reasons for the
distinctive behavior of these four alternate cultures. These numerical experiments provide a chance
to question the consensus regarding observations from dechlorination in enrichment cultures and
in sitn with different electron donor types and surpluses.

9.2 Alternate methane-producing, dechlorinating consortia

The four cultures, A, Bi, B, and C, differ regarding the relative abundance and the kinetic
properties of methanogens (He- and acetate-utilizing methanogens) and acetate oxidizers (see also
Fig. 7.8). This part of the community will be referred to as the non-dechlorinating part of the
cultures and adds up to 20% of the overall biomass concentration. The remaining 80% is
dominated by TCE-to-ETH dechlorinators, TCE-to-cDCE dechlorinators and butyrate oxidizers.
A detailed discussion on the characteristics of the four cultures was given in Chapter 7. In this
section, their main differences will be briefly revisited.
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In culture A, the non-dechlorinating fraction is dominated by acetate-utilizing methanogens (75%
of non-dechlorinators), followed by the acetate-oxidizing syntrophs (24% of non-dechlorinators).
Only few, fast-growing Hr-utilizing methanogens are present (#uum=1.94 days™). In this culture,
acetate-utilizing methanogens are more competent acetate-scavengers than acetate oxidizers,
consuming, thus, most of the available acetate.

In cultures By and B,, acetate-utilizing methanogens are moderately dominant (55% of non-
dechlorinators); acetate oxidizers are 24% of the non-dechlorinating community, while H»-utilizing
methanogens are the remaining 21%. In both cultures, acetate-utilizing methanogens outperform
acetate oxidizers with respect to acetate consumption. The difference of cultures B; and B, is the
competitive fitness of Ho-utilizing methanogens. In culture B, they are slow growers (#mn=0.14
days™), while in culture B; they are fast growers (= 1.24 days™).

Culture C is a considerably different culture. The fast-growing H-utilizing methanogens
(tnaxrini=1.96 days™) are the dominant methanogenic population (60% of non-dechlorinators).
Acetate oxidizers are the denser acetate-scavenging group (22% of non-dechlorinators), while they
are estimated with a greater maximum specific growth rate than acetate-utilizing methanogens.

9.3 Behavior of the alternate methane-producing, dechlorinating consortia under
varying strategies for the supply of H:

The behavior of the four alternate cultures will be tested under different donor delivery strategies
employing different electron donor types and quantities (Table 9.1); some of these strategies
coincide with the actual tests performed with culture NTUA-M2. First, the behavior of these
cultures will be examined under increasing electron donor surpluses, i.e. under (a) a low electron
donor surplus of 300 uM butyrate (an electron donor surplus equal to 2.4; LEDS-B2), (b) a
moderate electron donor surplus resulting from the addition of 750 pM butyrate (i.e. an electron
donor surplus equal to 5.0; MEDS-B2), and (c) a high electron donor surplus resulting from the
addition of 2230 pM butyrate (an electron donor surplus equal to 12.9; HEDS-B2). Second, the
behavior of the four cultures will be examined when the electron donor source (i.e. butyrate) is
supplied periodically in small doses (MEDS-BD2), aiming to produce a smoother H; flux towards
the Hr-scavenging species that could potentially favor dechlorinators. Third, we will examine a
scenario of direct H, supply, simulating the test used in Chapter 7 for discrimination purposes
(batch test MEDS-H?2). Finally, the possibility of acetate supporting dechlorinating activity when
supplied as the sole electron donor source will be examined. Two tests with different acetate
quantities will be performed: a moderate acetate supply (electron donor surplus equivalent to
MEDS-B2; MEDS-A2), and a high acetate supply (electron donor surplus equivalent to HEDS-
B2; HEDS-A2). All numerical tests lasted 184 days, in order to examine whether biomass decay
could eventually promote complete chloroethene detoxification.
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Table 9.1. Initial concentrations of electron donor and TCE and electron donor surplus for the numerical
batch experiments performed with cultures A, By, B, and C.

Batch test Butyrate(pM) A(C:;Z)t ¢ (:1{/2[) '(I};(lif; Elec;:fprili(;nor
Butyrate-fed tests
LEDS-B2 * 300 270 - 567 2.4
MEDS-B2 750 270 - 567 5.0
MEDS-BD2 150 (x5) 270 - 567 5.0
HEDS-B2 * 2230 258 - 601 12.9
H,-fed test
MEDS-H2 2 300.0 900.0  3000.0 597 5.4
Acetate-fed tests
MEDS-A2 - 2126 . 567 5.0
HEDS-A2 - 5486 - 567 12.9

I: Electron donor surplus is calculated assuming that 1 mol of butyrate yields 20 e- equivalents.
2 Actual batch test performed with dechlorinating culture NTUA-M2

9.3.1 Butyrate supply
9.3.1.1 Instantaneous addition of butyrate at the beginning of the experiment

LEDS-B2

As expected, since all four cultures correspond to good-fit solutions for this electron donor
surplus, the performance of dechlorination is practically indistinguishable (Fig. 9.1a). They
achieved a moderate DoD (76%, which means that VC was the main daughter product) in 14 days,
with dechlorinators consuming almost 30% of the available electron equivalents. Dechlorination
is the most efficient hydrogenotrophic metabolism in all cultures, with the exception of culture C
(Fig. 9.2b; note that Fig. 9.2 is Fig. 7.10 repeated herein for the convenience of the reader).

Most of the electron equivalents were channeled to methane formation (Fig. 9.2a). Yet, the relative
distribution of equivalents towards the two methanogenic pathways differentiates the four
cultures. In culture A, the Hj-utilizing methanogens, despite their remarkably low initial
concentration, consumed around 1% of the total electron equivalents and produce almost 1.5%
of the observed methane. For culture By, the efficiency of the Hs-utilizing methanogens is the
same, despite constituting the 2.68% of the overall biomass. In this case, they also contributed
slightly to methane production (1% of the overall methane concentration) and acetoclastic
methanogenesis was the main methanogenic pathway. In culture B,, H-utilizing methanogens
were fast-growing and, thus, they produced around 15% of methane. Acetoclastic methanogenesis
was the most efficient metabolic pathway of the mixed culture, consuming around 55% of the
available electron equivalents. Finally, in culture C the H,-utilizing methanogens took advantage
of their kinetic properties and their denser population and became the most efficient methanogenic

species; 65% of methane production was H»-dependent.

Another functional difference of the four cultures derives from the competition for acetate (Fig.
9.2¢). In cultures A and By, the acetate oxidizing species are consuming around 20% of the available
acetate, as they are fewer than acetate-utilizing methanogens and with a lower specific affinity for
acetate (i.e. they exhibited lowet g,/ K; ratio than acetate-utilizing methanogens). Consequently,
the initial supply of 300 uM butyrate provided only 2160 pe'eq in terms of H» (the e eq conversion
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factor was 7.2). For culture B,, the acetate oxidizing culture was more efficient (it demonstrated
an increased specific affinity) and consumed around 32% (an e'eq conversion factor of 8.8 was
calculated). Finally, for culture C, acetate oxidation was the main acetoclastic pathway, as acetate
oxidizers were denser than the acetate-utilizing methanogens and had a higher specific affinity for
acetate. Hence, more than 4608 peeq in terms of H, were provided from butyrate to the
hydrogenotrophic species, resulting in an e eq conversion factor of 15.36. Therefore, despite the
elevated competition for H,, dechlorination in culture C demonstrated the same extent as in the
other communities; dechlorination was sustained due to the electron equivalents deriving from
acetate oxidation.

= —_

£ 100 (@) = 800 ) 10° =

é 80 ; = %

T 2 600 =

£ © j S 10"

S 60 c =

S 8 400 — A =

8 40 S ®

=) / o [ B1 8 ol

5 | Q B c 10

o 20f % 200 — B, S

o J= I 1 S —— c ™

o)) = I

[} 0 [} 0k 10-3

2 7 14 = 79 7 14 0 7 14
Time (days) Time (days) Time (days)

Fig. 9.1. (a) Degree of dechlorination, (b) methane production, and (c) H2 concentration versus time
for an initial supply of 300 uM butyrate (LEDS-B2 test) to cultures A, B, B, and C.
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Fig. 9.2. Distribution of (a) electron equivalents, (b) consumed H. by dechlorinators and H.-utilizing
methanogens, and (c) consumed acetate by acetate oxidizers and acetate-utilizing methanogens after 14
days for an initial supply of 300 uM butyrate (LEDS-B2 test) to cultures A, B1, B and C. The total
available H; for cultures A, B1, Boand C was 1291 uM, 1271 uM, 1677 uM and 3103 uM, respectively.
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MEDS-B2

The performance of the four cultures was distinctive during this numerical experiment. Culture B,
was the only to achieve dechlorination within 14 days. Despite the elevated H, concentrations, the
slow-growing Ho-utilizing methanogens in culture B; did not deprive the requisite electron
equivalents for dechlorination. This was not the case for the other cultures, since the fast-growing
Ho-utilizing methanogens consumed the major fraction of the extra supplied H,. Eventually, apart
from culture B, only culture A dechlorinated around day 84, taking advantage of the contribution
of decaying biomass (results regarding the 184-day long simulations are presented in Appendix A).
In cultures B, and C the simulated degree of dechlorination plateaued at 99.8% and 99.5%,
respectively.

Following the addition of 750 uM butyrate (electron donor surplus is equal to 5.0), dechlorination
rates were increased (Fig. 9.3a). However, electron equivalent distribution was less favorable for
dechlorination in comparison with the supply of 300 pM butyrate; overall methane production
was 2.2-fold greater, as a result of an increase in both hydrogenotrophic and acetoclastic
methanogenesis. Ho-utilizing methanogens took advantage of the elevated H, concentrations and
became more efficient Ho-scavengers (Fig. 9.4b), while acetate-utilizing methanogens consumed a
greater share of acetate (Fig. 9.4c), as acetate-oxidizers were thermodynamically limited by the
elevated H, concentrations (contrast Fig. 9.3c to Fig. 9.1c). Thus, the estimated e eq conversion
factors for butyrate were: 5.8 for community A, 5.0 for community By, 7.4 for community B..
Again, acetate was an important H, source in community C (the e eq conversion factor for butyrate
was 14.4) and sustained dechlorination after day 3, when butyrate was depleted.
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Fig. 9.3. (a) Degree of dechlorination, (b) methane production, and (c) H> concentration versus time for
an initial supply of 750 uM butyrate (MEDS-B2 test) to cultures A, B1, Boand C.
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available H> for cultures A, B1, Boand C was 2275 uM, 1970 uM, 3012 uM and 6116 uM, respectively.

HEDS-B2

After the initial supply of 2230 uM butyrate (electron donor surplus equal to 12.9), the
performance of culture By was distinctly better, because, despite the donor abundance, clearly less
methane was produced (Fig. 9.5b), while butyrate accumulated due to thermodynamic inhibition
of its oxidation (Fig. 9.6a). At the same time, acetate oxidation is almost completely inhibited,
because of the H, abundance (Fig. 9.6c). For all the cultures, dechlorination was faster and
approached completion, but in terms of efficiency, dechlorination deteriorated. Cultures A and B,
detoxified TCE completely after 56 and 150 days, respectively. Degrees of dechlorination as high
as 99.9% were achieved in culture C due to biomass disintegration, which however, resulted in VC

concentrations which were orders of magnitude greater than the maximum contaminant levels for
VC (te. 0.032 uM).
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Fig. 9.5. (a) Degree of dechlorination, (b) methane production, and (c) H, concentration versus time for
an initial supply of 2230 uM butyrate (HEDS-B2 test) to cultures A, B4, Boand C.
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Fig. 9.6. Distribution of (a) electron equivalents, (b) consumed H- by dechlorinators and Hz-utilizing
methanogens, and (c) consumed acetate by acetate oxidizers and acetate-utilizing methanogens after 14
days for an initial supply of 2230 uM butyrate (HEDS-B2 test) to cultures A, B, B and C. The total
available H, for cultures A, B;, B, and C was 5947 uM, 3102 puM, 7015 puM and 14,672 uM,
respectively.

According to the simulations, the high electron donor supply induced a drastic shift in the relative
abundance of the cultures favoring methanogens (Fig. 9.7). After 14 days, in cultures A, B; and B,
methanogens were significantly increased accounting for almost 25% of the overall biomass. In
culture C, the shift was more pronounced. The concentration of H»-utilizing methanogens was
comparable to the concentration of dechlorinators comprising 80% of the overall biomass
concentration (Fig. 9.7¢). Hence, the quantitative advantage of dechlorinators was diminished due
to the elevated butyrate supply. This is why culture C did not achieve complete dechlorination
even with a slow-releasing electron donor source, such as the decaying biomass.
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Fig. 9.7. Simulated biomass distributions at the beginning and after 14 days for cultures A, B4, B, and
C following the supply of 2230 uM butyrate (HEDS-B2 test).

9.3.1.2 Incremental addition of butyrate
MEDS-BD2

A different feeding pattern was explored, namely a periodic butyrate injection with five doses of
150 uM butyrate at a 2-day interval (overall butyrate supply equals 750 puM). This scenario follows
the rationale behind the utilization of slow-release anaerobic substrates, such as TBOS (Yang and
McCarty, 2000), which yield fermentable electron donor sources continuously and, hence, favor
dechlorinators through the fixation of H, at low levels.

The change in the feeding pattern of butyrate enhanced dechlorination slightly and only when
dechlorinators had to compete with a sizeable community of fast-growing Hy-utilizing
methanogens, i.e. cultures B, and C (Fig. 9.8c and 9.8d). Simulated H» concentrations reveal that
the incremental injection of butyrate moderated peak H, concentrations occurring during the first
three days of the test performed with an instantaneous initial addition of butyrate. H»
concentrations were evenly distributed during the first 8 days of the test (Fig. 9.10). Thus, Ho-
utilizing methanogens grew with lower rates and H, availability was a less limiting factor for
dechlorination at the later and slower stages of the reaction (cDCE and VC consumption). These
findings are in accordance with the model results of Lee et al. (2004), who also reported that the
incremental supply of electron donor resulted in an improved sequential dechlorination of the two
final stages of dechlorination, i.e. cDCE and VC consumption.
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Fig. 9.8. Comparison of simulated degrees of dechlorination between the periodic addition of butyrate
(five doses of butyrate were supplied from day O to day 8 in a 2-day interval, adding a total butyrate
supply of 750 uM) and a single addition of 750 uM butyrate in the beginning for cultures A, B1 and B>
and C.

For cultures A and By, the profit of this alternative feeding pattern was trivial (Fig. 9.8a and 9.8b).
The change in the prevailing H» profiles did not affect dechlorination, as dechlorinators in these
cultures and under these surpluses were already more competent H» scavengers than methanogens;
dechlorinator growth was limited more by chloroethene availability and to a lesser degree by Ha
availability. As a result, the outcome was more or less the same. Culture A dechlorinated TCE
around day 80 and culture B; in 14 days. These findings support the experimental observations of
Panagiotakis et al. (2015), who also found that for a similar injection pattern the improvement of
TCE performance was minor in culture NTUA-M1.
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9.3.2 H:supply
MEDS-H?

When H; was supplied directly as an electron donor, the relative performance of the four cultures
remained unchanged, as culture B; performed better followed by cultures A, B, and C. However,
the absolute difference in the performance of the four cultures increased (Fig. 9.11a). Despite the
elevated competition for H,, dechlorinators in culture B, were efficient and outcompeted the slow-
growing H-utilizing methanogens (Fig. 9.12b). This indicates that a non-fermentable donor would
be preferable for stimulating dechlorinators in culture Bi. When fast-growing H-utilizing
methanogens were present (cultures A, B, and C), direct addition of H, was detrimental for the
extent of dechlorination, regardless of their initial relative abundance. This behavior is in
accordance with the experimental findings that claim that direct H, supply promotes
methanogenesis (Ballapragada et al., 1997; Ma et al.,, 2003; Aulenta et al., 2005). Dechlorination in
these cultures was sustained by butyrate and acetate oxidation, which were thermodynamically
favorable after the first two days of the simulations (H> concentrations were constantly below 0.10
uM — see Fig. 9.11¢) and contributed to the pool of electron equivalents.
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Fig. 9.11. (a) Degree of dechlorination, (b) methane production, (c) H2 concentration versus time for an
initial supply of 3000 uM of H, (MEDS-H2) to the cultures A, B1, Boand C.
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Fig. 9.12. Distribution of (a) electron equivalents, (b) consumed H; by dechlorinators and Hz-utilizing
methanogens, and (c) consumed acetate by acetate oxidizers and acetate-utilizing methanogens after 14
days for an initial supply of 3000 uM H, (MEDS-H2) to cultures A, B1, Boand C. The total available
H, for cultures A, B1, Bzand C was 4369 uM, 3560 uM, 5166 uM and 7728 uM, respectively.
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After the first 14 days, dechlorination was mainly sustained by the contribution of decaying
biomass; endogenous decay contributed almost 24% of the total electron equivalents consumed
by the four cultures. Yet, dechlorination never reached completion for cultures A, B> and C, as the
achieved degrees of dechlorination were equal to 95%, 94% and 94% respectively (lower values

than those achieved for 300 uM butyrate — see also a comparison of the terminal DoD in Appendix
A).

9.3.3 Acetate supply
MEDS-A2

The extent of dechlorination in the four cultures converged to the same levels after the supply of
2126 pM (Fig. 9.13a), which resulted in an electron surplus equal to 5.0 (equivalent to the addition
of 750 uM butyrate). The four cultures achieved a moderate DoD (82%, which means that
dechlorination stalled at VC consumption) in 14 days, which was also lower than the achieved
DoD following the supply of 750 uM butyrate (contrast Fig. 9.3a to Fig. 9.13a). The deterioration
of performance compared to butyrate supply was more evident in cultures A, B; and B.. In these
cultures, due to the low H, quantities that resulted from acetate oxidation, dechlorinators failed to
remove VC, even if they outperformed H,-utilizing methanogens clearly (Fig. 9.14b). The total
available H, for cultures A, By, Boand C was 1505 uM, 1513 uM, 2211 uM and 3027 pM,
respectively. It was the competition for acetate that dictated the final degree of dechlorination by
day 14. Ultimately, none of the cultures removed the existing chloroethenes completely within the
184 days of the simulation and DoD plateaued at values ranging from 99.2 % (culture C) to 99.8 %
(culture Byi); the decline of butyrate oxidizers led to a very low production rate of electron
equivalents from the decaying biomass and, thus, dechlorination was incomplete.
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Fig. 9.13. (a) Degree of dechlorination, (b) methane production, (c) Hz concentration versus time for an
initial supply of 2126 uM acetate (MEDS-A2) to the cultures A, B1, B,and C.

135|Page



—. 100 100 100
=2
5 _
= 8011 = 80 § 80 H
T 80f S 60 2 eoff
1= a =
© £ ]
T o £
o " =
5 20f - g
..3 20 g 20}
o
Ll
0 0 0
[ Dechlorination o
I A cetotrophic methanogenesis [ Dechlorination [ Acetate oxidation
I Hydrogenotrophic methanogenesis e Hydrogenotrophic e Acetotrophic .
I Remaining VFAs methanogenesis methanogenesis

Fig. 9.14. Distribution of (a) electron equivalents, (b) consumed H; by dechlorinators and H»-utilizing
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H. for cultures A, By, Band C was 1520 uM, 1515 uM, 2270 uM and 5502 pM, respectively.

HEDS-A2

When a high acetate initial supply was tested (5486 p.M acetate, which resulted in an electron donor
surplus of 12.9), dechlorination approached completion (Fig. 9.15a) in all cultures during the first
14 days. Culture B, was marginally better. In terms of efficiency, dechlorination got worse in every
culture compared to the more moderate acetate supply (Fig. 9.16a); most of the reducing power
was channeled to methanogenesis (Fig. 9.15b). In this case, culture B; detoxified TCE completely
by day 29, as the little extra H» needed, was provided by the decaying biomass. For cultures A, B,
and C, 42 days, 74 days and 87 days were needed for complete TCE removal, respectively.
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Fig. 9.15. (a) Degree of dechlorination, (b) methane production, (c) H2 concentration versus time for an
initial supply of 5750 uM acetate (HEDS-AZ2) to cultures A, By, Boand C.
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Fig. 9.16. Distribution of (a) electron equivalents, (b) consumed H; by dechlorinators and H»-utilizing
methanogens, and (c) consumed acetate by acetate oxidizers and acetate-utilizing methanogens after 14
days for an initial supply of 5750 uM acetate (HEDS-A2) to cultures A, B1, Boand C. The total available
H. for cultures A, B1, Boand C was 2330 uM, 1937 uM, 3921 uM and 11,663 uM, respectively.

Considering the above, acetate was an equivalent electron donor source to butyrate only in culture
C. Due to the high competitive fitness of acetate-oxidizing syntrophs in this culture, acetate
produced only slightly fewer reducing equivalents compared to butyrate. In the remaining three
cultures, acetate was not equivalent to butyrate. Despite the lower H, concentrations established,
dechlorination was not as extensive as in the butyrate-fed tests, as acetate-utilizing methanogens
consumed most of the available acetate and, thus, the available H, was insufficient.

9.4 Concluding remarks

The numerical simulations performed with four alternative cultures resulting from the heuristic
approach of Chapter 7 demonstrated that mild changes in the composition and the metabolic
abilities of non-dechlorinators in a Debalococcoides mecartyi-dominated culture would ultimately
require different strategies for the preferential stimulation of dechlorinators.

In cultures where acetate-dependent methane formation is dominant, direct addition of H, (or
perhaps a high H»-ceiling donor) would be the optimal strategy for stimulating the performance
of the slow-growing dechlorinators. The presence H»-utilizing methanogens is not necessarily
problematic, as they could be slow growers, as for example specific strains of Methanobacterium spp.
are (Jain et al., 1987), and, therefore, do not compete efficiently within a Debalococcoides mecartyi-
dominated culture following biostimulation.

When fast-growing Ho-utilizing methanogens were present within the mixed culture, complete
dechlorination was feasible only if methanogens were severely outnumbered by the dechlorinating
community. If this was not the case, adding excessive levels of a slowly fermentable substrate in
order to overcome the competition for H, had a negative impact to the efficiency of
dechlorination, since the resulting H» concentrations became high enough to diminish the
competitive advantage of dechlorinators over H,-utilizing methanogens. In such cases, the
incremental supply of electron donor sources was found promising. Hence, a more complex
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organic substrate (which would slowly yield butyrate or another fermentable electron donor

source) would be more appropriate for the preferential stimulation of dechlorinators.

Competition for acetate was assessed systematically and it was found relevant in cultures with
efficient H-utilizing species and low electron donor surpluses. Particularly, when acetate oxidizers
were coupled with a robust, fast-growing community of H»-utilizing methanogens, Ho
concentrations were maintained constantly low enough allowing acetate to function as an H»
source almost equivalent to butyrate. Thereby, any loss of reducing power towards methane
formation can be partially compensated for dechlorinators. The need for constantly low H»
concentrations explains why acetate oxidizing syntrophs are usually sustaining dechlorination in
the field (He et al., 2002 or Harkness et al., 2012) and scarcely in the laboratory, where excessive

surpluses are supplied and possibly inhibit their function.

This chapter highlighted that in order to fully describe the fate of electron donors in mixed
dechlorinating consortia, it is important (a) to specify the methanogenic pathways and the
functional roles of the associated methanogenic species and (b) to illuminate possible symbiotic
interactions established between acetate oxidizers and Hz-scavenging populations. The type of
inquiry presented in this chapter holds the promise to offer a framework through which to
interpret the varied research results reported in the literature, by thinking of groups of cultures and
their collective activities, characterized not exclusively by the activity of dechlorinators, but also by
the type of methanogens and the competitive fitness of syntrophs mediating Ha supply.
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Chapter 10: Gaining insight into functional
structure of a methane-producing, sulfate-
reducing, chloroethene-degrading culture

10.1 Introduction

Dechlorination in conjunction with sulfate reduction has been studied less extensively compared
to dechlorination under methanogenic conditions. The available studies considering competition
between dechlorination and sulfate reduction in the field or in the laboratory have not established
a firm consensus on how the presence of sulfate affects dechlorination rate and extent. Considering
that only few reports describe no or positive impact of sulfate on dechlorination (e.g. Aulenta et
al., 2007 or Harkness et al.,, 2012), the majority of laboratory works shows that: (a) complete
chloroethene removal can be achieved slowly in the presence of sulfate (e.g. Aulenta et al., 2008
or Heimann et al., 2005), (b) sulfate must be depleted before the initiation of the two terminal
steps of dechlorination (e.g. Azizian et al., 2008 or Malaguerra et al., 2011), or (c) dechlorination
cannot be complete in the presence of sulfate (El Mamouni et al., 2002). Nonetheless, the common
ground of the reported laboratory and field studies is that sulfate has an adverse effect on the
dechlorination rates of the later stages of dechlorination, i.e. cDCE and VC degradation
(Pantazidou et al., 2012). Nevertheless, the underlying mechanisms that can explain the stall of
cDCE and VC removal under sulfate-reducing conditions are still unclear.

From a modeling perspective, competition between dechlorination and sulfate reduction has been
even less studied. Only two modeling efforts have been made to date, i.e. the works of Malaguerra
et al. (2011) and Kouznetsova et al. (2010). In both modeling studies, the competition for H»
between sulfate reducers and dechlorinators was the major concern. Consequently, the only
possible explanation for any stall in dechlorination was the direct competition for Ho. But, sulfate
reducers can reduce sulfate via alternative metabolic pathways, using a large variety of electron
donors, from H; to volatile fatty acids (such as butyrate, propionate or acetate). Thus, the presence
of sulfate and the metabolic versatility of sulfate reducers add complexity to the food webs
established in the dechlorinating consortia, with many metabolic pathways explaining a possible
inefficiency of dechlorinators. The relevance of the alternative sulfate-reducing pathways in

dechlorinating consortia remains also unknown.

This chapter will attempt to shed light onto the functional structure of the methane-producing,
sulfate-reducing, chloroethene-degrading culture NTUA-S. Thereby, it aims to investigate which
sulfate-reducing pathways may have been established in the culture allowing dechlorinators to
remove TCE and cDCE similarly with culture NTUA-M2, but slowing down the consumption of
VC, even at ample electron donor conditions.

As discussed in Chapter 4, culture NTUA-S was developed using as inoculum the same
dechlorinating and sulfate-reducing cultures as NTUA-M2 and it has been maintained with
comparably limiting electron donor conditions. Thus, they can be regarded as closely related
consortia. The culture established a robust ethene-producing community, achieving a weekly, long-
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term degree of dechlorination close to the one observed for NTUA-M2. However, it failed to
dechlorinate rapidly even at excessive butyrate supplies. In order to consider more than one
sulfate-reducing pathways that could explain this delay in dechlorination, two models regarding
the make-up of the sulfate-reducing community were designated: (a) in the first scenario, a
consortium of H,- and acetate-utilizing sulfate reducers was assumed to be present, and (b) in the
second scenario, a dominant acetate-utilizing population of sulfate reducers was supplemented
with a population of butyrate-utilizing sulfate reducers.

The selection of two separate models describing culture NTUA-S should be regarded as a variation
of the stepwise application of the multistart-based strategy employed in Chapter 7. Herein, as the
conceptual design of the model is even more complex, instead of identifying distinctive models
through the stepwise application of the multistart algorithm, models were pre-selected based on
the performance characteristics of the culture (see also the discussion in Section 10.3). Practically,
the first step of the stepwise implementation of the multistart algorithm followed in Chapter 7 was
omitted. Then, the two models were fitted with the multistart-based algorithm simultaneously to
observations collected from two batch tests, one performed for 149 days with a low electron donor
surplus (300 pM butyrate), and another performed for 83 days with a high electron surplus (2200
uM butyrate).

10.2 Experimental information

10.2.1 Long-term monitoring of culture NTUA-S

The long-term performance data of the culture elucidate the relevance of the microbial groups
present and the corresponding processes constituting the catabolic food web of culture NTUA-S.
The steady dechlorinating performance of the culture and the observed ethene production at the
end of each feeding cycle indicate that the culture is enriched with a Dehalococcoides mecartyi-like
population. Additionally, the observed acetoclastic activity (approximately 511 pM acetate are
consumed on a weekly basis) combined with the minimal methanogenic activity indicate that
acetate-dependent sulfate reduction and syntrophic acetate oxidation should be considered. What
is more, butyrate-dependent sulfate reduction cannot be the major sulfate reducing pathway; the
amount of sulfate consumed each week (i.e. 470 pM sulfate) cannot be attributed solely on
butyrate-utilizing sulfate reducers, as in that case they would have consumed 940 pM of butyrate,
i.e. 3.1-fold more butyrate than the supplied. Finally, methane formation is limited consuming
around 1% of the supplied reducing equivalents and, therefore, methanogens are a minority
population of the culture.

10.2.2 Batch tests performed with culture NTUA-S

Two batch tests are available with culture NTUA-S (Table 10.1), one test performed under a low
electron donor surplus (LEDS-BS; 300 uM butyrate) and one test under a high electron donor
surplus (HEDS-BS; 2200 butyrate). The LEDS-BS test lasted 149 days at which time
dechlorination and sulfate reduction being both incomplete; dechlorination reached and plateaued
at a degree of dechlorination (DoD) equal to 80.5% and sulfate plateaued following the removal of
84% of sulfate. Methane formation was negligible. On the other hand, in the HEDS-BS, which
lasted 83 days, sulfate was completely consumed and dechlorination halted at a DoD equal to 99%.
Interestingly, methane formation was significant, but it commenced following a 45-day lag-phase.
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Both tests were performed after a year from the increase of sulfate concentrations in the parent
culture from 300 pM to 729 uM, having reached a steady-state regarding all major functions. Both
tests were performed on the same day and, hence, the model can be simultaneously fitted to the
observations of both tests. There is no need to perform the cross-confirmation technique followed
in Chapter 7, as the source material in the batch tests should be qualitatively and quantitatively the

same.

Table 10.1. Initial concentrations of electron donor sources (butyrate and acetate), TCE and sulfate for
the batch experiments used for parameter estimation (experiment LEDS-BS, HEDS-BS).

Final
Butyrate Acetate TCE Sulfate Electron Duration pop
Batch test (M) (M) (M) (M) donor (days) :
B 0 P B surplus’ y (%)
LEDS-BS 300 40 533 729 2 149 80.5
HEDS-BS 2000 40 516 729 13 83 99.0

I: Electron donor surplus is calculated assuming that 1 mol butyrate yields 20 e eq.
10.3 Model development

The kinetic model developed in Chapter 4 is a comprehensive modeling approach containing all
the possible interactions occurring in the food web established in the methane-producing, sulfate-
reducing, chloroethene-degrading culture NTUA-S (the associated reactions are presented in Table
10.2, same as in Table 4.1). The model considers: (a) chloroethene consumption by two
dechlorinating species (one species can grow on every chloroethene ranging from trichloroethene
to vinyl chloride, while the other grows exclusively on trichloroethene), (b) sulfate reduction by
hydrogen-, acetate- and butyrate-utilizing sulfate reducers, (c) methane production by hydrogen-
and acetate-utilizing methanogens, (d) hydrogen and acetate production by butyrate-oxidizing
bacteria, (¢) hydrogen production by acetate-oxidizing bacteria, (f) thermodynamic limitations of
butyrate and acetate oxidization reactions, and (g) endogenous decay contribution to the electron
donor pool. Based on the parameter estimation efforts of the previous chapters with simpler
models, considering all the above-mentioned microbial mechanisms would create an extremely
overparameterized problem and a costly parameter estimation problem. Thus, a series of decisions
were taken, aiming to simplify the model and allow it to corroborate specific hypotheses regarding
the composition of the sulfate-reducing community. As already mentioned, these decisions led to
the development of two separate conceptual designs, which differed only in the pathways
accounted for sulfate reduction. These designs are discussed in the following sections.
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Table 10.2. Biological processes included in the conceptual model and the corresponding chemical
reactions.
Process Reaction

H; production

Butyrate oxidation CH,CH,CH,COO" +2H,0 = 2CH,COO +2H,+H "
Acetate oxidation CH,COO +4H,0 —4H, +2HCO; + H'

Dechlorination

TCE consumption C,HCl,+H, - C,H,Cl,+CI

DCE consumption C,H,Cl,+H, - C,H,CI+CI

VC consumption C,H.Cl+H, >C,H, +CI
Methane production

H.-dependent 4H, +CO, —»4CH, +2H,0

methanogenesis

Acetate-dependent - -

methanogenesis CH,COO™ +H,0 - CH, + HCO,

Sulfate reduction

H»-dependent sulfate 4H, + SOf_ +H® > HS +4H,0

reduction

Acetate-dependent oy 064 502 5 2HCO; + HS”

sulfate reduction

Butyrate-dependent oy opy ol CO0™ +0.5502 — 2CH,CO0™ +0.5HS ™ +0.5H

sulfate reduction

10.3.1 Conceptual design

Two separate conceptual models were developed regarding the composition of sulfate reducers.
In both models, only two sulfate-reducers are assumed to be present, reasoning that the supplied
sulfate concentration cannot sustain three sulfate-reducing populations. In both conceptual
models, acetate-utilizing sulfate reducers are thriving. Considering (a) the acetoclastic activity in
the culture (a mean value of 511 uM acetate are consumed weekly), (b) the negligible methane
formation (only 7 uM methane are observed), and (c) the low probability of acetate-oxidizing
syntrophs being the most efficient acetate scavengers (this was also the case in the common-
ancestry cultures NTUA-M1 and NTUA-M2), acetate-dependent sulfate reduction should be
considered as a relevant sulfate reducing pathway in the culture. For the first conceptual model
(namely variation 1, Fig. 10.1), H»-utilizing sulfate reducers are also considered in the sulfate-
reducing community. The outcome of the competition for sulfate among sulfate reducers is
generally unknown (Muyzer and Stams, 2008), but given the dominance of H»-utilizing
Dehalococcoides mecartyi dechlorinators, we can reasonably deduce that H,-utilizing sulfate reducers
are not the dominant sulfate-reducing population. In the second conceptual model (namely
variation 2, Fig. 10.2), acetate-utilizing sulfate reducers were supplemented by butyrate-degrading
sulfate reducers. Any possible delay in dechlorination rates should be attributed to the loss of
electron equivalents from the competition of butyrate-oxidizing syntrophs with butyrate-utilizing
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sulfate reducers. If butyrate is channeled to sulfate reduction rather than H, production,
dechlorinators would ultimately have lower H» quantities available.

In both variations, the methanogenic activity was considered acetate-dependent. This is a
reasonable assumption considering that in the common-ancestry cultures of NTUA-S (i.e. NTUA-
M1 and NTUA-M2) methanogenic activity was primarily acetate-dependent. Moreover, in
variation 1, Hp-utilizing sulfate reducers would easily outcompete Ho-utilizing methanogens (Stams
et al., 2005). Especially under the substrate-limiting conditions prevailing in the culture, it would
be improbable for H,-utilizing methanogens to survive.

With respect to dechlorination, only one dechlorinating population was considered gaining energy
from every step of dechlorination. Apart from convenient, this decision is also in accordance with
the molecular analysis performed in culture NTUA-S, when maintained with 300 uM sulfate. Then,
it was indicated the Debalococcoides mecartyi bacteria were dominant. The existence of partial
dechlorinators (Ho- or acetate-utilizing) cannot be excluded. There are three dechlorinating species
belonging in the class of Deltaproteobacteria, which were a significant part of the culture according
to the molecular analysis. Yet, the dominance of Debalococcoides mecartyi indicates that even if partial
dechlorinators existed, they would consume only a small fraction of TCE; conversely, if TCE-to-
ETH dechlorinators consumed mainly cDCE during each weekly feeding cycle, they would not be
dominant. Therefore, we opted for simplicity in our model and considered only a Debalococcoides

mecartyi aggregate population present.

Decaying biomass —X'
Butyrate

7

Butyrate 50,2
oxidizer o 4
H,-utilizing
/ sulfate reducer HS
H, \]
Acetate
Acetate TCE
oxidizer \ cDCE
Acetate-utilizing TCE-to-ETH _~—\VC
methanogen Acetate-utilizing S0, dechlorinator
sulfate reducer
/ S e
CO,+ CH, \. HS

Fig. 10.1. Microbial processes considered in the first conceptual model of culture NTUA-S (variation
1).
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Fig. 10.2. Microbial processes considered in the second conceptual model of culture NTUA-S (variation
2).

10.3.2 Mathematical formulation

Both models are mathematically formulated on the basis of the system of differential equations
and the reaction rates described in Chapter 4. Nevertheless, the rate of acetate-dependent
methanogenesis is modified herein. During the high-surplus HEDS-BS test, a low rate of methane
formation was observed that coincided with acetate accumulation after sulfate was depleted. Then,
methane formation was coupled with acetate consumption. This lag in the formation of methane
is an indication of either (a) inhibition of methanogens due to the presence of elevated VFA
concentrations, or (b) inhibition due to sulfide toxicity. The first option is not rare in methanogenic
reactors, in which VFA accumulation typically inhibits the members of Methanosaeta (Demirel,
2008), which are expected to thrive in reactors with acetate concentrations as low as those observed
in our culture. Even a small pH shock (transient changes in the range of 0.5-1.0 pH units) induced
by VFA overloading may affect the growth rate of Methanosaeta (De Vrieze et al., 2012). But, since
these systems are presumably buffered and demonstrate relatively steady pH values, the most
probable inhibitory mechanism is the presence of sulfide. In order to capture this lag phase in
methane formation due to sulfide presence, we utilized an inhibition correction factor, Irs.au, that
would decrease the maximum specific growth rates of methanogens in the presence of high sulfide

concentrations:
1
lhs_am = - 5. (10.1)
1+ HS
INH ,HS—AM

where Sinmms.av is the inhibition factor of acetate-utilizing methanogens (uM) and Suys is the
concentration of sulfide (uM). Acetate consumption rates from acetate-utilizing methanogens now
read as follows:

_ Hmaam X Sa = Snina-am Fam

r = F.,
A-AM AM AM ' HS—AM
YAM KS,A—AM + SA - Smin,A—AM fAM

(10.2)
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10.4 Application of the multistart strategy for culture NTUA-S

The multistart algorithm that has been developed in Chapter 5 and employed in Chapters 7 and 8
(for methanogenic cultures NTUA-M1 and NTUA-M2) was utilized herein. Specifically, for each
conceptual model, a sequence of 1000 quasi-random starting points was generated from the
feasible area of the parameter space and local searches with the SQP local search routine were
performed. The models were fitted to experimental observations from two batch tests comprising
chloroethenes (TCE, cDCE, VC), ETH, sulfate, methane, and VFAs, i.e. butyrate and acetate.
Following the application of the multistart algorithm, the quality of fit for each local solution was
assessed with the mean absolute errors for chloroethenes and ethene only (calculated as in Section
5.4). Thus, only solutions capturing the removal of chloroethenes comprised the family of good-
fit solutions. Given the relatively few available observations of sulfate, methane and VFAs, the fit
to these observations was assessed based on visual proximity of model output and observed values.
If any solution failed to approximate these observations, it was subsequently ruled out of the family
of good-fit solutions. Similar to Chapters 7 and 8 and for the sake of convenience, the stepwise
dechlorination of TCE will be presented in an aggregate fashion with the degree of dechlorination,
DoD, calculated as described in section 7.4 by Eq. (7.2).

Preparing the multistart algorithm

Given the complexity of the catabolic food webs described in both model variations, it is hard to
estimate rigorously all the components of each model: 41 kinetic parameters should be estimated
for variation 1 and 40 kinetic parameters for variation 2. Therefore, 19 kinetic parameters were
treated as fixed for variation 1 and 18 kinetic parameters for variation 2. Similar to the previous
modeling efforts and in order to simplify the parameter estimation problem, growth yields, decay
coefficients and substrate thresholds were fixed to specific values. These parameters vary within a
relatively narrow range of values reported in the literature, as shown in Tables 10.3, 10.4, 10.5 and
10.6. Additionally, fixing growth yields and decay coefticients allows for the estimation of steady-
state biomass concentrations or at least their respective lower and upper boundaries (if they are
treated as adjustable). Growth yields and decay coefficients were selected from the range of
reported values, in order to reproduce the main features of the performed molecular analysis (see
also Section 4.2): moderate dominance of dechlorinators, which was accompanied by a dense
community of sulfate-reducers and butyrate oxidizers. Finally, H»inhibition factors (Sin .50 and
Sinmi.a0) for syntrophic reactions were fixed to the values used for the model describing
dechlorination under methanogenic conditions and the first-order coefficient for endogenous
decay contribution to the value estimated for cultures NTUA-M1 and NTUA-M2.

The remaining kinetic parameters (22 parameters for both variations), comprising maximum
specific growth rates (#u.), half-velocity coefficients (Ky,;) were considered adjustable. These
parameters were constrained by the wide range of literature reported values presented in Tables
10.3, 10.4, 10.5 and 10.6. Nevertheless, boundaries for the sulfide inhibition coefficient for
methanogens (Singns.av) differed from the corresponding literature-reported values. Values of
Smvepsav vary from 1500 to 8500 uM according to Oude Elferink et al. (1994), but methane
formation in culture NTUA-S appeared to be inhibited at lower sulfide concentrations. Therefore,
Sinmps-an was constrained between 500 to 1500 pM of sulfides.
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Bounding parameters was infeasible for two kinetic parameters and the corresponding boundaries
were based on assumptions. As discussed in Chapter 7, the literature review did not yield
boundaries for the half-velocity coefficients for acetate oxidizers (Kj, 1.40) remained unbounded.
In this parameter estimation problem, we will be using the boundaries assumed in Chapter 7.
Additionally, we could not locate boundaries for the half-velocity coefficient for butyrate of
butyrate-utilizing sulfate reducers; only one value has been reported in two modeling efforts
performed by Kalyuzhnyi et al. (1998) and Fedorovich et al (2003). Hence, we utilized the wide
range of Ky p; values employed for the syntrophic butyrate-oxidizing community in Chapter 7.

Table 10.3. Fixed and adjustable kinetic parameters of dechlorinators implemented in the parameter
estimation problem.

Substrate Parameter (units) Type Range of Feasible Reference
values Area/Value

TCE Maximum specific growth rate,  Adjustable  0.33-4.30 0.33-4.30 (a), (b)
Fasipi (days™)

cDCE Maximum specific growth rate, ~ Adjustable ~ 0.04-0.46 0.04-0.46 (0)-(a)
Hma, D1 (days™)

vVC Maximum specific growth rate,  Adjustable ~ 0.01-0.49 0.01-0.49 (0)-(a)
fimass 01 (days™)

TCE Half-velocity coefficient, Ks.ps  Adjustable  0.05-12.40 0.05-12.40 (d) —(e)
(M)

cDCE Half-velocity coefficient, Ks.ps ~ Adjustable  0.54-99.70 0.54-99.70 -
(M)

vVC Half-velocity coefficient, Ks.p;  Adjustable  2.60-602.00  2.60-602.00 (h) —(c)
(M)

VC Inhibition coefficient, Kiniapoce ~ Adjustable  0.05-602.00 0.05-602.00 -
(M)

H: Half-velocity coefficient, Ksn.pr  Adjustable  0.007-0.100  0.007-0.100 (@)-(@)
M)

H, Ha threshold, Syintpr (UM) Fixed 0.001-0.024 0.002 G

TCE, Growth yield, Yps x10-3 Fixed 0.18-9.60 ! 2.40 &)-(0)

cDCE, (mg VSS/umol)

VC

- Decay coefficient, bp; (days™) Fixed 0.024-0.090 0.024 (H)-(m)

1: Yield coefficients are reported in mg VSS/umol assuming that one Debalococcoides mecartyi cell cotresponds to 1.6 x
10-1# g of VSS (Cupples et al., 2003).

(a) Cupples et al. (2004b), (b) Christ and Abriola (2007), (c) Yu and Semprini (2004), (d) Lee et al. (2004), () Cupples
et al. (2004a), (f) Fennell and Gossett (1998), (g) Haest et al. (2010), (h) Haston and McCarty (1999), (i) Smatlak et al.
(1996), (j) Luijten et al. (2004), (k) Holmes et al. (2000), (I) Maymo6-Gatell et al. (1997), (m) Cupples et al. (2003)
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Table 10.4. Fixed and adjustable kinetic parameters of methanogens implemented in the parameter
estimation problem.

Substrate Parameter (units) Type Range of Feasible Reference
values Area/Value
Acetate  Maximum specific growth Adjustable 0.04-0.38 1 0.04-0.38 (), (b)
rate, tmaam (days)
Acetate  Half-velocity coefficient, Adjustable 370-2031 1 370-2031 (@), (b)
Ky a.am (uM)
Butyrate, VFA inhibition coefficient, ~ Adjustable - 2500-5000 -
acetate  Sinpra-am (WM)
Acetate  Growth yield, Y. x10-3 Fixed 1.10-1.40 1.40 (@), (b)
(mg VSS/umol)
- Decay coefficient, Fixed 0.007-0.029 1 0.024 (a), (¢
bay (days)
Acetate  Substrate threshold, Fixed 7-69 2 15 (e)
S 4 min-anr (LM)
Sulfide  Sulfide inhibition Adjustable 1500-8500 500-1500 (b)

coefticient, Sine,ps-av (WM)

!: Parameter values were corrected from a temperature T to a temperature of 25°C according to the equations

. 2! 0.06(25-T -0.077(25-T 0.14(25-T
(Rittmann and McCarty, 2001): Aoy ; = iy €77 KE =KE @ 0TET) 2 = et T)

2: Reported values for Methanosaeta spp. are considered, since Methanosarcina spp. are expected to be dominant at acetate
concentrations greater than 1000 pM (Liu and Whitman, 2008).

(a) Pavlostathis and Giraldo-Gomez (1991), (b) Oude Elferink et al. (1994), (c) Clapp et al. (2004), (d) Loffler et al.
(1999), (e) Aulenta et al. (2006)

147|Page



Chapter |10

Table 10.5. Fixed and adjustable kinetic parameters of butyrate and acetate oxidizers implemented in
the parameter estimation problem.

Substrate Parameter Type Range of Feasible Reference
(units) values Area/Value
Butyrate oxidizers

Butyrate = Maximum specific growth Adjustable 0.21-0.60 1 0.21-0.60 (@)
rate, o (days?)

Butyrate  Half-velocity coefficient, Adjustable 160-3676 1 160-3676 (a), (b)
Ksp0 (1M)

Butyrate = Growth yield, Y30 x10-3 Fixed 1.50-4.90 3.10 (©
(mg VSS/umol)

H; H; inhibition coefficient, Fixed - 0.25 -
Summo (M)

- Decay coefficient, bpo Fixed 0.020-0.054 1 0.024 (a)
(days)
First-order coefficient for Fixed - 0.004 -

- endogenous decay
contribution, Kep (days™)

Acetate oxidizers

Acetate Maximum specific growth Adjustable 0.07-0.26 2 0.07-0.26 (d)
rate, Um0 (d1)

Acetate Half-velocity coefficient, Adjustable - 500-2500 3 -
Ky 140 (uM)

Acetate Growth yield, Y40 x103 Fixed - 0.70 # -
(mg VSS/umol)

H, H; inhibition coefficient, Fixed - 0.08 -
Su im0 (WM)

- Decay coefficient, £.10 Fixed - 0.024 -

(days™)

1: Parameter values were corrected to a temperature of 25°C assuming that an increase of 10°C doubles maximum

specific growth rates and decay coefficients, while it reduces half-velocity coefficients by half.

2: The values were calculated by the reported doubling times and were corrected to a temperature of 25°C assuming

that an increase of 10°C doubles maximum specific growth rates.
3: Qu et al. (2009) reported a K440 value of 339 uM estimated under thermophilic conditions (55°C)

% Yield for acetate oxidizers has been thermodynamically predicted according to Duhamel and Edwards (2007)
assuming Sy = 50 nM and 5.4 = 750 pM.
(a) Pavlostathis and Giraldo-Gomez (1991), (b) Oude Elferink et al. (1994), (c) Kleerebezem and Stams (2000), (d)

Hattori (2008)
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Table 10.6. Fixed and adjustable kinetic parameters of sulfate-reducing bacteria implemented in the
parameter estimation problem.

Substrate Parameter Type Range of Feasible Reference
(units) values Area/Value
H;-utilizing sulfate reducers

Ho, Maximum specific growth rate, Adjustable  0.23-5.50 0.23-5.50 (@)

sulfate HmasHsr (daysT)

H Half-velocity coefficient, Ksn.rsk ~ Adjustable  0.05-2.6 0.05-2.6 (b)-(a)
(M)

Sulfate Half-velocity coefficient, Kss.nsk ~ Adjustable 5-200 5-200 (o)-(d)
(uM)

H, Substrate threshold, Su min-tsr Fixed 1-10 2 (e)
(uM)

H: Growth yield, Yisr x103 (mg Fixed 0.6-2.6 1.60 (b)
VSS/umol)

- Decay coefficient, brsr (days™) Fixed 0.01-0.06 0.05 (d)-(f)

Acetate-utilizing sulfate reducers

Acetate, Maximum specific growth rate, Adjustable  0.14-1.39 0.14-1.39 (a)

sulfate Hmas AsR (days™)

Acetate Half-velocity coefficient, Ks.1.45x ~ Adjustable 70-600 70-600 (@)
(M)

Sulfate Half-velocity coefficient, Kss.4sk ~ Adjustable 5-200 5-200 (0)-(d)
(M)

Acetate Substrate threshold, S min.asr Fixed - 15 ()
(uM)

Acetate Growth yield, Y45z x10- (mg Fixed 4.30-5.60 4.30 (@)
VSS/umol)

- Decay coefficient, basr (days) Fixed 0.01-0.04 0.03 (d)-()

Butyrate-utilizing sulfate reducers

Butyrate, Maximum specific growth rate, Adjustable  0.17-1.58 0.17-1.58 (@)-(g)

sulfate HmaBsR (days™)

Butyrate  Half-velocity coefficient, Ksppsr ~ Adjustable 631 160-3676 (c)-(e)
(M)

Sulfate Half-velocity coefficient, Kss.sr ~ Adjustable 5-200 5-200 (0)-(d)
(M)

Butyrate  Growth yield, Yasr x103 (mg Fixed 4.75 4.75 (d)-@
VSS/umol)

- Decay coefficient, bpsr (days!) Fixed 0.01-0.04 0.03 (d)-(f)

(a) Stams et al. (2005), (b) Malaguerra et al. (2011), (c) Ingvorsen and Jorgensen (1984), (d) Fedorovich et al. (2003),
(e) Luijten et al. (2004), (f) Kalyuzhnyi et al. (1998), (g) Oude Elferink et al. (1994)
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Chemical initial concentrations were fixed at their measured values at the beginning of each batch
test. Concerning initial biomass concentrations, based on the steady-state performance of the
source culture, biomass concentrations were estimated and fixed for (a) dechlorinators and acetate-
utilizing methanogens in both variations, and (b) butyrate-oxidizing bacteria for variation 1. These
values were calculated from the following equation:
_0. YA, 10.3
ERATY) (10
Jo¢
where X5 is the steady-state biomass concentration of microorganism ;j (mg VSS/), 6,is the solid
retention time (48 days), fis the duration of the feeding cycles of the culture (7 days), and 4S5}, is
the quantity of substrate 7 consumed by microorganism ; during each feeding cycle (uM).

The remaining initial biomass concentrations (i.e. concentrations of sulfate reducers and acetate
oxidizers) were treated as constrained adjustable parameters. Their constraints were calculated
from Eq. (10.3) and the end-products of the culture during the achieved steady state of the culture
by assuming the respective maximum and minimum S, values (Tables 10.7 and 10.8).

For model variation 1, the lower boundary for Ho-utilizing sulfate reducers is zero, assuming that
they are absent. The upper boundary corresponds to 50% of the observed sulfate reduction. These
assumptions entail that acetate-utilizing sulfate reducers are responsible for at least 50% of the
weekly sulfate reduction. This is consistent with the significant acetoclastic activity observed within
the culture, which cannot be attributed solely to the slow-growing acetate-oxidizing syntrophs (as
supported by the findings regarding acetate oxidizers in the common-ancestry cultures NTUA-M1
and NTUA-M2).

For model variation 2, the lowest possible boundary for butyrate-utilizing sulfate reducers is zero
(i.e. they are not active in the culture) and the upper boundary corresponds to 100% of the available
butyrate or equivalently to 32% of the observed sulfate-reducing activity. This means that acetate-
utilizing sulfate reducers in model variation 2 consume at least 68% of the consumed sulfate on a
weekly basis.

For both variations, the minimum and maximum 45 4 40 values for acetate oxidizers were calculated
from the mass balance for acetate on a weekly basis, i.e. the 600 pM of produced acetate from
butyrate oxidation minus the acetate consumed for sulfate reduction. As shown in Table 10.7, at

least 20% (120 uM) of acetate should be consumed by acetate oxidizers on an average basis.
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Table 10.7. Fixed and adjustable initial biomass concentrations for the microbial groups considered in
variation 1.

Substrate Growth yield, Decay
. Range of
consumed on a Y;x10-3 coefficient,
Component Type ) values/Value
weekly basis, (mg b; (days1)
(mg VSS/I)
dS:; (uM) VSS/umol*)
TR0 TTH Fixed 1051 2.35 0.024 7.85
dechlorinators
Butyrate oxidizers  Fixed 300 3.10 0.024 2.96
Acetate oxidizers  Adjustable 120-358 0.70 0.024 0.27-0.80
A -utilizi
COEUTIZNG  piced 7 1.40 0.024 0.03
methanogens
Ho-utilizing sulfate .
Adjustable 0-235 1.70 0.050 0.00-3.22
reducers
Acetate-utilizing .
Adjustable 235-470 4.30 0.030 2.83-5.67

sulfate reducers

*: umol Hy for dechlorinators and H»-utilizing sulfate reducers, pmol butyrate for butyrate oxidizers and butyrate-
utilizing sulfate reducers, and pmol acetate for acetate-utilizing methanogens, acetate-utilizing sulfate reducers and
acetate oxidizers.

Table 10.8. Fixed and adjustable initial biomass concentrations for the microbial groups considered in
variation 2.

Sub
nu IIsltr(::ltten Growth yield, Decay Range of
a
Component Type €0 s111d eb oi Y;x10-3 coefficient,  values/Value
weekly basis,
S, My (M VSS/pmol) - bi(daysh)  (mgVSS/1)
TCE—tQ—ETH Fixed 1051 2.35 0.024 7.85
dechlorinators
B
gtyrate Adjustable 0-300 3.10 0.024 0.00-2.96
oxidizers
Acetate oxidizers  Adjustable 123-198 0.70 0.024 0.27-0.66
A -utilizing
cetate-utilizing Fixed 7 1.40 0.024 0.03
methanogens
B te-utilizi
utyrate-utilizing Adjustable 0-75 4.75 0.030 0.00-4.00
sulfate reducers
Acetate-utilizi
ceate-udlizing )\ o able 395-470 430 0.030 3.86-5.67

sulfate reducers

10.5 The two alternate approximations of culture NTUA-S

10.5.1 Acetate- and H,-dependent sulfate reduction

The simultaneous fitting of the model to observations from two batch tests constrained the
behavior of the model and gave a small family of 43 local solutions. Only five of them could be
grouped in a family of good-fit solutions, which contained those local solutions that achieved mean
absolute errors for dechlorination lower than 30 uM for each test. This is a reasonable error given
that (a) parameter estimation efforts for cultures NTUA-M1 and NTUA-M2 resulted in similar
errors, and (b) total chloroethene molar balance (i.e. the deviation of the sum of chloroethenes at
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each measurement from the initial TCE concentration) varied from 2 pM to 38 uM. These good-
fit solutions were not substantially different in terms of their behavior: they had almost identical
kinetic properties for dechlorinators and similar functional features for the sulfate-reducing
community. Hence, only the relative abundance and the kinetic properties of the microbial groups
considered in the best-fit solution will be discussed herein.

Acetate-utilizing sulfate reducers were estimated as a substantial part of the culture and as the
denser sulfate-reducing population (X4sr0=5.0 mg VSS/1, Fig. 10.3). Hy-utilizing sulfate reducers
constitute only 8% of the biomass of culture NTUA-S (Xusro=1.5 mg VSS/1, Fig. 10.3), as their
growth was limited by the availability of both their substrates, i.e. H, and sulfate. Finally, 3% of
the culture (X.10,0=0.60 mg VSS/1) belonged to acetate-oxidizing syntrophs. Acetate oxidizers were
limited by the presence of the acetate-utilizing sulfate reducers, which outcompeted them.

Acetate-utilizing -
methanogens Acetate oxidizers —
0.03 mg VSS/, 0% 0.6 mg VSS/I, 3% Acetate-utilizing sulfate
! reducers, 5 mg VSS/I,
28%
Sulfate reducers V
6.5 mg VSS/l, 36%

TCE-to-ETH
dechlorinators
7.9 mg VSS/l, 44%

A

H,_utilizing sulfate reducers
1.5 mg VSS/l, 8%

Butyrate oxidizers
3mg VSS/, 17%

= Butyrate oxidizers TCE-to-ETH dechlorinators
= Acetate-utilizing methanogens Acetate oxidizers
Hydrogen-utilizing sulfate reducers Acetate-utilizing sulfate reducers

Fig. 10.3. Initial biomass distributions resulting from the optimization strategy for variation 1.

Dechlorinators were competent TCE, cDCE and H, scavengers, as indicated by the low half-
velocity coefficients for the corresponding substrates (Ksrce-nr, Ksencepr and Ksrpr in Table 10.9).
The high affinity to these substrates probably explains why the long-term performance of NTUA-
S is similar to the performance of culture NTUA-M2; on a weekly basis dechlorinators in both
cultures consumed TCE and cDCE. Regarding VC, dechlorinators were calculated with poor
kinetic properties; they could grow with a low #urcor (0.01 days™, which coincides with the lower
boundaty of zu1c.pr values), they had a low affinity for VC (K1 c.p/=507.4 uM, which is close to
the upper boundary of 602 uM), while VC consumption was strongly inhibited by cDCE (Kint,cae
=2.0 pM, a value suggesting that VC consumption will commence, when all cDCE is removed).

The kinetic properties estimated for the dechlorinating species in culture NTUA-S revealed a
significant difference compared to the dechlorinating consortia in cultures NTUA-M1 or NTUA-
M2. In these cultures, dechlorinators grew with a 18-fold greater #,.cicpi, had a slightly greater
affinity for VC and a 10-fold lower inhibition coefficient of cDCE. The VC-related parameters
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estimated for the dechlorinating population thriving within culture NTUA-S are close to the
reported values for culture PM (which was examined in Chapter 5) or culture Donna II (Fennel
and Gossett, 1998), which were enriched Dehalococooides mecarty: 195 (Cornell group of Debalococcoides
mccartyi strains), a Debalococcoides mccartyi strain growing commetabolically on VC. Given that
cultures NTUA-M2 and NTUA-S originated from the same material, we can surmise that the long-
term exposure to sulfides played a role as to which chloroethene-respiring microorganisms would
eventually thrive in each culture. This effect of sulfides in the make-up of the dechlorinating
community has been reported by Berggren et al. (2013), who postulated that the presence of sulfide
probably induced a shift from the dominance of Pinellas group of Debalococcoides mecartyi strains to
the dominance of Debalococcoides mecartyi 195 strain, which removes VC commetabolically and, thus,
slower than any other Debalococcoides mecartyi strain isolated.

Table 10.9. Kinetic parameters for dechlorinators resulting from the best-fit solution of the parameter
estimation strategy employed for variation 1.

Substrate Parameter Symbol (units) Value
TCE Maximum specific growth rate tnarcepr (days™) 1.07
DCE Maximum specific growth rate tnaenceny (days™) 0.08
vC Maximum specific growth rate tnassvenr (days™) 0.01
TCE Half-velocity coefficient Ksrerpr (uM) 3.9
DCE Half-velocity coefficient Ks..pcepr (M) 65.1
VC Half-velocity coefficient Ksvepr (pM) 507.4
VC Inhibition coefficient Kinernce (uM) 2.0
H» Half-velocity coefficient Ko (uM) 0.007

Acetate-utilizing sulfate reducers were the dominant sulfate-reducing population. They could grow
rapidly on the available acetate, as they had to outcompete only the inefficient acetate-oxidizing
syntrophs (as indicated by their low specific affinity for acetate, .~/ K.4j ratio, see Tables 10.10
and 10.11). On the other hand, H»-utilizing sulfate reducers had to surpass the obstacle of a dense
dechlorinating population, that exhibited a higher affinity for H, (Kss.ps is 54-fold lower than K.
nsr). Thus, despite being a fast-growing and good sulfate scavengers (With gunsk = 4.5 days™ and
K; s.1sr being lower than K 5.5z, Table 10.10), H»-utilizing sulfate reducers were limited mainly by
the availability of Ho.
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Table 10.10. Kinetic parameters for sulfate reducers deriving from the best-fit solution of the parameter
estimation strategy employed for variation 1.

Substrate Parameter Symbol (units) Value
H;-utilizing sulfate reducers
Ho, sulfate Maximum specific growth rate tnasise (days™) 4.5
H, Half-velocity coefficient K prrsr (uM) 1.2
Sulfate Half-velocity coefficient Ky snsr (WM) 37
Acetate-utilizing sulfate reducers
Acetate, sulfate Maximum specific growth rate tnasasr (days™) 0.48
Acetate Half-velocity coefficient Ky 1asr (M) 163
Sulfate Half-velocity coefficient Ks,s.a5r (WM) 83

Butyrate-oxidizing syntrophs were a substantial part of the culture (Fig. 10.3) given the absence of
competition for butyrate. Acetate-oxidizing syntrophs were a relatively small part of the culture,
due to their low poor competitive fitness for acetate. Yet, they make their living from the available
acetate, since (a) the existence of two Hi-scavenging groups maintains H, concentrations
significantly below inhibiting levels (H> concentrations higher than 0.4 uM are inhibiting), and (b)
acetate-dependent methanogenesis is negligible (one competitor less). Likely, acetate-dependent
methanogenesis is negligible as a result of the combined effect of competition for acetate and the
poor kinetic properties of methanogens (10w #..au, especially compared to the methanogens of
NTUA-M2 culture). The poor kinetic characteristics of methanogens result perhaps by their long-
term exposure to sulfides, which are a knowingly inhibiting substance for acetate-utilizing

methanogens of the genus Methanosaeta (Demirel, 2008).

Table 10.11. Kinetic parameters for butyrate oxidizers and acetate oxidizers resulting from the best-fit
solution of the parameter estimation strategy for variation 1.

Substrate Parameter Symbol (units) Value
Butyrate oxidizers
Butyrate Maximum specific growth rate Hnasspo (days™) 0.60
Butyrate Half-velocity coefficient Ks,p-80 (WM) 485
Acetate oxidizers
Acetate Maximum specific growth rate a0 (days™) 0.26
Acetate Half-velocity coefficient Ks 110 (uM) 1094

Table 10.12. Kinetic parameters for acetate-utilizing methanogens resulting from the best-fit solution
of the parameter estimation strategy for variation 1.

Substrate Parameter Symbol (units) Value
Acetate-utilizing methanogens
Acetate Maximum specific growth rate st (days™) 0.20
Acetate Half-velocity coefficient Ks .m0 (uM) 936
Sulfide Sulfide inhibition coefficient S ps-av (WM) 830

The best-fit solution for model variation 1 reproduced all the important features of the behavior
of culture NTUA-S under low butyrate supply (Fig. 10.4). The mean absolute error for
dechlorination was 26 pM. The model described adequately the rapid depletion of TCE and cDCE
within the first five days, while it simulated sufficiently the stall of VC consumption that followed
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from day 5 to day 150 (Fig. 10.4a). Additionally, the simulated results reproduced the pattern of
sulfate reduction: a quick initial decline of sulfate followed by a long period of slow sulfate
reduction, which ultimately resulted in the accumulation of sulfate (Fig. 10.4b). Model variation 1
was also fitted fairly to the limited VFA observations (Fig. 10.4c), while it predicted the minimal
methane formation (data not shown, as methane was below 5 pM).

b
__100 800 (b)
= ¥ ¥ Observed sulfate
Simulated sulfate
5 80
2 600
o] —
£ =
k) 60 =l
r= @
S :§ 400
© 40 =
k] 5]
2 200"
5 20 8  Observed DoD
8 Simulated DoD
o0& 0
0 50 100 150 0 50 100 150
Time (days) Time (days)
o (d)
O  Observed acetate Simulated H,
@ Observed butyrate
- - - - Simulated acetate
Observed acetate
=
= 10°
o
T
10°
0 50 100 150
Time (days) Time (days)

Fig. 10.4. Observed and simulated (a) degree of dechlorination, (b) sulfate concentration, (c) VFA
concentrations, and (d) H. concentration for batch test LEDS-BS and variation 1. Methane
concentrations are negligible (below 5 uM) and, hence, not shown.

The culture was mostly active during the first five days, when dechlorinators consumed all the
available TCE and cDCE, and sulfate-reducers consumed 73% of the overall consumed sulfate.
During this period, dechlorinators took advantage of their competitive fitness at the low prevailing
H: concentrations (below 0.08 uM — Fig. 10.4d) and consumed 78% of the available H, and 35%
of the overall reducing equivalents (Fig 10.5a and 10.5b). Despite their high #.msk values, Ha-
utilizing sulfate reducers were outcompeted by dechlorinators, due to (a) their low affinity for H,
compared to dechlorinators (3 orders of magnitude greater Kyryvalue), and (b) the competition
for sulfate (they are responsible for 12% of the reduced sulfate by day five — Fig. 10.5d). Acetate-
utilizing sulfate reducers were, consequently, the most efficient metabolism and the most capable
sulfate-scavengers. Nevertheless, the competition for sulfate delayed the growth of acetate-
utilizing sulfate reducers and gave room for acetate-oxidizing syntrophs to thrive; they consumed
27% of the available acetate (Fig. 10.5¢) providing extra H, to dechlorinators and H-utilizing
sulfate reducers; 717 pM H, were produced from acetate oxidation, which is 1.2-fold more H»
compared to butyrate oxidation. Thus, acetate oxidizers, despite being a minority population,
contributed significantly to the extent of dechlorination.
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Following the first five days, dechlorination and sulfate reduction occurred with the reducing
power of decaying biomass. Approximately 20% of the final reducing equivalents came from
biomass disintegration. Yet, these electron equivalents did not enhance dechlorination
significantly, at least not at the extent that they enhanced dechlorination in culture NTUA-M2.
Dechlorinator growth was limited by their poor kinetic properties regarding VC and, thus, despite
the kinetic advantage that they had over Ho-utilizing sulfate reducers at the low H: concentrations
that prevailed (biomass functioned as a slow-releasing H, source maintaining H, concentrations
around 0.02 uM), they did not consume much of the available H,. During this period, sulfate
reduction was almost entirely Ho-dependent given the competitive advantage of H,-utilizing sulfate
reducers over acetate-utilizing reducers at sulfate-limiting conditions. This shift in the sulfate-
reducing pathway deprived the requisite reducing power from dechlorinators.
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Fig. 10.5. Distribution of (a) electron equivalents, (b) consumed H; by dechlorinators and Hz-utilizing
sulfate reducers, (c) consumed acetate by acetate-utilizing sulfate reducers, acetate-utilizing
methanogens and acetate oxidizers, (d) reduced sulfate by acetate-utilizing sulfate reducers and H.-
utilizing sulfate reducers after five days and at the end of batch test LEDS-BS for variation 1.

The best-fit solution of the problem failed to reproduce the collective behavior of culture NTUA-
S under high sulfate concentrations. There are discrepancies between the model output and (a) the
observed VFA concentrations (Fig. 10.6c) and (b) the final levels of methane formation (Fig.
10.6d); the lag-phase of methane formation was reproduced. According to our simulations,
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butyrate plateaued at 1000 pM following its initial rapid decline. Butyrate fermentation was
thermodynamically inhibited, because of the high H, concentrations that prevailed following
sulfate depletion (around 1.2 uM, data available in Appendix A). Being limited by VC availability,
dechlorinators grew slowly and, thus, consumed the available H; in a low pace. Consequently, H,
never dropped at levels that could make butyrate oxidation feasible. Because of butyrate
accumulation, acetate never reached the levels observed in the laboratory and, hence, the final
simulated concentration of methane deviated from the observed.

The model predicted that dechlorinators would consume nearly all the available chloroethenes by
day 83 (Fig. 10.6a) and captured the rapid removal of sulfate (Fig. 10.6b). The mean absolute error
for dechlorination was 28 pM. Simulated DoD deviated mildly from the observed DoD following
cDCE removal and until day 60. The observed VC consumption rate was lower. But, as VC-related
parameters were estimated very close to the respective lower boundaries, a slower VC
consumption rate cannot be reproduced by our model. Nonetheless, we consider this deviation of
the model from the observations as not critical, because regardless of the mechanism that caused
it, it was no longer applicable following day 60. For the last 23 days of the experiment, VC
consumption rate was higher and resulted in an observed DoD equal to 99%.
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Fig. 10.6. Observed and simulated (a) degree of dechlorination, (b) sulfate concentration, (c) VFA
concentrations, and (d) methane concentration for batch test HEDS-BS and variation 1.

Due to the increased quantity of butyrate as an electron donor source, the fast-growing Ho-utilizing
sulfate reducers became more competent sulfate scavengers consuming 40% of the available
sulfate (Fig. 10.7d). They also outcompeted dechlorinators consuming 57% of H. produced
through butyrate and acetate oxidation (Fig. 10.7d). Their enhanced performance, however, was
inadequate to cause the complete oxidation of butyrate. The presence of fast-growing Hy-utilizing
sulfate reducers failed to constitute butyrate oxidation thermodynamically feasible, as nearly half
of the initially supplied butyrate functioned as an H» source. Thinking in terms of electron balances,
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only if sulfate reduction depended entirely on H, it would have caused the complete removal of
butyrate: 730 uM sulfate require 2920 uM H, and 515 pM TCE require 1545 pM Hs. These
quantities of H, add up to the quantities of butyrate that are readily available from the oxidation
of 2230 uM butyrate. Thus, the make-up of the sulfate-reducing community that was estimated by
the parameter estimation process appears to be inadequate to predict the true behavior of the
culture under elevated butyrate supply.

— 100 100
S~
=
5
= 80t — 80
2 2
5 c
5 B0} £ 60
: =
T 2
> 40t < 40
= 8
] IN
c |
g 20 20
3]
Q@
w 0
5 days 83 days 5 days 83 days
[ Dechlorination T
Dechl t
I ~cetate-dependent methanogenesis o HE[; orm: fon " duci
[ Acetate-dependent sulfate reduction [ H ;-dependent sulfate reduction
| Hz-dependent sulfate reduction
[ Remaining VFAs
100 100 (d}
£ a0 £ 80
= <
S S
= S
60 Q.
; c 80
@ 5
@ @
5 c
o 40 8 40
% 2
T . £
3] S
= & 20
0 0
5 days 83 days 5 days 83 days
[ Acetate-dependent sulfate reduction - H,-dependent sulfate reduction
I /cetate-dependent methanogenesis
I Acetate oxidation Acetate-dependent sulfate reduction

Fig. 10.7. Distribution of (a) electron equivalents, (b) consumed H; by dechlorinators and Hz-utilizing
sulfate reducers, (c) consumed acetate by acetate-utilizing sulfate reducers, acetate-utilizing
methanogens and acetate oxidizers, (d) reduced sulfate by acetate-utilizing sulfate reducers and H.-
utilizing sulfate reducers after five days and at the end of batch test HEDS-BS for variation 1.

In an attempt to improve the fit for the high-donor test HEDS-BS, variation 1 was modified,
assuming that H,-utilizing sulfate reducers did not have to compete for sulfate; they were the only
sulfate-reducing population with an initial biomass concentration equal to the sum of both sulfate-
reducing species, i.e. Xpsro = 6.5 mg VSS/L. This shift implies that in the presence of significant
butyrate quantities acting as an H» source, acetate-utilizing sulfate reducers preferably chose to use
the resulting H> as an electron donor rather than acetate. Is this shift in the function of sulfate
reducers probable? Theoretically, it is probable. According to Madigan et al. (2014), the majority
of sulfate reducers that are capable of utilizing acetate can also utilize H» as an electron donor (e.g.
Desulfosarcina, Desulfonema, Desulfococcus, Desulfobacterium, Desulfotomaculum and some members of

158 |Page



Chapter |10

Desulfovibrio). The conditions under which this shift should be anticipated are, however, unclear.
Perhaps it is thermodynamics that can induce such a shift, as Ho-dependent sulfate reduction is
typically yielding more energy than acetate-dependent sulfate reduction to sulfate-reducing bacteria
(151.9 kJ per mol sulfate of reduced instead of 47.7 k] per mol of sulfate reduced).

In the absence of acetate-utilizing sulfate reducers, model output was closer to the observed
behavior of culture NTUA-S, but it was still inaccurate regarding butyrate depletion (Fig. 10.8c).
Butyrate was not entirely removed under these conditions, as well. All the available sulfate was
consumed by H,-utilizing sulfate reducers, which grew faster and consumed 73% of the produced
H. (Fig. 10.9b). Exactly due to their performance, they established a mutually beneficial syntrophic
relationship with butyrate oxidizers, which consumed 78% of the available butyrate within the first
five days. Therefore, even if dechlorinators had to compete with a stronger and more competent
Hy-utilizing population, they also had more H, readily available during the first five days. But,
butyrate oxidizers were not the only population that benefited from the H-scavenging species.
Acetate oxidizers consumed 174 uM acetate (96% of the observed acetoclastic activity, Fig. 10.9¢c)
producing nearly 25% of the total H, quantity. Therefore, 2200 uM butyrate were not completely
used again; they are not needed as a H» source, as acetate-oxidizing syntrophs stepped in and gave
the requisite Ho.

After the first five days, dechlorinators consumed the available VC under non-limiting Ho
concentrations, as H, plateaued at 1.2 uM (results available in Appendix A). Hence, the low
dechlorination rates should be attributed to the poor growth characteristics of dechlorinators on
VC. Finally, acetate-utilizing methanogens exploited the high quantities of available acetate and

the absence of competition, and grew slowly, overcoming the inhibitory effects of the produced
sulfides (Fig. 10.8d).
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Fig. 10.8. Observed and simulated (a) degree of dechlorination, (b) sulfate concentration, (c) VFA
concentrations, and (d) methane concentration for batch test HEDS-BS and variation 1 assuming that
all sulfate reducers utilize H as an electron donor.
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assuming that all sulfate reducers utilize H; as an electron donor.

10.5.2 Acetate- and butyrate-dependent sulfate reduction

Like variation 1, fitting the model to observations from two batch tests constrained its behavior
and few distinctive local solutions were estimated, with parameter estimates being close to the
imposed boundaries (especially kinetic parameters for dechlorinators and the syntrophic H»-
producing species). The multistart algorithm ran for 1000 starting points and located 89 distinctive
local solutions. Yet, only nine of the local solutions are considered adequate, achieving mean
absolute errors for dechlorination lower than 30 pM in each experiment. These solutions were
functionally similar (i.e. the outcome of the competitions for butyrate and sulfate) and had nearly
identical relative abundances for the microbial species considered. Thus, we will be commenting
on the performance and the characteristics of the best-fit solution.

In terms of the initial relative abundance of the microbial groups, the main difference between
variation 1 and variation 2 is the make-up of the sulfate-reducing community (compare Fig. 10.3
to Fig. 10.10). Practically, H,-utilizing sulfate reducers were replaced by butyrate-utilizing sulfate
reducers. Butyrate-utilizing sulfate reducers were the minority sulfate-reducing population
(Xbsro=2.9 mg VSS/1, which is 42% of sulfate reducers), but their function within culture NTUA-
S deprived butyrate from butyrate-oxidizing syntrophs, who were fewer than in variation 1 (2.4
mg VSS/linstead of 3.0 mg VSS/1).
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Fig. 10.10. Initial biomass distributions resulting from the optimization strategy for variation 2.

Dechlorinators in variation 2 have similar functional characteristics to those calculated for
variation 1 (Table 10.13). Again, dechlorinators were competent TCE, cDCE and H, scavengers
(low K,:ps; values estimated for each substrate), but they could grow poorly on VC with a low
calculated #ywcpr and a high Ksrep. This finding provides confidence that behavior
approximates the actual functional features of dechlorinators in culture NTUA-S. The main
discrepancy between the dechlorinating species in variation 2 and variation 1 is the maximum
specific growth rate for TCE. In variation 2, dechlorinators had to be even more fast-growing to
maintain H, concentrations below inhibitory levels for syntrophic butyrate and acetate oxidations.
In the absence of Hy-utilizing sulfate reducers, dechlorinators are the only species capable of
maintaining H, low. Nevertheless, the kinetic properties estimated for dechlorinating species in
culture NTUA-S highlight the differences compared to the dechlorinating consortium in cultures
NTUA-M1 or NTUA-M2, in which dechlorinators could grow rapidly during VC consumption
(tnaxcpr for NTUA-M1 and NTUA-M2 was 18-fold greater).

Table 10.13. Kinetic parameters for dechlorinators resulting from the best-fit solution of the parameter
estimation strategy for model variation 2.

Substrate Parameter (units) Symbol Value
TCE Maximum specific growth rate Zmassrcrpr (days™) 4.30
DCE Maximum specific growth rate Unasepcenr (days™) 0.18
VC Maximum specific growth rate U vcpr (days™) 0.01
TCE Half-velocity coefficient Ksree-pr (uM) 3.4
DCE Half-velocity coefficient Ks..ocepr (M) 55.6
VC Half-velocity coefficient Ksvepr (uM) 568.0
VC Inhibition coefficient KINH,;DCE (}LND 4.7
H» Half-velocity coefficient Ks.rpr (M) 0.025

Acetate-utilizing sulfate reducers had comparable affinity for sulfate to butyrate-utilizing sulfate
reducers (compare Kj,s_isr to Ky s.sr values, Table 10.14). But, they outcompeted butyrate-utilizing
sulfate reducers, as the latter had to compete for butyrate with an efficient syntrophic butyrate-
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oxidizing community. Butyrate-oxidizing syntrophs were significant in numbers and demonstrated
a comparable specific affinity for butyrate with sulfate-reducers (compate w50/ Kspso to
tmasspsk/ Ksppsr ratios based on Tables 10.14 and 10.15). On the other hand, acetate-utilizing sulfate
reducers had to overcome a minor obstacle, i.e. the competition with acetate-oxidizing syntrophs.
Acetate-oxidizing syntrophs were a relatively small part of the culture, since they had a low specific
affinity for acetate (as in variation 1). Nonetheless, they were extant within the culture, since (a)
dechlorinators poised Ha concentrations way below inhibiting levels, and (b) acetate-dependent
methanogenesis was practically negligible. Methanogenesis was not a competitive acetate-utilizing
metabolism, due to the remarkably low affinity of methanogens for acetate (Table 10.16). As
discussed for variation 1, limited methane formation may be the outcome of the long-term

exposure of methanogens to sulfides.

Table 10.14. Kinetic parameters for sulfate reducers deriving from the best-fit solution of the parameter
estimation strategy employed for variation 2.

Substrate Parameter Symbol (units) Value
Butyrate-utilizing sulfate reducers
Butyrate, sulfate Maximum specific growth rate Lnasssk (days™) 1.58
Butyrate Half-velocity coefficient Ky ppsr (M) 296
Sulfate Half-velocity coefficient Ky g5k (pM) 75
Acetate-utilizing sulfate reducers
Acetate, sulfate Maximum specific growth rate nass sk (days™) 0.35
Acetate Half-velocity coefficient Ks 1.a5r (uM) 127
Sulfate Half-velocity coefficient Ks.s.a5r (uM) 96

Table 10.15. Kinetic parameters for butyrate oxidizers and acetate oxidizers resulting from the best-fit
solution of the parameter estimation strategy for variation 2.

Substrate Parameter Symbol (units) Value
Butyrate oxidizers
Butyrate Maximum specific growth rate Lo (days™) 0.60
Butyrate Half-velocity coefficient Kspo (uM) 160
Acetate oxidizers
Acetate Maximum specific growth rate a0 (days™) 0.26
Acetate Half-velocity coefficient K, 140 (M) 854

Table 10.16. Kinetic parameters for acetate-utilizing methanogens resulting from the best-fit solution
of the parameter estimation strategy for variation 2.

Substrate Parameter Symbol (units) Value
Acetate-utilizing methanogens
Acetate Maximum specific growth rate s vt (days™) 0.25
Acetate Half-velocity coefficient Ks 1m0 (uM) 1928
Sulfide Sulfide inhibition coefficient S rs-av (M) 845

Variation 2 simulated with fair accuracy the salient characteristics of the behavior of culture
NTUA-S under low butyrate supply (Fig. 10.11). This modeling approach described adequately
the fast consumption of TCE and cDCE within the first five days. It simulated sufficiently the
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hindrance of VC consumption that was observed from day 5 to day 150 (Fig. 10.11a). Apart from
dechlorination, simulated results reproduced (a) the pattern of sulfate reduction, i.e. the initial rapid
removal of sulfate that was succeeded by a long period of a practically negligible sulfate reduction
rate (Fig. 10.11b), (b) VFA concentrations (Fig. 10.11c), and (c) the negligible methane formation
(methane concentrations were below 5 uM).

During the first five days, dechlorinators consumed all the available TCE and ¢cDCE, and sulfate-
reducers consumed 73% of the overall consumed sulfate. During this period, dechlorinators, in
the absence of competing H,-scavengers, consumed all the available Hy, that resulted mainly from
butyrate oxidation and to a lesser degree from acetate oxidation. Despite the absence of competing
Hs-scavengers, dechlorinators did not drive dechlorination to a higher degree, as a smaller quantity
of butyrate served as an H» source directly; nearly 70% of butyrate was channeled to sulfate
reduction (Fig. 10.12b). Fortunately for dechlorinators, the fast-growing butyrate-utilizing sulfate
reducers were slowed down, apart from their lower affinity for butyrate, from the limited
availability of sulfate; the consumed only 20% of sulfate. Thus, acetate-utilizing sulfate reducers
were the most efficient metabolism during these first five days, consuming 65% of the available
acetate (Fig. 10.12¢c) and 80% of the available sulfate (Fig. 10.12d). This high efficiency of acetate-
utilizing sulfate reducers gave limited space for acetate-oxidizing syntrophs to thrive; they
consumed 35% of the available acetate, which, however, compensated for the loss of H, that
resulted from butyrate being channeled to sulfate reduction. Again, the activity of acetate oxidizers

was critical for the extent of dechlorinators.

Following the first five days, dechlorination and sulfate reduction proceeded with the reducing
power resulting from decaying biomass. Yet, these electron equivalents were not adequate to drive
dechlorination towards completion. Likely, two factors contributed to dechlorination stall. First,
part of the available butyrate and acetate that resulted from biomass disintegration was consumed
by butyrate- and acetate-utilizing sulfate-reducers, respectively. Thus, the Ho-producing syntrophs
failed to provide the requisite H, to dechlorinators. The second factor is the poor kinetic properties
of dechlorinators on VC. As H; concentrations are increasing from day 25 to day 149, we can
deduce that H, production is higher than H, consumption. Hence, dechlorinators would not have
consumed VC significantly faster, even in the absence of sulfate reduction.
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Similar to variation 1, variation 2 failed to reproduce the collective behavior of culture NTUA-S
under ample electron donor conditions. Although it correctly predicted that dechlorinators would
slowly consume nearly all the available chloroethenes within 83 days (Fig. 10.13a) and it captured
the fast reduction of sulfate (Fig. 10.13b), it failed to simulate butyrate depletion. Butyrate
consumption stopped following its initial rapid decline because (a) butyrate-oxidizing syntrophs
were thermodynamically inhibited from the high H» concentrations that prevailed (around 1.2 uM
— results are available in Appendix A), and (b) butyrate-utilizing SRBs were inhibited by the absence
of sulfate. Following sulfate removal, dechlorinators grew slowly on VC and, thus, consumed the
available H, without any competition. Because of butyrate accumulation, acetate plateaued at lower
concentrations than those observed in the laboratory and, hence, acetate-dependent
methanogenesis was less extensive (Fig. 10.13d).
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Fig. 10.13. Observed and simulated (a) degree of dechlorination, (b) sulfate concentration, (c) VFA
concentrations, and (d) methane concentration for batch test HEDS-BS and variation 2.

Given the availability of butyrate as a readily available electron donor for sulfate-reduction, the
fast-growing butyrate-utilizing sulfate reducers became the most competent sulfate scavengers of
the culture consuming almost 65% of the available sulfate, i.e. 473 pM (Fig. 10.14d). This amount
of sulfate requires 946 uM butyrate. Combined with the syntrophic butyrate oxidation, which is
thermodynamically feasible during the first five days of the batch test, butyrate-scavengers
removed most of the initially available butyrate. But, some of the initially supplied butyrate
remained unused. Considering the stoichiometry of butyrate-dependent sulfate reduction (1 mol
of butyrate reduces 0.5 mol of sulfate, Table 10.1), it is reasonable to deduce that butyrate could
have been completely consumed only in the absence of acetate-dependent sulfate reduction. In
such case, 730 pM sulfate would consume 1460 pM butyrate and 515 pM TCE would require 1545
uM H» or equivalently 772.5 uM butyrate. This assumption implies that in the presence of
significant butyrate quantities, acetate-utilizing sulfate reducers would preferably use butyrate
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directly as an electron donort, rather than grow on the acetate deriving from syntrophic butyrate
oxidation. Again, this versatile behavior of sulfate reducers is probable for sulfate reducers
belonging to the genus Desulfosarcina, Desulfonema, Desulfococcus, or Desulfobacterinm, and
Desulfotomacnlum (Madigan et al., 2014; Rabus et al., 2013).

~ 100 100
e
c —_
% 80 f £ 8ot
o c
= =l
7 =
"E 60 §' B0}
s 2
@ [s}
= 40r L
= § 40
er ©
c )
g 20 535 20+
|3}
o
L 0 0
5 days 83 days 5 days 83 days
[ Dechiorination - Butyrate-dependent sulfate reduction
I - cstate-dependent methanogenesis - Butvrate oxidaiton
|:| Acetate-dependent sulfate reduction t
[ Butyrate-dependent sulfate reduction
[ Remaining VFAs
c d
100 100 (d)
80 80

60 60

40 40

20 20

Acetate consumption (%)
Sulfate consumption (%)

0 0
5 days 83 days 5 days 83 days
[ Acetate-dependent sulfate reduction - Butyrate-dependent sulfate reduction
I Acetale—de.pen.dent methanogenesis I:l Acetate-dependent sulfate reduction
[ Acetate oxidation

Fig. 10.14. Distribution of (a) electron equivalents, (b) consumed H. by dechlorinators and H-utilizing
sulfate reducers, (c) consumed acetate by acetate-utilizing sulfate reducers, acetate-utilizing
methanogens and acetate oxidizers and (d) reduced sulfate by acetate-utilizing and butyrate-utilizing
sulfate reducers after five days and at the end of batch test HEDS-BS for variation 2.

Again, in the search of a better fit to the observations from the high-surplus test HEDS-BS, it was
re-simulated assuming that butyrate-utilizing sulfate reducers were the only sulfate-reducing

population with an initial biomass concentration equal to the sum of both sulfate-reducing species,
i.e. XBJR() =06.9 mg VSS/I

In the absence of acetate-utilizing sulfate reducers, model variation 2 simulated the observed
behavior of culture NTUA-S adequately (Fig. 10.15). Sulfate-reducers consumed rapidly 95% of
the available butyrate and 100% of sulfate within the first three days (Fig. 10.15¢ and 10.15b,
respectively). Then, the remaining butyrate was slowly oxidized, as dechlorinators failed to poise

166|Page



Chapter |10

H: at low levels and, thus, to establish a favorable environment for butyrate-oxidizing syntrophs.
These H» levels also cancelled the activity of acetate oxidizers. Even if they appear to be efficient
in the first four days of the experiment (Fig. 10.16c), they consumed only 50 uM of acetate.
Acetoclastic activity was almost completely inhibited at the beginning of the batch test. Acetate
consumption commenced practically after day 25, when acetate-utilizing methanogens started to
grow in numbers taking advantage of the available acetate, the absence of sulfate reduction and
the thermodynamic limitations for acetate oxidation. Acetate became an important methanogenic
substrate and, thus, eventually significant methane quantities were produced.
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all sulfate reducers utilize butyrate as an electron donor.
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10.6 Concluding remarks

Two candidate approximations of culture NTUA-S were examined herein. Both could explain
adequately the performance of culture NTUA-S under limiting electron donor conditions. In the
light of the existing experimental observations, it is hard to deduce which of them is more likely
to be true. As the profiles of H, concentrations were different in the two variations of NTUA-S
(compare Fig. 10.4d with Fig. 10.11d), it seems that H, measurements could be useful to
discriminate among the two candidate approximations of culture NTUA-S. Nevertheless,
following an ample butyrate supply, the presence of butyrate-utilizing sulfate reducers is needed
to capture the behavior of culture NTUA-S. Thereby, the approximation that contained a sulfate
reducing community containing acetate- and butyrate-utilizing sulfate reducers is the most
probable approximation of culture NTUA-S between the two examined herein.

The present modeling effort is the first to account for and indicate the relevance of acetate- and
butyrate-dependent sulfate reduction in sulfate-reducing, chloroethene-degrading consortia. Even
if Houtilizing sulfate reducers should be an obvious concern in sulfate-reducing, chloroethene-
degrading communities, acetate- and butyrate-utilizing sulfate reducers can be also active and, thus,
dictate the distribution of reducing power and affect dechlorination.

The metabolic versatility of sulfate reducers was accentuated by this modeling approach. A shift
from acetate- towards butyrate-dependent sulfate reduction was needed to explain the behavior of
the culture. This finding underscores that when VIFAs are utilized as H, precursors for
dechlorination, direct consumption of VFAs as electron donors for sulfate reduction can
jeopardize biostimulation efforts. This pronounced metabolic flexibility of sulfate reducers adds
complexity in the modeling efforts for sulfate reduction increasing the feasible descriptions of
reality. This might seem an undermining for the development of models, but, on the other hand,
it adds a possible explanation for the conflicting findings in the literature, while it guides the need
for further examination of the functional structure of sulfate reducers in dechlorinating consortia.

The kinetic analysis performed for culture NTUA-S revealed that the presence of sulfate has
affected the make-up of the dechlorinating community. In culture NTUA-S, dechlorinators were
estimated with (a) increased affinity for H,, and (b) decreased kinetic properties for VC
consumption relative to the dechlorinators of the common-ancestry cultures NTUA-M1 and
NTUA-M2. The increased affinity for H, explains why dechlorination of TCE and ¢cDCE
proceeded fast, regardless of the presence of sulfate, that acted as a competing electron accepting.
On the other hand, the poor kinetic properties regarding VC consumption, explain the low VC
consumption rates, even at an excessive electron donor surplus. It is likely that long-term exposure
to sulfides has caused this difference between the dechlorinators prevailing in culture NTUA-S
and the dechlorinators prevailing cultures NTUA-M1 and NTUA-M2. A similar finding has
already been reported by Berggren et al. (2013), who postulated that when sulfate was introduced
in a dechlorinating culture, a shift to the qualitative characteristics of the dechlorinating community
occurred from a more efficient VC-degrader to a slower, commetabolic VC-degrader. The
relevance of these changes in the dechlorinating population will be further assessed in Chapter 11.

Finally, the findings of this chapter exhibited the role of acetate-oxidizing syntrophs, especially at
low electron donor surpluses. As in cultures NTUA-M1 and NTUA-M2, this typically neglected
Hz-producing pathway was relevant under limiting electron donor conditions, i.e. conditions
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usually encountered in contaminated subsurface environments. Acetate is seemingly an important
source of H; and aside from the relative abundance of acetate-oxidizing syntrophs, their metabolic
properties can be an important factor affecting dechlorination. The impact of the competitive
fitness of acetate oxidizers on dechlorination in sulfate-reducing, chloroethene-degrading
consortia will be examined in Chapter 11.
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Chapter 11: Questioning the factors that impact
reductive dechlorination in a methane-
producing, sulfate-reducing, chloroethene-
degrading culture

11.1 Introduction

Chapter 10 was an attempt to elucidate the functional composition of culture NTUA-S by
investigating (a) the roles of dechlorinators and Hx-producing syntrophic populations and (b) the
make-up of sulfate reducers. Model results indicated that, relative to the methanogenic,
chloroethene-degrading cultures NTUA-M1 and NTUA-M2, culture NTUA-S has undergone (a)
a decline in the kinetic properties of VC consumption, (b) an increase in the affinity of
dechlorinators for H,, that gave them the opportunity to thrive in a more competitive
environment, and (c) an improvement in the ability of acetate oxidizers to grow on acetate and
produce H,, compensating, thus, for any loss of reducing equivalents towards the competing
sulfate-reducing process. It is probable that the presence of sulfide led specific strains of
dechlorinators to thrive within the culture and result in such different dechlorinating groups
compared to cultures NTUA-M1 and NTUA-M2.

In the present Chapter, the alternate approximations of culture NTUA-S will be used in forward
simulations to execute specific what-if scenarios that can highlight the relevance of such changes.
This Chapter performs a targeted sensitivity analysis in search of microbial shifts that were
influential in the outcome of dechlorination. To this end, this Chapter cancels the shift observed
within culture NTUA-S and evaluates the outcome of dechlorination if (a) efficient VC-degraders
were present, (b) dechlorinators had a lower affinity for Ha, and (c) acetate-oxidizing syntrophs
were less efficient. Finally, a series of numerical experiments is performed examining how would
the alternate approximations of culture NTUA-S behave under increased sulfate concentrations,
which has been indicated by Malaguerra et al. (2011) as an important factor regarding the extent
and the rate of dechlorination.

11.2 Alternate sulfate-reducing, dechlorinating consortia and electron donor
supply scenarios

We will be working on the two batch tests performed with culture NTUA-S (Table 11.1), i.e. test
LEDS-BS (limiting electron donor supply) and test HEDS-BS (non-limiting electron donor
supply). The first test mimics the conditions typically encountered under the natural attenuation
of chloroethenes in contaminated environments, as dechlorination and sulfate reduction were
sustained for nearly 140 days with the reducing power resulting from biomass disintegration. The
second test resembles the conditions anticipated following the stimulation of a dechlorinating
consortium, i.e. a high initial butyrate injection that to aims rapidly deplete sulfate and, therefore,
minimize competition between dechlorinators and sulfate reducers.
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Table 11.1. Initial donor, TCE and sulfate concentrations for the batch performed with culture NTUA-
S (experiment LEDS-BS, HEDS-BS).

Batch test Butyrate  Acetate TCE Sulfate E(llf:;::;n Duration
@ @) ) @) S (days)
LEDS-BS 300 40.0 533 728 2.0 149
HEDS-BS 2200 40.0 516 728 14.3 83

1: Electron donor surplus is calculated assuming that 1 mol butyrate yields 20 e- eq.

The two experiments will be re-simulated using the four approximations of culture NTUA-S that
were tested against the true behavior of the culture in Chapter 10 (two per batch test). The relative
abundances of the four alternate dechlorinating consortia are given in Figure 11.1. The major
difference between these dechlorinating communities is the make-up of the sulfate-reducing
consortium, which comprises nearly 40% of the overall biomass concentration. The H,-utilizing
sulfate reducers present in variations 1a and 1b are substituted by a population of butyrate-utilizing
sulfate reducers in variations 2a and 2b, respectively. In all the variations considered, dechlorinators
are dominant, Hy-producing syntrophs (i.e. butyrate oxidizers and acetate oxidizers) are present
and comprise almost 20% of the culture, while acetate-utilizing methanogens are a minority
population (less than 1% of the overall biomass). Even if approximation 1b ended up reproducing
inadequately the behavior of culture NTUA-S under non-limiting electron donor conditions, it is
interesting to examine it, as it is an exemplar case of how sulfate-reducing, chloroethene-degrading
consortia are considered in the literature (e.g. Kouznetsova et al., 2010): a dense H-utilizing

population of sulfate reducers competing with a comparably dense population of dechlorinators.

100 {a) NTUA-S, approximation 1 (b) NTUA-S, approximation 2
TCE-to-ETH
dechlorinators

- Butyrate
oxidizers

100
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Butyrate
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Acetate
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80r 80
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Acetate-utilizing
sulfate reducers

- Acetate-ulilizing
methancgens

60
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sulfate reducers.
Acetate-utilizing
sulfate reducers

- Acetate-utilizing
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40r 40
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Initial relative abundance (%)

20

1a (limiting conditions) 1b (nonlimiting conditions} 2a (limiting conditions) 2b (non-limiting conditions)

Fig. 11.1. Initial biomass distributions resulting for approximation 1 (overall biomass concentration

equal to 18.0 mg VSS/I) and approximation 2 (overall biomass concentration equal to 17.8 mg VSS/I)
of culture NTUA-S.

The kinetic properties of the microbial groups considered in each consortium are presented in
Tables 11.2 to 11.5. Dechlorinators are characterized by their high specific affinity for TCE and
cDCE, their high affinity for H, consumption and their poor kinetic properties regarding VC
consumption. With respect to sulfate-reducers, they were all calculated as relatively fast-growing
with a high affinity for sulfate. Regarding the Hx-producing microbial groups of the culture, both
butyrate- and acetate-oxidizing syntrophs were calculated with the maximum allowable z,.. values,
indicating that they are efficient H, producers given that they are not inhibited thermodynamically
or by microbial competition. Finally, acetate-utilizing methanogens are characterized by their low

171 |Page



Chapter |11

affinity for acetate and the significant inhibition by sulfides. As indicated by the low inhibition

coefficient (SN ps.av=830-845 uM sulfide), sulfide concentrations in the range of 470 pM

(typically the concentrations prevailing within culture NTUA-S) can cause a decrease of 64% to

the z4,.of methanogens.

Table 11.2. Kinetic parameters for dechlorinators in the four alternate approximations of culture

NTUA-S.
Substrate Parameter Symbol (units) Value
Approximation1 Approximation 2
(a and b) (a and b)
Maximum specific o .
TCE growth rate /Umzzx,"[(,l'if[)7 (days ) 107 430
Maximum specific - .
DCE growth rate ﬂﬁ[ﬂx’,[[)(,]‘kl)7 (days ) 008 018
Maximum specific ‘ .
VC growth rate /Umzzx, 'C-D1 (days ) 001 001
Half-velocity
TCE coefficient Kyrerpr (M) 3.9 3.4
Half-velocity
DCE coefficient Ksapcepr (HM) 65.1 55.6
Half-velocity
ve coefficient Kspepr (4M) 507.4 568.0
Inhibition
ve coefficient Kintrevcr: (WM) 2.0 4.7
Half-velocity
He coefficient Ksr (WM) 0.007 0.025
TCE, . Ypr x10-3
- Decay coefficient bpy (days1) 0.024
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Table 11.3. Kinetic parameters for sulfate reducers in the four alternate approximations of culture
NTUA-S.

Substrate Parameter Symbol (units) Value
Approximation Approximation
1 (a and b) 2 (a and b)
Acetate-utilizing sulfate reducers
Acetate, Maximum specific
sulfate growth rate U, ask (days™) 0.48 0.35
Half-velocity
Acetate coefficient Ky 1.asr (M) 163 127
Half-velocity
Sulfate coefficient Ky 5152 (uM) 83 96
Y/m{ x1073
Acetate Growth yield (mg VSS/umol) 4.30
- Decay coefficient basr (daysT) 0.03
H:-utilizing sulfate reducers
Maximum specific
Ho, sulfate growth rate tnasiisk (days™) 4.5 -
Half-velocity
H, coefficient KS‘,H—HJR (}.LM) 1.2 -
Half-velocity
Sulfate coefficient Ky srsr (uM) 37 -
Ho Growth yield (mg VSS/pmol) 1.60
- Decay coefficient brsr (days) 0.05
Butyrate-utilizing sulfate reducers
Butyrate, = Maximum specific
’ max, BS. d ! - 158
sulfate growth rate phnesis (days)
Half-velocity
Butyrat : M - 254
utyrate coefficient Kepase (WM)
Half-velocity
Sulfat S-BS - 177
At coefficient Kssasn (uM)
Butyrate Growth yield (mg VSS/umol) 4.75
- Decay coefficient bpsr (days1) 0.03
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Table 11.4. Kinetic parameters for butyrate oxidizers and acetate oxidizers in the four alternate

approximations of culture NTUA-S.

Substrate Parameter Symbol Value
(units) Approximation Approximation
1 (aand b) 2 (a and b)
Butyrate oxidizers
Butyrate Maximum specific tnaspo (days™) 0.60 0.60
growth rate
Butyrate Half-velocity coefficient Ks 550 (uM) 485 160
Butyrate - owth yield Trox10? >10
(mg VSS/umol)
- . 0.024
Decay coefficient bpo (days™)
Acetate oxidizers
Acetate Maximum specific tnass a0 (days™) 0.26 0.26
growth rate
Acetate Half-velocity coefficient Ks.1.10 (uM) 1094 854
Acetate ) Y10 x10-3 0.70
Growth yield (mg :}g $/umol)
- . 0.024
Decay coefficient bao (days)

Table 11.5. Kinetic parameters for acetate-utilizing methanogens in the four alternate approximations

of culture NTUA-S.

Substrate Parameter Symbol Value
(units) Approximation Approximation 2
1 (a and b) (a and b)
Acetate-utilizing methanogens
Acetat Maxi ifi AN !
cetate aximum specific Hnasam (days™) 0.0 0.95
growth rate
Acetat Half-velocit
cetate a vc? ocity Ks aam (M) 936 1928
coefficient
Sulfide Sulﬁde inhibition S INH,HS-AM (}LN[) 330 845
coefficient
Acetate ] Yo x103
h yiel 1.
Growth yield (mg VSS/umol) 40
i Decay coefficient banr (days) 0.024
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11.3 The impact of VC-related parameters on dechlorination

Findings in Chapter 10 provided evidence that the extent of dechlorination was affected mainly
by how effectively dechlorinators could grow on VC. In this section, the two experiments of
culture NTUA-S will be re-simulated hypothesizing that dechlorinators grow on VC with the same
properties as the dechlorinators thriving in culture NTUA-M2 (Table 11.6). The most salient
change in the VC-related properties is the 18-fold increase in maximum specific growth rates.
There is also a two-fold greater growth yield, a slightly higher affinity for VC, whereas cDCE is
less inhibitory on VC consumption. Yet, these changes are less extensive compared to the change

in maximum specific growth rates.

Table 11.6. Kinetic parameters of VC consumption for dechlorinators in the four approximations of
culture NTUA-S (substituting parameters presented in Table 11.2).

Substrate = Parameter  Symbol (units) Previous values Current values
(Table 11.2 values) (NTUA-M2 values)

1a 1b 2a 2b 1a 1b  2a 2b

Maximum
VC specific tna et (days™) 0.01 0.01 0.18
growth rate
Half-velocity
ve coefficient Ksvepr (M) 507.4 568.0 466.87
Inhibition
vC coefficient Kintioce (uM) 2.0 4.7 20.00
. Yps x103 (mg
VC Growth yield VSS/uM) 240 4.96

Under electron donor limiting conditions, the change in VC-related parameters influenced
substantially the extent of dechlorination (Fig. 11.2a and 11.3a). In variation la, TCE was
completely detoxified by day 120, as dechlorinators grew faster and consumed at a faster pace the
available H» resulting from biomass disintegration. They outcompeted the Hy-utilizing sulfate
reducers, who started to remove sulfate, following VC detoxification. In variation 2a,
dechlorinators did not achieve the complete removal of chloroethenes, but reached a degree of
dechlorination equal to 97% by day 149. In this culture, dechlorinators did not have to outcompete
any H2-scavenging population, but they assisted acetate-oxidizing syntrophs to grow uninhibited
by maintaining low H2 concentrations. Hence, acetate oxidizers were even more efficient acetate
scavengers and competed efficiently with acetate-utilizing sulfate reducers.
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Fig. 11.2. Simulated (a) degree of dechlorination, (b) sulfate concentration, (c) VFA concentrations,
and (d) Hz concentration for batch test LEDS-BS and approximation l1a. The dashed lines correspond
to simulations performed with the VC-related parameters estimated for TCE-to-ETH dechlorinators in
culture NTUA-M2.
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Fig. 11.3. Simulated (a) degree of dechlorination, (b) sulfate concentration, (c) VFA concentrations,
and (d) Hz concentration for batch test LEDS-BS and approximation 2a. The dashed lines correspond
to simulations performed with the VC-related parameters estimated for TCE-to-ETH dechlorinators in
culture NTUA-M2.
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When tested under non-limiting electron donor conditions, the effect of VC-related parameters
on dechlorination extent was significant (Fig. 11.4a and 11.5a). Regardless of the make-up of the
sulfate-reducing community, dechlorinators removed all the available chloroethenes within 10
days. The timespan required for complete detoxification of TCE is comparable with the observed
chloroethene elimination times in culture NTUA-M2 under non-limiting electron donor
conditions. Hence, these simulations provide evidence that corroborate the hypothesis claiming
that the observed VC-stall in culture NTUA-S results from the drastic differences exhibited in the

kinetic properties of dechlorinators rather than competition for reducing power.
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Fig. 11.4. Simulated (a) degree of dechlorination, (b) sulfate concentration, (c) VFA concentrations,
and (d) Hz concentration for batch test HEDS-BS and approximation 1b. The dashed lines correspond
to simulations performed with the VC-related estimated for TCE-to-ETH dechlorinators in culture
NTUA-M2.

177|Page



Chapter |11

(b)

800
- NTUA-S 2b
= - - - - NTUAS Zb, VC NTUA-S 25
< ' - - - - NTUA-S 2b, VC
= 600
£ =
5 2
b © 400
3 &
S =
=) =]
3 n
g 20 200
[+
[
0 0
0 . 52’ 100 o 1 2 3 4 5
ime (days) Time (days)
c d
5000 © 4000 {d)
Acetate, NTUA-S 2b NTUA-S 2b
- Butyrate, NTUA-S 2b -~ - - NTUA-S 2b, VC
4000 "o~ - - - - Acetate, NTUA-S 2b, VC 3000
= i ~ | Butyrate, NTUA-S 20, VG =
= 3000 | AN =
= \ 2 2000
e ) ]
L 2000 ¥ =
> 3 ]
v =
A}
1000
1000 )
A
.
oL 0
0 50 100 0 50 100
Time (days) Time (days)

Fig. 11.5. Simulated (a) degree of dechlorination, (b) sulfate concentration, (¢) VFA concentrations,
and (d) Hz concentration for batch test HEDS-BS and approximation 2b. The dashed lines correspond
to simulations performed with VVC-related parameters estimated for TCE-to-ETH dechlorinators in
culture NTUA-M2.

11.4 The impact of the affinity for H2 of dechlorinators on dechlorination

Consumption rates of TCE and cDCE in culture NTUA-S were comparable with consumption
rates observed in culture NTUA-M2. This is why, during their long-term monitoring, the observed
dechlorination daughter-products on a weekly basis were only slightly different. In Chapter 10 the
ability of dechlorinators to remove TCE and cDCE rapidly was attributed to their high affinity for
Ha, probably reflecting the prevalence of different dechlorinating strains between cultures NTUA-
S and NTUA-M2.

In this section, the higher affinity for H, will be offset and simulations will assess how different
would the outcome of dechlorination be, if dechlorinators demonstrated affinity for H, like the
one estimated for culture NTUA-M2. Hence, the two tests with the four alternate approximations
of culture NTUA-S will be re-performed, using the Ksn.ps value estimated for dechlorinators in
culture NTUA-M2 (0.079 uM — see Table 11.7), which is a 11-fold increase for approximation 1
and a 3-fold increase for approximation 2.
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Table 11.7. Kinetic parameters of VC consumption for dechlorinators in the four approximations of
culture NTUA-S.

Substrate =~ Parameter Symbol Previous values Current values
(units) (Table 11.2 values) (NTUA-M2 values)
la. 1  2a 2b la 1b 2a  2b

Half-velocity K 1ps

0.007 0.025 0.079
coefficient uM)

Under limiting electron donor conditions, the decreased affinity for H, affected significantly
approximation la (Fig. 11.6a). In this case, dechlorinators were outcompeted by Hs-utilizing sulfate
reducers from the early stages of dechlorination. As a result, cDCE was never completely removed,
even after 149 days. Hz was mainly channeled to sulfate reduction, which was nearly complete by
day 149. On the other hand, the shift in the affinity for H», influenced to a smaller degree the
consumption of VC for approximation 2a (Fig. 11.7a). In the absence of competing H»-scavengers,
the relevance of the affinity for H, became less important. In this approximation, the lower Ky rr.ps
values allowed H, concentrations to become higher and, thus, the thermodynamic driving force
for butyrate and acetate oxidation to become weaker.
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Fig. 11.6. Simulated (a) degree of dechlorination, (b) sulfate concentration, (c) VFA concentrations,
and (d) Hz concentration for batch test LEDS-BS and approximation 1a. The dashed lines correspond
to simulations performed with the Ksn.p1 values estimated for TCE-to-ETH dechlorinators in culture
NTUA-M2.
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Fig. 11.7. Simulated (a) degree of dechlorination, (b) sulfate concentration, (c) VFA concentrations,
and (d) Hz concentration for batch test LEDS-BS and approximation 2a. The dashed lines correspond
to simulations performed with the Ksn.p1 values estimated for TCE-to-ETH dechlorinators in culture

NTUA-M2.

Following a high initial butyrate supply, the influence of the affinity of dechlorinators for H, in

dechlorination extent and rates was minor (Fig. 11.8a and 11.9a). Eventually, chloroethenes were

almost completely removed within 89 days, regardless of Kj,.ps values. Given the high surplus of
Ho sources available and the quick depletion of sulfate (Fig. 11.8b and 11.9b), dechlorination of
VC proceeded without any competing electron-accepting process for both approximations.

Hence, under a typical bio-stimulation effort in a sulfate-reducing, chloroethene-degrading

community, the affinity of dechlorinators becomes H, becomes insignificant, as chloroethenes

were the limiting factor for VC removal.
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and (d) Hz concentration for batch test HEDS-BS and approximation 1b. The dashed lines correspond

to simulations performed with the Ksn.p1 values estimated for TCE-to-ETH dechlorinators in culture
NTUA-M2.
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11.5 The impact of the performance of acetate-oxidizing syntrophs on
dechlorination

In many instances of the previous analyses, the relevance of acetate-oxidizing syntrophs in the
extent and the rate of dechlorination was highlighted. Particularly, regardless of the variation of
culture NTUA-S, the presence of acetate-oxidizing syntrophs was needed to explain the collective
behavior of the culture. Therefore, in this section, we will review how the four alternate
approximations of culture NTUA-S would have behaved, if acetate oxidizers were less efficient
acetate scavengers. The two batch tests with the four alternate approximations of culture NTUA-
S will be re-simulated, assuming that acetate oxidizers grow with a lower maximum specific growth
rate and demonstrate a lower affinity for acetate. Specifically, acetate oxidizers will have the kinetic
properties estimated in culture NTUA-M2 (see Table 11.8), i.e. #u.10 =0.17 days™ (instead of 0.26
days" in NTUA-S approximations) and Ks .10 = 1304 pM (instead of 1094 uM and 854 pM for
NTUA-S variation 1 and 2, respectively).

Under limiting butyrate supply, the impact of acetate oxidation was significant, especially for
variation 2a (Fig. 11.10 and 11.11a). In variation 1a, acetate oxidizers with their modified kinetic
properties, consumed 2.5% of the overall available acetate, instead of 24% that they had consumed
with their previous properties. This loss of acetate resulted in a diminished production of H, and,
therefore, dechlorination was not extensive. Nonetheless, this loss of H,, that resulted from the
change in the consumption pattern of acetate, was compensated to a small degree by the fact that
sulfate reduction became almost entirely acetate-dependent. Hence, dechlorinators had to
outcompete a less efficient Hs-utilizing sulfate-reducing population. Thus, dechlorinators
consumed a smaller quantity of Ha, but more efficiently. In variation 2a, the change of the kinetic
properties of acetate oxidizers had a consequential impact on dechlorination. The significant loss
of acetate was not compensated by any other rearrangement of reducing equivalents within the
culture. Limited acetate oxidation was coupled with a severe loss of reducing power and
dechlorinators failed to completely remove cDCE.

Table 11.8. Kinetic parameters of VC consumption for dechlorinators in the four approximations of
culture NTUA-S.

Substrate =~ Parameter Symbol Previous values Current values
(units) (Table 11.4) (NTUA-M2)
la 1 2a 2b la b 2a 2b
Acetate Maximum Lm0 (days™)
specific 0.26 0.26 0.17 0.17

growth rate
Acetate Half-velocity Ks 110 (uM)
coefficient

1094 854 1304 1304
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Fig. 11.10. Simulated (a) degree of dechlorination, (b) sulfate concentration, (c) VFA concentrations,

and (d) Hz concentration for batch test LEDS-BS and approximation l1a. The dashed lines correspond

to simulations performed with the acetate-oxidizing syntrophs estimated for culture NTUA-M2.
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Fig. 11.11. Simulated (a) degree of dechlorination, (b) sulfate concentration, (c) VFA concentrations,
and (d) Hz concentration for batch test LEDS-BS and variation 2a. The dashed lines correspond to
simulations performed with the acetate-oxidizing syntrophs estimated for culture NTUA-M2.

183|Page



Chapter |11

In the simulations performed with excessive butyrate supply, the change in acetate oxidation did
not change the outcome of dechlorination (Fig. 11.12a and 11.13a). In both variations, butyrate
was the main H-producing substrate and acetate functioned mainly as a methanogenic substrate.
As in the methanogenic culture NTUA-M2, it is evident that when excessive electron donor is
supplied, acetate oxidation is irrelevant. Therefore, acetate oxidation should be anticipated mainly
in conditions when H is the limiting factor.
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Fig. 11.12. Simulated (a) degree of dechlorination, (b) sulfate concentration, (c) VFA concentrations,
and (d) Hz concentration for batch test HEDS-BS and approximation 1b. The dashed lines correspond
to simulations performed with the acetate-oxidizing syntrophs estimated for culture NTUA-M2.
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Fig. 11.13. Simulated (a) degree of dechlorination, (b) sulfate concentration, (c) VFA concentrations,
and (d) Hz concentration for batch test HEDS-BS and approximation 2b. The dashed lines correspond
to simulations performed with the acetate-oxidizing syntrophs estimated for culture NTUA-M2.

11.6 The impact of sulfate concentration on dechlorination

In this series of numerical experiments, the impact of initial sulfate concentrations on the extent
of dechlorination will be assessed. To this end, the two batch tests performed with culture NTUA-
S will be re-simulated using higher initial sulfate concentrations. For the low-surplus LEDS-BS
and variations la and 2a, a 50% higher sulfate concentration (S50 =1092 pM) was introduced,
creating, thus, a higher demand for reducing power; the complete reduction of sulfate and TCE
would necessitate almost 600 uM butyrate, instead of the 300 puM offered. For high-donor HEDS-
BS and variations 1b and 2b, a 6.9-fold greater initial sulfate concentration was added (85, =5000
uM), reaching the limits of the available reducing power resulting from 2200 uM butyrate; the
complete reduction of 5000 pM sulfate and 515 pM TCE require 43,090 pe eq., i.e. 2155 uM
butyrate.

Under electron donor limiting conditions, the effect of sulfate concentration was practically
negligible to the extent of dechlorination (Fig. 11.14a and 11.15a). The increase in sulfate
concentrations favored slightly the sulfate-reducing communities. In both variations, sulfate
reducers following the supply of 1092 uM reduced only 5-6% more sulfate compared to the supply
with 728 pM sulfate. They were not limited by sulfate availability, but by the availability of the
electron donor (Ha, acetate or butyrate). Under these starvation conditions (H, concentrations
following day 5 were in the range of 3 to 30 nM), dechlorinators, due to their high affinity for Ho,
were limited largely from their poor kinetic properties on VC.
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Fig. 11.14. Simulated (a) degree of dechlorination, (b) sulfate concentration, (c) VFA concentrations,
and (d) H, concentration for batch test LEDS-BS and approximation l1a for an initial sulfate
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Fig. 11.15. Simulated (a) degree of dechlorination, (b) sulfate concentration, (c) VFA concentrations,
and (d) Hz concentration for batch test LEDS-BS and approximation 2a for an initial sulfate
concentration of 728 uM (S) and 1092 uM (1.5S).
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Under ample electron donor conditions, the effect of sulfate concentration to the extent of
dechlorination in approximation 1b was again trivial (Fig. 11.16a). The significant sulfate and
butyrate concentrations allowed sulfate reducers (only Ho-utilizing sulfate reducers are available)
to grow rapidly and deplete sulfate within 25 days. The performance of the fast-growing H»-
utilizing sulfate reducers, poised Hz concentrations low (below 300 nM). Therefore, butyrate and
acetate oxidation remained far from their thermodynamic equilibria during the first 25 days and,
hence, all the reducing power of butyrate was available to dechlorinators, apart from sulfate
reducers. As acetate functioned as a secondary source of H,, dechlorinators were unaffected by
the loss of electrons to sulfate reduction. Acetate oxidation was feasible for one more reason. The
excessive sulfides produced inhibited methane formation completely. Hence, in the absence of
competing acetate scavengers, acetate oxidizes produced the requisite H, for dechlorination.
Following day 25, H, concentrations were poised at 400 nM, causing acetate to accumulate. Thus,
at these H, concentrations, dechlorinators are not limited by the availability for H», but by their
growth rate and the low affinity for VC.
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Fig. 11.16. Simulated (a) degree of dechlorination, (b) sulfate concentration, (c) VFA concentrations,
and (d) H. concentration for batch test HEDS-BS and approximation 1b for an initial sulfate
concentration of 728 uM (S) and 5000 uM (6.8S).

In approximation 2a and under non-limiting electron donor conditions, the effect of sulfate
concentration to the extent of dechlorination was imperceptible (Fig. 11.17a). The butyrate-
utilizing sulfate reducers (they are the only sulfate reducers extant in this variation) consumed 90%
of the available butyrate and reduced 1000 pM sulfate. The remaining butyrate was oxidized at the
first 5 days, when dechlorinators managed to maintain H, concentrations at the range of 200-300
nM. Following these first days, acetate oxidizers were the only Ha-producing population. The H,
high concentrations that prevailed within the culture was in the range of 400 nM and

187 |Page



Chapter |11

thermodynamically inhibited acetate oxidizers. But, their thermodynamic disadvantage was
partially compensated by the presence of sulfides, which inhibited their competitors, i.e. acetate-

utilizing methanogens. Once again, it was not Hy limitation that stalled VC consumption.
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Fig. 11.17. Simulated (a) degree of dechlorination, (b) sulfate concentration, (c) VFA concentrations,
and (d) H. concentration for batch test HEDS-BS and approximation 2b for an initial sulfate
concentration of 728 uM (S) and 5000 uM (6.8S).

Even if the mechanism of inhibition of dechlorinators in sulfate-reducing conditions is unclear,
for the high sulfate concentrations tested in the last two simulations, it is highly probable that the
produced sulfides may have affected dechlorinators, apart from methanogens. As Mao et al. (2017)
reported, for Dehalococcoides mccartyi strain 195 the cell yield Yp; decreased by 65% when sulfides
reached a concentration of 5000 uM. Therefore, we re-simulated the last two tests, considering
that sulfides may further repress the activity of dechlorinators. To this end, we introduced a non-
competitive inhibition term, similar to the one used for acetate-utilizing methanogens:

1

1_’_%

(11.1)

IHS—Dl =

INH HS-D1

in which Sty is the concentration of sulfides (uM) and S rs-pr is the sulfide inhibition factor for
dechlorinators. In our simulations, Siras.pr =9000 pM, so that when sulfides reach 5000 pM, the
inhibition term would be equal to 0.65, as indicated by the work of Mao et al. (2017).

Sulfide inhibition was noticeable only for the case of Ho-dependent sulfate reduction (Fig. 11.18a).
In that case, excessive sulfide concentrations reduced the extent of dechlorination by 7% (compare
the two cases with 5000 pM initial sulfate concentrations). When butyrate-dependent sulfate
reduction is considered (Fig. 11.18b), the impact of sulfide was trivial. The incomplete reduction
of sulfate produced sulfides at non-inhibitory levels. Hence, the pathway of sulfate reduction is
relevant, as it dictates the levels of the ultimately produced sulfides.

188 | Page



Chapter |11

[=
o

—
(=)
(=]

NTUA-S 1b, S
= === NTUA-S 1b, 6.88
-------- NTUA-S 1b, 8.88 - Inhibition

NTUA-S 2b, S
- --- NTUA-S2b, 6.85
-------- NTUA-S 2b, 6.8S, Inhibition

®
(=]
@
o

=]
o
(=2
(=]

N
o
iy
(=]

nN
o

Degree of dechlorination (%)
N
(=]

Degree of dechlorination (%)

o
(=]

0 50 100 50 100
Time (days) Time (days)

Fig. 11.18. Simulated degree of dechlorination for batch test HEDS-BS performed with a 6.8-fold
higher sulfate concentration for (a) approximation 1b and (b) approximation 2b, with or without
considering sulfide inhibition for dechlorinators.

o

Considering the above, initial sulfate concentrations were not critical in culture NTUA-S for the
outcome of dechlorination, unless excess sulfide (>5000uM) is produced. This finding contradicts
the sensitivity analysis performed by Malaguerra et al. (2011), who postulated that initial sulfate
concentrations are the most prominent parameter of such systems. Regardless of the make-up of
the sulfate-reducing community or the initial dosage of butyrate, eventually dechlorination stalled
due to the poor performance characteristics of dechlorinators.

11.7 Concluding remarks

Dechlorination extent and rate in culture NTUA-S were dictated by VC-related parameters
regardless of the electron donor supply or the composition of sulfate reducers. This finding
supplements the work of Kouznetsova et al. (2010) who also highlighted the relevance of VC-
related parameters, based solely on simulation findings. Considering that the long-term exposure
of dechlorinators to sulfides (even at low concentrations) had seemingly favored specific
dechlorinating strains that grow slowly on VC, more inhibition studies are required to shed light
onto which Debalococcoides mecartyi strains are more tolerant to the present of sulfides.

The affinity of dechlorinators for H is relevant only when dechlorination proceeds under limiting
electron donor conditions. Under such conditions, dechlorinators that have high affinity for H»
(such as Debalococcoides mecartyi strains belonging to the Victoria subgroup of strains) can (a)
compete effectively with the relatively the fast-growing H,-utilizing sulfate reducers, if the latter
are present, and (b) maintain H, concentrations at levels below the thermodynamic equilibrium
for butyrate and acetate oxidation and, thus, exploit most of the available reducing power. Yet,
following biostimulation, the affinity for H, becomes irrelevant.

Simulations performed with high butyrate supply justify the typical field approaches, which involve
excessive supply of electron donor sources in order to deplete sulfate swiftly and allow
dechlorinators to grow without competition afterwards. Model simulations performed herein
indicated that in such cases it is important (a) to elucidate the main pathway of sulfate reduction,
and (b) to examine any possible repression of the dechlorinating performance due to excessive
sulfide production. If sulfide inhibition is probable, then the presence of sulfate reducers that
degrade organic compounds (such as butyrate) incompletely to acetate is preferable, as lower
sulfide concentrations will be produced.
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Like in the methanogenic, chloroethene-degrading consortia. NTUA-M1 and NTUA-M2,
simulations highlighted that competition for acetate should not be neglected under limiting
electron donor conditions. In order to capture the collective behavior of cultures, it is important
to illuminate any possible synergies established between acetate oxidizers and H-scavenging
populations and shed light onto the pathway that sulfate is reduced, as acetate-dependent sulfate
reduction can deprive significant quantities of acetate from syntrophic populations.

The what-if scenarios executed with culture NTUA-S demonstrated that chloroethene-degrading
cultures that undergo natural dechlorination under sulfate-reducing conditions are complex
ecosystems, in which synergies among microbial groups do not allow for their simplification
without omitting important microbial processes. Yet, following biostimulation, the outcome of
dechlorination is mainly affected by the kinetic properties of dechlorinators, indicating that even
simple models can approximate dechlorination adequately.
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Chapter 12: Contribution and recommendations

This final chapter presents the main findings of the thesis. They are accompanied by examples
from and references to previous Chapters, but, by design, they do not follow strictly the structure
of the thesis. Finally, specific aspects of the problem that require further study are recommended,
as underscored by the modeling approach employed.

12.1 Main findings

The main findings are presented in two sections. The first section describes the main findings
deriving from the methodological issues addressed during parameter estimation efforts. The
second section discusses the findings related to understanding dechlorination in mixed cultures.

12.1.1 Methodological issues on parameter estimation

Parameter estimation was performed with a heuristic approach that entailed a series of decisions
aiming to reduce the dimensions of the parameter space and identify models of the mixed
dechlorinating consortia that can be trusted. The main findings from these decisions are discussed
herein.

The judicious constraint of model parameters reduced the complexity of the parameter estimation
problem. Following an exhaustive literature review on the kinetic parameters of the problem,
parameters typically measured in the laboratory (i.e. growth yields, decay coefficients, substrate
thresholds) were fixed to specific values. On the other hand, parameters typically resulting from
curve-fitting processes were found to vary significantly in the literature and, hence, were
considered less reliable. Therefore, they were treated as constrained adjustable parameters.

Parameter estimation avoided entrapment in regions of erroneous solutions with the application
of a multistart parameter estimation strategy. This is the first effort employing a multistart strategy
for the estimation of kinetic parameters in Monod-type models simulating dechlorination in mixed
microbial communities. The multistart strategy was repeatedly tested with models of varying
complexity and data sets obtained from distinctive cultures. Multistart application not only found
acceptable models of the examined cultures, but highlighted that even in simple kinetic models
(specifically, in Chapter 5 and culture PM), multiple behavior models can explain experimental
observations, questioning the confidence in the estimated solutions.

The application of the multistart strategy facilitated the identification of distinct-yet-equivalent
models for the behavior of a culture. Through a stepwise application of the multistart algorithm
(Chapter 7), smaller neighborhoods of the model space were investigated thoroughly in search of
different behavior models that offer plausible approximations of the composition and metabolic
behavior of the mixed culture. This heuristic approach provided confidence that significant
processes that underlie experimental observations were not omitted and provided candidate
solutions that were subsequently tested in a cross-confirmation mode against experimental data
other than those used for calibration.

A trustworthy model of the methane-producing, dechlorinating culture was identified with a cross-
confirmation technique developed in Chapter 7. The identified plausible models of the culture
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were used in a forward fashion under random initial conditions to simulate the performance of the
culture under (a) different electron donor amendment scenarios and (b) diverse phases of the
culture. Models that failed to pass the cross-confirmation test were rejected.

Confidence in the models describing the sulfate-reducing, methane-producing, dechlorinating
culture was built by simultaneously fitting them to observations obtained under diverse electron
donor supply scenarios. Experimental observations corresponded to the same steady state of the
culture and allowed for the simultaneous curve-fitting process employed. Ultimately, this approach
constrained the output of each behavior model tested providing trustworthy solutions. Due to the
large computational effort of this approach, the cross-confirmation approach followed in Chapter
7 was found superior in terms of efficiency.

The indisputable problem of non-uniqueness of solutions was used as an opportunity in this thesis.
It posed an opportunity to explore the levels of complexity entailed in dechlorinating consortia
and, thereby, to enhance process understanding, thus offering plausible explanations for confusing
field and laboratory evidence.

12.1.2 Dechlorination understanding

Methane-producing, chloroethene-degrading cultures

By focusing on the non-dechlorinating part of the cultures, this work revealed that moderate
variations in the composition and the metabolic properties of non-dechlorinating species can
induce sizeable differences in the behavior of dechlorinators following biostimulation. Therefore,
efficient enhanced dechlorination requires not only analysis for the abundance of key
microorganisms in mixed cultures, but also elucidation of their metabolic properties. The findings
of this work underscore the necessity to consider the collective activities of mixed cultures, rather
than focusing solely on the activity of dechlorinators. Re-examining empirical observations from
this viewpoint offers plausible explanations for behaviors that appeared as conflicting, when
attempting to explain them on the basis of the characteristics of dechlorinators.

The type of inquiry followed for methane-producing, chloroethene-degrading cultures frames the
consensus of stimulating dechlorinators at low H, concentrations to cultures where efficient Ho-
utilizing methanogens are present. In cultures where acetate-dependent methane formation is
dominant, higher H, fluxes would be the optimal strategy for accelerating chloroethene removal.

This is the first modeling attempt that considers the competition for acetate in a dechlorinating
consortium and assesses the relevance of acetate as an Hj source. Under limiting electron donor
conditions, i.e. conditions anticipated in pristine environments undergoing natural dechlorination,
acetate-oxidizing syntrophs were shown to be competent acetate scavengers and mediated the use
of H for dechlorinators, thus mitigating the negative impact of Hs-scavenging competitors.
Therefore, models intended to describe adequately natural dechlorination should consider
competition for acetate.

Model application corroborated experimental findings postulating that mixed dechlorinating
communities accommodate multiple populations being able to perform the same functions within
the community. Thus, robustness in the performance of dechlorination may conceal functional
differences in the underlying populations of dechlorinators (especially those mediating the first
steps of dechlorination), which when tested under distinctive conditions may respond differently
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than expected. The same applies for methanogens. Dynamic populations of methanogens can
develop along with dechlorinators constituting a seemingly stable methanogenic consortium. But,
what appears as a stable methanogenic community may harbor populations with distinctive
functional properties, the relevance of which was highlighted in this thesis.

Sulfate-reducing, methane-producing, chloroethene-degrading cultures

This work is the first to indicate the relevance of sulfate-reducing pathways using electron donors
besides Hs in mixed dechlorinating communities. The relevance of this finding is two-fold. First,
it underscores the need to examine competition for H, precursors and not exclusively direct
competition for H,. None of the existing modeling efforts considers such fields of microbial
competition. Second, sulfate-reducing pathways dictate the levels of produced sulfides, that can
inhibit microbial activity; sulfate reduction that uses complex organic substrates as electron donors
results in lower sulfide levels and, thus, lesser inhibitory environments for dechlorinators.

Model simulations confirmed the metabolic flexibility of sulfate reducers that has been observed
in non-dechlorinating cultures. Under limiting electron donor conditions acetate-dependent sulfate
reduction was dominant, while under non-limiting conditions butyrate-dependent sulfate
reduction was the only active sulfate-reducing pathway. Hence, models describing sulfate
reduction in problems of natural attenuation of chloroethenes may be conceptually inadequate to
simulate problems of enhanced dechlorination.

Model results strengthened the trust in electron donor supply strategies followed when
dechlorination occurs under sulfate-reducing conditions. The addition of excessive supply of
electron donor sources is preferable in order to exploit the relatively fast-growing sulfate reducers,
remove sulfate swiftly and allow dechlorinators to perform the later and typically slower
dechlorination steps without competition. Simplified models describing solely dechlorination
kinetics can become reasonable approximations of the behavior of the culture, as dechlorination
performance is dictated by the physiological properties of dechlorinators.

Model results indicate that sulfides do not inhibit Debalococcoides mccartyi strains in a consistent
manner. Preferential inhibition of sulfides to specific Dehalococcoides mccartyi strains is, however,
consistent with the conflicting reports regarding the impact of sulfate reduction on dechlorination.
According to model simulations, the long-term exposure to sulfides lead to the prevalence of
Dehalococcoides mecartyi strains with kinetic properties similar to Debalococcoides mecartyi strain 195,
which removes VC in slow rates. The prevalence of Debalococcoides mecartyi strains that grow slowly
on VC is a probable explanation of the observed VC stall in the field, where dechlorinators have
been exposed for a sizeable amount of time to sulfides.

The complexity of food webs established in dechlorinating communities may seemingly be a
hindrance for kinetic modeling efforts. This work, however, supports the usefulness of kinetic
modeling, which is three-fold: (a) to integrate complex simultaneous phenomena into a common
framework, (b) to question hypotheses and existing biases, and (c) either strengthen what has been

established through empirical observations or reveal significant questions to be considered.
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12.2 Recommendation for future research

This work provided valuable insight into the relevance of non-dechlorinators under methanogenic
conditions and described a specific need. It is relevant to systematically investigate the specific
activities of methanogens and H,-producing syntrophs in enrichment cultures and field settings
and search for trends between the distribution of reducing power, the relative abundance of mixed
cultures and dechlorinating performance. Currently, such investigations revealed patterns
regarding biochemical interactions (e.g. the provision of corrinoids) besides the distribution of
reducing power, which is typically overlooked. The findings of the thesis, point out that classical
phylogenetic analyses are inadequate to reveal the functional structure of methanogens. Yet, the
increasing accuracy of metagenomic sequencing methods can shed light on the ecology of mixed

chloroethene-degrading communities.

Regarding the relevance of sulfate in mixed dechlorinating consortia, the need to move down to
the enzyme level of dechlorination has been revealed. A more mechanistic understanding of
inhibition induced by sulfides is needed.

From a modeling perspective, priority for improved modeling results is the shift towards
biomarker-based models that can accurately capture population-specific activities. Models must
move from aggregate measures of dechlorinating activity (expressed in mg VSS or cell counts) to
gene copies that actually capture population-specific activities.
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Appendix A
Appendix A provides supplementary material for Chapters 4, 7, 8, 9 and 10.
Al. Supplementary material for Chapter 4

Product inbibition for butyrate and acetate oxidation

A simple exponential term was used in order to simulate possible inhibition of syntrophic
metabolisms by H, as proposed by Kouznetsova et al. (2010):

1= nsane) (AL.1)

H=j
where Sini 1y is an inhibitory Hs concentration for the syntrophic microorganism 7 (uM). Regarding
butyrate oxidizers (/=BO) this H, concentration was calculated based on the results of a syntrophic
TCE-degrading coculture of Debalococcoides mecartyi and butyrate oxidizers reported by Mao et al.
(2015). With respect to acetate oxidizers (/=AQO), the inhibitory H, concertation Sinpim.10 was
estimated from the standard Gibbs energy 25° C under conditions typically encountered in the
source culture (calculations were performed for pH 6.8, 750 uM acetate and 357 pM bicarbonate).

Alternatively, more complex functions have been proposed in the literature describing the
thermodynamic limitations imposed to syntrophic reactions. For butyrate oxidation, Jin (2007)
proposed the following equation:

o (S,)T (AGT-17.8+29
Lo :1_P£1‘ ‘SA[ 52 j exp( ORT (A1.2)

where Py is the partial pressure of H, (atm), AG, is the standard Gibbs free energy change at 25°
C (89.89 kJ/mol butyrate), R is the gas constant, and T is the absolute temperature. Likewise,
Fennell and Gossett (1998) proposed a modeling approach, which for acetate oxidation is
formulated as follows:

AG, — AG,
Iyo =1- eXP(T) (A1.3)
where AG. is a marginally negative free energy that acetate oxidizers must have available to grow
(in the absence of reported values, we hypothesized that AG, =-10 kJ/mol) and AG., is the free
energy available from acetate oxidation calculated as follows:

A

pis 8%
AG, = AG +RTln[M] (A1.4)

in which 4G, is set 140 kJ/mol acetate.

The exponential inhibition factor (Eq. Al.1) and the proposed approaches of Jin (2007) and
Fennell and Gossett (1998) were tested during the solution of the inverse problem. The
exponential inhibition factor was more suitable for the solution of the inverse problem, because
the more complex functions for butyrate and acetate oxidation (Eq. A1.2 to A1.3) evoked stability
issues in several local searches during the optimization.

For confirmation purposes, we compared our simplifying approach with the aforementioned
sophisticated functions for conditions near thermodynamic equilibrium; the supply of 1500 uM
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butyrate to culture By (see also Chapter 7 for the make-up of culture B;) was tested resulting in

maximum simulated H, concentrations in the range of 1 pM. Simulated VFA concentrations were

comparable between the different modeling approaches (Fig. A1.1).
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Fig. Al.1. Acetate and butyrate concentrations calculated with either the exponential inhibition function
(Eg. A1.1) or the modeling approaches proposed by Fennell and Gossett (1998) and Jin (2007) (Eqg.

Al.2 and A1.3 for acetate and butyrate oxidation, respectively).

A2. Supplementary material for Chapter 7

Table A2.1. Kinetic parameters of the best-fit solution obtained from the first phase of the parameter

estimation strategy for dechlorinators, butyrate oxidizers, methanogens and acetate oxidizers.

Substrate Parameter (units) Symbol  Value
TCE-to-ETH dechlorinators
TCE, DCE, VC Maximum specific growth rate (days™) LoD 0.19
TCE Half-velocity coefficient (uM) Ky rernr 58.10
DCE Half-velocity coefficient (uM) Ksopcepr  148.66
vC Half-velocity coefficient (uM) K vens 466.87
VC Inhibition coefficient (WM) Kintrence 20.00
H, Half-velocity coefficient (uM) Ky i1 0.079
TCE-to-cDCE dechlorinators
TCE Maximum specific growth rate (days™) Hmass, D2 2.85
TCE Half-velocity coefficient (uM) Ksreep2z  602.00
H, Half-velocity coefficient (uM) Ky rin: 0.051
Butyrate oxidizers
Butyrate Maximum specific growth rate (days™) HnassBO 0.52
Butyrate Half-velocity coefficient (uM) K580 213.00
Butyrate Ist-order coefficient for endogenous decay (days’)  Kgp 0.004
H;-utilizing methanogens
H, Maximum specific growth rate(days™) U Fib1 1.96
H, Half-velocity coefficient (uM) K1, 0.76
Acetate-utilizing methanogens
Acetate Maximum specific growth rate (days™) Hnas, AM 0.38
Acetate Half-velocity coefficient (uM) Ky aam 962
Acetate oxidizers

Acetate Maximum specific growth rate (days™) Hnass, A0 0.18
Acetate Half-velocity coefficient (uM) Ks,4.10 1120
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Table A2.2. Initial biomass concentrations of the best-fit solution of the first phase of the parameter
estimation strategy.

Mi ) Symbol Value (mg VSS/1)
icroorganism

TCE-to-ETH dechlorinators Xpi, 10.2
TCE-to-cDCE dechlorinators Xp2, 3.9
H,-utilizing methanogens X 0.05
Acetate-utilizing methanogens X 1.4
Butyrate oxidizers XB0o 3.0
Acetate oxidizers X0, 0.4
Overall biomass concentration 19.0

Degree of dechlorination (%)

o QObserved
—e— Simulated

100
Time (days)

Methane concentration (uM)

200

o  Observed
——oe— Simulated

0 100
Time (days)

200

Fig. A2.1. An example of a local optimum solution that resulted in a poor fit of the model output
to (a) the observed degree of dechlorination (E. = 90 uM) and (b) methane production (E, = 439

wM).
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Fig. A2.3. Comparison between the four equivalent solutions of the inverse problem and the

observed values from the batch test for chlorinated ethenes and ethene.
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A3. Supplementary material for Chapter 8

(a) LEDS-B1
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Fig. A3.1. Comparison between the best-fit solutions of the inverse problem and the observed
values for chlorinated ethenes and ethene and the batch tests (a) LEDS-B1, (b) MEDS-B1 and (c)
HEDS-B1 performed with culture NTUA-M1.

A4. Supplementary material for Chapter 9

Table A4.1. Degrees of dechlorination achieved at day 14 and day 184 for cultures A, By, B, and
C for the numerical tests performed with butyrate, H, or acetate as electron donor sources.
Degree of dechlorination, DoD (%)

Test Culture A Culture B, Culture B; Culture C
Day Day Day Day Day Day Day Day
14 184 14 184 14 184 14 184
LEDS-B2 73.5 98.3 73.0 98.2 74.0 98.2 72.8 97.8

MEDS-B2 95.5 100.0 100.0 100.0 89.7 99.8 85.6 99.5
MEDS-BD2  97.2 100.0 100.0 100.0 95.1 99.8 90.1 99.5
HEDS-B2 99.3 100.0 100.0 100.0 99.1 100.0 97.6 99.9
MEDS-H2 88.0 95 100.0 100.0 80.1 94 78.5 94

MEDS-A2 82.1 99.7 83.4 99.8 82.0 99.3 82.0 99.2
HEDS-A2 97.3 100.0 99.8 100.0 97.0 100.0 96.9 100.0
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A5. Supplementary material for Chapter 10

(a) HEDS-BS, X,,_= 1.5 mg VSS/I
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Fig. A5.1. Concentrations of H, versus time for the HEDS-BS test performed with different initial
concentrations for H-utilizing sulfate reducers: (a) Xusz=1.5 mg VSS/1 and (b) Xux=6.5 mg

VSS/L
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Fig. A5.2. Concentrations of H» versus time for the HEDS-BS test performed with different initial
concentrations for butyrate-utilizing sulfate reducers: (a) Xpx=2.9 mg VSS/1 and (b) Xpx=6.9 mg

VSS/L.
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Appendix B

Appendix B provides the m-files developed in MATLAB® for the solution of the forward and the
inverse problems of the thesis employing the developed kinetic model. The m-files require the
Optimization Toolbox ™ and the Global Optimization Toolbox ™ of MATLAB® for their

execution.
B1. A simple model for dechlorination kinetics in culture NTUA-M2 — Chapter 5

This section provides the requisite m-files for the estimation of parameters in the simple model
developed in Chapter 5 using (a) an SQP-based multistart algorithm (InzDecSQP.m), and (b) a GPS-
based multistart algorithm (InvDecGPS.m). The forward problem can be solved using the ode?5s
function with SysDefm as an input argument.

B1.1 The SQP-based multistart approach
B1.1.1 InvDecSQP.m

Load the input data of the problem: Chloroethene and initial biomass concentrations

global x

tic % start the timer

% TCE, DCE, VC, ETH are the input chloroethene concentrations.

% Xd1 and Xd2 are the initial biomass concentrations of TCE-to-ETH and
% TCE-to-cDCE dechlorinators, respectively. T is the time vector.

% Use a proper filename as input for the 7mportdata function.

TCE = importdata('filename'); DCE = importdata('filename');

VC = importdata('filename'); ETH = importdata('filename');

Xd1l = importdata('filename'); Xd2 = importdata('filename');

T = importdata('filename');

Define the feasible area of the parameter space

% MaxStPts is the maximum number of starting points for the multistart algorithm
% ub and 7b are the upper and Towere boundaries creating the feasible

% area of the parameter space

MaxStPts = 1000;

ub = [4.30, ... mmax,D1l k1
4.30,... mmax, D2 k2
602,... Ks,TCE-D1 k3

602, ... Ks,TCE-D2 k4
602,... Ks,cDCE-D1 k5

602, ... Ks,vC-D1 k6
602];% KINH,cDCE/VC k7

b = [0.01, ... mmax,D1l k1
0.01,... mmax, D2 k2
0.05,... Ks,TCE-D1 k3
0.05, ... Ks,TCE-D2 k4
0.05,... Ks,cDCE-D1 k5
0.05,... Ks,vC-D1 k6
0.05]; % KINH,cDCE/VC k7
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Initialize vectors of the local solutions of the problem

K=zeros(MaxStPts, Tength(ub)); % parameter vector
F=zeros(MaxStPts,1); % objective function value

Create the Sobol set of starting points

KO=zeros (MaxStPts, length(ub)); % Vvector of starting points for the multistart
algorithm

Sbset=sobolset(length(ub));

spts = net(SbSet,MaxStPts);

for i=1:MaxStPts

for j=1:1ength(ub)

KOGi,3) = Tb(3)+spts(i,j).*(ub(3)-1b(3));

end

end

Set-up the optimization problem

tol = 0.10; % tolerance for the solution matrix

MaxIterLS = length(ub)*100; % number of maximum iterations per local search, 100 per
each parameter

MaxFevals = MaxIterLS*20; % number of maximum function evaluations per local search
opt2=optimset

('Display', 'iter', '"MaxFunEvals',MaxFevals, 'maxiter',MaxIterLS, 'TolFun',le-3,'TolXx',le-
3,'TolCon',le-6, 'FinDiffType', 'central’, 'Algorithm','sqgp'); % choose sSQP algorithm
specifics

Solve the optimization problem using fmzncon

for i =1:MaxStPts
kO = KO(i,:);
problem=createoptimProblem('fmincon', 'objective',@Ck)
objF(k,iv,TCE,DCE,VC,ETH,Xd1,Xd2,T),"'1b", 1b,"'ub', ub, 'x0', kO, 'options', opt2);
[k, fval,exitflag,output] = fmincon(problem);
K@i, )=k;
F(i,1)=fval;
Solutions = [F,K];
Solutions = uniquetol(Solutions,tol, 'ByRows',true); % Find unique solutions of the
inverse problem
Solutions = sortrows(Solutions,1); %
if (i-size(Solutions,1)-2)>0

if ((size(solutions,1)*(i-1))/(i-size(Solutions,1)-2))<=size(Solutions,1) % Check
Bayesian stopping rule

break

end
end
end
ElapsedTime = toc; % Evaluate the time consumed by the algorithm

-
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B1.1.2 OljF.m

The fmincon function calls the function Ol/F.z, which calculates the objective function value, as
follows:

function J = objF(k,iv,TCE,DCE,VC,ETH,Xd1l,Xd2,T)

global x

Solve the forward problem

iv = [TCE(1);DCE(1);VvC(1);ETH(L) ;Xd1(1);Xd2(1)]; % Initial values of the system of ODEs
optl = odeset('Abstol', le-8, 'Reltol', le-6);
[t,x] = odel5s(@(t,x)Sysbef(t,x,k,iv,TCE,DCE,VC,ETH,Xd1,Xd2,T), T, iv, optl);

Calculate the objective function value, |

J = 0;
N = Tength(T);
for i= 1:N;
J = J+((TCECi)-x(i,1))A2+(DCECi)-x(i,2))A2+(vC(i)-x(i,3))A2 +(ETH() -
x(1,4))A2);
end

end

B1.1.3 SysDef:m

During the solution of the forward problem, function ode75s calls the function SysDef.m, which
contains the system of ordinary differential equations of the model. The corresponding m-file is
the following:

function dx = Sysbef(t,x,k,iv,TCE,DCE,VC,ETH,Xd1l,Xd2,T)

Chloroethene limitation & dce/vc inhibition for dechlorination

climtdin = zeros(4,1);

climtdin(l) = (x(1)/(k(3)+x(1))); % TCE: TCE-to-ETH dechlorinator
climtdin(2) = (x(1)/(k(4)+x(1))); % TCE: TCE-to-cDCE dechlorinator
climtdin(3) = (x(2)/(k(5)+x(2))); % cDCE: TCE-to-ETH dechlorinator
climtdin(4) = (x(3)/(k(6)*(1+(x(2)/k(7)))+x(3))); % VvC: TCE-to-ETH dechlorinator
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Growth and decay rates for dechlorinators

r = ones(4,1);

r(1) = k(1)*x(5); % growth of TCE-to-ETH dechlorinator
r(2) = k(2)*x(6); % growth of TCE-to-cDCE dechlorinator
r(3) = 0.024*x(5); % decay of TCE-to-ETH dechlorinator

r(4) = 0.024*x(6); % decay of TCE-to-cDCE dechlorinator

Define the system of ODEs that describes the rates of substrate consumption and biomass growth

dx=zeros(6,1);
dx (1) (-r(D*climtdin(1)/4.96e-3) - (r(2)*climtdin(2)/2.80e-3); %TCE
dx (2) (r(D)*climtdin(1)/4.96e-3) + (r(2)*climtdin(2)/2.80e-3)...
- (r(D*climtdin(3)/4.96e-3); % cDCE
dx(3) = (r(D*climtdin(3)/4.96e-3) - (r(1)*climtdin(4)/4.96e-3); % VC

dx(4) = r(1)*climtdin(4)/4.96e-3; % ETH
dx(5) = (r(D*climtdin(l)) + (r(1)*climtdin(3)) + (r()*climtdin(4)) - r(3); %D1
dx(6) = r(2)*climtdin(2) - r(4); % D2

end

B1.2 The GPS-based multistart approach - InvDecGPS.m

For the GPS-based approach, the m-file containing the solution of the inverse problem is
different, as it is based on a different local search method. On the contrary, the called functions
ObjF.m and SysDef.m are the same as in the previous section and, therefore, they will not be

presented herein.

Load the input data of the problem: Chloroethene and initial biomass concentrations

global x
tic % start the timer

% TCE, DCE, VC, ETH are the input chloroethene concentrations.

% Xd1 and Xd2 are the initial biomass concentrations of TCE-to-ETH and
% TCE-to-cDCE dechlorinators, respectively. T is the time vector.
% Use a proper filename as input for the 7mportdata function.

TCE = importdata('filename');

DCE = importdata('filename');

VC = importdata('filename');

ETH = importdata('filename');

Xd1l = importdata('filename');

Xd2 = importdata('filename');

T = importdata('filename');
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Define the feasible area of the parameter space

% _MaxStPts_ is the maximum number of starting points for the multistart algorithm
% _ub_ and _1b_ are the Tower and upper boundaries creating the feasible
% area of the parameter space

MaxStPts = 1000;

ub = [4.30, ... mmax,D1l k1
4.30,... mmax, D2 k2
602,... Ks,TCE-D1 k3

602, ... Ks,TCE-D2 k4
602,... Ks,cDCE-D1 k5

602, ... Ks,vC-D1 k6

602] ;% KINH,cDCE/VC k7

1b = [0.01, ... mmax,D1 k1l
0.01,... mmax, D2 k2
0.05,... Ks,TCE-D1 k3
0.05, ... Ks,TCE-D2 k4
0.05,... Ks,cDCE-D1 k5
0.05,... Ks,vCc-D1 k6

0.05]; % KINH,cDCE/VC k7

Initialize vectors of the local solutions of the problem

K=zeros(MaxStPts, length(ub)); %parameter vector
F=zeros(MaxStPts,1); %objective function value

Create the Sobol set of starting points

KO=zeros (MaxStPts, Tength(ub)); %vector of starting points for the multistart algorithm
Sbhset=sobolset(length(ub));

spts = net(ShSet,MaxStPts);

for i=1:MaxStPts

for j=1:1ength(ub)

KO(Gi,3) = Tb(3)+spts(i,j).-*(ub(3)-1b(3));

end

end

Construct the optimization problem for the pattern search algorithm

% Use the psoptimset function to specify mesh parameters (initial mesh size, mesh
scaling etc.) and,
% stopping criteria and tolerances (TolFun,TolMesh)

tol = 0.10; % tolerance for the solution matrix

opt = psoptimset

('Display', 'iter', 'maxiter',length(ub)*100, 'PlotFcns',{@psplotbestx,@splotbestf},

'CompletepPoll', 'on', 'Pollingorder', 'Random', 'InitialMeshsize',291, 'TolFun',le-3,

'TolMesh',0.01, 'TolCon',le-

4,'UsepParallel', 'always', '"CompletePoll','on', 'Vectorized', 'off"',
'MeshContraction',0.25, '"MeshExpansion',4, 'ScaleMesh','on');
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Solve the optimization problem using the patternsearch function

for i =1:MaxStPts
kO = KO(i,:);
[k,fval,exitflag,output] = patternsearch(@(k)objF(k,iv,TCE,DCE,VC,ETH,Xd1l,Xxd2,T), ...

ko, [1,[1,[1,[1,1b,ub,[],0pt);
if exitflag == 1

KQGi,)=k;

F(i,1)=fval;

Solutions = [F,K];

Solutions = uniquetol(Solutions,tol, 'ByRows',true); % Find unique solutions of the
inverse problem

solutions = sortrows(Solutions,1); %

if (i-size(Ssolutions,1)-2)>0

if ((size(solutions,1)*(i-1))/(i-size(Solutions,1)-2))<=size(Solutions,1l) %
Check Bayesian stopping rule
break
end

end
end
end
ElapsedTime = toc; % Evaluate the time consumed by the algorithm

B2. A fully kinetic model for cultures NTUA-M1 and NTUA-M2 — Chapters 7, 8 and 9

This section provides the requisite m-file for solving the inverse problem using an SQP-based
multistart algorithm for cultures NTUA-M1 and NTUA-M2, InoMzh.m. As the Bayesian stopping
rule is not checked after each local search, the algorithm is based on the mwu/tistart built-in
function of MATLAB®. Again, the forward problem can be solved using the ode?5s function

with $ysDefm as an input argument.
B2.1 InvMth.m

Load the input data of the problem

global x

rng('shuffle')

MaxStPts = input('Number of starting points:'); % Define the maximum number of starting
points = 1000

% Use a proper filename for the importdata function

TCE = importdata('filename'); DCE = importdata('filename');

VC = importdata('filename'); ETH importdata('filename');

BUT importdata('filename'); AC importdata('filename');

MTH importdata('filename'); H=0;

W = importdata('filename'); % weighting factors for the objective function

Xbo = importdata('filename');
Xdl = importdata('filename');
Xd2 = importdata('filename');

T = importdata('filename');

216 | Page



Set the feasible area of the parameter space

% The upper and lower boundaries for each parameter can be altered

Appendix B

% to define a different feasible area of the parameter space, if necessary.

ub=[0.52,...

mmax,BO , k1

4.30,...mmax,D1 ,k2

4.30,... mmax,D2 ,k3
1.98,... mmax,HM ,k4
0.38,... mmax,AM ,k5
0.26,...mmax,A0 ,k6
3676, . Ks,B-BO ,k7
602.00, ...Ks,tce-D1 ,k8
602.00, ...Ks,tce-D2 ,k9
602.00, . Ks,dce-D1 ,k10
602.00, . Ks,vc-D1 ,k11
0.100, . Ks,H-D1 ,k12
0.100, . Ks,H-D2 ,k13
602.00, ... Kinh,cDCE/VC ,kl14
18.40,... Ks,H-HM ,k15
2031,... Ks,A-AM ,k16
2500, ... Ks,A-A0 ,k17
0.010,... KED ,k18
1.31,... X,A0 ,k19
4.50,... X,HM ,k20
2.10]; % X, AM ,k21

1b =[0.21,... mmax,BO,kl
0.01,... mmax,D1,k2
0.01,... mmax,D2,k3
0.02,... mmax,HM, k4
0.04,... mmax,AM, k5
0.07,... mmax,A0, k6
160, Ks,B-BO, k7
0.05, . Ks,tce-D1,k8
0.05, . Ks,tce-D2,k9
0.05, . Ks,dce-D1,k10
0.05, ... Ks,vc-D,kll
0.007, . Ks,h-D1,k12
0.007, . Ks,h-D2,k13
0.05,... Kinh,cDCE/VC ,kl4
0.500, ... Kshmeth,kl5
370,... Ksacm,kl6
500, ... Ksach,kl7
0.001,... KED, k18
0.25,... xA0, k19
0.0,... XHM, k20

0.0];% xam, k21
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Create the Sobol set of starting points

KO=zeros (MaxStPts, length(ub)); %Matrix of starting points for the multistart algorithm
Sbset=sobolset(length(ub));
spts = net(SbSet,MaxStPts);

for i=1:MaxStPts

for j=1:1ength(ub)

KO(Gi,3) = Tb(3)+spts(i,j)-*(ub(3)-1b(3));
end

end

Set the optimization problem using the built-in Mu/tiStart function using fmincon

MaxIterLS = length(ub)*100; % number of maximum iterations per local search, 100 per
each parameter
MaxFevals = MaxIterLS*20; % number of maximum function evaluations per local search
opt2 = optimset ('Display','iter', 'MaxFunEvals',MaxFevals, 'maxiter',MaxIterLs,...
'TolFun',1.0e-3, 'Tolx',1le-3,...
'Tolcon', 1le-5, 'FinDiffType', 'central', 'Algorithm', 'sqgp',
'PlotFcns', 'optimplotfval');
problem = createoptimProblem ('fmincon', 'objective', @(k)objF(k, iv, BUT, AC, H, TCE,
DCE, ...
VC, ETH, MTH, T,w), 'lb', 1b, 'ub', ub,'x0', k,'options', opt2);
ms = Multistart('UsepParallel', 'always', 'StartPointsToRun',...
'bounds', 'TolFun',0.01, 'Tolx',0.01);
stpts = CustomStartPointSet(k0); % Use the Sobol set of starting points

Solve the optimization problem

[xmin, fminm, flagm, outputm, solutions] = run(ms,problem,stpts);

B2.2 ObjF.m

The fmincon function calls function O4/F which calculates the objective function value, as follows:

function J= objF(k, iv, BUT, AC, H, TCE, DCE, VC, ETH, MTH, T,W)

Solve the forward problem

global x
iv = [BUT(1), AC(1l), H(1), TCE(1l), DCE(1), vc(1l), ETH(1), MTH(1),Xbo(1),...
Xd1(1),xd2(1),k(20),k(21),k(19),0];

optl = odeset('Abstol', le-8, 'Reltol', le-6);

[t,x] = odel5s(@(t,x) Sysbef(t, x, k, iv, BUT, AC, H, TCE, DCE, VC, ETH, MTH, T,w), T,
iv, optl);
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Calculate the objective function value, |

J = 0;
N = Tength(T);
for i= 1:N

J =3+ WGE,D*CTCEE)-xCG,4)))A2 + W@ L,2)*((DCECI) -x(T,5)))A2 + w(i,3)*((ve(i)-
x(1,6)))A2 +W(,4)*CCETHGD) -x (T, 7)I)A24+wW( L, 5)* ((MTH(@ ) -
x(1,8))A2)+W(,7)*((BUT() -x(i,1)))A2 + W(,6)*((AC(i)-x(7,2)))A2);
end

end

B2.3 SysDefm

During the solution of the forward problem, function ode?5s calls SysDef function which contains
the system of ordinary differential equations that describe the problem. The corresponding m-

file is the following:

function dx = sysbef(t, x, k, iv, BUT, AC, H, TCE, DCE, VC, ETH, MTH, T,W)

Hydrogen limitation for D1, D2 and HM

% Calculate hydrogen threshold functions according to Ribes et al. (2004)

fm = zeros(2,1); % methanogenesis

fm(1,1) = 1/(1+exp(100*(1le-3-x(3))/11e-3));
fm(2,1) = 1/(1+exp(100*((1l.1*11le-3)-x(3))/11e-3));
ft = zeros(2,1); % TCE dechlorination

ft(1,1) = 1/(1+exp(100*(2e-3-x(3))/2e-3));
ft(2,1) = 1/(1+exp(100*((1.1*2e-3)-x(3))/2e-3));
fd = zeros(2,1); % DCE dechlorination

fd(1,1) = 1/(1+exp(100*(2e-3-x(3))/2e-3));
fd(2,1) = 1/(1+exp(100*((1.1*2e-3)-x(3))/2e-3));
fv = zeros(2,1); % VvC dechlorination

fv(l,1) = 1/(1+exp(100*(2e-3-x(3))/2e-3));
fv(2,1) = 1/(1+exp(100*((1.1*2e-3)-x(3))/2e-3));

Hlim = zeros(5,1);

H1im(1,1) = ((x(3)-1le-3*fm(1))*fm(2)/(k(15)+x(3)-11le-3*fm(1))); % methanogenesis
H1im(2,1) ((x(3)-2e-3*Ft (1)) *ft(2)/(k(12)+x(3)-2e-3*ft(1))); % TCE dechlorination
H1im(3,1) ((x(3)-2e-3*Ft (1)) *ft(2)/(k(13)+x(3)-2e-3*ft(1))); %TCE dechlorination
Hl1im(4,1) = ((x(3)-2e-3*fd(1))*fd(2)/(k(12)+x(3)-2e-3*fd(1))); % DCE dechlorination
H1im(5,1) ((x(3)-2e-3*fv(1))*fv(2)/(k(12)+x(3)-2e-3*fv(1))); % VvC dechlorination

Butyrate limitation for BO

bf = zeros(1,1);

bf(1,1) = x(1)/Kk(7)+x(1));
% Inhibition by hydrogen

bi = zeros(1,1);

bi(1,1) = exp(-(x(3)/0.25));
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Chloroethene limitation for D1 and D2 dechlorinators

dec = zeros(4,1);

dec(1)

dec(2
dec(3

)
)

dec(4)

= (x(4)/(k(8)+x(4))); % TCE

(x(4)/(k(9)+x(4))); % TCE
(x(5)/(k(10)+x(5))); % cDCE
(x(6)/(K(11)* (1+(x (5) /k(14)))+x(6))); %VC

Acetate limitation for AM

% Calculate acetate threshold functions - Ribes et al. (2004)
zeros(2,1);

am(1,1) = 1/(1+exp(100*(15-x(2))/15));

am(2,1) = 1/(1+exp(100*((1.1*15)-x(2))/15));

am =

acm =

z

eros(1,1);

acm(1,1) = ((x(2)-15*am(1))*am(2)/(k(16)+x(2)-15*am(1)));

Acetate limitation for AO

ach = zeros(1,1);

ach(1,1) = x(2)/k@7D)+x(2));
% Inhibition by hydrogen
zeros(1,1);

ai =

ai(l1,1)

= exp(-(x(3)/0.08));

Growth and decay rates for microbial groups considered

r = ones(14,1);

r(l)
r(2)
r(3)
r4)
r(5)
r(6)
r(7)
r(8)
r(9)
r(10)
r(11)
r(12)
r(13)

k(1) *x(9); % growth of BO
k(2)*x(10) ;% growth of D1
k(3)*x(11); % growth of D2
k(4)*x(12); % growth of HM
k(5)*x(13); % growth of AM
k(6)*x(14); % growth of AO
0.024*x(9); % decay of BO
0.024*x(10) ;% decay of D1
0.024*x(11); %decay of D2
0.024*x(12); % decay of HM
0.024*x(13); % decay of AM
0.024*x(14); % decay of A0
(0.024%x(9)+0.024*x(10)+0.024*x (11)+0.024*x (12)+0.024*x (13)+0.024*x (14)); %

Decay by-products
r(14) = k(18)*x(15); % Composite material consumption
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Define the system of ODEs that describes the rates of substrate consumption and biomass growth

dx=zeros(15,1);

dx(1) = 8.0*r(14)-r(1)*bf(1,1)*bi(1,1)/3.10e-3; % Butyrate

dx(2) = 2*r(1)*bf(1,1)*bi(1,1)/3.10e-3-r(5)*acm(1,1)/1.40e-3-...
r(6)*ach(1,1)*ai(1,1)/(0.70e-3); % Acetate

dx(3) = 2*r()*bf(1,1)*bi(1,1)/3.10e-3+4*r(6)*ach(1,1)*ai(1,1)/0.70e-3-...
r(2)*dec(1)*H1im(2,1)/4.96e-3 - r(3)*dec(2)*H1im(3,1)/2.80e-3-...
r(2)*dec(3)*H1im(4,1)/4.96e-3-r(2)*dec(4)*H1im(5,1)/4.96e-3-...
r(4)*H1im(1,1)/0.76e-3; % Hydrogen

dx(4) = -r(2)*dec(1)*H1im(2,1)/4.96e-3 - r(3)*dec(2)*H1im(3,1)/2.80e-3; % TCE

dx(5) = r(2)*dec(1)*H1im(2,1)/4.96e-3 + r(3)*dec(2)*H1im(3,1)/2.80e-3-...
r(2)*dec(3)*H1im(4,1)/4.96e-3;% cDCE

dx(6) = r(2)*dec(3)*H1im(4,1)/4.96e-3 - r(2)*dec(4)*H1im(5,1)/4.96e-3; % VC
dx(7) = r(2)*dec(4)*HTim(5,1)/4.96e-3; % ETH

dx(8) = 0.25*r(4)*H1im(1,1)/0.76e-3+r(5)*acm(1,1)/1.40e-3; % MTH

dx(9) = r(L)*bf(1,1D*bi(1,1) - r(7); % XBO

dx(10) = r(2)*dec(1L)*H1im(2,1)+r(2)*dec(3)*HTim(4,1)+r(2)*dec(4)*H1im(5,1)-r(8) ;% XD1
dx(11) = r(3)*dec(2)*HTim(3,1)- r(9);% XD2

dx(12) = r(4)*HTim(1,1)-r(10); % XHM

dx(13) = r(5)*acm(1,1)-r(11); % XAM

dx(14) = r(6)*ach(l,1)*ai(l,1)-r(12); % XAO

dx(15) = r(13)-r(14); % XCM

end

B3. A fully kinetic model for culture NTUA-S — Chapters 10 and 11

This section provides the m-file for solving the inverse problem using an SQP-based multistart
algorithm for culture NTUA-S (In2S.m). Like the previous section, the algorithm is based on the
multistart built-in function of MATLAB®. As the inverse problem in Chapter 10 requires input
from two batch tests, there are two m-files describing the system of ordinary differential
equations of the model, SysDef7.m and SysDef2.m.

B3.1 InvS.m

Load the input data of the problem

global x y

rng('shuffle')

MaxStPts = input('Number of starting points:'); % Maximum number of starting points
% Import input data collected from two batch tests

TCE1 = importdata('filename'); DCE1l = importdata('filename'); VvCl =
importdata('filename'); ETH1 = importdata('filename'); BUT1 = importdata('filename');
AC1l = importdata('filename'); MTH1 = importdata('filename'); sSuLl =
importdata('filename');wl = importdata('filename');

TCE2 = importdata('filename'); DCE2 = importdata('filename'); vC2=
importdata('filename'); ETH2 = importdata('filename'); BUT2 =
importdata('filename');AC2 = importdata('filename');

MTH2 = importdata('filename'); SUL2 = importdata('filename');

W2 = importdata('filename'); Xbo = importdata('filename'); Xdl =
importdata('filename'); Xd2 = importdata('filename');T1l = importdata('filename'); T2 =
importdata('filename');
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Set the feasible area of the parameter space

ub =[0.60,... mmax,BO k1l
4.30, . mmax,TCE-D1 k2
0.46, . mmax,DCE-D1 k3
0.49, . mmax,VvC-D1 k4
0.38, ... mmax,AM k5
0.26,... mmax,A0 k6
5.50,... mmax,HSR k7
1.39,... mmax,ASR k8
1.58,... mmax,BSR k9
3676,... Ks,B-BO, k10
12.40, . Ks,tce-D1 k1l
99.70,... Ks,dce-D1 k12
602, ... Ks,vc-D1 k13
0.10,... Ks,H-D1 k14
602,... Kinh,cDCE/VC k15
2031,... Ks,A-AM k16
2500, ... Ks,A-A0 k17
200, . Ks,S-HSR k18
200, . Ks,S-ASR k19
200, . Ks,S-BSR k20
2.6, . Ks,H-HSR k21
600, . KS,A-ASR k22
3676, ... KS,B-BSR k23
0.004, ... KED k24
1500, ... Kinh,sulfide k25
2.96,... XBO k26
0.66,... XA0 k27
5.50,... XHSR k28
5.67, . XASR k29
4.00]; %xBSR k30

1b=[0.21,... mmax,BO k1l
0.33, . mmax,TCE-D1 k2
0.04, . mmax,DCE-D1 k3
0.01, . mmax,VvC-D1 k4
0.04, . mmax,AM k5
0.07, . mmax,A0 k6
0.23, . mmax,HSR k7
0.14, . mmax,ASR k8
0.17, ... mmax,BSR k9
160, . Ks,B-BO, k10
0.05, . Ks,tce-D1 k11
0.54, . Ks,dce-D1 k12
2.60, . Ks,vc-D1 k13
0.007, . Ks,H-D1 k14
0.05, Kinh, cDCE/VC k15
370, . Ks,A-AM k16
500, . Ks,A-A0 k17
5, ... Ks,S-HSR k18
5, ... Ks,S-ASR k19
5, ... Ks,S-BSR k20
0.05, . Ks,H-HSR k21
70, ... KS,A-ASR k22
160, . KS,B-BSR k23
0.004,... KED k24
500, ... Kinh,s k25
0.00,... XBO k26

Appendix B
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0.27,... XA0 k27
0.00,... XHSR k28
2.83, ... XASR k29

0.00]; %XBSR k30

Create the Sobol set of starting points

KO=zeros (MaxStPts, length(ub)); %Matrix of starting points for the multistart algorithm
SbSet=sobolset(length(ub));

spts = net(SbhSet,MaxStPts);

for i=1l:MaxStPts

for j=1:1ength(ub)

KOGi,3) = Tb(3)+spts(i,j).*(ub(3)-1b(3));

end

end

Set the optimization problem using the built-in Mu/tiStart function and fuzincon

MaxIterLS = Tlength(ub)*100; % number of maximum iterations per local search
MaxFevals = MaxIterLS*20; % number of maximum function evaluations per local search
opt2 = optimset ('Display','iter', 'MaxFunEvals',MaxFevals, 'maxiter',MaxIterLs,...
'TolFun',le-3, 'Tolx',1le-3,...
'Tolcon', le-
5, 'FinDiffType', 'central’', 'Algorithm', 'sqp','PlotFcns', 'optimplotfval');

problem = createoptimProblem ('fmincon', 'objective',...
@(k)objF(k,ivl,iv2,BUT1,AC1,H1,TCE1,DCE1,VCl,ETH1,MTH1,SULl,wl,T1,...
BUT2,AC2,H2,TCE2,DCE2,VC2,ETH2,MTH2,SUL2,W2,T2), ..'lb', 1b, 'ub', ub,'x0",

k, 'options', opt2);

ms =

Multistart('UsepParallel', 'always', 'StartPointsToRun', 'bounds', 'TolFun',0.10, ' 'Tolx"',0.10

);

stpts = CustomStartPointSet(k0); % Use the Sobol set of starting points

Solve the optimization problem

[xmin, fminm, flagm, outputm, solutions] = run(ms,problem,stpts);

-
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B3.2 ObjF.m

The fmincon function requires the m-file Of/F.m, which calculates the objective function value, as
follows:

function J=
objF(k,ivl,iv2,BUT1,AC1,H1,TCE1l,DCE1,VC1,ETH1,MTH1,SuLl,wl,T1,BUT2,AC2,H2,TCE2,DCE2,VC2,ETH2,
MTH2,SUL2,W2,T2)

Solve the forward problem for each batch test

global x y

iv = [BUT1(1),AC1(1),H1(1),TCEL1(1),DCE1(1),VvC1(1),ETHL(1),MTH1(1),...
suL1(1),0,k(26),7.85,0.031,k(27),k(28),k(29),k(30),0.00];

iv2 = [BUT2(1),AC2(1),H2(1),TCE2(1),DCE2(1),VvC2(1),ETH2(1) ,MTH2(1), ...
suL2(1),0,k(26),7.85,0.031,k(27),k(28),k(29),k(30),0.00];

optl = odeset('Abstol',le-8, 'Reltol', le-6);

[tl,x] = odel5s(@(tl,x)Sysbefl(tl,x,k,ivl,iv2,BUT1l,AC1,H1,TCE1l,DCE1l,VC1,ETH],...
MTH1,suLl,wl,T1,BUT2,AC2,H2,TCE2,DCE2,VC2,ETH2 ,MTH2,SUL2,W2,T2), T1, iv, optl);

[t2,y] = odel5s(@(t2,y)Sysbef2(t2,y,k,ivl,iv2,BUTl,AC1l,H1,TCE]1l,DCE]1l,VC1,ETH], ...
MTH1,suLl,wl,T1,BUT2,AC2,H2,TCE2,DCE2,VC2,ETH2 ,MTH2,SUL2,W2,T2), T2, iv2, optl);

Calculate the objective function value, ]

J1 = 0;
N1 = length(Tl);
for i= 1:N1

J1 =31 + (W1(,8)*((TCEL(i)-x(i,4)))A2 + W1(i,7)*((DCE1(i)-x(i,5)))A2 + ...
W1l(i,6)*((vcl(i)-x(i,6)))A2 + Wi(i,5)*(CETHLI( ) -x(i,7)))A2+Wl(i,3) *((MTH1(i) -

x(1,8))A2)+ W1(i,2)*((BUTL(iI)-x(i,1)))A2 + wWl(i,1)*(CAC1(i)-

X(1,2)))A24+W1(i,4)*((SuUL1(i)-x(i,15)))A2);

end

J2 = 0;

N2 Tength(T2);

for i= 1:N2

J2 =32 + (W2(i,8)*((TCE2(i)-y(i,4)))A2 + W2(i,7)*((DCE2(i)-y(i,5)))A2 + ...
W2(i,6)*((vc2(i)-y(i,6)))A2 + W2(i,5)*(CETH2(T)-y(i,7)))A2+W2(i,3) *((MTH2(i)-

y(i,8))A2)+W2(i,2)*((BUT2(i)-y(i,1)))A2 + w2(i,1)*((AC2(i)-

y(i,2)))A24wW2(7,4)*((SUL2(i) -y (i,15)))A2);

end

J = J1+32;

end

B3.3 SysDefl.m and SysDef2.m

During the solution of the forward problem for each batch test, function ode?5s calls SysDef7.m
and SysDef2.m functions, which contain the system of ordinary differential equations that
describe the problem.

224 | Pa

aQ

c

bs



Appendix B

function dx =
Sysbef1(tl,x,k,ivl,iv2,BUT1l,ACl,H1,TCE1l,DCE1l,VCl,ETH1,MTH1,SuULl,w1,T1,BUT2,AC2,H2,TCE2,DCE2,V
C2,ETH2,MTH2,SUL2,w2,T2)

Hydrogen limitation for D1, D2 and HSR

% calculate hydrogen threshold functions according to Ribes et al. (2004)

ft = zeros(2,1); % TCE dechlorination

ft(1,1) = 1/(1+exp(100*((2e-3)-x(3))/(2e-3)));

ft(2,1) = 1/(1+exp(100*((1.1*(2e-3))-x(3))/(2e-3)));

fd = zeros(2,1); % DCE dechlorination

fd(1,1) = 1/(1+exp(100*((2e-3)-x(3))/(2e-3)));

fd(2,1) = 1/(1+exp(100*((1.1*(2e-3))-x(3))/(2e-3)));

fv = zeros(2,1); % VvC dechlorination

fv(1l,1) = 1/(1+exp(100*((2e-3)-x(3))/(2e-3)));

fv(2,1) = 1/(1+exp(100*((1.1*(2e-3))-x(3))/(2e-3)));

fs = zeros(2,1); %sulfate reduction

fs(1,1) = 1/(1+exp(100*((2e-3)-x(3))/(2e-3)));

fs(2,1) = 1/(1+exp(100*((1.1*(2e-3))-x(3))/(2e-3)));

Hlim = zeros(6,1);

HT1im(2,1) = ((x(3)-(2e-3)*ft(1))*ft(2)/(k(14)+x(3)-(2e-3)*ft(1))); % TCE
H1im(4,1) ((x(3)-(Re-3)*fd(1))*fd(2)/(k(14)+x(3)-(2e-3)*fd(1))); % DCE
H1im(5,1) ((x(3)-(Re-3)*fv(1))*fv(2)/(k(14)+x(3)-(2e-3)*fv(1))); % VC
H1im(6,1) = ((x(3)-(2e-3)*fs(1))*fs(2)/(k(21)+x(3)-(2e-3)*fs(1))); % Sulfate reduction

Butyrate limitation for BO

bf = zeros(1,1);

bf(1,1) = x(1/k(10)+x(1));
% Inhibition by hydrogen

bi = zeros(1,1);

bi(1,1) = exp(-(x(3)/0.25));

Chloroethene limitation for D1 dechlorinators

dec = zeros(4,1);

dec(D) (x(4)/(k(11)+x(4))); % tce

dec(3) = (x(5)/(k(12)+x(5))); %dce

dec(4) = (x(6)/((k(13))*(1+(x(5)/k(15)))+x(6))); %vc

Acetate limitation for AM

% Calculate acetate threshold functions according to Ribes et al. (2004)
at = zeros(2,1);

at(1l,1) = 1/(1+exp(100*(15-x(2))/15));

at(2,1) = 1/(Q+exp(100*((1.1*15)-x(2))/15));

acm = zeros(1,1);

acm(1,1) = ((x(2)-15*at(1))*at(2)/(k(16)+x(2)-15*at(1)));
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Sulfide inhibition for acetoclastic methanogenesis

sulfideInh=zeros(1,1);
sulfideInh(l,1)=1/(1+((x(1)+x(2))/k(25)));

Acetate limitation for AO

ach = zeros(1,1);

ach(1,1) = x(2)/k@7)+x(2));
% Inhibition by hydrogen

ai = zeros(1,1);

ai(l,1) = exp(-(x(3)/0.08));

Sulfate limitation for sulfate reducers

S1 = zeros(3,1);

S1(1,1) = x(9)/((k(18))+x(9)); % HSR
S1(2,1) = x(9)/((k(19))+x(9)); % ASR
S1(3,1) = x(9)/((k(20))+x(9)); % BSR

Acetate limitation for ASR

sac = ((x(2)-15*at(1))*at(2)/(k(22)+x(2)-15*at(1)));

Butyrate limitation for BSR

sb = x(1)/(k(23)+x(1)); %

Growth and decay rates for microbial species

r = zeros(18,1);

r(l) = k(1)*x(11); % Growth BO
r(2) = k(2)*x(12);% Growth D1/TCE
r(3) = k(3)*x(12); % Growth D1/DCE
r(4) = k(4)*x(12); % Growth D1l/vC
r(5) = k(5)*x(13); % Growth AM
r(6) = k(6)*x(14); % Growth AO
r(7) = k(7)*x(15); % Growth HSR
r(8) = k(8)*x(16); % Growth ASR
r(9) = k(9)*x(17); % Growth BSR
r(10) = 0.024*x(11); % decay BO

r(11) = 0.024*x(12);% decay D1

r(12) = 0.024*x(13); % decay AM
r(13) = 0.024*x(14); % decay AO
r(14) = 0.050*x(15); % decay HSR
r(15) = 0.030*x(16); % decay ASR

r(16) = 0.030*x(17); % decay BSR
r(17) = (r(10)+r(11)+r(12)+r(13)+r(14)+r(15)+r(16)); % decay by-products
r(18) = k(24)*x(18); % Composite material consumption
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Define the system of ODEs that describes the rates of substrate consumption and biomass growth

dx=zeros(18,1);

dx(1) = 8.0*r(20)-r(1)*bf(1,1)*bi(1,1)/(3.10e-3)-r(9)*sb(1,1)*s1(3,1)/(4.30e-3); %

Butyrate

dx(2) = 2*r()*bf(1,1)*bi(1,1)/(3.10e-3)+2*r(9)*sb(1,1)*s1(3,1)/(4.30e-3)-...
r(5)*acm(1l,1)*sulfideInh(1)/(1.40e-3)-r(6)*ach(1,1)*ai(1,1)/(0.70e-3)-...
r(8)*sac*s1(2,1)/(4.30e-3); % Acetate

dx(3) = 2*r()*bf(1,1)*bi(1,1)/(3.10e-3)+4*r(6)*ach(1,1)*ai(1,1)/(0.70e-3)-...
r(2)*dec(1)*HT1im(2,1)/(2.35e-3)-r(3)*dec(3)*H1im(4,1)/(2.35e-3)-...
r(4)*dec(4)*HTim(5,1)/(2.35e-3)-r(7)*HTim(6,1)*s1(1,1)/(1.70e-3); %Hydrogen

dx(4) = -r(2)*dec(1)*H1im(2,1)/(2.35e-3); % TCE

dx(5) = r(2)*dec(1)*HTim(2,1)/(2.35e-3)-r(3)*dec(3)*H1im(4,1)/(2.35e-3); % DCE

dx(6) = r(3)*dec(3)*H1im(4,1)/(2.35e-3)-r(4)*dec(4)*H1im(5,1)/(2.35e-3);% VC

dx (7) r(4)*dec(4)*H1im(5,1)/(2.35e-3); % ETH

dx(8) = r(5)*acm(1,1)*sulfideInh(1)/(1.40e-3); %MTH

dx(9) = -r(8)*sac*s1(2,1)/(4.30e-3)-0.25*r(7)*H1im(6,1)*s1(1,1)/(1.70e-3)-...
0.5*r(9)*sb(1,1)*s1(3,1)/(4.30e-3); % sSulfate

dx(10) = r(8)*sac*s1(2,1)/(4.30e-3)+0.25*r(7)*H1im(6,1)*s1(1,1)/(1.70e-3)+...
0.5*r(9)*sb(1,1)*s1(3,1)/(4.30e-3); % sulfide

dx(11) = r(D*bf(1,1)*bi(1,1)-r(10); % BO

dx(12) = r(2)*dec(1)*HTim(2,1)+r(2)*dec(3)*H1im(4,1)+r(2)*dec(4)*HTim(5,1)-r(11) ;%D1

dx(13) = r(5)*acm(1l,1)*sulfideInh(1)-r(12); %AM

dx(14) = r(6)*ach(1l,1)*ai(1,1)-r(13); % A0

dx(15) = r(7)*H1im(6,1)*s1(1,1)-r(14); % HSR

dx(16) = r(8)*sac*s1(2,1)-r(15); % ASR

dx(17) = r(9)*sb(1,1)*s1(3,1)-r(16); % BSR

dx(18) = r(17)-r(18); % Composite material

end
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Appendix B

function dy =
Sysbef2(t2,y,k,ivl,iv2,BUT1l,AC1,H1,TCE1l,DCE1l,VCl,ETH1,MTH1,SuULl,wl,T1,BUT2,AC2,H2,TCE2,DCE2,V
C2,ETH2,MTH2,SUL2,W2,T2)

Hydrogen limitation for D1, D2 and HSR

% Calculate hydrogen threshold functions according to Ribes et al. (2004)
fty = zeros(2,1); % TCE dechlorination

fty(1,1) = 1/(1+exp(100*((2e-3)-y(3))/(2e-3)));

fty(2,1) = 1/(1+exp(100*((1.1*(2e-3))-y(3))/(2e-3)));

fdy = zeros(2,1); % DCE dechlorination

fdy(1,1) = 1/(1+exp(100*((2e-3)-y(3))/(2e-3)));

fdy(2,1) = 1/(1+exp(100*((1.1*(2e-3))-y(3))/(2e-3)));

fvy = zeros(2,1); % VC dechlorination

fvy(1,1) = 1/(1+exp(100*((2e-3)-y(3))/(2e-3)));

fvy(2,1) = 1/(1+exp(100*((1.1*(2e-3))-y(3))/(2e-3)));

fsy = zeros(2,1); % sulfate reduction

fsy(1,1) = 1/(1+exp(100*((2e-3)-y(3))/(2e-3)));

fsy(2,1) = 1/(1+exp(100*((1.1*(2e-3))-y(3))/(2e-3)));

Hlimy = zeros(6,1);

Hlimy(2,1) = ((y(3)-(2e-3)*fty(1))*fry(2)/(k(14)+y(3)-(2e-3)*fty(1))); % TCE
dechlorination

Hlimy(4,1) = ((y(3)-(2e-3)*fdy(1))*fdy(2)/(k(14)+y(3)-(2e-3)*fdy(1))); % DCE
dechlorination

HTimy(5,1) = ((y(3)-(e-3)*fvy (1)) *fvy(2)/(k(1)+y(3)-(2e-3)*fvy(1))); % VC
dechlorination

Hlimy(6,1) = ((y(3)-(Q2e-3)*fsy(1))*fsy(2)/(k(21)+y(3)-(2e-3)*fsy(1))); % sulfate
reduction

Butyrate limitation for BO

bfy = zeros(1,1);

bfy(1,1) = y(1)/(k(10)+y(1));
% inhibition by hydrogen

biy = zeros(1,1);

biy(1,1) = exp(-(y(3)/0.25));

Chloroethene limitation for D1 dechlorinators

decy = zeros(4,1);

decy(1) = (y(4)/(k(@AL)+y(4))); % tce

decy(3) = (y(5)/(k(12)+y(5))); %dce

decy(4) = (y(6)/((k(13))*(1+(y(5)/k(15)))+y(6))); %vc
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Acetate limitation for AM

% Calculate acetate threshold functions according to Ribes et al. (2004)
aty = zeros(2,1);

aty(1,1) = 1/(1+exp(100*(15-y(2))/15));

aty(2,1) = 1/(1+exp(100*((1.1*%15)-y(2))/15));

acmy = zeros(1l,1);

acmy(1,1) = ((y(2)-15*aty(1))*aty(2)/(k(16)+y(2)-15*aty(1)));

Sulfide inhibition for acetoclastic methanogenesis

sulfideInhy=zeros(1,1);
sulfideInhy(1,1)=1/(1+((y(D+y(2))/k(25)));

Acetate limitation for AO

achy = zeros(1,1);

achy(1,1) = y(2)/(k@17)+y(2));
% inhibition by hydrogen

aiy = zeros(1,1);

aiy(1,1) = exp(-(y(3)/0.08));

Sulfate limitation for sulfate reducers

Sly = zeros(3,1);

Sly(1,1) = y(9)/((k(18))+y(9)); % HSR
Sly(2,1) = y(9)/((k(19))+y(9)); % ASR
Sly@3,1) = y(9)/((k(20))+y(9)); % BSR

Acetate limitation for ASR
sacy = ((y(2)-15*aty(1))*aty(2)/(k(22)+y(2)-15*aty(1)));
Butyrate limitation for BSR

Sby = y(1)/(k(23)+y(1));
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Growth and decay rates for the microbial population considered

ry = zeros(18,1);

ry(1) k(1) *y(11); % growth BO
ry(2) = k()*y(12);% growth D1/TCE
ry(3) = k@3)*y(12); % growth D1/DCE
ry(4) = k(4)*y(12); % growth D1/VC
ry(5) = k(5)*y(13); % growth AM
ry(6) = k(6)*y(14); % growth AO
ry(7) = k(7)*y(15); % growth HSR
ry(8) = k(8)*y(16); % growth ASR
ry(9) = k(9)*y(17); % growth BSR
ry(10) = 0.024*y(11); % decay BO

ry(11) = 0.024*y(12);% decay D1

ry(12) = 0.024*y(13); % decay AM
ry(13) = 0.024*y(14); % decay AO
ry(14) = 0.050*y(15); % decay HSR
ry(15) = 0.030*y(16); % decay ASR

ry(16) = 0.030*y(17); % decay BSR
ry(17) = (ry(10)+ry(1D+ry(12)+ry(13)+ry(14)+ry(15)+ry(16)); % decay by-products
ry(18) = k(24)*y(18); % Composite material consumption

Define the system of ODEs that describes the rates of substrate consumption and biomass growth

dy=zeros(18,1);

dy(1) = 8.0*ry(20)-ry(1)*bfy(1,1)*biy(1,1)/(3.10e-3)-...
ry(9)*sby(1,1)*sly(3,1)/(4.30e-3); %Butyrate

dy(2) = 2*ry(D)*bfy(1,1)*biy(1,1)/(3.10e-3)+2*ry(9)*sby(1,1)*sly(3,1)/(4.30e-3)-...
ry(5)*acmy (1,1)*sulfideInhy(1)/(1.40e-3)-...
ry(6)*achy(1,1)*aiy(1,1)/(0.70e-3)-ry(8)*sacy*sly(2,1)/(4.30e-3); %Acetate

dy(3) = 2*ry(1)*bfy(1,1)*biy(1,1)/(3.10e-3)+4*ry(6)*achy(1,1)*aiy(1,1)/(0.70e-3)-...
ry(2)*decy (1) *Hlimy(2,1)/(2.35e-3)-ry(3)*decy(3)*Hlimy(4,1)/(2.35e-3)-...
ry(4)*decy (4)*H1limy(5,1)/(2.35e-3)-ry(7)*H1limy(6,1)*S1y(1,1)/(1.70e-3); %Hydrogen

dy(4) = -ry(2)*decy(1)*H1imy(2,1)/(2.35e-3); % TCE

dy(5) = ry(2)*decy(1)*H1limy(2,1)/(2.35e-3)-ry(3)*decy(3)*H1imy(4,1)/(2.35e-3);% DCE

dy(6) = ry(3)*decy(3)*Hlimy(4,1)/(2.35e-3)-ry(4)*decy(4)*H1imy(5,1)/(2.35e-3);% VC

dy(7) = ry(4)*decy(4)*H1limy(5,1)/(2.35e-3); % ETH

dy(8) = ry(5)*acmy(1l,1)*sulfideInhy(1)/(1.40e-3); % MTH

dy(9) = -ry(8)*sacy*sly(2,1)/(4.30e-3)-0.25*ry(7)*H1imy(6,1)*sly(1,1)/(1.70e-3)-...
0.5*ry(9)*sby(1,1)*s1y(3,1)/(4.30e-3); % sulfate

dy(10) = ry(8)*sacy*sly(2,1)/(4.30e-3)+0.25*ry(7)*H1imy(6,1)*sly(1,1)/(1.70e-3)+...
0.5*ry(9)*sby(1,1)*s1y(3,1)/(4.30e-3);% sulfide

dy(11D) ry(1)*bfy(1,1)*biy(1,1)-ry(10); % BO

dy(12) = ry(2)*decy(1)*HTimy(2,1)+ry(2)*decy(3)*Hlimy(4,1)+...
ry(2)*decy(4)*HTimy(5,1)-ry(11); % D1

dy(13) = ry(5)*acmy(1,1)*sulfideInhy(1)-ry(12); % AM

dy(14) = ry(6)*achy(l,L)*aiy(1,1)-ry(13); % AO

dy(15) = ry(7)*HTimy(6,1)*STy(1,1)-ry(14); % HSR

dy(16) = ry(8)*sacy*sly(2,1)-ry(15); % ASR

dy(17) = ry(9)*sby(1,1)*s1y(3,1)-ry(16); % BSR

dy(18) = ry(17)-ry(18); % Composite material

end
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