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Abstract

Interferometry (INSAR) and Differential Interferotng (DINSAR) have been widely used for
Earth's surface observation and particularly foppirag the topography and Earth deformations.
However, interferometric measurements are sensitiveatmospheric errors. Radar waves
traverse the Earth's atmosphere twice and forrdason there is a delay due to atmospheric
refraction. Thus errors due to the atmosphere ezated, whose correction is necessary in
INSAR or DInSAR applications in order to avoid inaracies in the estimation of topographic
height and land deformations.

The atmospheric phase error may be confused wihdisplacement component. If the phase
values due to atmospheric disturbances are noedaed, it is difficult to obtain accurate
measurements. Atmospheric path delay in Synthegiertire Radar (SAR) interferograms is
mainly due to ionospheric and tropospheric infllencThe signal delay due to the troposphere
can be defined as a function of atmospheric pamsiastich as air pressure, temperature, water
vapour pressure and relative humidity. Its estioratimplies specific models and processing, and
results in more accurate interferometric products.

This thesis aims to determine the optimal processinSynthetic Aperture Radar (SAR) images
in order to produce as reliable as possible iaterfietric products. This processing includes
both improvement of SAR image quality and the imeediate products which are produced
during the interferometric procedure, and alsodéneelopment of methodologies for the accurate
estimation of the interferometric phase componestaasidering also the atmospheric delay as a
component of the interferometric phase. Particidanphasis is given to estimating this
component and especially the tropospheric componassuming that the displacement
component occurs in a limited number of applicatian relation to that of the atmosphere,
which is one of the main causes of errors in togplgic height estimation when interferometry
and differential interferometry are used. The mdthdeveloped are not based on the subtraction
of an existing Digital Elevation Model (DEM), thake term “multi-image INSAR” instead of
Differential Interferometry fits their descriptidretter.

The thesis is divided into four parts. The firsttpexamines the impact of the atmosphere on
synthetic images and a new filter is proposed @eoto reduce the speckle phenomenon in SAR
images. In the second part, a theoretical anabfsike filtering effects in interferometric phase
is carried out, and two new methods are proposadwhodel interferometric phase filtering in
order to improve the produced Digital Earth Mod&®EM). Furthermore, Independent
Component Analysis (ICA) is explored in order tgomove the INSAR products. The third part
proposes two new methods for the estimation ofritexferometric phase components including
the atmospheric component. Expansion of one of tlierproposed for the estimation of
atmospheric water vapor. Finally in the fourth pamnethod is proposed for the estimation of
accuracy and precision of the interferometric potsl@and one more for the statistical analysis of
the tropospheric phase component error.

In more detail, in the first part, the effect oktAtmosphere and especially of the water-vapor
was initially studied in synthetic SAR images thadre created using the at-lab RADAR and the
SAR processing SW that was developed for this mepdhen, the effects of the noise that is




associated with the radar coherent imaging systesstudied. A new filter was developed and
evaluated for the reduction of the speckle phenamgemvhich preserves the linear textural
features. According to this approach, the normtbneof the digital pixel values is calculated by
replacing each original value with the value oledifrom its fitted polynomial distribution.

The main advantage of the filter developed, aparhfits smoothing operation, is the ability to
adjust the calculation of its coefficients alongedtions where the main characteristics of the
image are found. Thus, in the case of periodice&ctonal characteristics, the filter creates
appropriate coefficients to execute the processregfucing the speckle phenomenon and
preserving the linear textural characteristics. filber has been applied on a synthetic image and
real ENVISAT images. The evaluation of the filteasvcarried out by a) observation of the
filtered data spectrum, b) indices, and c) visvalation. Comparison of this method with other
speckle removing methods, such as adaptive filethods has also been implemented.

In the second part, two new methods for the redoadf filtering effects in the interferometric
phase signal are proposed, as well as, a new méihdae improvement of the produced Digital
Elevation Models (DEM). Theoretical analysis catrieut within this study showed that in
addition to noise reduction after the interferogrilitaring, the reduction of the interferometric
phase signal also occurs. This statement was atsied by the observation of SAR
interferometric data where pixels with high coheeralue that are considered to contain a lot
of information, presented lower coherence valudgsr a&AR image filtering. Therefore, the
proposed methods perform interferometric phase fimgderhe first method recovers the signal
after the interferometric filtering for pixels wieemformation loss is observed. The selection of
these pixels is based on the decrease of the cul®nalue after the filtering. The signal
recovery is related to the maintenance of theahitalues for these pixels. Consequently, the
method prevents the decrease of the cohesion vétuethese pixels. The efficiency of the
method depends on the performance of the filted,us®wever, it always improves the
interferometric results. Since the phase signalhes basis for the production of DEM, its
preservation improves all the steps of the interfegtric process, especially the step of the
interferometric phase rehabilitation (phase unwirggp The results of the process in the final
interferometric product, the DEM, are also evident.

The second method which is proposed to reducentpadt of filtering in the interferometric
phase signal is called K-F. The method is basedhenknown parametric model for the
implementation of noise reduction while it maintgi low level of information loss. Firstly the
relationships between the expected reduction aérf@tometric information and noise are
defined. The optimal threshold between the noiskicgon and interferometric signal loss is
adjusted through a parameter. The proposed metlaadewaluated using real interferometry
data. All the coherence values were increased thigeimplementation of the proposed method.
Continuing the research for the achievement of meliable interferometric products, a method
was developed which aims to produce precise DEM& known that interferometry cannot
produce accurate DEMs because it is affected bytehwgoral decorrelation of the two SAR
images, which is mainly due to atmospheric chandmsd use/cover, soil moisture and
roughness changes. The elimination of temporal meletion between the primary and
secondary image improves the accuracy of DEMs. him proposed method, Independent
Components Analysis (ICA) was applied before therfierometric process. It was observed that




using three ICA entries, the independent ICA sasficeages can be interpreted as an image of
unchangeable objects, and images of changes chysedlious reasons such as human
interventions, temporal decorrelation, etc. The i@éthod when applied on the master and slave
images using the same pair of additional imageduymes two images which allow the
production of high quality DEMs.

In the third part of the thesis, appropriate matageal techniques were developed which make
the interferometry of SAR images capable of impngvihe quality of the produced DEMs and
the phase components, as well. Two new multi-im@AR methods were proposed which
were evaluated apart from the produced topograpight accuracy, on the basis of improving
the accuracy of the estimated signal delay whiathuis to the atmosphere and especially to the
content of water vapor in the atmosphere.

The problem of the estimation of the phase unwrapmarameters such as atmospheric path
delay, height, and unwrapping errors was descriteda mathematical form using QR
factorization techniques for solving rank-deficisystems. A new approach, the improved SVD
was developed for the solution of rank-deficiensteyns with relatively few independent
equations. In this new approach the bounds on @nengeter values (constraints) are known and
are given by the eigenvalues. Upon solution, neyereialues are inserted inside the bounds.
During the application, attention is paid to avaidn-compliance with the bounds of the
eigenvalues of the reconfigured matrix.

The proposed method adapts the mathematical soluto phase unwrapping component
characteristics. It was also extended to includeth&) calculation of signal delay due to
tropospheric conditions on each single date, anttidbgstimation of the atmospheric water vapor
content of the specific dates.

Continuing this research, another alternative netlvas developed, the improved QR , which
implements an adaptation of the QR factorizatiohen® the value of one of the parameters (e.g.,
the signal delay due to the atmosphere in an gr@mietric pair) is known from in situ
measurements and is inserted into the system aitiegs.

The two methods developed were compared with knavethods of solving rank-deficient
systems such as the Lower - Upper method whichsgmedest results, the QR factorization
method which gives more satisfactory results, dred Singular Value Decomposition method
(SVD) which gives accurate results only for thegmaeter that is inserted most often in the linear
system of equations, i.e. the topographic heighthi@ case of multi-image interferometry.
Evaluation of the Improved QR method showed thatrttethod produces satisfactory results,
and outperforms its competitors. The improved Sv€thod also produces accurate results for
each of the phase parameters and is second inatlléng in terms of accuracy, after the
improved QR method. The comparison was performedguENVISAT images and the
evaluation of the results was based on estimatisimgy GPS measurements and meteorological
data.

In the fourth part, the thesis focuses on the amalyf the accuracy of the estimated
interferometric components. A method was develogbith assumes that the interferometric
phase values are observations which are insertadramk deficient system of linear equations,
the solution of which provides the values of théeiferometric phase components, such as
topography, atmospheric path delay, deformatiotts, Tée error analysis showed that the range




of values within which the accuracy of the solutles can be determined using the condition
number and the precision of the estimated unknooynponents. Three important relationships
have been created and documented which link theracg with the solution is precision and
stability. Through these relationships, the user meperly manage the data in order to achieve
the optimal feasible solutions. The proposed rehethips are a valuable tool for all cases where
data usually used for the accuracy assessment,aI@PS estimations, meteorological data,
etc., are missing.

Finally a method is developed for the statisticablgsis of the error of the estimated
tropospheric component. The error analysis is basetthe Atkinson model where every floating
number contains an error. This error can be alémtatccording to the number of components
which are involved in the estimation model, and distribution follows the Central Limit
Theorem of Probability.




MepiAnym

H Zvpporopetpio (INSAR) kot n dapopikry cupPoropetpio (DINSAR) éyovv ypnoiponomdei
EVPEMG YO TNV TOPATHPNON NG EMEAvelng ™S Img kou wWiaitepa yoo TV eKTiUMom Tov
VYOUETPOL KOL TV TOPAHOPPOcE®V TG IMg. Qotdco, ot cupfolopetpikés petpnoelg etvat
evaiocOnteg ota atpocpapucd opdipata. Ta kdpato tov Pavtdp Swoyilovv dvo opég v
atpoécearpa g I'ng kot yt avtdév 10 Adyo mapovsialovv kabvotépnon n omoia opeileTor otV
atpoc@arptkn dtabraon. ‘Etot, dnpiovpyodvion cedipata A0y atudseopag, n dtopbmon tov
omoimv etvan amapoitntn o€  OAES TIG €QPAPUOYES TNG  GLUPOAOUETPIOG KoL TNG OLOLPOPLKNG
ovpporopetpiog yoo voo amo@evyfodv oavakpifeleg oTic  EKTIUNCELS TOL VYOUETPOV Kol TMV
TOPOLOPPDOCEDV TNG YNG.

To ocedipa ™G OTHOGEAIPIKNG PAong Tov AAUPAVETOL UTOPEL VO CLUYYEETOL LLE TN GLVIGTAOGO
™mc petatdémong (1 Tapapdpemong). Eav ot typég g gdong Aoym S10(popeTIK®Y OTHOCOOIPIKOY
ocuvOnNKOV Kotd TN AMYTN TOV ansikovicemv dev xovv dlopBmbel, ivor dvokoro va AneBovv
axpPeig ovpuPoropeTpikég petpnoets. H atpoopaipikn kabuostépnorn tov oNUatog Tov paviap
elvar xvpiog amd emppoés ™¢ wvooeaipag Kot g tpomocpaipas. H kabvotépnom onuotog
AOY® TPOTOGPOIPAG UTOPEL VAL OPLOTEL MG L0 GUVAPTNOT TOV OTHOCPALPIKADV TOPAUETPOV OTWG
™G OTHOCQOPIKNG Tieons, ¢ Oepuokpaciog, TG TEoNS TOV LOPATUOV KOl TNG OGYETIKNG
vypaoiag. H mapovca dwtpiPr €xel o¢ otdyo va kabopicel tic Bértioteg emelepyaciog tv
anewovicemv Pavtap ZvvOetucov Avoiypatoc (SAR) pe ckond vo mapdyovtatl Kotd 1o Suvatov
a&lomota cupforopeTpikd wpoidvta. H BéErtiot eneepyacio meprrappdvetl toco Pehtioon g
TodTNTOG TOV anmeikovicemv SAR kabmg kot Tov evitdpesmv Tpoidvtov T omoia Tapdyovat
Katd v cvpPoropeTpiky dtadtakacio, 660 kot TV avamntvén pebodoroyidv yio v axpipn
EKTIUNON OA®V TOV CLVIGTOCHV TNG GLUPOAOUETPIKNG PAoNS, BewpdvTag kot TV kadvotépnon
AOY® OTHOCPALPOS MG L0 CLVIGTAOOCN THG GVUPOAOUETPIKNG Phong. [dwitepn Eppaon €xet dobel
OTNV EKT{UNON OLTAG NG CLVICTMOGCOS KOl OWITEPA TMV EMOPACEDV NG TPOTOCPULPOGS,
fewpdvtog OTL M CLVICTOGO TNG HETATOMIONG TOPOVOLALETOL OE TEPLOPIGUEVO  aplBuod
EQOPUOYDV GE OYECN HE ALTNV NG aTUOGPALPOS M omoia eivon pio amd T KOPlEG outieg
COAALATOG KOTO TNV EKTIUNGT TOL VYOUETPOL e cLpPolopeTpia Kot dtopoptkr] cupuBolopeTpia.
I't awtd 10 AOYO, KaBmG Ko Yo To YeYovag OTL o1 puéBodol mov Exovv avamtuyBel dev Pacilovrat
otV agaipgon yvootod nelakod Movtélov Eddpovg (DEM), ot pébodor avtég meprypapovtan
KaAOTEPO OO TOV Opo «uéBodor ZupPforopetpiog moAamAdv aneikovicemv SAR» e oyéon e
oV NON VIapyovTa 6po TG SPOPLKNG ZvpforopeTpiog.

H dwrpifn yopiletor oe téooepa pépn. X10 TPAOTO HEPOG UEAETOVTOL Ol ETMIMTOCES TNG
aTHOCQUPAG GE €IKOVEG epyaoTtnpiov kot TpoteiveTan Eva GiIATpo peiwong g KnAldmong tmv
amewovicemv SAR. 1o debtepo pépog mpoteivovian dvo pébodor peimong tov Bopvfov g
oLUPBoAOUETPIKNG Pdong VoTepa amd BE@PNTIKY AVAALGT TOV EMTTOGEMY TOV PIATPAPIGHLOTOG
otV ovpuPoropeTpikny @Aom, eved mpoteivetar pio véa péBodog yi Tt PeAtimon tov
napoyopevov Pnetakov Moviéhov Eddpovg pe ypnom pebodowv Avaivong oe AveEaptnreg
Yvviotwoeg (ICA) kot aning cvuforopetpiog. 1o tpito puépog mpoteivovtar dVo véeg puébodot
EKTIUNOMNG TOV GLVICTOCADV TNG GLUPOAOUETPIKNG AN G Ko TpoTEiveTon pia neB0dOC ekTiumong
TOV VOPAUTUDV TNG OTLOCPUPUS, EVD GTO TETAPTO HEPOG TpoTeiveTal pio néBodog extipmong g
opBdmTag (accuracyxar g axpifelog (precision)tov mpoidoviav e cLUPOAOUETPING TOAADY




amewovicemwv SAR, kabohg kot pio uéBodo¢ OTOTIOTIKNG GVAALGNG TOL GEAALOTOC NG
CLVIGTMOGOG TG TPOTOGPAPUGS.

210 TPMOTO PEPOC, LEAETNONKE apykd 1) ETLOPOAOT TNG ATHOCPULPAG KO WOI0UTEPA TV VOPUTUADV
oe ovvletikég amewkovioels SAR ot omoieg dnuovpyndnkav pe v Aettovpyio. SOKIUAGTIKOD
pOVTAp epyactnpiov kot Vv avantuén Aoyiopkol yo v emnefepyacioo SAR. X cvvéyeia
avartoydnke ko aglohoyndnke Eva @eiktpo yia ) Heiwon g KnAidwong, to omoio dwatnpel ta
YPOLUIKA YOPOKTNPIOTIKA TNG LONG TV OVTIKEWEVOV 7oL  ameikovifovior oty ekdva.
2Oupova pe autn TV TPocEyylon, 1 eE0HAAVVOT TOV TILOV TOV YNOWKOV EIKOVOGTOLXEI®V
vAOTOLEITOL [E TNV OVTIKOTAOTOON KAOE Opylkng TWNG HE TNV T 7OV TPOKVMTEL OO
TPOCUPUOGUEVO TOAVGOVVNO. To KOpLo TAEOVEKTIA TOV GIATPOL OV avarTOyOnKe givarl eKTOG
amd T Aewtovpyion e€opdAvvong, M KOVOTNTO TOL VO TPOGOPUOLEL TOV LTOAOYICUO TMOV
OLVTEAEGTAOV TOL KOTA PNKOG TV d1evBivoemv 0mov Bpickovtal Ta KOPLO YOPOKTNPIOTIKA TG
ewovag. 'Etol, omyv mepintoon meplodik®dv yopoKINpIoTIK®OV Kot pio otevbuven, 1o @iltpo
onuovpyel KATGAANAOVG GULVTEAECTES Yo Vo eKTEAEcOVV TN Oladikacio g Helmong Ttov
QOWVOHEVOL TNG KNAO®ONG Kot Vo S10TnProovY TO YPOUIKE YOpaKTNploTikd ¢ veng. To
oiktpo £xel epopprootel o o ovvheTikn ekdva kot og mpaypatikés ENVISAT aneikovioelg. H
a&loAdynon tov @iltpov deEnynke pe o) TAPATHPNON TOL PAGHATOG TOV QPIATPOPIGUEVOV
dedopévav, B) deikteg, kot y) ontiky aodldynon. Eniong éywve odykpion g neboddov pe GAieg
nebddovs apaipeons g KNAd®ONG, OTWS AVTEG TOV TPOCUPUOGUEVOV GIATPOV.

Y10 devTEPO PEPOG TNG dtaTPIPNG poteivovtan dvo véeg péBodot yio T pelmwon TOV apvnTiK®V
EMNTOCEDV TOV PIATPAPICUATOS GTO GNUA TNG CLUPOAOUETPIKNG PAOTG Kot avomTuyOnke pio
nébodog ywo ™ Peitioon tov mapaydpevov Pnoerakod Moviéhov Eddpovg (DEM) pe omdn
ovpporopetpia. H Bewpnrtiky avdivon mov €yive katd v avantuén g tpdtns pebodov £6eiée
OtL mapdAAnAa pe ™ peiwon tov BopvPov petd and EUATPAPIoUE TOV GUUBOAOYPEUUOTOG
mapovotdleTor kol pelwon TOv ONUOTOS TG CLUPOAOUETPIKNG @dong. Avt 1 mpdTaon
emoAnBevtnke kol pe v moapatnpnon tov SAR ovufolopetpikdv  dedopévav, Omov
gwovootoyyeion pe vymAn Ty ovvdeelog to omoio. Bempoldvior OTL WEPEYOLV  TOAAN
TAnpoeopia, mopovcialay YOUNAOTEPESG TYLEG GUVAPELNG LETA TO GIATPAPLIGHO TNG OTEIKOVIONG
SAR. H npot mpotevopevn pébodog ektelel poviehonoinon g cvpforopetpiknig edong. H
néEBod0g avoKTé To oNo HETA TO GCLUUPOAOUETPIKO QIATPAPICUO Y10 TO. EIKOVOGTOLYEID Yol TOL
omoia mapatnpeitonr andAelo TAnpogopias. H emloyr avtdv tov gikovootoryeiov Pacileton
ot pelmon ¢ TWNG ™S oLVAEELNG HETA TO PAtpapiopa. H avdktnon onuatog agopd otnv
TP TOV APYIKOV TILAOV Y1 0VTd To. eikovootoryeio. Katd cuvéneia, n nébodog amotpémet
N HELMOoT TOV TIUOV TNG CLVOYNGS YL AVTA Ta lkovooTtolyeia. H amddoon g pebodov e&aptdton
amd TNV amdd0cN TOL  YPNCLUOTOOVHEVOL  @iATpov. Qotdco, Peitidvel TAVTOTE TO
anoteAéopata. Aedopuévon 0Tt T0 QacIkO onpo eivat 1 Bdon v v mapaymyr tov Pnerokon
Movtéhov Eddpovg, m owatnpnon tov PeAtidver 6ho tor Prpoata ™S GLUPOAOUETPIKNG
dadikaciog, €WOkG TOo Prua ™ amokatdotacng TG ovpPoropetpikng ¢dong (phase
unwrapping).Ta aroteléopata ¢ neBddov 610 TEAKO cvuforopetpikd Tpoiov, o DEM, givar
emiong epeavr. H devtepn puébodog 1 omoio mpoteiveTan yioo T HEIOON TOV EMATOCED®V TOV
QUATPaPIGHOTOG GTO ojua TS ovpPoropetpikng eaong ovoudletar K-F. H pébodog Paciletan
010 YvOoTo mapopetpikd povréAo SNR yio v vAomoinon g peiowong tov Bopvfov, evd




dwtnpel €va yYapnAd eMIMESO AMMOAELNG TANPOPOPLOV. APYIKE OpIGTNKOV Ol GYEGELS OVOUECH
oV avapevouevn peimon g cvpPoAropeTpikng mAnpoeopiag kot Tov BopHpov. To BértioTo
opo peta&d g peimong tov Bopvfov kot TG ATOAES GVUPOAOUETPIKOV onpatog puBuiletal
HEC® U0G KOTOAANANG apapéTpov. H mpotetvdpevn péBodog alloroyndnke xpnoLOTOOVTOG
TPUYHOTIKA cupBoAopeTpikd dedopéva. OAeG 01 TIHES CLVAPELNG ALENON KOV LETA TNV EQOPLOYN
™G TPOTEWVOUEVN G HeBHOOL.

Yvveyiovtag v €pguva Yoo TNV AmOKTNGN TEPLGGOTEPO OEOTIOT®V GUUBOAOUETPIKAOV
TPotovVI®V avortoyOnke pio péBodog n onoia arockomel oty mapaymyr akpyBovg DEM. Eivar
Yvootd Ot 1 amAn cvpPoropetpio dev umopet va mapder axkpipy DEM yuwti emnpedaleton and
TN XPOVIKN ATOCLGYETION TOL (ehyous Twv 60 ancwovicemv SAR N omoia opeideton kupiong o
HETAPOAEG TNG OTHOCPALPOGS, TNG KAAVYNG VNG, TNG VYPACIOG TOV €0GQOVG, Kol GE AALAYEG OTNV
TpoyvTa ToL £dAPovg. H e&dheym g xpovikng amocvoyétiong petad g KOplag Kot
devtepevovoag ekovag Peitiodvel v axpifeia tov DEM. Xy mpotewvopevn pébodo, m
Avdélvon oe Avelaptnreg Xuvviotwoeg (ICA) epapudotnke mpwv v SLUPOAOUETPIKN
dwdkacio. ITapatnpndnke o6t ypnowonowwvrtag tpeg ICA eyypagés, ov  aveEdptnreg mnyég
ICA pmopovv vo epunvevbodv g myég (ewkdveg oe auth Vv TepinTmon) ouetdpfiAntov
avtikelévov ko mnyés petafordv. H pébodoc ICA dtav mpaypatomoleiton oty KOplol Kot
JELTEPEVOVOO EIKOVA, XPNOLUOTOUDVTAG TO 1010 (evydpt emmALOV E1KOVDV, TOPAyel 600 EIKOVES
OV EMTPETOVY TNV TAPAY®YN VYNANG TototnTos Yneoakdv Moviédmv Edaeoug.

>10 Tpito HEPOG TNG SOUKTOPLKNG SLUTPPNG OVOTTOGGOVTOL Ol KOTAAANAES LOON LOTIKES TEYVIKES
ot omoieg kabiotovv ™ ocvuPoropeTpio TOAGV ameikovicewv SAR wov va BeAtiooet v
TowTNTo TOV Tapoyopeveov Pneowkov Moviédmv Eddeovg kabmg emiong vo exTiuniost pe
akpifeln kot GAAeg ovvict®oeg TG (dong. Avo véeg pébBodor mpoteivovtal ot omoieg
aSloroynOnkov pe Pdon ™ Pertioon g axpifelag g eKTIUNONG TOL VYOUETPOV, NG
KaBvuotépnong Tov GNUATOS AGY® TNG OTUOGEALPOS KOl TNG EKTIUNONG TNG TEPLEKTIKOTNTAS TG
G€ VOPATHOVG.

To mpOPANpa ™S eKTiUMONG TOV TAPAUETPOV OGS elvar 1 KaBvoTépnon AdY® aTUOGPOLPAS, TO
VYOUETPO KOl TO GOAALO OMOKATOGTNUEVIG GACNG UTOopel Vo mepLypapel pe TO poONUaTiKd
HOVTELO €VOC GUOTNUATOG EALEITOVG TAENG Yo TNV €iAvoT ToL omoiov ypnotuonoteiton 1 QR
TopAyovIonoinoT. Xtnv mpmtn pnébodo, v Pertiopévn SVD, avantdicoetol pia véa Tpocéyyion
EMIALONG GLOTNUATOV EAMTOVG TAENG He AMyeg oyeTikd aveaptnteg e€lo®oelg. Ze autn T véd
TPOGEYYIOT TO OPLO. TOV TIUDV TOV TOPUUETp®V (deouevoelg ) Bewpodviol yvwotd kot divoviol
and TG WTés. o v enilvon, véeg WoTég elodyovtol evtog tawv opiov. Katda v
epoppoyn divetar mpocoyn ®ote va amoeevyBel m un ™mpnon tev opiwv TV WIOTIUOV TOV
avadtapopeouévoy mivaxka. H ocvykekpipuévn mpocéyyion ypnolULonotEiton TpdTn GOpa Yo TV
avAAVOT NG OMOKOTEGTNUEVNG (ACNG OTIS CLVIGTMGES TOL VLYOWETPOV, TG kKabvotépnong
ONUATOG AOY® SLAPOPETIKAOV GLVONK®OV NG TPOTOSPALPOS OTIG OVO NUEPOUNVIEG AYNG KOl TOV
OQAALLOTOG TOV TPOKLTTEL amd TN péBodo amokatdoTaong g edong. Emiong, n mpotevopevn
TPOCEYYION ENEKTAONKE DOTE VO GUUTEPIAGPEL Kol TOV VTOAOYIGUO TG KaBLGTEPNOMG ONUATOG
AOY® TOV GLVONKOV TNG TPOTOCPALPOS GE Lo LOVO MUepopunvia Aqymg, kabdg kot TNV ektipunon
NG TEPIEKTIKOTNTOG TNG ATUOGPUPAS GE VOPOTHOVS TI) GUYKEKPLUEVT] TJLEPOUNVIDL.

Yvveyilovtag ™ cLYKEKPUEVN €pevva, Hiol GAAN evaAlokTikn pEBodog avamtvynke n Omown
epapuolel pia mpooapuoyn g QR mapayovionoinong 6tav n Tun piog €K TOV TAPAUETP®V




(..  xaBvoTépnon onuatog Aoy atudoeopog o€ Eva cuufolopetpikd (evydpt) eival Yoot
oo EMTOMEG PLETPNOELS KO ELGAYETOL GTO GUGTNUO TOV EEIGOCEMV.

Ot 8v0 pébodot mov avantOydOnkay cuykpinkav pe yvootég pebodovg enihvong cvotnudTomv
eMemovg tééng, 6mwg v Lower - Upperuébodo n omoia divel pé€Tplor amoteAEGHOTO KO TV
QR pébodo mapayovromoinong n omoia Sivel TEPIGGOTEPO IKAVOTONTIKG OMOTEAEGUATO, KOL TN
1éBodo avarvong yapaktnplotikdv Tinev (SVD) n omoia divel akpipr| amoteAéouata pdvo yio
TNV TOPAUETPO OV EIGAYETOL TOAAEG POPEG GTO GUGTNUO TOV YPUULIK®OV EI0DGE®V, ONAodN
TO TOTOYPAPIKO VYOUETPO GTNV TEPIMT®OON NG cLUPoropeTpiag mOAAATADV ameikovicewv. H
véa Tpotetvopevn mpocappocpévn QR péBodog PEATidOVEL ONUAVTIKG TO OTOTEAEGUATO Kot Oivel
ta Bértiota amoteléopata. H Pedtiopévn SVD pébodog n omola avamntvydnke oto mhaictlo
aLTNG TG STPIPNg mapdyetl emiong axpiPn amotelécpata yioo Kabe TapapeTpo ™G eAacng Kot
gpyetal OgvTePN otV KaTATan amd TAevpas axpifetag, petd v mposappoouévn QR pébodo.
H obykpion €ywve pe ypnon ENVISAT ameikoviceov kot n a&l0AdyNoN TOV OTOTEAEGUATOV
Baciomnke og ekTiunoels vyouétpov pe petpnoels GPSkan og petemporoyikd dedopéva.

Y10 TETOPTO PEPOG, M JATPIPN EMKEVIPMOVETOL GTNV OVOADOT TG OKPIPELNS TOV EKTILAOUEVOV
OLVIGTOONDV TNG GLUPOAOUETPIKNG PAONG Ol Omoieg MPOKVATOLY OO TNV E€PAPUOYN NG
ovpporopetpiog moAlamA®V angikovicewv. Avantdydnke pio péBodog n omoia voBETEL OTL OL
ovpPoropeTpikég TIHEG @dong elvan  mapaTnPoES Ol omoieg Exovv glcaybel oe £va cvoTNUA
EAMMTOVG-TAENG YPOUUIKDV EEI0DGEDV, 1 ETIAVGT TOV OTOIWV TAPEXEL TIG TYEG TOV GLVICTOCMOV
™G GLUPOAOUETPIKNG PAONG, OTMG QVTH TNG TOTOYPOUPINS, TNG OTHLOCPOIPIKNG KoBuoTépnong
ONUOTOG, TNG Tapapdpemong, K.AT. H avéilvon tov cpoipdtov £6e1&e 0Tl T0 €0POG TOV TIUOV
evtoc tov omoimv Bpicketon 1 opOn (accuratehvon, puropei vo TPOGIOPIGTEL YPTGILOTOLDVTOG
tov deiktn koatdotoong (CN) kar v axpifelo (Precision) tov eKTILOUEVOV GYVOOTOV
OLVIGTOGMV, TO AVTIGTPOPO. AnpovpyInKay Kol TEKUMPLOONKAV TPES CNUOVTIKES GYECELS Ol
omoieg ouvdEoLY TNV akpifeta, pe TNV opBoTNTA KO pe TV otabepotnta TG Avong. Méosa and
OVTEG TIC GYECELG, O XPNOTNG UTopel Vo SLoepLoTel KATAAANAQ TO SECOUEV TPOKEUEVOL VL
emtevyBovv o1 BéATIoTEG EPIKTEG AVGELS. Ot TPOTEWVOUEVEG GYEGELS Elval £va TOADTILO EPYOAELD
YL OAEG TIC TEPUTTMOELG Y10, TIG OTOIEG OEV LILAPYOVY «OANON» dedopEva Yo TNV AEI0AOYNoN TOV
ATOTELEGUATOV, OTMG EKTIUNGELS pe peTprioelg GPS, uetemporoyikd dedopéva, KA.

Téhog avamtoydnke pio p€B0dOC GTATIGTIKNG AVOADONG TOL GOAAUATOS TNG GLVICTAOGOS TNG
TpomdSEAIpOg OTOV OVTH TPOKLATEL amd GBpolcpa dAA®V cuvictwodv. H avdivon tov
opdipatog Paciletor oto poviélo tov Atkinson copgova pe to omoio o kabe TPA&n KvnTig
VIOOOGTOANG, TTEPLEYXETAL £vO OPAApO. To cOAANLN 0VTO UTOPEL VO EMUEPIOTEL AVAAOYOL LE TOV
aplOpd TOV GLVICTOOMV Ol OTOIEC VIIEIGEPYOVTOL GTO HOVIEAO VTOAOYIGHOD Kol O EMUEPIOUOG
aKoAovBel To keVTPIKO oplakd Bedpnua TV THAVOTHTOV.
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Chapter 1 - Introduction

1.1 Background

One of the most accurate ways of measurement eslb@s the interaction between two coherent
waves [1]. The principles involved are independemh the nature of waves. If two waves have
exactly the same characteristics, they can bestatjuso that they either cancel each other or
double the combined amplitude. The phenomenon wierevaves are superimposed in order to
create a new wave of a greater, lower or a difteagnplitude, is called interference. For two
waves which are in phase, if the crests of the fugve are superimposed on the crests of the
second, the amplitude of the waves will be addderavise, if the crests of the first wave are
superimposed on the troughs of the second, thdt iego have zero amplitude. If the waves are
not in phase, their superimposing will produce gnilade between the minimum and maximum
amplitude. This phase difference between the Ihitlaves creates the interference pattern.
The phase difference is diagnostic of anything tih@nges the phase along the paths. This could
be a physical change in the path length itself dnange in the refractive index along the path.
The procedure that uses an interference pattamak® measurements is called interferometry.

1.2 Interferometry (INSAR)

Today, interferometry is the king of measuremersteys. Interferometry is so sensitive that it
can detect the movement of an object that movesanentimeter in hundreds of years. In order
to measure the topography of a surface, a proagessamnique is used which is called Synthetic
Aperture Radar (SAR) interferometry (INSAR) [2]. Amterferogram is produced when two
SAR images are combined with this technique[2].

An interferogram is formed by taking pixel-to-pixghase differences between the two images.
The phase difference is calculated by the muli@ion of the first image which is called master
image by the complex conjugate of the second wisiatelled slave image. This results in an
interferogram.

INSAR can be classified into single-pass and repass interferometry which are based on the
number of platforms involved. Single-pass intesfeetry is performed either with one-antenna
or two-antenna SAR system. For a one-antennamystvisit to the same scene is required
which is hence termed as repeat-pass interferonf@kryIn figurel is presented the geometry
scene of INSAR interferometry
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Figure 1. Principle of the INSAR interferometry

where S1 and S2 are the sensors, the &dtethe look angle, under which a target at ranige
imaged, b the baseline and perpendicular to tlgetdine of sight (l.0.s.).
The height (z) of the target dg, i.e. the range variation from one image todtieer [4], [5]:

z=H-rcosd (1.2)
or O-bsin@-a,)=-h
whereay, is referred to as tilt angle, is the baseline parallel and H is the satellitgffte

The sensitivity of the system to height variatiomndefined as:
0dr _0dr 09 _ bcos@-a,)_ by, (1.2)
dz 990z  rsind  rsid

It is the component of the baseline orthogonaheotarget line of sight (l.0.s.) and is function of

b and the range distance (r).

SAR interferometry exploits the phase differencented from the interference of the two
images alignment aimed at allowing the correct getaoal overlap of the slave image onto the
master image.

Since the phase is function of the wavelendth),(it makes possible to measire

A
or=—
4T[¢
where the interferometric phages:

[ Uy -2 +) : (1.4)
¢ =Arg (Sle ' ]{%eA ]

It belongs to thg—T; 1) interval, and produces the absolute phase[6-#&igdt reflectivities in
master and slave images a8 and Srespectively. From (2) and (3) it is generated the
ambiguity height

(1.3)
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Accordingly, equation (1.5) allows the identifiaatiof the factors affecting the achievement of
digital earth model image (DEM) accuracy.

1.3 Differential interferometry (DINSAR)

Differential Interferometry (DINSAR) is a particuleonfiguration of SAR interferometry where

the interferometric acquisitions are obtained by tepeated passes over the same orbit [9],[10].
There are three types of DINSAR. They are two-pdsge-pass and four-pass DInSAR [10].
Figure 2, and Figure 3 show two-pass and N-pasSAR respectively.

Figure 2 Geometry scene for two-pass differenthdRInterferometry




Figure 3 Geometry scene for two-pass differenthdRInterferometry

1.3.1 Advanced Differential Interferometry (A-DINSAR)

Advanced Differential Interferometric SAR (A-DInSARnalyses have been performed in order
to improve our knowledge of the under study proegsa terms of both spatial and temporal
evolution in order to achieve a higher accuracthaestimation of the deformation[11].

Two different category of A-DInSAR algorithms aggically used:

a) Coherence Stacking Interferometry (CSI) [12]}[&3d

b) Persistent Scatterers Interferometry (PSI) [[H]].

A-DINSAR process allows separation between togagraontribution and deformation phase

as well as the atmospheric components

1.3.1.1 Coherence Stacking Interferometry

CSI makes use of spatial multilooking in order stireate the coherence and to reduce the phase
noise in interferograms by the averaging.

The spatial multilooking allows also the use ok thata sample in azimuth and in range. As a
result, this category is particularly suitable floe analysis of wide areas at lower resolution.




On this category belongs the well-known Small BaseBubset (SBAS) approach in [12].The
interferograms are generated by bounding the dpahd temporal baseline between the
acquisition pairs to limit the spatial decorredatassociated with distributed scattering[13],[14].

1.3.1.2 Persistent Scatterers Interferometry

To determine the deformation on SAR inteferograrhgha highest spatial resolution PSI
analysis is used. According to this analysis, defdions are mostly studied by monitoring
permanent scatterers which usually are hand-madetstes for which the density is rather low.
This is the main drawback of the method. To achiewgh accuracy, the method does not set
limitations in spatial baseline [15],[16]. The us¥ the model however presumes the
compensation of phase contributions such as the diBldrbance. Such a compensation can be
carried out either by analysing the phase on Rergi$Scatterers (PS) candidates, that is strong
scatterers where the phase is less affected bye,norsby using the low-resolution product
atmospheric path delay APD of CSI techniques.

1.4 Error analysis of the interferometric products

The atmosphere is divided into two major layerapgphere and troposphere [17]. These layers
affect the propagation of electromagnetic waveg ttutheir different refractive indices. The
repeat-pass INSAR shows random variations in ptlasdo atmospheric heterogeneities giving
inaccurate measurements [18].

Two types of errors may potentially be introduceldew a SAR wave propagates through the
atmosphere:

a) the bending, and

b) the propagation delays.

The bending effect is negligible based on the ielca® angles of the satellites [17].

Therefore, the study of propagation delays isriakeder consideration on this thesis.

The atmosphere effect is one of the main limitatiohthe DINSAR. The atmosphere is divided
into two major layers, ionosphere and troposph&i@. [These layers affect the propagation of
electromagnetic waves, due to their different fva indices. The repeat-pass INSAR shows
random variations in phase due to atmospheriadgg@eities giving inaccurate measurements
[18].

1.4.1. Troposphere

The troposphere which is the lowest portion of Bseth’'s atmosphere contains 99% of water
vapour and




aerosols. The path delay due to troposphere isedadise to air refractivity gradients [19].The air
refractivity gradients in the troposphere are duthe dry air pressure, temperature, air moisture
and condensed water in clouds or rain.

1.4.2. lonosphere

The ionosphere is characterized by free electrbat dre created by external sources such as
ultraviolet radiation from the Sun [20]. Theseerril sources create free electrons by knocking
them off from atoms.

The number of free electrons present in the ionexsplis represented by electron density in
electrons per cubic meter [20]. The electron dgnsitthe ionosphere creates propagation path
shortenings and the partial pressure of water wapotroposphere causes an increase in the
observed range. This research work aims at atmdsphbelay estimation in the phase of
interferometry.

1.5 Review of methods for the atmospheric delay @station

The SAR signals that propagate through the atmesphave a significant influence on the
INSAR measurements. Atmospheric propagation aftbetsccuracy in height and displacement
produced by interferometry process. The propertiésthe atmospheric effects on INSAR are
the subject of many studies.

In an interferogram product, the atmospheric effegere initially observed in the studies
[21],[22],[23]. The atmospheric delay is caused thg troposphere and ionosphere layers.
Propagation delays are caused due to air refractivadients of the troposphere [24]. Almost
99% of troposphere consists of water vapor andosaés. Furthermore, extra delay features
such as air and turbulent mixing of water vapouthia troposphere were observed first on 1995
by Goldstein [21]. In this study was found that thater vapour and turbulences have greater
effect in the interferometric phase. Thus, thezusacy of topographic estimation is limited
by tropospheric turbulence and water vapour.

The interference patterns, which are formed by differences of a pair of SAR images in
different interval of times, are used to distinguigarious geophysical phenomena such as
atmospheric perturbations, earthquakes, groundladisments etc. [22]. In this work, the
interferometric artifacts are distinguished witle thse of SAR images pairs.

A model of the atmospheric effects in an interfgaon has been introduced on 1997 by Zebker
et.al. [23]. This work aimed to calculate intederetric phase distortions due to troposphere
water vapour and to make an estimation of ithpact of troposphere on the measurement of
surface deformation.In [25] has been performedst fuantitative evaluation of atmospheric
effects on the INSAR measurements, based on trst®aainen model.

This work aimed to estimate the magnitude of it@@ram phase shifts due to tropospheric
effects and to suggest some possible solutionsra@eroto overcome these problems. The
incremental path length is expressed as a funaiatmospheric effects such as: temperature,

pressure, relative humidity and inclination.



A study of all the known tropospheric and ionosphesffects has been introduced by

Danklmayer et.al. [26]. The tropospheric effectxhsias signal delay and attenuation are
described briefly. In particular, signal delaydisided into dry and wet delay where dry delay is

caused due to gaseous nature of the atmospherthamet delay is caused by the variations in
water vapour.

Several researchers dealt with improvementshénestimation of tropospheric delays. This

brainstorming has concluded on the creation of reéveew models which calculate the path

delay due to tropospheric water vapour. In [18) twodels have been proposed where the first
one uses the temperature and humidity for the asitugn the atmospheric effects, while the

second considers the decrease of temperature watghth and the difference between

atmospheric pressure and water vapour pressure.

Hanssen et.al. [27] have compared the atmosphegéacts from the INSAR observations and
the meteorological data. Later in 2006, a stafsterror modeling for INSAR is presented by

Boncori [17]. In addition to the previous works, i et.al. [4] has studied the connection

between the refractive index of the medium andath@spheric artefacts in SAR interferograms.
The results of this study showed that atmosphdfects such as water vapour, atmospheric
pressure and temperature have an impact in thactefe index. Several solutions have been
proposed by the author(s) [23],[24],[25],[26],[d28] in order to moderate the atmospheric

effects in INSAR. In the period 2009-2015, mitigat methods that incorporate numerical

weather prediction (NWP) models [29],[30],[31],[32B],[34] were proposed. Nevertheless,

none of these approaches—or any combination of thesmpresently operational. Recently the

SBAS method that is incorporated in commercial NRSSW estimates the atmospheric path
delay for each interferometric pair that particggtin the solution. However, this delay is

detected as the result of the cascade of a low fgessng step in the two dimensional spatial

domain, and a highpass filtering operation withpees to the time variable [12].

1.6 Motivations

To arrive at a solution for the problem stated est®n 1.4, the below research objectives and
guestions have been formulated.

1.6.1 Main objective

To estimate the atmospheric path delay caused dposphere and ionosphere errors and to
minimize them

1.6.2 Sub-objectives

In this study considering atmospheric effects asteer potential product of SAR interferometry
we focuses on:




a) Studying the effect of the atmosphere on a SARewnodel.
b) Estimating the effect of atmospheric delay amittierferometric phase.

c) Improving the quality of the SAR interferometpmducts by analyzing filtering effects on the
initial data and proposing new filters and filteyimodels.

d) Proposing and evaluating new methods which dar# in more accurate estimation of the
topographic height.

e) Examining the opportunity to get new produdssthie interferometric process

f) Developing the appropriate mathematical solutions the accurate estimation of the
atmospheric component induced in the interferomeinase

g) Estimating the error of such solutions.

1.6.3 Research questions

a) What is the effect of atmosphere on the SARai®yn
b) What is the effect of atmospheric water vapauthe interferometric products?

c) What are the optimum methods to estimate thisreand provide information about the
atmospheric component?

d) What is the accuracy of the interferometric preid using such techniques?

e) Are there techniques that could separate theussources that contribute to the SAR signal
and improve interferometric products?

f) How filtering affects the quality of the interfametric procedure? Are there filtering models
that eliminate the negative filtering effects?

g) Are there any relationships that enable usersstomate the reliability of the methods that
produce inerferometric products and estimate ticeracy of these products?

1.7 Thesis Organization

This introductory chapter provides a basic on tinéerferometry, problem statement, research
objectives and questions. It covers the main aspect which this thesis is focused on. The
remainder of the thesis is organized as follows:

In Chapter 2: Signal processing and study ofadignomponents in SAR images.

In Chapter 3: A Methodology for outperformingdring results in the Interferometric Process
In Chapter 4: New parametric model based methochéise reduction in the interferometric
process

In Chapter 5: Independent component analysis fgrawing the quality of interferometric

products and especially that of the topographiglitei



In Chapter 6: Definition of Rank-deficient amddroved QR factorization in the estimation of
the interferomatric products

In Chapter 7: The development of a new methodsdédring rank-deficient systems that enable
atmospheric path delay and water vapor contenhattn

In Chapter 8: Evaluation of the state of the agthods for solving rank-deficient linear systems
for the estimation of the atmospheric phase detagrpeter.

In Chapter 9: Solution assessment through erralysis of the interferometric phase component
In Chapter 10: A statistical analysis error in spheric path delay calculation

Finally, the last chapter draws the main conclusiand future research lines derived from the
present doctoral thesis




PART A: Signal processing for SAR image generation.
Atmospheric and inherent degradation factors




Chapter 2- SAR image generation. Atmospheric effects and
speckle

2.1 Introduction

SAR images are the input in the interferometry psscand result from the SAR processing.
When synthetic SAR images are generated and atiitmospheric effects are introduced they
lead to a more thorough study of the error produmgdhe atmosphere. Synthetic images also
help for the study of the speckle that inherentlysts and degrades the quality of the SAR
images.

2.1.1 Atmospheric components

For the study of the atmospheric components, tbst important layer is tropospheric because
almost all of the weather events such as fog, ¢ldad, frost etc., occur in this layer.

The average height of this layer is about 6 km dhempoles and 16 km over the equator[35].The
signal propagation in the troposphere dependsherteamperature, pressure and water vapour
[36].

The two experiments that were conducted in ordesttidy this impact on the SAR images
include the generation of two synthetic SAR imagespectively, different weather conditions,
but keeping unchanged every other parameter sactogography, temporal decorellation,
deformation, hand-changes orbit etc, which affleirtquality. Generation and comparison of
the two images provide a depth understanding ofdbar system design and signal processing,
as well as of the tropospheric impact on the SARgenquality.

2.1.1.1 Building the SAR apertures

The radar kit was built based on [37]. The blockddam is presented in Figure 4
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Figure 4 Block diagram of radar assembly

State-of-art of the block diagram is explained iatails in [39]-[43] and its technical
characteristics are the following:

1. Frequency Modulated Continuous Wave radar (FMCW)

2. Operates in the industrial, scientific and matd{SM) band of 2.4 GHz

3. Approximately 10 mW transmit (TX) power

4. Maximum range approximately 1 km for 10 dBsngéar

5. Data acquisition/signal processing in MATLAB

6. Sound card digitizes sync pulse and de-chirprevitesupporting FFT, 2-pulse canceller, SAR
image

[ ] ‘i‘
i Cantennat | Cantenna2
l—— | i
\ - &

.

i 0 W2

gl | Modulator1 Video Amp1 'PWR SPLY
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Figure 5 Callouts of the built radar

In Figure 5 the model of the built radas presented. Each part of the block-diagram gufe
4 is depicted in Figure 5, where SAR processingsuare also shown.

1 MIT Campus (Lincoln Laboratory, room 4-149 andl5B)
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In Figures 6-8 the details of the electronics, dyapear in the callout presented in figure 5 are
described. For the fabrication, the sort parts @ling to their function are: microwave parts,
resistors, semiconductors, electrolytic capacitoepacitors, hardware, etc [44].[45],[46],[47].
The calculation of the parameters of each elemeRigures 6-8 is done based on the previous
literature.
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Figure 8 Schematics of Power Supply

Test of the completed assembly.

First it was tested if the waveform output chandepending on what there is in front of the
radar . The second step for testing the accuracypmpleted assembly is to perform:

a) Doppler velocity measurements

b) Range-time measurements

¢) SAR imaging

2.1.1.2 Synthetic Aperture Radar (SAR) Experiment&Jsing the Laptop Based Radar

Study of the atmospheric impact in SAR image issgade only in the case that all the other
factors which affect measurements are kept un@thnbhe experiments were implemented in
the Lincoln Laboratory MIT, where was built raddtrsystem capable of sensing range, doppler,
and synthetic aperture radar imaging and alsodla¢ed software (SW).

All the conditions were controlled and fulfillednsultaneously and noise due to devices and
circuits are insignificant, controllable and known.

Factors that may affect the measurements are Hoevfog:

1) Geometry of location: in the experiments, thengcgeometrical for both images was the same
2) Orbit of Radar : The orbit of the radar wasesedctly the same

3) Consistency of frame sampling: The frames weaaually sampled with the on/off operation
of the SW on the PC board, which is synchronizeth&odisplacement of 1 minute shift per

frame. The on/off operation holds 1 second.



Due to human intervention the displacement codtibe exactly the same (as opposed to if
electronicallycontrolled, but inconsistencies were considered negligibleHis experiment.
Temporal decorellation, deformation, hand-changesrassing in these experiments.

-30 -20 -10 0 10 20 30
X (meters) X (meters)

a) b)

Figure 9 a) measurement in the first test anddgsarement in the second test

Table 1 Atmospheric parameters in the first experiment

Temperature (°C) Water vapor Pressure (mb)
(%)
10 45 1026.0

Table 2 Atmospheric parameters in the second experiment

Temperature Water vapor Pressure (mb)
(C) (%0)
6 95 1009.2

The temporal baseline was 1hour and 1 minutéabies 1 and 2, the weather conditions for
the two acquisitions are shown.

2.1.1.3 Conclusion

From Figure 9, it is obvious that the different aspheric parameters during the generation of
the two images significantly affect the measuretsmenring the experiments. With similar

way, SAR signals are affected by the atmosphEre.impact of the atmosphere on the SAR
image is significant.




2.1.2 Speckle phenomendn

Synthetic Aperture Radar (SAR) is a coherent imggathnology, recording both the amplitude
and the phase of the back-scattered radiation. .Becaf this, it suffers from a noise-like
phenomenon known as speckle. Each resolution t#fleosystem contains many scatterers. The
phases of the return signals from these scattarersandomly distributed and speckle is caused
by the resulting interference. This gives the insagerainy appearance which is considered as an
inherent characteristic of coherent images. Speifi, speckle noise is a random, deterministic,
interference pattern in an image formed with cohieradiation of a medium containing many
sub-resolution scatterers. Speckle in SAR imageturdiis their analysis. Thus, several image
processing methods to reduce speckle have beengaopas discussed below.

The primary goal of these methods is to reduceldpetithout degrading the spatial resolution
and smearing edges. However, experiments inditete there is always a trade off between
reducing speckle and preserving the useful infalenatontent of the SAR imagery.

There are two categories of speckle reduction igcies:

» the averaging of several looks of the same scenéi{lmok processing),

» the smoothing of the image using filtering techmis|{48].
In the second category, the more successful arsidened the adaptive filters[49]. These filters
contain coefficients that are updated by some bfpadaptive algorithm in order to improve or
somehow optimize the filters’ response to a despedormance criterion. Different adaptive
filters for speckle reduction have been proposethoAg them the most usable are: the Kuan
filter, which considers a linear approximation, &®n the minimum mean-square error (MMSE)
criterion [50]; the Lee MMSE filter which is a paular case of the Kuan filter [51]; the
enhanced version of the Lee filter which presetegture [52]; the Frost filter, which is a spatial
adaptive Wiener, filter assuming an autoregressimonential model for scene reflectivity [53];
the enhanced Frost filter [54] in which edge-pixalues are replicated. The Gamma filter which
assumes that pixels amplitude follows a gammaibigton [52] and the local Sigma filter which
assumes that 95.5% of random samples are withuo atandard deviation range.
Iterative de-speckle filters have also been progoske total sum-preserving regularization filter
(TSPRF) for example, is based on a membrane modekd¥ random field approximation
optimized by a synchronous local iterative methble final form of despeckling gives a sum-
preserving regularization for the pixel valuestad tmage [55].
All the aforementioned filters use square kerneld have no flexibility in cases of additional
noise and/or features with specific directions ggiresent in an image. In this study a de-speckle
filter based on the Savitzky-Golay smoothing appho&é developed and compared with the
previous adaptive and iterative filters. In thipegach, filter coefficient calculation is adaptiwe
selected directions.
The rating of de-speckle filter performance usidgeotive criteria is quite difficult, since the
behaviour of the adaptive filters is extremely #@resto the image contents [48]. Thus, the filters

2 A. Sagellari-Likoka, V. Karathanassi, E. Bratsol&peckle Filtering of SAR Images - A Comparativeldy
Between Savitzky-Golay Innovative Filter and StaddaFilters. Experiments/Process/System Modelling/

Simulation/Optimization, Athens, Greece; 07/2007



were applied on three ENVISAT sub-images, each pmesenting different land uses and/or
additional noise. A wide range of evaluation crgevas used based on filtering requirements.

2.1.2.1 The proposed method

2.1.2.1.1 Theory background

The Savitzky-Golay filter was initially used for swthing chemical data and computing the
numerical derivatives [56-58]. The smoothed dagafaund by replacing each initial data with the
value resulting from its fitted polynomial. The pess of Savitzky-Golay is to find the
coefficients of the polynomial, which are linearthwrespect to the data values. Therefore the
problem is reduced to finding the polynomial cagéits for the data sample, which is found in
the filter window. The size of the one-dimensiofigér is given as n, where n is odd, and the
order of the polynomial is k, where n > k + 1.

The filtered value f(X) is derived by the equation:

f(x)=a,+ax+aX+..+ gk (2.1)

where X = (X X2 i Xy ), IS the data vector which contains the n previoalues of x and a= (g
a 11 &) is the polynomial coefficient vector. The processdpeated each time that the filter
window is shifted.

The general form of equation (1): X *a=f isased.

The polynomial coefficients vector is estimatedivy least square method given the constraints
that: a) the filter is band-pass; and b) a = 1.
The coefficient matrix is computed as follows:

(X™)a=(x"f) (2.2)
According to the least square solution it can biétewn as following:
a=(X"x)"(xf) (2.3)

From equation (2.1) it becomes obvious that orkelsi found on the right of a pixel contribute to
the application of the filter coefficients. The odemensional Savitzky-Golay filter was firstly
applied on an image by [59]. The purpose of theerfihg was to increase the Signal-to-Noise
Ratio (SNR) by placing a “bandpass Savitzky-Golflg&r around the information and rejecting
the noise. The idea was to present the image astanand calculate the coefficients of the filter
according to equation (2.1). When applying thefjlia one-dimensional image window scans the
image and the value resulting from the filter repkathat of the first pixel of the image window.




2.1.2.1.2 The filter developed

The drawback of the Savitzky-Golay filter when apglon an image is that only the pixels found
on the right of a pixel contribute to the calcwatiof the filter coefficients. Thus, in this study
equation (2.1) was transformed so that all theosunding pixels contribute to the calculation of
the filter coefficients. Consequently, equatiorijbecomes:

f(x)) :aoxglz + a1xin/2)—l+ ot Qe Xz b S %2) (2.4)

Where f(x) is the filtered value of the central pixel in 2.4%/hen equation (2.4) addresses in a
two-dimensional approach, two polynomials are usste for the horizontal and one for the
vertical direction. For enhancing its smoothingligihithe filter developed uses 2n-1 coefficients
along each central axe, instead of n coefficidms équation (2.4) implies.

For applying this filter, a two dimensional imagedow scans the image and the value resulting
from the filter replaces that of the central pixélthe image window. The horizontal {Dand
vertical () dimensions of the filter are experimentally defin The appropriate order k of each
polynomial is obtained based on the relatign=y, = 2k+1 [60].

For the filter developed, one more criterion, aflemtn smoothing, was set: the edge preservation.
For satisfying the edge preservation criterion akbaf two filters is required which includes the
Savitzky-Golay filter and an all “pass filter” oimiage add back”. First, each filter in the bank of
filters makes its own calculation. Then, a weighsed of the estimates produced by each of the
individual filters is calculated as:

Weighting
Schema

Savitzky-Golay All Pass
Filter Filter
(0-100%) (0-100%)

Figure 10 The weighting schema used by the fileereloped

Adding the back part of the original image to tle@wwlution filter results, it help® preserve the
spatial context and typically sharpens an image. Wwhight of the “image add back” filter result
is the percentage of the original image that ib@ancluded in the final output. For example, if
the add back filter result is weighted by 40%, tld8f%6 of the original image is added to the 60%
of the Savitzky-Golay filtered image in order t@guce the final result.




2.1.2.2 Definition of the filter parameters

In order for the filter being applied, the weiglissigned to the filters included in the filter bank
have to be defined. For this purpose, an artificrege which presents a diagonal feature and is
affected by directional periodic noise and spebtids been created (Figure 6b).

For choosing the appropriate weights, ten experimmeere implemented, each time changing the
Savitzky-Golay filter weight from 100% to 0% withséep 10%. The weight of the all pass filter

is simultaneously changed from 0% to 100% with shme step. Hence, in the first experiment
the weighted sum results in the Savitzky-Golaefilwhereas in the last one the weighted sum
results in the initial image. For checking the rsimess of the set of weights to be selected,
experiments were repeated for three kernel siz8s%6 and 7x7. The results were evaluated by
the following indices:

1.

Structural Similarity Index Measure (SSIM) which asares similarity between two images.
This index, as well as the Peak Signal-to-NoisedR&SNR) index, exhibits much better
consistency with the qualitative visual appeard6aé.

Image correlation (Cor) index which shows the datren between the two images: the
initial and the result [62],[63].

Standard deviation index (Sdv), which is a stat@tindex and shows if the resulting image
preserves the statistics of the initial one. Thades of this index close to those of the
original data show that the filter results do nif¢et the information of the initial image.
Mean Squared Error (MSE) between the de-speckethanariginal image. The lower the
MSE the better the quality of the de-speckled image

Peak Signal-to-Noise Ratio (PSNR) is the ratiemfised for evaluating the quality of the
resulting image. The higher the PSNR the betteqgtladity of the de-speckled image [64].

Evaluation results are showed in Figure 11.
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Figure 11 Values of the SSIM, Correlation, Standdediation, MSE and PSNR indices for various wesgind kernel
sizes.

It is observed that:

As far as the SSIM index concerns the highestevawbtained by applying the weight set of
60%-40%. This weight set provides the most robestlt, i.e. high performance, independent
from the kernel size.

The Correlation and Standard Deviation indices aisiicate that the weight set of 60%-40% is
among the ones with the highest performance anastobss.

The MSE index indicates the initial image (weight $00%- 0%) as the one with the optimum
performance. However, relatively high performanaegeta robustness requirement for the weight
set of 60%-40%.

The PSNR index indicates that participation of ithéal image with a range higher than 80%
produces satisfactory results. Robustness is obddor all the weight sets. For the weight set of
100%-0% the value of the index cannot be defined.

Based on the criteria of performance and robusttiess/eight set of 60%-40% has initially been
selected. The above experiment has also been ireptech on ENVISAT dataset. Investigation
led to the same conclusions.

2.1.2.3 Implementation and evaluation of the resudt

2.1.2.3.1 Artificial dataset

Firstly, the filter developed (7x7) has been appb& the artificial images presented in Figure 12.
Application has been implemented twice; once kagphe axes of the filter along the horizontal
and vertical direction during its calculation amice by rotating them 45The last was decided

because rotated axes do not coincide with thetibreof the azimuthial periodic noise. Therefore




the majority of the pixels which participate to thilger coefficient calculation are not corrupted
by additional noise. Spectra of the original arglteng images have been produced (Figure 12).

Figure 12(a) noisy image and its spectrum (b) norgge after speckle addition and its spectruniilfeyed image and
its spectrum (d) filtered image (rotation of theesx50) and its spectrum.

We observe that the filter developed successfuliyieates both speckle and directional noise
whereas the features of the image are adequatetgimwed. According to the evaluation indexes,
the version of the “rotated” filter yields the aptim results (table 3).

Table 3 Evaluation index results

(7x7) COR SDV SSIM | PSNR MSE
0° rotation 0.98 87.39 0.99 28.83 44.45
-4%° rotation | 0.99 92.72 0.99 29.88 41.75

2.1.2.3.2 ENVISAT dataset

Three sub-images (500x500 pixels), extracted framm Envisat images captured on 04/26/2003
have also been used. The first (orbit 06030-010w) the second (orbit 06030-0002) present
urban areas whereas the third sub-image (orbit@®284) presents mountainous areas.




For each sub-image, the Fourier spectrum was cdétpre 4). Interpretation of the Fourier
spectrum of the first and second sub-images revbagpnal patterns which correspond to urban
features. Moreover, in the second sub-image arlipatiern along the horizontal axis pronounces
the presence of an azimuthal noise. The spectrutheothird sub-image presents a long linear
pattern along the horizontal axis which means tih@timage presents a periodical, discrete noise
along the azimuthal direction.

Sub-image [1] Sub-image [2]

Figure 13 The 3 sub-images and their Fourier Spectr

Filtering was implemented with kernel sizes 3x35 &nd 7x7. Because the filter developed can
adapt the calculation of its coefficients regardinagse and / or feature properties, the filter was
also calculated with a turn of the main axes aldafit By this, the features presented in the first
and second sub-images lie almost along one of #ia axes, whereas the noise presented in the
second and third sub-image does not significarifgcathe calculation of the coefficients.

For evaluation purposes apart from the Savitzkyagdilter and the filter developed, the most
known adaptive filters i.e. the Lee, the Enhanced, lthe Frost, the Enhanced Frost, the Gamma,
the Kuan, and the Local Sigma Filter, as well asitdrative Total Sum-Preserving Regularization
(TSPR) filter were also applied. Evaluation wasdshon three main sets of criteria:

1. observation of the spectrum of the image filtered

2. implementation of evaluation indices

3. photo-interpretation of the image filtered.




The Fourier Transform was applied on the resultsFourier Spectra of the de-speckled images
were extracted (figures 5, 6, 7). Spectra prodingeidnages filtered using a 5x5 kernel size are
shown.

S-G B Developed Developed._.

Figure 14 Spectra of sub-image 1 afteerfiltg (5X5 kernel size)

From Figure 14 it is observed that the Lee, Sigh&PR and Developed (4%urn) filters produce
the most reliable spectra, similar to that of thginal image.
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Figure 15 Spectra of sub-image 1 after filtering%%kernel size)

From Figure 15 it is observed that Sigma and thveldped filter (rotated version) produce the
most reliable spectrum, similar to the original @mel with reduced the azimuthal noise.
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Figure 16 Spectra of sub-image 3 after filtering%%kernel size)

From Figure 16 it is observed that the most rediadgectra with elimination of the azimuthal
noise are produced by TSPR, and the developed ttade) filter.
Results of the evaluation indices are presenté¢ahiles 2-6.




Table 4 Results of the correlation index

Sub-Imagel Sub-Image?2 Sub-Image3
COR W3X3 | W5X5 | W7X7| W3X3| W5X5| W7X7 | W3X3| W5X5| W7X7
Lee 0.9799 | 0.9874 | 0.9914| 0.9850 | 0.9870 0.9903 0.9833 | 0.9894 | 0.9828
EnLee 0.6314 | 0.5297 | 0.4650| 0.7885| 0.6856 0.6686 0.6919 | 0.6339 | 0.6192
Frost 0.6314 | 0.3161 | 0.1941| 0.7885| 0.5789 0.5017 0.6057 | 0.4815 | 0.4069
EnFrost 0.4614 | 0.2601 | 0.1365| 0.7065 | 0.5012 0.4007 0.5445 | 0.4055 | 0.3133
Gamma 0.5324 | 04114 | 0.3144| 0.7188 | 0.5163 0.4130 0.5491 | 0.4292 | 0.3386
Kuan 0.8980 | 0.9637 | 0.9742| 0.9264 | 0.9540 0.9609 0.9183 | 0.9635 | 0.9730
Sigma 0.9532 | 0.9521 | 0.9423| 0.9736 | 0.9617 0.9487 0.9692 | 0.9646 | 0.9551
TSPR 0.8957 | 0.9692 | 0.9810| 0.9489 | 0.9568 0.9662 0.8954 | 0.9685 | 0.9779
S-G 0.5961 | 0.5853 | 0.4640| 0.6050 | 0.7329 0.6054 0.6161 | 0.5954 | 0.4757
Developed | 0.9531 | 0.9733 | 0.9885| 0.9168 | 0.9876 0.9959 0.9695 | 0.9733 | 0.9893
Dev. (45’) 0.9732 | 0.9936 | 0.9977| 0.9762 | 0.9915 0.9972 0.9735| 0.9932 | 0.9974

Table 5Results of the Standard Deviation index

Sub-Imagel Sub-Image?2 Sub-Image3
SDV | W3X3| W5X5| W7X7 | W3X3 | W5X5| W7X7 | W3X3| W5X5| W7X7
Lee 57.451 | 53.660 52.009 | 59.9150| 59.4230| 59.1800| 64.1520| 64.5270| 65.0410
EnLee 37.377 | 25.984 19.993 | 59.8910| 58.8990| 57.7630| 59.7890| 58.9430| 59.2000
Frost 42.106 | 39.288 41.228 | 60.8460| 63.0130| 64.3480| 61.4080| 62.5720| 64.5850
EnFrost | 41.679| 38.690 40.618 | 58.6510| 59.4270| 59.7910| 61.2030| 62.2340| 64.8810
Gamma | 36.035| 25.043 19.195 | 58.8640| 57.7470| 56.0490| 59.7830| 58.7860| 59.3980
Kuan 48.101 | 44.021 41.456 | 60.2320| 58.6440 | 58.6930| 64.0110| 63.7230| 64.2070
Sigma 69.024 | 64.303 61.825 | 62.3340| 59.8890| 59.1120| 68.2100| 67.0620| 66.6130
TSPR 66.811 | 42.494 40.076 | 58.7840| 58.7260| 58.8800| 59.8580| 63.9880| 64.7540
S-G 63.929 | 61.356 60.256 | 57.6500| 58.3440| 58.3490| 58.8370| 59.5370| 58.0040
Developed 55.783| 71.808 72.310 | 60.2650| 59.4810| 59.3270| 64.4580| 65.2030| 66.7720
Dev. (45’) 71.727 | 75.502 76.691 | 60.1700| 60.5560| 60.1300| 64.9290| 66.5870| 66.8950

Table 6 Results of the SSIM index

Sub-Imagel Sub-Image?2 Sub-Image3
SSIM | wW3X3 | W5X5| W7X7| W3X3| W5X5| W7X7| W3X3| W5X5| W7X7
Lee 0.9317 0.9186 0.9135 0.9805 0.9834 0.9862 0.9812 0.9892 0.9915
EnLee 0.4070 0.2198 0.1402 0.6892 0.5177 0.5046 0.6029 0.5222 0.5240
Frost 0.3841 0.2021 0.1218 0.6743 0.4564 0.3728 0.5356 0.3909 0.3161




EnFrost 0.3243 | 0.1419 0.0616 0.6112 | 0.3243 0.2012 0.4493 0.2727 0.1685
Gamma | 0.3069 | 0.1314 | 0.0540 0.5865 | 0.2701 0.1310 0.4112 0.2324 0.1212
Kuan 0.7760 | 0.8095 0.7954 | 0.8924 | 0.9458 0.9580 0.9064 | 0.9594 0.9738
Sigma 0.9681 | 0.9665 0.9648 0.9670 | 0.9544 | 0.9408 0.9716 0.9745 0.9747
TSPR 0.8610 | 0.8010 0.7895 0.9372 | 0.9518 0.9659 0.8634 | 0.9673 0.9753
S-G 0.5012 | 0.4623 0.2968 0.3584 | 0.6080 0.4065 0.5172 0.4727 0.3009
Developed 0.8164 | 0.9628 0.9686 0.9782 | 0.9770 0.9873 0.9484 | 0.9835 0.9923
Dev. (45) | 0.9656 | 0.9920 0.9973 0.9857 | 0.9900 0.9964 | 0.9695 0.9931 0.9976

Table 7 Results of the PSNR index

Sub-Imagel Sub-Image2 Sub-Image3

PSNR | W3xX3| W5X5 | W7X7 | W3X3 | W5X5 | W7X7 | W3X3| W5X5| W7X7
Lee 20.783| 20.141 19.857 27.837 28.533 29.836 25.922 27.958 | 29.660
EnLee 12.511| 11.665 11.282 15.922 13.526 12.742 13.869 13.113 12.851
Frost 11.770| 10.679 10.029 15.364 12.636 11.714 12.921 11.676 10.968
EnFrost 11.437| 10.441 9.858 14.710 11.933 10.810 12.314 11.108 10.311
Gamma | 11.873| 11.217 10.881 14.919 11.991 10.821 12.422 11.459 10.782
Kuan 16.192| 16.976 16.678 20.900 22.702 23.073 19.511 22911 | 24.215

Sigma 22.265| 20.936 19.874 24.646 22.332 20.724 23.425 22.132 | 20.986
TSPR 16.724| 16.789 16.520 22.431 22.840 23.522 18.372 23.559 | 25.049

S-G 11.728| 11.788 10.798 13.672 15.067 13.045 13.157 12.865 | 11.807
Developed | 17.068| 21.799 22.110 26.200 28.588 30.002 22.005 24.261 | 29.806
Dev. (45) | 21.992| 26.970 31.241 28.002 30.005 34.256 24.215 30.084 | 34.251

Table 8 Results of the MSE index

Sub-Imagel Sub-Image?2 Sub-Image3
MSE | W3X3| W5X5| W7X7| W3X3| W5X5 | W7X7| W3X3 | W5X5 W7X7
Lee 542.96 | 629.41 | 672.05| 107.01 91.15 67.52 166.30 104.07 70.33

EnLee | 3647.30] 4431.50| 4840.30| 1662.90| 2887.00 | 3458.80| 2668.10 3175.50 3372.90

Frost | 4325.70| 5561.10| 6458.60| 1891.00| 3543.70 | 4382.40| 3318.90 4420.70 5203.70

EnFrost| 4670.30] 5874.40| 6784.20| 1891.00| 4166.70 | 5396.20| 3816.20 5038.40 6052.80

Gamma | 4224.60] 4913.50| 5308.70| 2095.10| 4111.40 | 5382.80| 3723.20 4646.70 5431.40

Kuan 1562.80| 1304.70| 1397.40| 528.52 349.05 320.48 727.71 332.65 246.37
Sigma | 386.00 | 524.15 | 669.38 | 223.08 380.11 550.41 295.54 398.00 518.20
TSPR | 1382.50| 1362.10| 1449.20| 371.51 338.14 289.02 945.89 286.53 203.33

S-G 4367.80| 4307.80| 5411.40| 1500.90] 2024.70 | 3225.40| 3143.60 3361.70 4289.50

Developed 1277.30| 429.74 | 399.99 | 156.74 90.09 65.60 409.82 243.78 68.76

Dev.(45)| 411.01| 130.63 48.86 | 103.09 64.94 24.40 246.38 63.78 24.43




According to evaluation indices, we observe that filter developed presents very high
performance. Its turn mode, for 5x5 and 7x7 kersiekes, presents the higher performance
comparing to all the other filters with respectikernel sizes. Especially the 7x7 turn mode
presents the highest performance for all the detaséhis means that speckle, as well as,
additional periodical directional noise are satitfay eliminated, whereas features are well
preserved.

When the filter operates with a 3x3 kernel sizgrédsents the highest performance after the Lee
or Sigma filter. Indeed, in the 3x3 operation cahies to the contribution (although not equal) of
all pixels found in the square defined by this ledrithe filter acts rather as a square smoothing
filter and is not as sensitive to additional namsémage features.

More analytically:

For the first sub-image and according to all indi¢eot the correlation index included), all the
filters apart from the developed, present theihbgl performance when a 3x3 kernel is used. The
filter developed, presents its highest performanitk a 7x7 kernel since with this kernel size its
coefficients are more adaptive to filtering reqmemnts. According to all indices, the turn mode of
the filter (kernel size 5x5 and 7x7) is the filteith the highest performance because the estimated
coefficients fit better to speckle elimination adihgonal feature preservation requirements. In
this case, one of the main axes of the filter hasla direction to that of the image features.
When the 3x3 kernel size is used, the Sigma filtesents the optimum performance.

For the second sub-image and according to all @sdithot the Standard Deviation index
included), the turn mode of the filter developedgants the highest performance independently
from the kernel size. Due to the fact that specklgmuthal noise and diagonal features are
present in the image, the rotated axes used dtivengstimation of the filter coefficients favor the
strong participation of pixels a) not affected kgynauthal noise, b) found along the direction of
the main features. Lee, is the second filter with highest performance.

For the third sub-image, according to all indides, filter developed in the turn mode with kernel
size 5x5 and 7x7 presents the higher performanegaced to all the other filters. This is because
the calculation of the filter coefficients does matlude pixels being affected by the azimuthal
noise. The Lee filter follows.

When a small size kernel (3x3) is used, the prapditter presents the highest performance after
the Lee filter.

For evaluating the quality of edge preservatiophato-interpretation procedure was applied on
the filtering results. A window of the image reguif from each filter (kernel 7x7, sub-image-1) is
shown (figure 8). We observe that the Lee, Kuagnm@, TSPR and the filter developed in
azimuth-range and turn mode preserve more the egddeseas the enhanced Lee, the Frost, the
enhanced Frost, the Gamma and the Savitzky-Gol&ge rtiee image smoother. The TSPR filter
tends to enlarge objects.

Edge Preservation Index (EPI) [65] is presenteidlnte 9.
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Figure 17 . Detail of sub-image-1 after filteridge(nel 7x7)




Table 9Results of the EPI index

Sub-Imagel Sub-Image?2 Sub-Image3
EPI | W3X3 | W5X5 | W7X7 | W3X3| W5X5| W7X7| W3X3| W5X5| W7X7
Lee 0.9569 0.9881 0.9914 0.9860 0.9870 0.9903 0.9833 0.9894 0.9688

EnLee 0.6354 0.5397 0.4650 0.7355 0.6856 | 0.6686 0.6919 0.6339 0.6152
Frost 0.5314 0.3161 | 0.193451] 0.7155 0.5789 | 0.5017 0.6057 0.4515 0.4069
EnFrost | 0.4614 0.2641 0.1365 0.7065 0.5012 | 0.4007 0.5445 0.4055 0.2133
Gamma 0.534 0.4114 | 0.3564 0.7458 0.5163 | 0.4130 0.5461 0.4292 0.4386
Kuan 0.8980 0.9567 0.9742 0.9264 | 0.8670 | 0.9609 0.9183 0.9635 0.9730
Sigma 0.9532 0.9521 0.9273 0.9736 0.9617 | 0.9487 0.9692 0.9646 0.9551
TSPR 0.8927 0.9122 0.9813 0.9489 0.9568 | 0.9662 0.8954 0.9685 0.9756
S-G 0.5861 0.5853 0.4640 0.6110 0.7329 | 0.6054 | 0.6161 0.5954 0.4757
Developed 0.9531 0.9733 0.9875 | 0.91338| 0.9876 | 0.9959 0.9395 0.9713 0.9893
Dev.(45) | 0.9732 0.9946 0.9934 0.9762 0.9915 | 0.9972 0.9725 0.9952 0.9894

2.1.2.4 Conclusions

A de-speckle filter based on the Savitzky-Golayrapph has been developed and evaluated. The
main advantage of the filter developed is, apamnfits smoothing operation, its ability to adapt
the calculation of its coefficients along direcsora) not corrupted by noise, b) coinciding to
those of image features. Thus, in case of perigdigscrete, directional noise the filter developed
generates coefficients adequate to eliminate itfopa de-speckling, and preserving diagonal
features. The study of the appropriate system e$ aluring the calculation of its coefficients is a
prerequisite.

The filter has been applied on an artificial imagge well as on three SAR sub-images with
speckle, directional noise and/or land use vamatiovaluation of the filter was carried out by a)
spectrum observation of the de-speckled data,d¢es and c) photo-interpretation. Comparison
with the most common de-speckle filters has alsenbenplemented. Based on the overall
evaluation criteria it is concluded that the depeld filter presents very satisfactory and robust
results in the majority of cases.

Especially for SAR images with speckle, directiofehtures, and/or periodical noise along a
direction, the proposed filter due to its turn flahkty, achieves the higher performance compared
to the other filters since according to a) spectabservations it eliminates the directional noise,
b) index evaluation it reduces speckle without atistg image information, and c) photo-
interpretation results it preserves edges. In stages, relatively large kernels (5x5, 7x7) are
required. This was expected because the largekaitme| is the more a) periodical noise could be
recognised and therefore eliminated, and b) doaetifeatures could be recognised and therefore
preserved.

According to the index values, the Lee and Sigritaré follow in terms of performance. Based
on them, it is observed that the Lee filter achseletter results than the Sigma when speckle and
directional noise exists, which means that smoothee the image than the Sigma filter which




achieves better results when speckle and diredtieadures exists, i.e., it preserves more the
initial image information.

2.2 General Conclusion

Two important conclusions can e derived from thekwited in this chapter.

» Atmospheric changes have significant impact on $A&ges.

» De-speckle filters eliminate speckle; however taffgct the image information.

Although image de-speckling is not anymore includedthe steps of the interferometric
procedure but it is contained in interferogramefiltg, it has been observed that filtering causes
an interference on image signal which is obviouthéspectrum even after the application of the
best filters. This means that filtering removesogtipn of the signal which we do not know for
sure whether it is noise or not and according ¢éostiudies done in this area we already know that
it is very difficult to recommend a particular &Mt since its performance depends on the
objectives of the application.

Quality evaluation metrics such as PSNR, EPI, M8H &orr are used to assess the filters
performance. Experimental results show that thewutf the filters cannot achieve to separate
the components of the SAR signal from the noiseré@tore the study of the filtration effects in
the interferometric process is of a great imporaaed will be discussed in details on the next
chapter of this thesis.




PART B: Improving the quality of interferometric products




Chapter 3- A Methodology for outperforming filtering results in
the Interferometric Process3

In this chapter, a method for reducing the filtgrgffects on the interferometric phase signal is
proposed. Theoretical analysis showed that whilseneeduction is maximized after filtering, the
loose of interferometric phase signal is also maech This state has been also verified by
observations on SAR interferometric data where Ipix@th high coherence value, which are
assumed to contain a lot of information, presenteder coherence values after SAR image
filtering.

The proposed method performs interferometric pimaséeling. The method recovers the signal
after the interferometric filtering for the pixelsat loss of information is observed. The selection
of these pixels is based on the decrease of tlwkierence value after the filtering. Signal

recovery is associated to the preservation ofritigli values for these pixels. Consequently, the
method prevents the decrease of the coherencesvialuthese pixels.

Performance of the method depends on the perforenahthe used filter; however, it always

improves the interferometric results. Since thesghsignal is the basis for the DEM production,
its preservation improves all the steps of theriatemetric procedure, especially the phase
unwapping. Effects of the method on the final ifgemetric product, the DEM, are also

evident.

The proposed method was evaluated using real émnterfetric data. Experiments showed that
the applied filters within this chapter, did notvalys improve the accuracy of the produced
DEM. Sub-images for which filtering does not impeotheir mean coherence value have been
selected and the proposed method has been apptiethese sub-images, coherence values and
RMS errors of the produced DEMs showed that thehatetimproves the results of the
interferometric procedure. It compensates the memadffects of the filtering for these sub-
images and leads to the improvement of the DEMracgun the majority of the cases.

3.1. Introduction

Synthetic aperture radar interferometry (INSARA iemote sensing technique [66] that is able to
generate high-resolution topographic models witttision of the range of some meters [67] and
to highlight possible ground deformation phenomevith precision of the range of some

millimetres [68]. Accurate interferometric produareate a useful database for understanding
Earth's surface and atmospheric changes. Furtherntoey serve to mark the evidence and
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extent of human activities that have had a sigaificglobal impact on the Earth's ecosystems.
The main limitations of INSAR are temporal and getmoal de-correlations, caused by

variations of the ground reflectivity as a functiohtime, and incidence angle variations during
the data acquisition [20], respectively. In addifioterferograms are also affected by the spatial
variability of the water vapour content in the aipbere [20].

The quality of digital elevation models (DEM), gralidisplacements as relative movement of
points on the Earth's surface, and atmosphericepbagen (APS) estimation can be improved
by many methods at different processing stepsefriterferometric procedure [20],[69]. One of
them is the filtering of the interferometric phd66], [70]. Because of their important role many
filter types have been proposed. Some of them hmen developed for averaging [71] or
enhancing the spatial fringes of the interferogrgt@]. In [70], a new approach has been
proposed, the quasi-PS (QPS) approach that ex@pésal filtering in order to enhance the
signal-to-noise ratio of the interferometric phadeextended targets. Adaptive filtering of the
fringes in the range direction [73], has also bgeaposed for increasing the signal-to-noise ratio
of the interferometric phase. Adaptive filteringti@iques include the multiple survey technique
[74], and adaptive estimation of the filtering wavd shape, either by considering the variations
of the spectral shift, or by filtering the commaankl in range and azimuth directions [75].

In [69], the parametar of the Goldstein filter [72] has been replacedlb;l, where,_/ is the local

coherence value. By this way the adaptive Golddtker prevents the areas of high coherence
(less noise) being over-filtered and allows stronfigering in areas where there is a low
coherence (high noise). In [76], the window shapthe Kalman filter is adapted according to a
local slope estimator of the coherence. Sever#triilg methods that use the coherence
information are proposed on [77] and [78]. Alsodexision rule to choose the kind of INSAR
filters is proposed in [79]. In all the above sas] authors state that noise in the interferogeam
reduced but they do not comment the quality offiltered phase signal.

In this chapter, the impact of filtering on phasgnal is analyzed and demonstrated.
Furthermore, a method for recovering the phaseakighthe filtered interferogram for pixels
that signal loss has become aware is proposedhisopurpose, the coherence map is used as a
guality index. Coherence values and the root mgaared errors of the produced DEMs before
and after the application of the proposed methock H@een calculated and used for evaluation
purposes. The study contributes to the increasatitgof the interferometric products, i.e. high-
resolution topographic profiles, crustal deformaticand atmospheric phase screen (APS)
estimation.

3.2. Coherence

The coherence is defined as the normalized cragelation coefficient between two complex
SAR images, the master (m) and slave (s) imagesoiiterferometric pair [80]:

y= E{S,,S <}
JEts[FELE 3 3-1)




where g and g are complex signals from co-registered INSAR insadgeis the complex
conjugate operator, and E{-} the mathematical etqim.

It is clear that the coherence is very sensitideinfor phase change. The estimated coherence
ranges between 0 and 1 [81]. It depends not onlyaoget properties but also on geometric
relations between the two image acquisitions.

In [80], coherence is modelled for different deretation sources as following:

Yiotal = ytemporaiy spatiaV therm: (3-2)
where Yiermadepends on radar thermal noigg,,.., measures the degree of physical changes

(temporal de-correlation) of the illuminated sudaaver the period between master and slave
satellite acquisitions, ary,,, depends on the geometric relations between thebguoisitions.

3.3. Filtering effects on interferometric phase

Two types of filtering are used in interferomettlye spectral shift filter, which operates over the
two SAR images before the interferogram generaitioarder to exclude the non overlapping
bands of the spectrum, and the filtering on therfetogram itself, which places a bandpass filter
on the fringe frequency and rejects the noise. Bygibs of filtering, although they are applied at
different stages of the interferometric processitngy are conditioned by the same physical
phenomenon, which is the spectral shift due tod@nge of the incidence angle during the
acquisition of the interferometric images. The $@#¢shift in range direction is directly related
to the fringe frequency, thus filtering of masteddaslave image increases signal to noise ratio
(SNR) in the interferogram.

Based on [77] and [82], the interferometric phaaa be characterized by an additive noise
model, where x(i,j) is the interferometric phasgnsil, v(i,j) is the additional noise, and y(i,jeth
noisy interferometric phase:

y(i, )) =x(, ) +v(, ) (3.3)

In case that interferometric phase does not inchdbitional noise, but it contains only signal
after the filtering, the errorxgi,j) of the interferometric phase in every piXg]) is given by
(3.4):

e (i, ) = x(i,]) —E(i,J) =x(i, ) H V(0 ]) (34)

0
where T denotes the transpose matrix, H the fikgponse, anc(i, j) is interferometric phase
estimation.

3.3.1 Filtering effects on the interferometric phas signal

The mean square error MSE criterion for the fildlesggnal can be written as:
3, [H12 EfeZ (i, )} (3.5)




O
where E{.} denotes the mathematical expectatiore ®ptimal estimate(i,j) of the filtered
interferometric phase(i,j) tends to contain less noise than the observeetfénometric

O
phasey(i, ) . Thus the optimal filter that generatds j) independently of the filtering technique
that has been chosen, minimizes the following dbjedunction:

H =arg ruin J [H] (3.6)
Considering the filter:
u(i,j) =" (3.7)
which allows the observed interferometric phaggj) to pass the filter unaltered, i.e. without
noise reduction, the corresponding mean-square BI8& criterion becomes:

J UI=E{Ix(i, ) -U G )] §

S : (3.8)
=E{x(,) Q. ¥ €v G =o!
For obtaining the optimal filter H(i,j), hypothegi3.9) should be satisfied:
3, [HI<J,[U]=0y (3.9)

Demonstration of the hypothesis:
The estimation of the signal of the interferomepltase x(i,j) without the additional noise is
difficult, since this parameter is unobservablénmmeasurable. From (3.6) it is obtained that:

E{y (i, )x(, ))}
H=— v 3.10
E{y(G, )y "G, )} (3.10)
Consequently, the cross-correlation Cc betweerntieeferometric phase without and with noise
is given by (3.11):

Cefi, ) = E{y (i, )x(@, )} (3.11)
According to [77], Cc can be also written as:
Ce= E{y(, )x@, D} =E{y(, ply@. ) ()}

=E{y(@i, )y '(, )} E{vi, v G )} (3.12)
It seems that this parameter depends on the cborelbetween the interferometric phase with

additional noise (the phase produced during therfetometric process) and the additional noise
contained in it. Based on[83], [84]:




o < E/G.DXG D}
By, Dy (. )}
_EfyG, iy "G, D} EfvG. v G D)
By, Dy G, )}
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G, )y ()} EYG )y G}
= U~ (ElyG, )y G, )Y EvG, v G ) (3.13)
=01 ~(Efy(,} )y" (i, D) “EvG, v T, U

=1 Venrt EVGL DV TG D) 0
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where SNR is the signal of interferometric phasadditional noise ratio,

A\ O
SNR:G—’Z‘ (3.14)

\

| is the identity matrix, and, , E. are defined as:

- E
Ex=— 3.15
o (3.15)
25
o, (3.16)
Based on (3.13) and (3.14), for SNR €4t is obtained that:
Jim H=U (3.17)
and:
Jim H=0 (3.18)
The minimum mean squared error (MMSE) is given by:
3, [H] =0y ~[E{y(i, )x@i, )y H (3.19)

It is clear that equation (3.9) is satisfied nolydior the optimal, but for every filter, i.e. ewer
filter will reduce the signal except the all-pasi®fs, which are never used for filtering:

3,[H1< 3, [U] (3.20)
The normalized MMSE is:

ad[H] _ J[H]
T3 [U] o2

\"

3,[H] (3.21)




0<J [H]<1 (3.22)

3.3.2 Filtering effects on the interferometric phas noise

In addition, the error of the noise v(i,j) in eqoat (3.3) after filtering of the interferometric
phase is estimated by equation (3.23):

g
e, (i,)) 2 v(i, ) ~v(i, ) =v(i.]) -G y(\ ) (3:23)
where G is the filter.
Following the same analysis as for the signal MI%E of the noise is defined by (3.24);
J,[G]2 Ef€Z (i, )} (3.24)
The minimization of (3.24) leads to:

SlLngrle =0 (3.25)
M o2 =Y (3.26)

The MSE of the noise is:
3, [U]=E{X%(i, )} =of (3.27)

Therefore, the normalized MMSE can be written as:

- . L[G]_J,[G
i A0 A0

X

(3.28)

0<J [G]<1 (3.29)

It is observed that filtering always reduces thés@aaxcept for the all-pass filters that do not
have any effect on it. Taking into consideratioa éffects of filtering on both signal and noise it

is concluded that while noise reduction is maximizggnal reduction is also maximized. By

filtering either the master and slave image oritherferometric phase, it is expected to achieve
maximal noise reduction without losing informati¢towever, the previous analysis showed that
while noise reduction is maximized (by any chosdterj the loose of interferometric phase

signal is also maximized.

The objectives of this work are to propose a metfowdreducing the filtering effects on the

interferometric phase signal. Since this study $esuon the effects of filtering, the general
concept of filtering is considered without emphamsjzon special filters. The proposed method
will perform modelling which can be considered asirgput-output black box, where black box
refers to the filtering procedure of the interfemint phase.




3.4 The Proposed Method

Based on (3.14), when noise is very low or tendeaero, the optimal filter is the all pass filter
and the value of the interferometric phase shoelckdpt the same (3.18). Filtering for these
pixels does not yield improvements since noise ¢gdii is associated to information reduction.
Therefore, the proposed method inactivates therifily of the interferometric phase for pixels
with low noise i.e., high coherence value, or faxefs for which the coherence value is
decreased after the filtering process. As it is aestrated in session 3, the second condition
includes the first, thus, it is not necessary téingea threshold for defining pixels with high
coherence value.

The interferogram, which will serve as input in thext steps of the interferometric procedure,
will be created as a mosaic of the interferograersegated before and after filtering. For pixels
presenting a decrease of the coherence value fltiering, the value of the unfiltered
interferogram will be selected when creating thesanmm The method does not suggest the use of
a specific filter. Any filter proposed in the listure as appropriate for interferometric
applications can be chosen by the user. The cotenaues, as well as Root Squared Errors of
the estimated interferometric heights have beerd use the evaluation of the proposed
methodology.

3.5. Implementation and Evaluation

The performance of the proposed methodology waduatesl using six Envisat images
(fo=5.331GHz, W16MHz) over the prefecture of Attica, Greece. Theages present similar
incidence angles (2Band the same polarization (HH). Three interfermimepairs have been
formed with similar mean coherence values (Tablg Ifterferometric processing has been
carried out using the “Sarscape” INSAR softwarg.[85

Table 10Characteristic of interferometric pairs

Envisat Normal Mean
. Master File | Slave File | Orbit . Coherenc
pairs Baseline (m)
e Value
1 20040131 20040410 Desc. 163,67 0,49
2 20040515 20040619 Desc. 300,04 0,58
3 20041125 20041230 Desc. 197,29 0,56

For the implementation of the proposed method aeel all the filters that are available by
Sarscape software.

Three different filters included in Sarscape softwdave been applied on the three
interferometric pairs: Adaptive, Boxcar and Goldstdoxcar filter yields better result for




differential interferograms, which are generatemhfrdata pairs with low perpendicular and
temporal baseline, while Adaptive filter yields raappropriate results in case of relatively
large temporal baseline and small perpendiculaelives[86]. The adaptive Goldstein filter

is one of the most commonly used filters for satigfrily reducing the effects of phase noise

[87], [88].

Table 11 Coherence values for different filters

% pixels where the coherence
Pair Filter Minimum [Maximum value is reduced after the
filtering
Without Filter 0 0,98
1 Adaptive Filter 0 0,98 0,360
Boxcar Filter 0,000019 0,94 0,842
Goldstein Filter 0,000025 0,97 2,435
Without Filter 0 0.98
2 Adaptive Filter 0 0,98 0,123
Boxcar Filter 0,000022 0.94 0,568
Goldstein Filter 0,000025 0,97 0,843
Without Filter 0 0,98
3 Adaptive Filter 0 0,98 0,476
Boxcar Filter 0,000021 0,94 0,284
Goldstein Filter 0,000023 0,97 1,850

It is observed that there are pixels that presergdaced coherence value after filtering. It is
worth underlining that only when the Adaptive filis applied, the maximum coherence value is
preserved. In all other cases, the maximum coherealue is reduced, which means that a loss

of information occurs after the filtering. This is line with the conclusions driven by the
theoretical analysis which suggests that indepehdehthe quality of the used filter, it loss of

information will always be observed. In cases whéee Goldstein and Boxcar filters are used
this is more evident since pixels that presenttiag@imum coherence (0.98) before the filtering
have lower coherence values after the filteringoider to assess the impact of the Adaptive
filter on pixels with very high coherence valudse thumber of pixels that present coherence

value greater than 0.90 before and after the agtjic of the filter is shown in Table 12.




Table 12Impact of Adaptive filter on pixels with coherencegreater than 0.90.

Coherence>90

(number of Pair 1 Pair 2 Pair 3
pixels)

W'thogm‘gam"’e 40811/40809 | 7418/6490  35918/35915

For evaluation purposes, two sub-images have belatted for every interferometric pair
presenting low and relatively high mean cohereralees, respectively. For these sub-images,
the calculated mean coherence values are not sexteater the filtering (except for sub-image
1/2 after the Goldstein filter application).

Table 13Mean coherence value for each case.

_Sub- Unfiltered Adz_:\ptive Bo_xcar Gol_dstein

image Filter Filter Filter
1/1 0,13 0,13 0,13 0,13
2/1 0,50 0,50 0,29 0,46
1/2 0,30 0,26 0,27 0,33
2/2 0,47 0,43 0,46 0,18
1/3 0,25 0,25 0,14 0,14
2/3 0,56 0,49 0,50 0,30

In Table 14, latitude and longitude coordinatethefsix areas are shown.

Table 14Latitude and longitude coordinates of the sub-image

Upper Left Latitude Longitude
Coordinate (degree) (degree)

Sub-Image 1/Pair 1 (1/1) 37°521.54 23° 47 18.89
Sub-Image 2/Pair 1 (2/1) 37°'488.80 23°58 27.19
Sub-Image 1/Pair 2 (1/2) 38°125.32 23°21 5.80
Sub-Image 2/Pair 2 (2/2) 37°'484.62 23° 54 58.80
Sub-Image 1/Pair 3 (1/3) 38% 528.99 23°52 51.37
Sub-Image 2/Pair 3 (2/3) 37°547.7Y 23° 46 34.18

Figures 18, 19, and 20 depict the coherence maghsedhree pairs and details of these maps for

the selected six sub-images.



(b)

Figure 18 . (a) The coherence map of the pair 208220040410, (b) Sub-image 1/1 with low mean ceheeg (0,13),
(c) Sub-image 2/1 with high mean coherence (0,50).




Figure 19. (a) The coherence map of the pair 200829040619, (b) Sub-image 1/2 with low mean catez40,30),
(c) Sub-image 2/2 with high mean coherence (0,47).

"~ (b)

Figure 20. (a) The coherence map of the pair 2028-2D041230, (b) Sub-image 1/3 with low mean calezd0,25),
(c) Sub-image 2/3 with high mean coherence (0,56).

Since the adaptive filter preserves better the toe values in relation to the Boxcar and
Goldstein filters (Table 11 and 13), this filtershiaeen selected for visualization purposes. In
Figure 21, scatter plots of the coherence valuésrdéx-axis) and after (y-axis) the filtering of
the interferogram are shown.

In the left column, the Adaptive filter has beermplégd while in the right column, the proposed
methodology has been applied. A shift of the comegevalues is observed along the y-axis in all
cases

(b)




(© (d)

@

K 0]
Figure 21. Left column (a),(c),(e).(9),(i),(k): $ma plots of the coherence values after the apfiin of the Adaptive
filter(x-axis before filtering, y-axis after filterg) for sub-images 1/1, 2/1, 1/2, 2/2, 1/3, an8l @spectively. Right
column (b),(d),(),(h),(j),(): Scatter plots ofgtcoherence values after the application of tlepgsed method (x-axis
before filtering, y-axis after the application dfetproposed methodology) for sub-images 1/1, 2, /2, 1/3, and
2/3, respectively




It is observed that for sub-images with low coheeewalues (1/1,1/2, 1/3) the distribution of the
coherence values changed shape (Figure 21 (b)j)f)while for sub-images with medium to
high coherence values (2/1, 2/2, 2/3) the distidloubf the coherence values is moved, mainly
shifted along the y-axis, but did not change shefper the application of the proposed method
(Figure 21 (d), (h), (I)). According to image dathe histogram of the coherence values may
present one, two or more peaks. These peaks aédittering of the image can be modified. The
proposed method produces a coherence histogramewhermain peak (the coherence value
with the highest occurrence) of the histogram iftesth towards higher coherence values, and/or
latent peaks of the coherence histogram of theréitt image become more distinct indicating
more than one coherence values with high occurgenidee last occurs because the outputs of
two processes with different distributions are corall. The distribution of the result from a
two-shift operation increases the number of peiflesgch shift produces a different distribution.
It is observed that for sub-images with low coheeewalues (1/1, 1/2, 1/3) more distinct peaks
appear (Figure 21 (b), (), (j))




Figure 22. Left column (a),(d),(g),(i),.(m),(p): érferograms generated without application filter $ab-images 1/1,
211, 1/2, 2/2, 1/3, and 2/3 respectively. Midddduenn (b),(e),(h),(k),(n),(q): Interferograms geated after application
of the Adaptive filter(for sub-images 1/1, 2/1, 122, 1/3, and 2/3 respectively. Right column (&)i),(l),(0),(r):
Interferograms generated after the applicatiorthaf proposed method for sub-images 1/1, 2/1,2022,1/3, and 2/3,
respectively.

Figure 22 shows the interferograms that are gee@natthout filtering, after the application of
adaptive filter, and after the application of thegosed method for all sub-images. In Table 6,
the percentage of the pixels that show an increaige coherence value after the application of
the proposed method is shown. The proposed meth®thden applied three times relying on the
results of the three filters, respectively.




Table 15Increase of the coherence value after the applicatn of proposed method.

% pixels with increased coherence
after the application of the
Sub -

: roposed method
'mage Adaptive Boxcar

ap ) Goldstein

filter filter
1/1 0,19 0,13 0,17
2/1 2,11 1,43 4,09
1/2 0,89 2,02 6,22
2/2 1,33 4,10 7,78
1/3 1,22 5,03 4,26
2/3 2,48 3,74 3,68

It is observed that independently of the filter djsall the sub-images present pixels with
increased coherence value after the applicatidgheoproposed method.

In order to evaluate the method over the produgeal fesults, the DEM of the six areas have
been generated with and without the applicationhef proposed method. For each DEM, the
Root Mean Square (RMS) Error in meters has beenledakd using as reference DEM, the DEM
provided by the National Cadastre and Mapping Agenith absolute vertical accuracy 4m.

Table 16 summarises the results. The lower RMS @rnelation to the filter used is indicated in

bold.

Table 16Root mean square error of the estimated height.

Sub- , Adaptive/ Boxcar/ Goldstein/

image Unfiltered Proposed Proposed Proposed
11 10,45 10,42/10,41 10,51/10,47 10,45/10,42
2/1 7,42 7,46/7,45 7,4417,41 7,417,16
1/2 6,75 5,02/6,08 4,98/4,94 4,95/3,89
212 6,64 6,96/6,88 6,78/6,76 6,80/6,72
1/3 9,58 9,79/9,65 9,86/9,82 9,72/9,71
2/3 6,54 6,71/6,70 6,87/6,81 6,65/6,53

The proposed method generally improves the accurhtlye estimated height in relation to the
accuracy provided by simply filtering the imagesYin one case (for sub-image 1/2), when
applying the proposed method in conjunction wite thdaptive filter, the RMS error of the




produced DEM is higher than that resulted withdwt application of the proposed method. The
Goldstein filter yields higher accuracies than titieer filters for the majority of the sub-images
(four out of six). However, filtering does not alygareduce the RMS error of the elevation maps.
Only in six out of 18 cases (shown in italics) REIS error is lower than that resulted without
the filtering of the interferogram. It should beted that the expected inverse relationship
between the coherence value and the RMS erroreoDEM is verified. For each pair, the RMS
error is high for the sub-image which presents mmtrerence (sub-image 1/1, 1/2, and 1/3) and
it is low for the sub-image which presents higheremnce values.

In Table 17, improvements in accuracy yielded ley@wldstein filter, which presents the highest
performance in terms of DEM accuracy, are preseriieover, improvements produced by
the proposed method (using the Goldstein filteryalation a) to Goldstein filtering and b) to
accuracies provided by not filtered data are dtgove. For this purpose, differences between the
corresponding RMS errors have been calculated.dwgonents are indicated by negative values.

Table 17Improvements in accuracy made by the Goldstein anthe proposed filter.

Sub- | Unfiltered vs Unfiltered vs Goldstein vs
image Goldstein Proposed Proposed
method method
1/1 0,000 -0,003 -0,003
2/1 -0,001 -0,035 -0,034
112 -0,267 -0,424 -0,214
212 0,024 0,012 -0,012
1/3 0,015 0,014 -0,001
2/3 0,017 -0,002 -0,018

It is observed that the Goldstein filter improvhe tesults only in two cases. This was expected
since for the sub-mages used, filtering does ngirawve their mean coherence value. The
proposed method improves the Goldstein filter tesml all cases, and in four cases, in relation
to accuracies provided by not filtered data. Tiet nows the effects of information loss on the
phase unwrapping procedure. Although the pixel$ phasent a loss of information after the
filtering are few, their negative effect on the phainwrapping procedure is quite significant

3.6 Conclusions

In this study, the effects of noise reduction oa thterferometric phase have been analyzed.
Theoretical analysis showed that while noise radnas maximized (after the application of any
filter) the loose of interferometric phase sigreahlso maximized. This state has been verified by
observations on SAR interferometric data wherelpixgth high coherence value, which means
that they contain a lot of information, presentaaér coherence values after filtering.




Then a method has been proposed which performdaraenetric phase modelling and can be
considered as an input-output black box. In thee¢clack box refers to the filtering procedure
of the interferometric phase. The method recoveessignal resulted by the filtering of the phase
for the pixels that loss of information has occdrréhe selection of the pixels for which the
signal should be recovered is based on the decoédbeir coherence value after the filtering.
Signal recovery is associated to the preservatidineoinitial values for these pixels.

The method prevents the decrease of the coherealcesv after filtering. Its performance
depends on the performance of the used filter; kewdt always improves the intermediate
interferometric results. Its effect on the finalerferometric product, the DEM, is also evident.
Since the phase signal is the basis for the DEMymtion, its preservation affects all the steps
of the interferometric procedure, especially thagghunwapping. The proposed method always
improves the DEM accuracy in relation to that prth after the filtering of the phase. The
applied filters within this chapter, do not alwaysgprove the accuracy of the produced DEM,
since sub-images for which filtering does not inyerdheir mean coherence value have been
selected. The proposed method compensates thavweegects of the filtering for these areas
and leads to the improvement of the DEM accuradfiénmajority of the cases.




Chapter 44- New parametric model based method for noise
reduction in the interferometric process

In this chapter, a method called K-F for reducihg filtering effects on the interferometric
phase signal is proposed. The method relies on wib#-known parametric model for
implementing noise reduction, while maintainingoa llevel of information loss. Relationships
between the estimated interferometric informatiord anoise reduction have been initially
defined. Optimal threshold between noise reductiod interferometric signal loss is adjusted
through a parameter. The proposed method was dedlussing real interferometric data.
Coherence values are always increased after tHeaum of the proposed method.

4.1 Introduction

Synthetic aperture radar interferometry (INSARa ieemote sensing technique [66] that exploits
the phase difference between two complex signalsekdracting information. It is able to
generate high-resolution Digital Elevation ModeB¥M) [89] with precision of the range of
some meters [67], deforestation [90], desertifmg®1], geophysical hazard analysis [92],
glacier velocity measurements [93], land use di@ssion[94], canopy height estimation [94]
and atmospheric phase screen estimation[26].

The main limitations of INSAR are temporal and getmoal de-correlations, caused by

variations of the ground reflectivity as a functiohtime, and incidence angle variations during
the data acquisition [20], respectively. In additilnterferograms are also affected by the spatial
variability of the water vapour content in the aipbere as it was proved in the chapter 1.

The quality of the required INSAR products can tmproved by many methods at different
processing steps of the interferometric procedasan chapter 1. One of them is the filtering of
the interferometric phase [69], [70]. In [95], [96hd [97], three filters have been proposed
which deal with phase unwrapping and noise redoctw the same time. However, the
interferometric phase is a complex unit that ispreed as a given point on the unit circle, thus it
is more convenient to filter the wrapped interfesog for avoiding the filtering of phase jumps
that are added after the unwrapping process. Dépgndn the characteristics of the
interferometric pair, different filters have beeoposed. For example, Boxcar filter yields better
result for differential interferograms, which arengrated from data pairs with low perpendicular
and temporal baseline, while Adaptive filter yieldsre appropriate results in case of relatively
large temporal baseline and small perpendiculaellveess[86]. The adaptive Goldstein filter is
one of the most commonly used filters for satisfalt reducing the effects of phase noise [87],
[88].
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Based on [98], the filtering process may causesa tesolution, which will affect the accuracy of
the extracted information. Moreover, theoreticablgsis of the filtering effects done in the
chapter 3, showed that areas with high coherenceotioeed really to be filtered. In the same
paper, filtering effects on the interferometric pbaignal and phase noise have been proved and
indicated.

It was shown that while noise reduction is maxirdizdter filtering, the loss of interferometric
phase signal is also maximized. For these reatiomgylobal filtering of the interferogram should
be avoided. In this paper, a filtering approachpisposed that relies on the well-known
parametric model based noise reduction, while raaimtg a low level of loss information. For
this, relationships between estimation of the fetemetric information and noise reduction
have been initially defined. Based on these ratatips, an automatic information recognition
system for the existing filters was created withguggest the use of a specific filter.

4.2 Relationships between noise reduction and estimatedterferometric phase signal

The quality of INSAR phase is defined by the absoboherence [99]. As it was proved in [100],
the amplitude is corrupted by multiplicative nogs®l the phase is corrupted by additive noise.
Consequently, the noisy interferometric phase @ddscribed as:

y(i, j) =x(i, j +v(i, )) (4.1)

where x(i,j) is the interferometric phase signdi,j)is the additional noise with the standard
deviationoy.

In previous chapter, the optimal filter responsetfe interferometric phase signal, (H), and for
the additional noise (G) were defined as:
oo EOGDXGD) (4.2)
- o T,
E{y(. )y (. )}

and
= G VG, i} (4.3)
- N
E{y(, )y (. )}

From (4.2) and (4.3), the relation between tweifgtcan be written as:

H=U-G (4.4)

where U=[1] allows the observed interferometric gha/(i, ) to pass the filter unaltered.
Without intervene to H, minimizing(H) and J(U- H) are equivalent, where)J(is the Mean
Square Error (MSE). Alike, minimizing/(&) or (U - G) with respect to G is the same thing. At
the optimum case, the relationship between sigmdin@ise errors is:




ex ()= x(. ) -H TG ) =x(.]) HU -6] x(. ) @) =v0.) € ¥ () =-ey(i,)) (4.5)

4.3 Mathematical background of the proposed method

Based on eq. (4.4) the optimal filtering can bestdered as:
Hop =U-Ggp=U-kG, (4.6)
where Gis thefilter response for the noise estimationy Eind G, are the optimal filter response

for signal and noise respectively, ants a parameter that determines the performanteeof
used filter. The MSE of the interferometric phasgneation corresponding toofiis:

K@= EVG DV TGN EVG DY T
[EgG, Dy "G, )]

I (Hop) = EXIXG D —H oy 13 =02 (4.7)

Itis obvious tha, , » (Hop)< 3 5 (Hp). Ok

The equality is arrived fat = 1. In order to achieve the noise reductioshould be chosen in
such a way that the following relationship:

Ix(i,j) Hop) < i j (V) (4.8)
should be fulfilled. Based on (4.7), this inequaig valid for o<k <2.It can easily verified that:
3ui.j Cop)= EQVG.D ~KGEY( MY =, ) (Hop (4.9)

The optimal estimatexu(i, j) of the filtered interferometric phase x(i, j) da@ written:

0
x(i,)) =Hopy(i. ) (4.10)
Thus:

0 2
Efxop ()} =H ogEtyG. )y TDMH opH BeixG.dx CpH o Bgp VGV GDIH op (4.11)

Based on (4.7) and (4.9) a loss information indemt@rferometric phase corresponding to the
optimal filter H,, can be defined:
_E{IX(, ) —H opx(i. )1 3

Vop_in(Gop) = 2 = PG I, DX NG o=x% o (G g (4.12)
X

It is shown that the value of loss information ixd# interferometric phase depends onlywon
value. The extreme cases are achievedcf@r andk=1. In the first case, no loss information
exist but no noise reduction at all. In the secoask, maximum noise reduction is achieved with

maximum loss information. Since:



3y, (Cop)= GOpIEX( DX (. DG op*H GEENVGL DV T DIH  op

; - 4.13
= 0% Gop [EX(. DX (. DNG op+ ol gEtv v BDIH op2 (o bp (4.13)

the loss information index of interferometric phasel noise reduction factor associated tp H
are defined:

1 - 1
(Gan)= - [Jos o (Hop)— T
VOp_|n( Op) SNR[ X('xJ)( Op) Xop_NR(HOD)] (4'14)
0\2, 1

T vt v T ) C
HoplE{v(i, )v "(i, DIH op SNRIY,i i) (Cop )= % _in (Gop )l

XOp_NR(HOP) = (4.15)

It is clear that noise reduction factor value doesonly depend on the k value but also on the
interferometric phase and noise (SNR) as well.

Given that a) SNR> SNR, where SNRis the SNR of the interferometric phase afteefitig,

b) v()<J(), and c) &v()<1, then from (4.14) is derived that:

(Go)< 1 (G)< (4.16)
Vv : <—, VvV . <
Op_INT"OPT" osNR+ 17 T OP-ITTO0TT ooNp 4+ 1
4.4 Estimation of thek parameter
Equation (4.12) can be written as:
— =K

Vop_in(GO)

which expresses the ratio of the inerferometricsphiadex as a function @f Based on equation
(4.15), the respective ratio of the noise reductamtor is not only depending arnvalue, but also
on the SNR.

However, using eq. (4.5), the ratio of the noislurtion factor can be approximated as:

- 4.18
Xop_NR(Hop) 1= 3x(ij) (Hop) _ (4.18)

- K(2-K)
Xop_NRM0)  1- x(ij) (Hy)

This approximation does not include SNR, and tar¢getfformulate a simplec-cost function to
measure the compromise between the noise redwtiithe loss of interferometric signal as:




H v - (Ggp) 4.19
f(K)=XOp‘NR( op)_ Op—m( op =K(2—K)—K2:2K—2K2 ( )

Xop_NR(HO) Vop_in(GO)
It is obvious that the that maximizes ), is k:

Ko =arg rra(axf«): 1/2 (4.20)

Optimum noise reduction and interferometric sigioals is for the value, according to the

above approximation. An illustration of the ratibtbe interferometric phase index (blue line),
and the approximated ratio of noise reduction fa@ted line) as a function af are showed in
Figure 23a. Based in Figure 23a the valuec@an be determined according to the desired
interferometric phase index and noise reductioiofagalues. Figure 23a shows the areas of
values of the interferometric phase index and noehiction factor for various SNR. It is
observed a large variation of the noise reductamtdr value according to the SNR value. Figure
23.c presents thed) as it is provided by eq. (4.20) (red line). Bldities present the] in case
that SNR is taken into consideration and given 8NiR, is equal to 0.7375.

@) ~ (b) ©

Figure 23a) The index values depending df : with blue is presented interferometric phasérand with red the noise

reduction ratio, b) The areas where the interfatoim phase index v (Gop)and noise reduction factor

op_in

Xop_NR(HOp) take their values as function of SNR, c) thg fnction

Based on eq. (4.18), it is clear tha¢, maximizes the function #] if SNR is not taken into

consideration. However, in Figure 23b it is obsdrtleat SNR can significantly contribute to the
estimation of the noise reduction factor. For vasi®NR values a family af-cost functions is
generated (Figure 23c).




Initially the interferometric phase image is fiker Then, based on eq. (4.19), . (G,,) and
Vo n(G,) Can be estimated. For this, SNR is provided by &ogug4.21) [101], and SNis
provided by equation (4.22) [102]:

SNR = 20log10((max(y(i, ) min(y(, ))) b ) (4.21)
M-IN-1 5 (4.22)
igo jEO y(@i, )

SNRO:Mz—lNz—l 5
X(l,]) =y,
i:Oj:O[(J) y(@i, )l

Equation (4.21) is used as a fast and reliablesstati method for the noise estimation. In a
strictly estimation, SNR of the interferometric ppacan be provided by the radar system

equation, but this is out of the scope of this paggnce Vop in(c;op)and Vop_in(Gg) &ré
estimated, equation (4.17) provides thealue.
k value is estimated for a pixel window that scdmesinterferometric phase image. Window size

should be the same as that of the filter. Then temué4.6) is applied.

4.5 Implementation and evaluation

The performance of the proposed methodology wakiatesl using six Envisat ASAR images
(fo=5.331GHz, W16MHz) over the prefecture of Attica, Greece. Theages present similar
incidence angles (2Band the same polarization (HH). Three interfermimepairs have been
created with similar mean coherence values (TaBle [hterferometric processing has been
carried out using the “Sarscape” INSAR softward.[85

Table 18Interferometric pairs characteristics

Envisat Normal Mean Mean
airs Master File Slave File Orbit Baseline (m) Coherence | Coherence
P Value with PM
1 20040131 20040410 Desc. 163,67 0,49 0,59
2 20040515 20040619 Desc. 300,04 0,58 0,65
3 20041125 20041230 Desc. 197,29 0,56 0,63

For the implementation of the proposed method #Aaaptive filter” was used that is included in
Sarscape. The choice was based on the characteristi the used interferometric pairs

[86],[87],[88].



For evaluation purposes, two sub-images have bekstted for every interferometric pair,
presenting low and relatively high mean cohereralees, respectively. For these sub-images,
the calculated mean coherence values are not genteafter the application of the “Adaptive
filter”.

Table 19Mean coherence value

mage | Urfitered | SR | oo
U1 0,13 0,13 0,14
2/1 0,50 0,50 0,52
1/2 0,30 0,26 0,31
212 0,47 0,43 0,51
13 0,25 0,25 0,27
2/3 0,56 0,49 0,59

In table 19, it is observed that after the impletaBon of the proposed method, the mean
coherence value was increased for all cases. Iirasgnwhen the “Adaptive filter” was used
(column 2), coherence was decreased in all casepefor two for which it was kept stable. In

table 20, thek, values are presented for each sub-image.

Table 20Value of k for each sub-image

Sub-image | 1/1 1/2 2/1 2/2 3/1 3/2
K 0,6 0,2 0,54 0,45 0,57 0,16

Based on tables 19 and 20, it was demonstratedaihigh coherence values, values are low.
For very high coherence values (~&), value tends to zero, so interferogram filteringhct
really needed.

(@) (b) ()




1) (k) ()

Figure 24a) original interferometric phase (Ol), b) “Adagtifilter” results (IAF), c) proposed method resyiPM),

g) coherence map of Ol, h) coherence map of IAEglerence map of IPM, d) sub-image of Ol (S-@))sub-image

of IAF (S-1AF), f) sub-image of IPM (S-IPM), j) cenence map of S-Ol, k) coherence map of S-IAF ardHerence
map of S-IPM.

In the coherence images, white pixels representegabf coherence close to one, while dark
pixels represent values close to zero. Figure 2%gmts results of the method for the whole
image. It is observed that coherence values haee bereased after the application of the
method. Since the mean coherence of the pair hets ibereased, the quality of INSAR phase
and interferometric results is improved [99].




4.6 Conclusions

In this chapter effects of noise reduction on therferometric phase have been analyzed and
relationships between noise reduction and estimattziferometric phase signal have been
established. Based on them, a method has been sgwpihat relies on the well-known
parametric model based on noise reduction, whitaramation loss is maintained in low level. A
parameter that manages noise reduction and indenggric signal loss has been defined. The
parameter can be estimated from the noisy interfetoc phase and it is used to minimize the
interferometric phase loss and simultaneously aahgea reasonable level of noise attenuation.
Determination of this parameter can be used tater@glatform as guidance for increasing the
performance of the filters. The method was evalhatgng real INSAR data. Coherence values
have been increased after the application of tbpgsed method.




Chapter 55- Independent Component Analysis for improving the
quality of interferometric products

The accuracy of INSAR DEMs is affected by the terapdecorrelation of SAR images which is
due to atmosphere, land use/cover, soil moisturd, raughness changes. Elimination of the
temporal decorrelation of the master and slave enagproves the DEMs accuracy. In this
chapter, the Independent Component Analysis waleappefore interferometric process. It was
observed that using three ICA entries, ICA indegendources can be interpreted as background
and changed images. ICA when performed on the mastkslave images using the same couple
of additional images produces two background imagkgh enable the production of high
quality DEMs. However, limitations exist in the pased approach.

5.1 Introduction

Independent component analysis (ICA), is speciddlyised for separating mixed signals into

their sources, which are unknown and represeninfioemation searched[103],[104]. It aims at

the linear representation of nongaussian dataagdhb components are statistically independent,
or as independent as possible. Specifically, ICAimizes higher-order statistics such as fourth-
order cummulant(or kurtosis), in order to identihdependent components for non-Gaussian
signals. It exploits the loose end of the Centialit Theorem which states that the distribution

of a sum of independent random variables tendsrtbaasaussian distribution. Thus, there has
been much less work carried out about the use AfifCimage analysis, whereas the use of
PCA, which yields orthogonal vectors of high eneogytents in terms of the variance of the

signals, has been well examined and understocehiote sensing imagery[105],[106]and[107].

Fortunately for ICA, there are many cases whereesosal-world data do not have sufficient
data pools that can be characterized as Gaussiaynthetic Aperture Radars (SAR) imagery,
ICA has been widely used in de-speckling. In [1G8], ICA-based method was proposed for
speckle removal, taking into account the multiglea nature of the noise. In [109], a new
method of sparse coding shrinkage based on indepermdmponent analysis was proposed to
reduce speckle in polarimetric SAR Images. Witht-fmfesholding operator on polarimetric
SAR Image, this method reduced speckle effectieslgt preserved polarimetric properties. In
[110], an improved polarimetric SAR image filterimgethod based on ICA and least squares
support vector machine (LSSVM) was developed tobggter results for terrain classification
and target detection. Furthermore, in [111], tweckle reduction methods based on ICA were
introduced. The methods were compared in detad. dmparison showed that each method has
its own advantage. Since, it is not easy to saglwhiethod is better.

Appart from de-speckling, ICA has been applied &iR3$magery for other purposes. In [112], a
new enhancement method for polarimetric SAR data praposed. ICA was used to extract

® A. Sagellari-Likoka, E. Vafeiadi-Billa, V. Karathassi: Independent component analysis for improthegjuality
of interferometric products. SPIE Commercial + 8tifec Sensing and Imaging; 05/2016




enhanced real and imaginary images. In [113], tikalidity of the linear mixture model of ICA
was discussed, and an estimation method for theripation orientation (PO) angle in order to
correct the mismatched unmixing signals of polatimeSAR image was evaluated. In [114], a
new radar clutter suppression solution based omp@ddent component analysis technique is
presented. The method aims to estimate indeperdemponents (signals) and separate clutter
signal from the observed low signal to noise redigdar echo.

In interferometry, ICA was mainly applied on thenuapped phase [115],[116],[117]. The scope
of these works was to use ICA to decompose the appad phase in components. Three
components were mostly extracted, implying atmospH®ictuations, topography, and terrain
displacement, respectively. However, the atmosphe@omponent is related to the 3D
heterogeneities of the atmosphere, since verticatifecation of the atmosphere produces height-
dependent refractivity variations and thus it isreated with topography [118],[119],[120].
Furthermore, apart from atmospheric fluctuationd terrain displacement, the accuracy of the
estimated height is affected by other factors, saghemporal changes of the scatterers due to
moisture, roughness, leave orientation, etc., lesalcover changes, etc.

The scope of this chapter is to exploit ICA for noying DEMs accuracy. It is assumed that
pixels in SAR images contain mixed information. épgndent component analysis is specially
devised for separating mixed signals into theirrsest The chapter employs ICA method to
analyze the mixed values of SAR imagery into indeleat non-Gaussian signals. Interpretation
of such signals enables the interferometric protegzroduce DEMs with higher quality. The
proposed methodology is validated using real staéthages.

5.2 Problem formulation

A realistic analysis scenario of the interferoneephase between two SAR acquisition images
can be expressed as sum of the following paramedgr®pography, b) the line-of-sight LOS
cumulative deformation between the two times of thterferometric pair images, c) the
atmospheric fluctuations, and e) a random noige tehich takes into account the temporal de-
correlation due to random changes of the grountlessdor spatial scales of the order of signal
wavelength or other random instrumental noises][121

From all the atmospheric layers, the ionospherethadroposphere are the main ones degrading
the quality of INSAR measurements. The troposphergains about 80% of the total molecular
mass of the atmosphere and nearly all the watesrfd@1]. The water vapor is a highly variable
component in the troposphere and is responsiblenfust of the atmospheric errors in INSAR
measurements [118].

When the microwave propagates through the atmospltetan be both bent and delayed. The
propagation delay dominates in INSAR measuremds]] When considering the propagation
delays, the phase measurements of the repeat-p&gdfk] wrapped phasegl(master) and
y2(slave), can be written as:




_Am o
Winaster1™ A (pl Ap )+ljJ (5.1)

4
Wslave2= Tn(p Op )ty (5.2)

wherep; andp, are the slant ranges between a ground resolugibarnd the SAR platforny, is
the radar wavelength; amp, and Ap, are the propagation delays for the first and #wosd
image acquisitions, angl is the target backscattering in dates 1 and 2nwhaster and slave
images have been acquired, aridandy2 the phase due to the backscattering propertiéseof
ground scatterers when the images have been adqtiltes gives the interferometric phase:

4 4
(I) = Wnasterr™ VY slaver T]T(p Y )2+TT[(Ap EAp )1+ (llJ TY )2 (5.3)

where (4/)\)(p1—p2) is the interferometric phase induced by the togplyy and surface
deformation, (4/A)(Ap.—Ap;) is the interferometric phase induced by the aphesc delays,
andyi-y, are backscattering changes of the ground scataltee to temporal changes in their
position, orientation, humidity, roughness, etc .

High quality DEMs are produced if all the termstbé third part of equation (5.3) except the
topography are cancelled. Many studies, [122]JI2Bsider that SAR interferogram, includes
a mixture of three phase components related to graypby, terrain displacement, and
atmosphere, and try to detect and cancel the atmospcomponent. However, temporal
changes are an important factor that when is kehténto consideration affects DEM accuracy.
After the de-speckling procedure, every pixel inRSAnages can be considered that contains
four types of information: inherent properties bé tground scatterers related to the microwave
radiation, topography, atmospheric contributionsd dackscattering changes due to ground
scatterers changes. For two SAR images depictigséme area, inherent properties of the
ground scatterers and topography (in case thatmetmns have not occurred) are the same,
whereas atmospheric contributions, and temporahgés of the scatterers may differ. Hence,
each SAR pixel can be considered as the mixturehahged and unchanged backscattering
contributions. Employing ICA for decomposing SAR aiges, independencies are revealed
through higher order statistics. Changes can bectdgt since they are independent from
unchanged signals. So each independent source cemipcan represent some types of change
[124]. In this chapter it is assumed that unchanfadkscattering contributions are also
independent from the changed ones. Hence, eachandent ICA component is supposed to be
associated with the changed or unchanged partediackscattering value. The ICA component
which is mostly associated with the unchanged giatie backscattering value can be used in the
interferometric process since it eliminates thesdcand third terms of equation (5.3).

Since totally three parts of the backscatteringrioutions are considered — the unchanged and
the two changed contributions- three independenirces are considered in this analysis.
Obviously topography contributions are relatedn® scene geometry. Implementing ICA, scene
geometry will be affected in the component presenthe uncharged backscattering part. In case




that ICA is implemented with the same set of imadess the master and slave image,
atmospheric common component and geometry scheewseére reduced.

5.3 The proposed methodology

According to the proposed methodology, de-speckB8&R images are decomposed to
independent components prior to interferometriccess. For n input images ICA always
produces n independent components. For every imnageted in the ICA, it is assumed that one
component will correspond to the unchanged pathefbascattering value. ICA is implemented
twice, one for the master (MD1) and one for thesesléSD4) image respectively. The same
complementary set of SAR images (D2, D3) shouldds®d for the production of the unchanged
component of the master and slave image for reduti@a atmospheric common component and
geometry scheme effects. It should be noticed Bifaland D3 should be coregistrated before
ICA implementation, in order to be adapted on maatel slave image geometry. After ICA
implementation, one component showing the unchapgetof the backscattering radiation will
be generated for the master (MS1) image and onthéoslave (SS1) image respectively. These
images are then inserted in the interferometricgss.

The proposed approach is presented on the worldlotlue figure 25. In this illustration, three
images (n=3) have been inserted in the ICA process.
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Figure 25. Workflow of the proposed approach

5.3 Implementation and evaluation

The performance of the proposed methodology wasluatesl using Envisat images
(fo=5.331GHz, W¥16MHz) over the prefecture of Attica, Greece (Tahlg. The images present
similar incidence angles (21and the same polarization (HH).

Table 21Envisat images

Nr | ENVISAT_IMAGE
20030705
20031018
20040131
20040515
20040619

g Ml W N




Images 28 and 29 are the master and slave imagectesly, whereas the other images served
as ancillary images and were only used for ICA enmntation. Although according to the
proposed methodology three images should be imsantéCA, three experiments have been
conducted with 2 (2), 3 (D=3) and 4 ([=4) images respectively. By this way, verification
the assumption made in session 2 will be doneeBoh experiment, the same ancillary images
were used for both master and slave image. Thedl@évithm proposed in [104] has been used.

For the evaluation of the proposed methodology, different sub-images have been selected.
SAR interferometry has been applied using two I@fponents, one generated by the master
set and one by the slave set, selected accordithg teriteria analyzed in session 2, i.e. depicting
the unchanged backscattering components. For adsin®ge, figures 26, and 27 show the

selected component for the master set. Three coemp®rare presented in figures 26 and 27,
corresponding to the three experiments=d), (D=3) and (B=4) respectively.

(b) (c)
Figure 26. Outcome from ICA for sub-image 1 presenthe unchanged component: (a) Di=2, (b) Di=3 Qic4.

(b) (c)
Figure 27. Outcome from ICA for sub-image 2 for tiiehanged component: (a) Di=2, (b) Di=3, (c) Di=4.

In figures 28 and 29, the three ICA components a$ters for both areas images for Di=3, are
shown. It is observed that it is not possible igirdbute the components that correspond to the
changed backscattering contributions to sourcels as@tmosphere and temporal changes of the

scatterers.



(b)

Figure 28. The three ICA components of master infag®i=3 and for sub-area 1

() (b)

Figure 29.The three ICA components of master infag®i=3 and for sub-area 1

For each sub-image, 3 DEMs have been producedfroneeach experiment. For evaluation
purposes, the DEM have been also generated witheudpplication of the proposed approach,
but using the initial master and slave image. fetemetric processing has been carried out
using the “Sarscape” INSAR software [87]. For eB&iM, the Root Mean Square (RMS) Error
in meters has been calculated using as referendd, Dte DEM provided by the National
Cadastre and Mapping Agency with absolute veracauracy 4m. Tables 22 and 23 show the
mean coherence value of the interferograms derwgldout and with ICA technique. It is
observed that coherence is increased the most thhem images are inserted in ICA. As proved
in chapters 4, areas with increased coherencewmitiuce DEM with higher quality.

Table 22Mean coherence for sub-area 1

Nr of Images inserted in
ICA INSAR ICA-INSAR
2 0.41
3 0.38 0.43
4 0.42




Table 23Mean coherence for sub-area 2

Nr of Images inserted in
ICA INSAR ICA-INSAR
2 0.52
3 0.51 0.55
4 0.53

In tables 24 and 25, the Root Mean Square ErrdteoEstimated Height for sub-images

land 2 is shown.

Table 24Root Mean Square Error of the Estimated Height forsub-image 1

Nr of Images ins. ICA INSAR ICA-INSAR
2 19.1
3 19.6 17.8
4 18.2

Table 25Ro0t Mean Square Error of the Estimated Height forsub-image 2

Nr of Images ins. ICA INSAR ICA-INSAR
2 20.2
3 23.2 18.9
4 19.8

It is observed that ICA improves interferometryules in all cases. Especially, for Di=3
interferometry yields the best results. This vesfithe assumption that only one ICA
component is associated to the unchanged paredbdbkscattering radiation, whereas there
are two components that are associated to backsogtthanges.

5.4 Conclusions

The aim of this study was to explore ICA meansmu$AR interferometric process in order to
improve the DEM accuracy. It is assumed that batksdng values of SAR images may be
analyzed to unchanged and changed parts. Sourcaacbfinged parts are considered to be
topography and inherent properties of the targetthé microwave radiation, whereas changed
parts are assumed to be caused by atmospherierpdial changes of the targets. Thus, when




ICA is implemented, one ICA component will mainlgreespond to the unchanged part of the
backscattering.

It was verified that ICA when applied on the masted slave images separately using the same
couple of complementary images produces two backgtamages which improve the quality of
the produced DEMs. The background images are tlages showing the unchanged part of
backscattering.

However, the DEM accuracy improvement using thigho@ology has limitations due to the
following two reasons: a)topography in SAR imagegalated to scene geometry and thus it
cannot be considered safely that it belongs tautiethanged part of the backscattering. Even in
case that the same couple of complementary imagesserted when ICA is applied on the
master and slave image, initial scene geometryhichwinterferometry is based, will be affected
in the ICA components that are used in interferometnd b) there is a part in the atmospheric
contribution which is common for the three imageserted in the ICA of the master image.
Similarly, a part of the atmospheric contributidifferent from the previous one, is common for
the three images inserted in the ICA of the slamage. Consequently, interferometry with ICA
components implies a reduced but existing compoaktite atmosphere in the interferometric
phase.




PART C: Atmospheric signal delay estimation through the
solution of rank deficient systems




Chapter 6- Rank deficient systems of linear equations

6.1. Introduction

Systems of linear equations formulate problems emi&ved in real world and usually are
characterized as either rank-deficient or disatefsed systems.

6.1.1 Definition of Rank-deficient problems

Rank-deficient problems are characterized by therimnab having a well-determined gap
between large and small singular values. Sinceaustaal of small singular values implies gaps
and they also characterize rank-deficient problentss implies that one or more rows and
columns of® are nearly linear combinations of some or allh&f temaining rows and columns.
Therefore, the matrixp contains almost redundant information, and the tkeyhe numerical
treatment of such problems is to extract the liyemdependent information i®, to arrive at
another problem with a well-conditioned matrix [125

6.1.2. Definition of well-posed and ill-posed proleims

The treatment of discrete ill-posed problems rexguia deeper insight into the underlying
mathematical model.

The concept of well-posed and ill-posed problemesgoack to Hadamard at the beginning of
this century; cf., e.g., [126]. Hadamard essentiddifined a problem as ill posed if the solution is
not unique or if it is not a continuous functiontbé data—i.e., if an arbitrary small perturbation
of the data can cause an arbitrarily large pertiwobaf the solution.

More complete treatments can be found in, e.g7][4228], [129], [130], [131], [132], [133],
[134], and [135].

The well-posed problems have the properties bel@5]f

1. A solution exists

2. The solution is unique

3. The solution's behavior changes continuously wighihitial conditions
6.2 Rank decompositions

6.2.1 LU Decompositions

The lower upper LU decomposition was introduced iathematician Alan Turing in
1948.[136][137]

Let ® be a square matrix. An LU factorization referste factorization ofb, with proper row
and/or column orderings or permutations, into taotdrs, a lower triangular matrix and an

upper triangular matrii,



®=LU (6.1)

In the lower triangular matrix all elements abokie tliagonal are zero, in the upper triangular
matrix, all the elements below the diagonal areozdfor a n-by-n matrixd, its LU
decomposition is:
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6.2.2. Rank QR Decompositions

QR decomposition (also called a QR factorizatioing matrix is a decomposition of a matgx
into a product® = QR of an orthogonal matrix Q and an upper tridaig matrix R. QR
decomposition is often used to solve the lineastleguares problem, and is the basis for a
particular eigenvalue algorithm, the QR algorithm.

6.2.2.1 Rectangular matrix

More generally, we can factor a complex mxn matrjxvith m> n, as the product of an mxm
unitary matrix Q and an mxn upper triangular maiixAs the bottom (m — n) rows of an mxn
upper triangular matrix consist entirely of zeraess often useful to partition R, or both R and

Q:

== 3

o ol |=em

where R is an nxn upper triangular matrix, 0 is an (m *mpyero matrix, @is mxn, Q is

mx(m —n), and @ and Q both have orthogonal columns. [138] callR® the thin QR
factorization of®; Trefethen and Bau call this the reduced QR fazation [137]. If® is of full

rank n and we require that the diagonal elemen®, @re positive then Rand Q are unique,
but in general @is not. R is then equal to the upper triangular factor of @holesky
decomposition of* @ (= @' @ if @ is real).




6.2.3. Rank-Revealing SVD Decompositions

The singular value decomposition (SVD) is a factation of a real or complex matrix. It is the
generalization of the eigendecomposition of a pasigemidefinite normal matrix to any m x n
{\displaystyle m\times n} mxn matrix via an extemsiof polar decomposition. It has many
useful applications in signal processing and gtesis

Formally, the singular value decomposition of a m §displaystyle m\times n} real or complex

matrix ® M {\displaystyle \mathbf {M} } is a factorizationof the form WEV*U X V =x

{\displaystyle \mathbf {U\Sigma V~{*}} }, where U U{\displaystyle \mathbf {U} } is mxm an
m x m {\displaystyle m\times m} real or complex tary matrix,~ X {\displaystyle \mathbf
{\Sigma } } is a mxn rectangular diagonal matrix *n {\displaystyle m\times n} with non-
negative real numbers on the diagonal, and V Vsfldiystyle \mathbf {V} } is an nxn n x n
{\displaystyle n\times n} real or complex unitaryatrix. The diagonal entries; o |
{\displaystyle \sigma _{i}} of ¥ X {\displaystyle \mathbf {\Sigma } } are known asetlsingular
values of® M {\displaystyle \mathbf {M} }. The columns of U Y\displaystyle \mathbf {U} }
and the columns of V {\displaystyle \mathbf {V} vV are called the left-singular vectors and
right-singular vectors of M {\displaystyle \mathfif} } @, respectively [139] [1440], [141].
The singular value decomposition can be computedyuke following observations:

a) The left-singular vectors df are a set of orthonormal eigenvactordf*.

b) The right-singular vectors df are a set of orthonormal eigenvector®d.

¢) The non-zero singular values®jffound on the diagonal entriesXyfare the square roots of
the non-zero eigenvalues of bah® and®d*.

An overview of all the methods and approaches mwegaintil now is presented in [142].

6.3 Conclusion

This chapter gives a survey of numerical methodssfiving problems with ill-conditioned
matrices. One of the most important problems irhexal and engineering computing is the
solution of discrete ill-posed and rank deficieygtems of linear equations.

Given a very ill conditioned problem, the advicelaly sounds something like "do not trust the
computed solution, because it is unstable and fikedy dominated by rounding errors.” This is
a good advice for general ill-conditioned problerbst the situation is different for rank-
deficient and discrete ill-posed problems. Thegs@iqudar ill-conditioned systems can be solved
by numerical regularization methods in which thikigon is stabilized by including appropriate
additional information.

Consequenly, the key of the solution is: “Insert time system appropriate additional
information”.




Chapter 76- An approach for solving rank-deficient systems that
enable atmospheric path delay and water vapour content
estimation

This chapter develops mathematical techniquesraales use of INSAR concepts for improving
the quality of DEMs derived from SAR images and viing accurate estimations of
atmospheric path delay, absolute phase delay atet wapour content estimation.

The problem of estimating interferometric paraneteuch as atmospheric path delay, height,
and unwrapping errors is to be described in a mmadieal form when QR factorization
techniques are used for solving rank-deficienteayst In this chapter, a new method for the
solution of rank-deficient systems with few indegent equations, the SVD method s
proposed. In the new method the bounds are camsid@own and provided by the eigenvalues.
New eigenvalues are added inside the bounds. Dtmsgnplementation, attention is given for
the new eigenvalues not to exceed the boundsaktorganised matrix.

This approach is the first time that is used foageh parameterization in terms of height,
troposheric delay and phase unwrapping errors. iidigaof the approach was also studied for
also providing absolute phase delay and water vagantent estimation.

For the implementation and evaluation of the metleVISAT images have been used. The
validation of the results was implemented throudgtS@nd metrological measurements.

7.1 Introduction

Rank-deficient problems in linear systems are feadly encountered. Several studies and
solutions have been carried out based on the Q®rization [143],[144],[145],[146],[147]
and[148]. The [143] is focused on the orthogonatifythe computed vectors which may be
significantly lost in the classical or modified @&reé&Schmidt algorithm. In [144] is shown why
the modified Gram-Schmidt algorithm applied to atnmagenerates a well-conditioned set of
vectors and it deals with the appropriate definitid the initial conditions. In [15] modifications
of the normal equations method are proposed. I6][14e algorithm of Mathias and Stewart
[148] is examined as a tool for constructing regaé&d solutions to rank-deficient and ill-posed
linear equations. The algorithm is based on a semuef QR factorisations. If it is stopped after
the implementation of the first step it produces §ame solution as the complete orthogonal
decomposition and it is closer to the desired smtutomparing to that produced by the Singular
Value Decomposition (SVD).

The findings published in Giraud et al. [146] asséd on the work of [143] and propose an a
posteriori reorthogonalization technique. The syst¢éo be solved have a constant value of rank,
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which in this study is defined as a function of themerical rank deficiency and called update
rank. They also provide bounds in term of eigenssiand not of norms.
In the above studies the number n of the indepean@dationships should be significant. High
precision in [144] and [15] is achieved for n=4@0300, in [140] is 100 to 250 The higher
precision obtained by [144] and [145] is 3.05 #10y [5] ise=10° and by [146] is~10°.
This study initially investigates the potentiality the method suggested by Giraud et al. [146]
for solving linear systems that enable the atmasplheater vapour delay estimation. Due to the
fact that in the specific case study:
a) The update rank has not a constant value,
b) afew independent equations are usually used,
C) a constant residual exists between the numerioéldeficiency of the systems and their
variables k, and
d) inappropriate conditions for the insertion of neigemvalues are used, a new method,
the improved SVD method for the solution of rankident systems with few
independent equations is proposed. The methodsedban the QR — factorization and is
a modified version of the study of Giraud et akgl. In the new approach the bounds
are considered known and provided by the eigensalbew eigenvalues are added
inside the bounds. During the implementation, &ib@ns given not to exceed the bounds
of the reorganised matrix.
The proposed method serves as a tool for solvimgali systems that enable the atmospheric
delay estimation. These systems are characteredimited number of independent equations
and the variables involved have a limited rangealties. They are resulting from repeat-pass
Interferometric Synthetic Aperture Radar (InSAR)isl well known that troposperic delay in
signal propagation is a major constraint of regeEss interferometry (INSAR)
[149],[150],[151]and [152]. INSAR methodology usbs phase differences of two SAR images
in order to calculate the difference of the ramgenftwo SAR sensors (antennas) having slightly
different viewing geometries to targets on the gburhe sensors are separated in both time and
space and range differences are due to a numbesowfces including topography and
atmospheric variation of the set of SAR imageseAfirocessing, the phase delay of a SAR
image resolution element is the sum of several cmapts, which are: a) phase component due
to the height of the pixel, b) path delay due te #tmospheric contribution, ¢) unwrapping
procedure error, d) deformations e) temporal chenged f) phase component due to system
noise.
Atmospheric path delay contributions are mainly ttuénospheric and troposperic influences.
While the impact of ionosphere is usually limitachpospheric  disturbance can influence
significantly the interferometric phase producingearor by the way of a delay. Tropospheric
delay is due to variations in pressure, temperantewater vapor content and can be grouped to
clear air and liquid delay. The former includes ogtiatic and wet delay components. In case of
absence of cloud droplets and rain, liquid delayegligible. In this study the extension of
tropospheric delay estimation in terms of hydrostand wet delay components is also proposed
by establishing the appropriate set of equationge @ the lack of in-situ measurements,
estimation and evaluation of the parameters has t@eied out in terms of wet delay only.
More analytically, for five pixels in SAR imagesalculation of the a) height, b) atmospheric
path delay for each interferometric set that pgudi® in the proposed solution, ¢) absolute phase
delay due to troposphere for the dates of captiirtne® SAR images, and d) water vapour




content for the dates of capture of the SAR imdgesbeen implemented. The evaluation of the
results was supported by data provided by metegicdbstations. The proposed method is pixel

based and its main advantages are a) there ipdtaf reference dates or points, b) there is not
need of a master image, and c) it relies on imadg only.

7.2 The mathematic background

To include the interferometric unwrapped phase rpatar ®, in a functional model which

relates unwrapped phase to the unknown paramefeheight ®,, atmospheric path delay
®_due to temperature, humidity and pressure, phase mloie to unwrapping procedure mainly
caused by steep reliebe, temporal decorrelation,, due to small changes either in the

position or on the orientation of the For everyemgrometric dataset the known parameters are
the unwrapped phase delay parameter as well dméar relationship. In some cases minor
shifts do not exist and temporal decorrelation, sygtem noise are very low, so the parameters
®p, o,and & can be omitted. Consequently based on (7.1)etery pixel, a single

interferogram introduces three variables. In cése¢ two interferograms are available (n=2) a
linear system of equations is built and the nundferariables is increased by one, given that
and®e are kept the same since the height is constarnihéopixel under examination, a baseline
factor is introduced and the coherence value i®sirthe same for all the interferometric sets.
Although there are variances in coherence valuéisreshold can limit them and reduce effects
on the estimation obe,. Therefore, four independent equations are requir@rder to solve the
system. In case of three individual scatterers. (emgvement of the leaves in the trees),
deformation termdp due to minor shifts [153-154], and system noisg, equation (7.1) is

established:

O =D, +D +D_ +D +D_ +D (7.1)

temp sys

The parametersp, —and e depends on the coherengey, as well as® are a function of

baseline and incidence angle. The unknown variadedive and so on, i.e., n+2 independent
equations are needed in order to have the uniquasoof the system.

In other words the matri® has deficient rank because the rank n of the muatriess than k =
n+2, which is the number of the required independequations, and the system is
underdetermined.

The system resulting from n SAR interferograms is:




ch = CDH +cDa11 +q)err (72)
CDZ = cDH -'-q)atZ +cDerr
q)s = cl)H +q)at3 +q)err

(Dn = cl)H -'-q)atn +q)err

The system of equations (7.2) can be written as:
U=0®x (7.3)

Where U is the unwrapped phase vectbrjs the coefficient matrix and x is the unknown
parameter vector. The matdxis a n x k, (k>=n) matrix with k linearly independent columns and
can be factored a®=QR where Q is a k x n matrix with orthonormal ¢ohs and R is an
invertible upper triangular matrix. Given n the spaof R and W a subspace of R, QR
factorization finds the orthogonal basis set for @R factorization is based on Gram-Schmidt
process which re-expresses a given mabrixto an orthogonal set of column vectors and a set
of corresponding coefficients. According to Giraetdal. [146], the solution of system (7.2)
follows three steps in a repetitive procedure:
* Obtain the orthogonal matrix Q, with k columns ofhonormal basis, based on Gram-
Schmidt process.
« Obtain the coefficient matrix R ='@ based on the observation that@= I. Hence, O
©=Q (QR)=(JQR=IR=R.
« Obtain x = R'Q" U, where x is the best approximation which minimizes the sum
qguared error between initial and reconstructed inesi{143].

Hence, the following decomposition QR is alwayssilde for a real matrix, known the spectral
theorem according Giraud et al. [146]:

®=Q'=Q (7.4)

where the diagonal matr has eigenvalues in its diagonal and the matria®edigenvectors as
rows. The spectral decomposition is a special cdgbe diagonalization where more strictly
orthogonality is enforced for every real matrix.

The above theorem is supported by the followingfe$146].

1. Matrix ® with zero eigenvalue is not invertible. (Not intilele matrices have all
oi= 0, whereas singular invertible matrices may ideluzero among their
eigenvalues).

2. Eigenvectors that correspond to distinct eigenvalaee linearly independent
[145].




3. Full-rank matrix® has non-zero determinant and hence non-zero eafjess/
(The determinant of a full-rank matri¢ is non-zero, i.e., detd| # 0. The
existence of a zero eigenvalue induces that 0 sddedl| = det ¢|, which is a
contradiction.)

4. The eigenvalues of a triangular matrix are theientn its main diagonal.

5. For any integer ng, is an eigenvalue ab, with corresponding eigenvectof.x
(negative integer n works whdnis invertible)

In [146] there are two conditions for checking ththogonality and one for the new inserted
eigenvalues: the new eigenvalues are inserted drthenposition of the central eigenvalue and
the initial bounds of the eigenvalues (mat&) are updated without setting constraints.
Moreover, the update rank of the maiixs equal to (n-k) and not constant because indhse
the number of independent equations and parametere both modified. The solution
concerned systems with minimum rank equal to twudhed.

In water vapour estimation case the condition corning the eigenvalues should be modified
because the bounds of the eigenvalues should lec&aptant. This is required due to the fact
that dy is constant for the pixel under examination amphificantly contributes to the value of
the unwrapped phase. Thdsy, is defined by the higher eigenvalue which is ohéhe bounds.

Besides, the atmospheric path delay comporeptis usually treated in the stochastic model

instead of the functional model, while assuming ibaa zero mean circular Gaussian process.
The diagonal matriX is given by equation (146):

> =diag(a,, 0,....,0,,,) (7.5)

wherec1>02>...>6,:1>0, are the eigenvalues of the system.
Close to the bounds of the eigenvalues the mé&wvalues are simultaneously introduced
according to equation (7.6):

01> 6’1 262>...206> 6’ n> Onet (7.6)

Thus, eigenvalues are always kept in their ini@lnds.
Claiming the updated to be full rank, because:

1) ¢'+>0, and

2) o> on+1
then the minimum perturbation matricesd and B is achieved by the minimal matrix Frobenius
norm [143]. For real matrices, the squared Frolseniorm is equivalent to sum-squared error
between the initial and reconstructed matrices.

For every interferometric set, the atmospheric pallay @, is defined as:

®, =0, - (7.7)

af; Alagter algave




where o, and ¢, are the absolute phase delays for the dates whetemand slave

images are captured. For n SAR interferograms, spimeric path delay is described by the
following system:
atmagter 1 - algael = q)atl (78)

atage 2 - q)atdavez = CD

@ -® =0

atager 3 atyae3 at3

at 2

Pt ™ Pty = Pty

Consequently, based on the solution of (7.2), syg#e8) can be solved in terms of, and
o, Wwhich are the absolute phase delay for each ddte.constraint of system (7.8) is that

aty,
every image should be appeared in at least two lsetaore sets each image appears better the
estimated solution is, since the magnitude of twenlded vector of each atmospheric path delay
is increased and the field of potential solutidecreased.
The solution of system (7.8) is the same like the described above.
Furthermore for each date considering the ionosphefluences being zero, the propagation
delay can be determined as:

= q)HD +¢WD + (DLW (79)

Algatel

Where @, is the hydrostatic delay for dateaused by the permanent dipole moment of water

vapor refractivity [155],®,, is the combination of water vapor and temperaiame,® ,, is the

delay related to the liquid water content.

The hydrostatic phase delay for each date is aifumof surface pressure and temperature. The
pressure gradients are usually limited within apaaof 100 x 100 km [155] thus, these
parameters are usually considered stable. In ae ttee extent of the area is equal to the SAR
pixel resolution which is of the order of some sgumeters. For each pixel resolution area, the

temperature varies with time. If this variatioriasv the hydrostatic delay,,, can be considered
stable. Low variation of temperature is not a gahease but without this assumption system

(7.9) cannot be solved due to constraints of thepgsed solution. Based on the above
assumption a new system (7.10) of metrological datebe built:




CDHD +C])WDl +CDLW1 = (710)

Algarte 1

Dy +cDWDZ +cDLW2 =

atdate 2

D, +q)vv03 +O =P

atdate 3

CDHD +¢WDm +q)|_wm =P

atgaeM

where m is the number of dates. The solution of #ystem with deficient rank is given
following the proposed approach, since the systemditions are similar. In this system the

hydrostatic delay®,,,is the most accurately estimated. Estimation angpmag of atmospheric
water vapor can be efficiently implemente®,,, and ®,,, can also be estimated using the

system (7.10) and evaluated according to [156]doet to the fact that the rank of the system is
very deficient, their precision is expected nobé&high. If they are considered as one parameter

(P,p +P,,, ) the rank of the system increases by m and itsipo® is expected satisfactory.

7.3 The Methodology

The Synthetic Aperture Radar (SAR) interferomepiocessing sequence includes a number of
steps, one of which is the phase unwrapping whetiebyphase ambiguities are solved. Using
satellite positional/imaging parameters for eadkrierometric set, unwrapped phase value can
be converted into height [157]:

h=®, QArsina)/4mB, (7.11)

where B is the perpendicular component of the base lines, the incidence angle? . is the

unwrapped phase value of the interferogram, resréimge of the interferometric set and h is the
elevation of ground at the point observation.
Based on equation (7.1) the ph&e is not only due to the height of the target bub alse to

atmospheric path dela®, and to phase noisey,,.
Therefore equation (7.11) can be written as:

h=(®, +®d,_, +®,)C/Bg (7.12)

Err

where C =(Arsina )/ 4rand can be estimated for each pixel and interfaragr

Thus it is clear that an error in height due todbmosphere and unwrapped processing depends
on the baseline [152]. As far as the baselinetlersgyconcerned, it is known that short baselines
reduce the topographic effect on the interferogr®aling to errors in height estimation [150].




On the other hand, long baselines lead to a mooarrate estimation of height, but the
atmospheric effect is hidden underneath [146].

If interferograms of approximately the same basgelémgth are not available, parameters related
to the length of the baselines should be introducede model (7.1).

Based on equation (7.12) and considering that fal phase parameters apart from the
topographic introduce an error on height, the systéequations (7.2) can be written

CDH *Cl/ Bl+¢at1* Cll Bl+q)err* C{ Bl (7'13)
CDH*CZ/ Bz+q)a12* Czl Bz+q)err* C£ Bz
:cDH *C3/ B3+q)at3* CJ B3+q)err* Cé Bs

Hl
H2
H,

H,=®,*C,/B,+®, *C/ B, +®,* C/ B,

where, H is the inaccurate height provided by the unwragpprocess, B. B, are the
perpendicular component of the baselines of therfeMometric sets and@;*Ci/B; is the precise
height without baseline, atmospheric, etc., errdsreover incorporating systems (7.8) and

(7.10) into (7.13) the syster®, .. X=U ... IS built where all the parameters concerning

atmospheric path delay estimation are includég,,., “mother” matrix form, x andU, .. are
defined as :
[o*G/ B ®*dB 0 0 Q*g B 0 0 0 0 0 0 0 0
®*C/B 0 IDEQ*CJ B 0 O*CGB, 0 0 0 0 0 0
DG B 0 0 Q*G/B ®GHR 0 0 0 0 0 0 0 0 (714)
0 —o*GB O 0 0 -@.,GB B 0 0 0 0 0 0
Q.4 0 0 0 -®G/mB 0 0  ,G/B ®, *G/B 0 0 0 0 0
0 0 0 -©'G/BE 0 -9,G/B 0 o.'G/B 0 0 0 0 0
0 0 0 0 0 0 0 0 ®&B®RCHB 0 KCB 0
| o 0 0 0 0 0 0 0 @SGB 0 @GR 0 @ GBR)
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In the present form all the parameters are estunateneters for evaluation purposes, ... can
also be written as following:

[c,/B, C,/B, 0 o ¢CJ/B, 0 0 0 0O 0 0O 0 (Q (7_15)
c,/B, 0 C,B, 0 C,B, 0 0 0 0 0 0 0 O
c./B, O o ¢c,/B, C//B, O 0O 0O O 0O 0 O
0 -1 0 0 0 11 0 0 0 0 0 (
O e =| O 0 0 -1 0 0-11 0 0 0 0 (
0 0 0 -1 0 -1 0 1 0 0 O g
0 0 0 0 0 0 0 0 1 1 0 1 (
. o 0 0 0 0 0 0 01 0 1 0 1

)(:I:CDH D D B D D BBy By Py q:,um]

In system 7.14, the number of lines is 2n+m wheig the number of interferograms and m the
number of dates. The number of columns is not emisind depends on the number of the
unknown parameters to be estimated. The maximunbauof columns is 2+4n+2m.
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7.4 Implementation and evaluation

The dataset consists of 21 descending Envisat isnfige 5.331 GHz, W~16MHz) (table26).
Based on them, 46 interferograms have been gedenaigng a baseline less than the critical
baseline and coherence value greater than 0.58héopixels under examination. Setting the
threshold of 0.55 on the coherence value, variatminthe parameteby, due to coherence are
reduced.

Table 26Envisat SAR images

Nr Year | Month | Day Orbit
1 2003 2 8 4935
2 2003 4 10 5801
3 2003 4 26 6030
4 2003 6 29 6946
5 2003 7 5 7032
6 2003 10 18 8535
7 2003 12 27 9537
8 2004 1 31 10038
9 2004 4 10 11040
10 2004 5 15 11541
11 2004 6 19 12042
12 2004 11 25 14318
13 2004 12 30 14819
14 2005 2 3 15320
15 2005 2 12 15456
16 2005 2 19 15549
17 2005 3 19 15959
18 2005 4 23 16458
19 2005 5 28 16959
20 2005 7 3 17453
21 2005 9 10 18450

The Sarscape software package has been used assydiiteractive Data Language (IDL)
routines have been developed for the implementatiche described algorithm. The following
workflow (Figure 30) describes the steps of thelengentation.
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Figure 30. Workflow

Evaluation of the method has been achieved through:

a) GPS measurements, and

b) meteorological measurements obtained almost simediasly with the SAR sensor

passage.

measured for each one of the five metereologiadioss.
For comparison purposes, meteorological data haea bonverted to phase delay through the
Sastaamoinen model [36] and then to height [1531].ekample, the atmospheric path delay for
the interferometric set 3/7 — 10/9 is presentetdlihe 27.

Table 27The atmospheric path delay in meters for an interfeometric dataset.

Nr Date Temp.( Celsius) [Relative humidity Atm.path delay(m)
1 3/7/2005 12.2 64% 0.8892
2 10/9/2005 9.6 79%

For each station the system of equations (7.14plged in order to estimate the a) height, b)
atmospheric path delay for each interferometri¢c eetibsolute phase delay due to troposphere
for the dates of capture of the SAR images andatgmwapour content for the dates of capture
of the SAR images. The stations are found in densan areas where there is not vegetation but
only buildings and streets. Thus, there are nohgés either in the position or on the orientation
of the individual scatterers and temporal changese reasonably considered negligible.
Moreover, the term of liquid water cont@pt, is neglected because we have neither rain nor
clouds in the dates of image capture.

For each station, n-1 systems of equations have bstblished where n is the number of
interferograms involved. Consequently 45 differsalutions for the parameter of height have
been estimated and compared with the GPS measurerii@rir accuracy is given in Figure 31.

103



Height_Station | Height_Station Il
3300
18.00
3250 *
17.00
—_ /g 3200 *
é 16.00 = 3150
= z
= j=2}
> 15.00 B 31.00
7] =
2 1400 3050
1300 3000
1200 2950
13 5 7 9 111315 17 10 21 23 25 27 29 31 33 35 37 39 41 43 45 1 3 5 7 9 11131517 1921 23 2527 29 31 33 35 37 39 41 43 45 47
number of interferograms ’—uumhgm.umngm_qmms—‘
——oGps e P\ d Method
—&— GPS measurement—&— Proposed Metho measureme ropose °
Height_Station Il Height_Station IV
6950 13900 |
69.00 13850
= = 13800
\E/ 6850 g/
z = w750 - S
09: 68.00 © 13700
< 2
6750 136.50
136.00
67.00 13550
1 3 5 7 91113 1517192123 2527 29 31 33 35 37 39 41 43 45 47 1 N 7 10 13 16 19 22 25 28 31 34 37 40 43 46
number of interferograms number of interferograms
—— GPS mearurement—&— Proposed Meth04
p —&— GPS measurement—&— Proposed Metho

23600
23550
23500
23450
23400
23350
23300
23250

height (m)

Height_Station V

PV —

13 5 7 911131517 1921 23 2527 29 31 33 35 37 39 41 43 45 47

number of interferograms

‘ —— GPS measurement—&— Proposed Melho%

Figure 31. The measured and estimated height fir station using 2 to 46 interferograms.

It is observed that the greatest the number ofinte¥ferograms used the higher the accuracy
achieved. Generally, for more than 25 interferogrdhe systems converge producing errors of
the order of 2*10 — 4*10* (table 32).The accuracy is independent from duall height. In
table 33 it is observed the number of the intedeams by which the errors of table 32 are
obtained.

In Figure 32, for each station, it is observeddk#mation of the atmospheric path delay between
the same set of dates (3 July and 10 September005)2produced by the 45 systems
respectively.
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Figure 32. The measured and estimated atmosplethicdelay between 3 July (reference date) and p@&ber of
2005 for each station using 2 to 46 interferograms.

It is observed that the system converges as théeuaf interferograms increases. However the
limited number of the available interferograms doetlet the systems to produce the optimum
solution regarding the atmospheric path delay. Ht@ospheric path delay is estimated
producing errors of the order of (3*3€ 2*10*) m (table 28) for each station. In table 29 it is
observed the number of the interferograms by whieherrors of table 28 are obtained. It is
observed that accuracy is independent from the ralgnof the measured atmospheric path

delay.

Table 28The maximum and minimum errors of the height, atmopheric path delay and absolute phase delay paramete

for each station.

Error Station | | Station Il| Station Ill Station I}/  Statio/

height max error(m) 1.81000 1.48040 1.125p0 1.36000 20DO
heigh min error(m) 0.0002d 0.0004pD 0.00035 0.0002 0.8092

(path delay) max error(m) 1.0000p  0.97800 1.06J00  @O9P 0.82500

path dealy) min error(m) 0.00020  0.00035 0.0014 0.00200.00300
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Table 29The number of interferograms which produce the minand max error.

Nr. Interferograms Station Station ]I Station |Il 8te IV | Station V

for the height max error(m) n=4 n=2 n=2 n=12 n=2,
for the heigh min error(m) n=20 n=9 n=11 n=264 n=2(
for the (path delay) max error(in) n=2 n=5 n=4 n=4 n=3J
for the path dealy) min error(nj) n=16 n=18| n=194 n=1y =2

Figure 33 presents the estimation of the absoluése delay for each date, for station I.

Absolute phase delay for Station |

o M_|

1 2 3 5 6 7 8 9 10 11 12 13 14 15 (1§ 17 20 21

abs.phase (in m)

O Meteorological datam Estimations ‘

Figure 33. Measured and estimated absolute phieg fde each date, for Station I.

The results are produced by 46 interferograms hadsoblution concerns the 21 different dates
given in table 26. Although absolute phase delagsatimated based on 46 interferograms only,
their accuracy is quite high. All the dates areocemtered twice in the system apart from dates
20050703 (number 15 in figure 29) and 20050910 pem21 in figure 29). Similar results were
produced for the other stations. Table 30 showsrtimeand max error of absolute phase delay,
for each station. The error ranges from 2*1a.0* m.

Table 30The maximum and minimum errors of the absolute phas delay.

Error Station | Station Il Station Il] Station I}V Statio/
(abs.phase) max error(m) 0.22¢ 0.1402( -0.0740( | 0.0528( [ 0.0945(
(abs.phase) min error(m) 0.0005¢ 0.0003¢ 0.0035: | 0.0063¢ | 0.0001¢

Table 31 presents the estimated atmospheric wafar\contentin this table, for each date, the
% errorof the water vapor conteri®,, is presented for station |. The measured wateova@s
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transformed to phas@,through the Saastamoinen’s model which is an apmated model
and implies its own errors.

Table 31The relative error of the atmospheric water vapourcontent.

Measurement Relative Error
Nr Date dWD(m) (%)
1 datel 0.8500 4.612
2 date2 0.0500 19.000
3 date3 0.9700 15.979
4 date4 0.7800 15.769
5 date5 0.0600 3.330
6 date6 1.0200 11.431
7 date7 0.0470 34.043
8 date8 0.9600 3.646
9 date9 1.2000 19.997
10 datel10 0.7580 0.000
11 datell 1.2000 15.000
12 datel12 0.2200 7.727
13 datel3 0.9000 17.889
14 date14 0.2700 3.778
15 datel5 0.1700 1.176
16 datel6 0.9200 0.543
17 datel7 0.3000 10.000
18 datel8 1.2900 7.829
19 datel19 0.6900 28.986
20 date20 0.7600 9.211
21 date21 1.6400 10.976

The error ranges between 0 and 34%. This is maiméyto the assumption that the hydrostatic
phase delay is stable through time and does ngtwidin temperature. Temperature in this study
ranged from 2C to 32C.

7.5 Conclusions

In this study we developed a new mathematical gmbrdor the accurate estimation of the
height, atmospheric path delay, absolute phase delé water vapor content through differential
interferometry procedure. The approach is basethe@QR-factorization and emphasis is given
on the adjustment of the new eigenvalues throughefitablishment of the most appropriate
conditions. The system to be solved is pixel-based.

In the proposed methodology the unwrapped phaseat/zed to several components: height,
atmospheric path delay, phase noise due to unwrgpgpocedure, temporal decorrelation term,
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deformation term, and system noise. System noiserisidered negligible. Two constraints are
set: the former is that the component of the phsse is considered stable given that pixels
with coherence higher than 55% participate in taten. This, slightly affected the accuracy of
the results since accuracies in height, atmosplpatic delay and absolute phase delay are quite
high. The latter is that the hydrostatic phaseysaonsidered stable through time and does not
vary with temperature. In the case study, the tianaof 30C in temperature mainly affected the
atmospheric water vapor accuracy by producing aor &f 34%. However, it should be noted
that estimations were based on 46 interferograrys on

Moreover, in the case study the parameters of temhpbanges and deformation were omitted,
since the five pixels under examination were foumdense urban environment, where reflectors
have no changes and minor shifts did not occucalke of temporal changes the methodology
also can be applied on system of equations thatridwek is n and the unknown variables k are
2n+2. In this case the required number of integeams should be at least duplicated using the
same dataset in order to have satisfactory resBitsilar requirements should be set for the
estimation of the deformation parameter.

The improved SVD method produced satisfactory tesuiven the limited number of
independent available equations (46), the errottferheight parameter was of the order of,10
for the atmospheric path delay parameter rangea1f@5 to 10, for the absolute phase delay
ranges from 16 to 10* and for the atmospheric water vapor ranges frot 84% of the
measured value.
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Chapter 87- Solving Rank-deficient Linear Systems for the
Estimation of the Atmospheric Phase Delay Parameter

It is already stated in this thesis that a) forhepixel, the values of the unwrapped phase
produced by interferometric pairs can be paranmgdrand phase components, such as height,
atmospheric path delay difference for the dateswvelry interferometric set image acquisition,
and unwrapping error can be estimated through thetisn of a rank deficient system of
equations and b) there are several state of thmethods for solving rank deficient systems of
equations, such as the Lower-Upper method, QR raeaton and Singular Value
Decomposition (SVD). In the previous chapter, ttiprioved SVD method, which enables the
accurate estimation of phase components, has begroged. In this study, one alternative
method for the estimation of the differential iiéeometry parameters, the improved QR, is
proposed. The method relies on the reorganizatidhe system of equations by using external
meteorological data which correspond to the actjoisidates that are less present in the
interferometric SAR data set. All the aforementimeethods were tested and compared. The
improved SVD and improved QR methods yield the nsagisfactory results for all the phase
components. The former estimates the heights biewoly almost GPS accuracy, whereas the
latter is more robust, producing results of almthe¢ same accuracy for all the estimated
atmospheric path delays. However, the requirerérinown values for at least two phase
components makes the improved QR method less opaaht

8.1. Introduction

Water vapor is a key element of the hydrologicalleyand the atmospheric greenhouse effect.
The movement of water vapor through the hydroldgigale is strongly coupled to precipitation
and soil moisture, which have important practicaplications. SAR Differential Interferometry
(DINSAR) observes microwave path delays due to gpieric effects and especially to those
resulting from water vapor atmospheric contentds Bmables the estimation of the total water
vapor column with very high spatial resolution (e2pm) on the ground. Although SAR
satellites cannot provide sufficient temporal reoh, DINSAR can significantly contribute to
the development of an integrated modeling for fastiog systems.

In DINSAR processing, the interferometric ph&ésanalyzed in many components such as the
phase delay due to the local topography, atmospipdrase delay difference for the dates of
every interferometric set image acquisition, swfdeformation component, and errors mainly
due to phase unwrapping process. The atmosphetlt gelay component is caused by
ionospheric and tropospheric effects. Althoughithpact of the ionosphere is usually limited,

" V. Karathanassi, A. Sagellari-Likoka: Solving Ratdficient Linear Systems for the Estimation of the
Atmospheric Phase Delay Parameter.01/2014; 2(25,b®I: 10.13189/ujg.2014.020201
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tropospheric disturbance can significantly affdw interferometric phase, producing a phase
delay. Thus, the total water vapor column is asdedi with the atmospheric phase delay.
Research in the field of DINSAR focuses on thenestion of the surface deformation term,
considering the atmospheric phase delay estimataddteorological or GPS measurements, or
using satellite data such as MODIS and MERIS [8PB]1 However, atmospheric phase delay
estimation through DINSAR means is often encoudtene the literature [160]. The
interferometric phase delay components can be attrthrough the solution of a rank-deficient
system of linear equations, as in chapter 7. Is ¢hse the phase components are considered as
the unknown parameters of a system of equations. S¥ID method is usually selected for
solving the DINSAR model because it is a valuallel tyielding adaptive solution to each
problem since the effect of each singular value lsaranalyzed in the solution. For example,
SVD, as well as Least Mean Squares, have beenegleg several studies [12], [161],[162] to
link independent SAR acquisition datasets and et the deformation term. These studies
exploit the fact that atmospheric phase signalsramly space-correlated and time-uncorrelated
so that atmosphere contributions may be extraata fatmospheric-corrupted” deformation
time-series through the cascade of a HP time andplafal filters. However in such algorithms,
the goal is the estimation of the surface deforomatime evolution, and atmospheric signals are
considered as artifact spurious terms.

In this chapter the mathematical methods for sglvank-deficient linear systems that enable the
estimation of the phase components involved in BRSmodels are evaluated. Five
mathematical methods for solving rank deficientteys: a) the LU decomposition method, b)
the QR factorization meth8dc) the Improved QR factorization method, d) thegSlar Vector
Decomposition method, and e) the Improved SVD nttlawe applied and compared. All the
methods are well documented in the literature dpam the Improved QR factorization method
which is developed within this study. For each rodththe appropriate algorithms in terms of
applicability, reliability, accuracy, and efficiepchave been developed. Comparison and
validation of the results has been implementeduthindGPS and meteorological measurements.

8.2 Model for interferometric phase analysis

According to chapter 7, the functional model whielates unwrapped interferometric phase
to the unknown parameters of heighy, atmospheric path delay due to changes in tempetat
humidity and pressur@, for the dates of the interferometric set image &ttjon, unwrapping
errors®g, temporal decorrelation due to small changes eithéine position or in the orientation
of the individual scatterers (e.g. movement oflé@ves in the treesp, , deformation terndp

[154, 155], and system noise,_, is given by (8.1):

8 A. Sagellari-Likoka, V. Karathanassi: Troposphesignal delay estimation in repeat-pass SAR Interfetry
with QR-factorization. Control & Automation, 200MED '07. Mediterranean Conference on; 07/2007
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P=0,+P_ +O_ +O +] _+ (8.1)

temp sys

The parameters , ~and®err depend on the coherence. Moreabgrand®y are a function

of baseline and incidence angle. In the linear ml&), for every interferometric dataset the
known parameter is the unwrapped interferometrigsph Considering that ground deformation
does not exist in the area, and temporal decoivelat , = for coherent pixels, as well as system

noise are very low, the parametérs, o, =~ ando_ . can be omitted. Consequently based on
(8.1), for n interferograms and for a single pixké following system of equations is considered:

Pl = CDHl +cDaIl +cDerr1 (82)
P2 = CDH2 +q)alz +q)errz
F% = CDH3 +¢at3 +¢err3

Pn :cDHn +q)aln +¢errn

In (8.2), the unwrapped interferometric pha2es slightly affected by baseline inaccuracies in

case that the SAR interferometric processing iresua rigorous orbital correction that corrects
phase residual gradients in azimuth and distandbeimterferogram and reflattening [163].
Using sensor parameters, such as the wavel@ngtie slant range r, the incidence angleand

the perpendicular baseIiBD, the unwrapped interferometric phaBecan be converted into
height [164]:

H=P(Arsinag )/ 4nB, (8.3)
Based on (8.2) equation (8.3) can be written as:

H:(¢H+cbat+cberr)C/BD (84)

where C =(Arsina )/ 4rand can be estimated for each pixel and interfarogit is clear that
errors in height due to the atmosphere and phaseapping depend on the baseline [158].

Based on (8.4), system of equations (8.2) can ieewr
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H,=®, *C/B +®, *C/ B+®,* C/ B, (8.5)
H,=®, *C,/B,+®,*C/ B,+®, * C} B,
H,=®, *C,/B,+®, *C/ B,+®_ * C/| B,

H,=®, *C,/B,+®, *C/ B +®, * C/ B,

where, His the inaccurate height provided by the unwrappéstferometric phase; B B, are
the perpendicular components of the baselineseointierferometric setsh,;*Ci/B; is the precise
height Hp without errors introduced by the baseline, inciderengle, atmospheric and
unwrapping factors, and thus it has equal valuelfithe interferometric sets; anpl, *C,/ B, is

the unwrapping error multiplied by the baseline aradent angle factors. For n interferograms
and for the same ground pixeh_ can be considered the same in case that the shase p

unwrapping algorithm is used, a baseline and adent angle factor are introduced in the model
and the coherence value of the pixel is almoss#me for all the interferometric sets. Under the
aforementioned conditions, system of equations b be written as following:

1 1 0 0 0 1 (8.6)
Hl
4|1 0 1 0 0 1

1 00 0 1 1

In (8.6), ot * Ci/ By is replaced byHati (the index i refers to the interferometric sef)da

Perr. * Ci/ B by He - System of equations (8.6) can also be written as:

H=Kx 8.7)

where H is the inaccurate height vector, K is tleflicient matrix, and x is the unknown
parameter vector. The rank of the matrix K is eqoah because there are n interferograms
which are independent, although they may resuthfraterferometric pairs which may contain a

common image. The unknown parameters H_. H., ..H.. H.. are k = n+2. Hence, the
proTat,at,, " aty T err

matrix K is an n x k, (kn) matrix with k linearly independent columns, dra$ deficient rank.
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8.3.The improved QR factorization method

For system (8.7), each row of the matrix K is atgethat corresponds to an element of vector H.
Elementary row operations do not affect the dependaations between the column vectors.
Moreover, in QR factorization, Q has the propehgtteachi™ (where kn) row of K can be
expressed as a linear combination of m (wherk)ntolumns of Q [165]. In the system of
equations (8.7) combination can exist among any nowk parameter, such as:

Hpr’Hatl,HatZ,""Hatn He - HOWever, becauskl, and Her appear in all the equations of the

system, they are the parameters that are estimvaitbdthe highest accuracy, and it is not
suggested to be included in the linear combinafitnis, the optimum linear combination for the
estimation of the unknown parameters should hasdam:

=H, —-H

at_comb at;

(8.8)

atj

where Hati , Hatj are elements of vector x. In case thlat «om , iS calculated by known

atmospheric data then insertion of (8.8) in (8&uces the rank deficiency of the matrix K by
one, and yields more accurate solution. Besidedusion of a priori information related to
atmospheric parameters significantly improves tlestimation. The parametey om, can be
calculated using (8.9).

Ha_m :(q)at—mter_i [Cat—rrESa_i / Ba—m'ﬁer_i _q)a—da\.e_i l:Cat—rTESer_i / Ba—rmﬁer_i) (8.9)
_(q)a—rmﬁa_j [Ca—rrmter_j / Ba—rTESer_j _q)at—daaj l:Ca—msﬁer_j / Ba—n'tﬂa_j)

where o, ... and @, . ..are the absolute phase delay for the dates than#ster and slave

image of the sets i and j are acquired. The vatdiesbsolute phase delay in (8.9) are obtained
using known meteorological data, as well as thestaazinen model [36].

Equation (8.8) when inserted in (8.7) improves #mxuracy of the solution. However,
improvement is not similar for all the estimatethaspheric path delays. Accuracy is very high
for the atmospheric path delays which appear irs#te i and j. This affects the accuracy of the
other unknown atmospheric path delays since thed @wtor of the QR factorization method is
distributed among the unknown parameters [165].

In case thaH, and Haﬁ (indexes i and j refer to interferometric sets) aot included in vector

X, two more unknown elementH, and H, are added in vector x, the rank deficiency of
the matrix K increases by one, and equation (8&8pmmes:

Ha_m = Hatml - Hatmz (810)
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In fact, if the dates of the master and slave imagfethe sets n+1 and n+2 appear in the n
interferograms, equation (8.10) is also a lineamlgination of the unknown atmospheric
parameters and contributes to the improvement efstblution. But this time, high level of
accuracy is not assigned to any unknown paramété.®), and the total error is distributed
among n+2 unknown parameters, instead of n. Botth@fprevious reasons contribute to the
uniform distribution of the error. It is obviousaththe increment of the rank deficiency of matrix
K affects the total accuracy, which is expected¢e¢oslightly lesser than that produced by the

inclusion of H,, and Ha,]_ in the combination.

In case that the selected dates for the mastesland images of the sets n+1 and n+2 appear the
fewest times in the n interferograms, improvenadrthe accuracy is greater. The inserted linear
combination leads to the following system:

11 00010 O (8.11)
A, 10100100
:n 10001100
0000O0O0T1-1

H H. H. ..H. HerH. H
praly,”aty, ety e Al g A o

In (8.11) the value cH,__ is estimated from meteorological data and it isvkmowhereasH,
and H, are considered unknown elements. The solutionigeovby (8.11) is improved in case

that the SVD method is applied [160] on the QRdagation. In this case, the rank deficient
matrix K is replaced by the (R')* and the inserted linear combination contributeshie
generation of more accurate eigenvalues [165].

8.4 Implementation, Results and Evaluation

Interferometric process has been applied on eighE#VISAT images using the SARSCAPE
tools. For these images, incidence angle varies fi8 degrees to 23 degrees. According to
combination theory, 153 interferometric pairs canftwomed from these images. However, only
twenty five interferometric pairs were formed whichve a perpendicular baseline component
less than the 75% of the critical baseline and iee value greater than 0.50. Their baselines
range from 46-751m. The mathematical approaches baen applied on a system of 25
equations provided by the unwrapped phase parazeten of the 25 interferometric pairs,
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respectively. This number was considered adequaterbviding accurate solutions according
chapter 7.

Four pixels, depicting the location of four metdogical stations respectively, were selected for
the application of the mathematical methods. Feselpixels, coherence value ranged from 0.53
to 0.71 and meteorological data were availabletlier dates that the ENVISAT images were
acquired. Consequently, the methods were evaluatedlO0 different atmospheric path delay
values.

Five mathematical methods for solving rank defit®rstems: a) theU decomposition method,
b) the QR factorization method, c) the Improved fa&orization method, d) the Singular Vector
Decomposition method, and e) the Improved SVD nebtiaeere applied and compardebr the
application of the improved QR method, meteorolabidata for three random dates were
selected (Table 32), and for random couple cominnst atmospheric delays were estimated
using the Saastamoinen model. The output of tleatficombination of these atmospheric delays
is calculated and inserted in the system of eqostibrough a new equation.

The solutions of the mathematical methods have leeafuated using a) height estimations
based on GPS measurements, and b) estimated aencsgiath delays using known
meteorological data as entries in the Saastamaonuoztel.

Figure 34 shows the percent atmospheric path dsiays produced by the five mathematical
methods. In Table 33, the height error and the na¢ésaospheric path delay error (APDE), which
were produced by each method, are shown for eacteonodogical station for each
meteorological station. Moreover, Table 34 shovesrthinimum and maximum APDE for each
station, produced by the Improved QR and ImprovéD &ethods.

Table 32 Atmospheric Data Used by the Improved QR Method.

Station1 | Temp. | Pressure | Humid. Station 2 Temp. | Pressure| Humid.
(€9 (hPa) (%) (€) (hPa) | (%)
27/12/2003 8,2 1019,5 0,62 27/12/2008 7,6 1003)9 86 0,
31/1/2004 7,2 1016,3 0,66 31/1/2004 5,8 1001,3 0,73
12/2/2005 35 1008,80 0,83 12/2/2005 5,4 1001,2 0,74
Station 3 Station 4
27/12/2003 7,8 1016,6 0,72 27/12/2008 7,6 1011,80 ,770
31/1/2004 5,6 1012,6 0,73 31/1/2004 6,0 1008,80 20,7
12/2/2005 4,4 1008,2 0,72 12/2/2005 5,8 1001,3 0,73
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Figure 34. Atmospheric path delay errors (%) predusy the five methods (a) station 1. (b) statiocpstation 3. (d)
station 4.

Table 33Height and mean Atmospheric Path Delay Errors (APDE.

LU QR Impr. QR SVD Impr. SVD
ST1: Height (%) 14,450 1,300 0,010 2,480 0,0004
(inm.) 2,168 19,500 0,144 37,200 0,006
ST1: Mean APDE(%) 26,795 10,581 5,015 11,93 4,433
(inm.) 4,019 1,587 0,752 1,791 0,665
ST2: Height(%) 15,400 4,320 0,00028 2,200 0,0001
(inm.) 10,472 2,938 0,00019 1,496 0,0001
ST2: Mean APDE(%) 24,926 5,241 0,306 4,022 1,517
(inm.) 16,950 3,564 0,208 2,735 1,032
ST3: Height(%) 21,450 6,300 0,0076 4,000 0,00039
(inm.) 29,601 8,694 0,00105 5,520 0,00054
ST3: Mean APDE(%) 21,950 13,511 0,880 6,716 1,598
(inm.) 30,292 18,645 1,215 9,268 2,205
ST4: Height (%) 17,130 6,300 0,00002 5,170 0,00001
(inm.) 40,667 14,956 0,00004 12,274 0,00002
ST4: Mean APDE (%) 20,551 10,078 1,915 8,520 1,177
(inm.) 48,789 23,926 4,546 20,227 2,794
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Table 34Minimum and Maximum APDEs Produced by the ImprovedQR and SVD Methods

Impr. QR Station 1 Station 2 Station 3 Station 4
Min. A.P.D.E.(%) 4,7 0,17 0,72 0,98
Min. A.P.D.E.(m) 0,71 0,12 0,99 2,30
Max. A.P.D.E.(%) 5,65 0,44 1,01 2,4
Max. A.P.D.E.(m) 0,85 0,30 1,39 5,63

Impr. SVD
Min. A.P.D.E.(%) 0,3 0,1 0,07 0,15
Min. A.P.D.E.(m) 0,70 0,07 0,10 0,02
Max. A.P.D.E.(%) 10,01 3,94 4,4 3,2
Max. A.P.D.E.(m) 23,49 2,68 6,07 0,48

Table 35The Condition Number (CN) of the Matrices Used by Ech Method

CN LU method QR method Impr. QR SVD method Impr. S/D
Station 1 0.30 0.36 0.61 0.41 0.62
Station 2 0.40 0.48 0.70 0.50 0.80
Station 3 0.28 0.39 0.63 0.48 0.65
Station 4 0.32 0.46 0.65 0.52 0.70

It is observed that LU presents the lowest accurd@R factorization and SVD present higher
accuracy, however up to 13% errors were producspeatally by the QR method and for
estimations of the atmospheric path delays. Gdgetadight is more accurately estimated since
it is the most encountered parameter in the rafikidet system of linear equations.

The improved QR and SVD methods yielded satisfgatesults for both height and atmospheric
path delays. The improved SVD method achieved al@®S accuracy for height estimations.
When using this method, the bounds of the eigemgalof the pseudoinverse matrix are
considered constant and new eigenvalues are addetk ithe bounds, but close to the bounds.
The height parameter is defined by the higher eiglere which is one of the bounds, hence
accuracy for height parameter is very high and owpd SVD achieved the best performance
regarding height estimation (Table 33). Moreowvérjs observed that height accuracy is
independent of the altitude of the point. Howevke, accuracy of the atmospheric path delay is
not stable. For each station, atmospheric pathydettimations oscillate around a low mean
value. For station 1 for example, whose solutiothéesmost unstable in terms of accuracy, errors
range from 0.3 to 10%.

The improved QR method yielded high accuracy abdsbresults regarding atmospheric path
delay

estimations (Figure 34). For all the dates, therewas very low and almost similar. The
combination of the two phase components that eriad in the system through the new equation
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contribute in the production of two new eigenvaluéthin the eigenvalue vector and a) help the
system to provide accurate solutions for the raspe@arameters, and b) define bounds of
subintervals in the eigenvalue vector, producirig tiey more accurate estimations for all the
atmospheric path delay parameters.

The methods were also evaluated by the conditionben of the matrices used for the solution
of the problem. Condition number is an importamtex that shows the accuracy of the solution
provided by each method. The calculation of thdeiis based on [167]. It is observed that LU,
QR and SVD produce ill-conditioned matrices (TaB%. So, the solutions that they provide
have considerable errors. In contrast, Improved @Rl Improved SVD produce well
conditioned matrices which may lead to more aceusatutions. Condition numbers with values
greater than 0.61 can be considered adequate entlcasrank deficient matrices are evaluated.
Improved SVD is the method that presents the clasefl condition number values thus
confirming the stability of the solution.

8.5Conclusions

In this study the unwrapped phase produced byfertanetric pairs has been modeled for
estimating height and atmospheric phase delayrdiffee for the dates of every interferometric
set image acquisition. Although the assumption fiteise unwrapping errors under specific
conditions can be considered the same for all Hsemvations has been made, which is not fully
true, the results in terms of height and atmosphdelay accuracies are promising. For solving
the unwrapping phase model, different mathematitaethods have been evaluated. Three basic
linear algebraic methods that solve rank deficigygtems have been considered: the Lower-
Upper (LU) factorization, the QR factorization atiee Singular Value Decomposition (SVD)
method. Among these methods, the SVD method yieldedest performance, although it did
not achieve the highest accuracies. The studyhsrsthat performances do not depend on the
characteristics of the considered targets (pixai$)nainly on the mathematical method used.
Furthermore, an improved QR method for solving rdekicient system was proposed, which
exploits linear combinations among the atmospheparameters of the unwrapped
interferometric phase model. Thus, meteorologieahdor at least three dates, ideally the most
rarely encountered among the dates of the SAR insagglisitions, are required. The high
accuracy of the inserted meteorological data ftlheemethod to produce high accuracy.

The method has been compared with the improved @¥ihod. The accuracy provided by both
methods is quite satisfactory for height and atrhesp path delay estimations. However, their
use is addressed to different applications. Fomptieduction of an accurate DEM, the improved
SVD method is the recommended method becauseldsyiery accurate heights. Atmospheric
path delay values, which lead to the water vaptimesion, are satisfactory estimated by the
improved SVD method, but their error is not unifomanging from 0.3% to 10% in the
experiments undertaken in this study. On the ollaed, the improved QR method yields quite
accurate path delay values with a uniform distidoutof the error. Its use fits well the
requirements of meteorology and climatic changdietu However, the need of prior knowledge
of meteorological data for at least three dates begonsidered as a significant constraint in its
operational application.
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PART D: Error Analysis
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Chapter 9°- Solution assessment through error analysis of the
interferometric phase components

This chapter focuses on the accuracy of the estunatterferometric phase components. It
assumes that interferometric phase values arelibeneations and they are inserted in a rank
deficient linear system of equations, the solutioh which provides the values of the
interferometric phase components, such as topograimospheric path delay, deformations,
etc. Error analysis carried out within this cleaghowed that the range of values within which
the accuracy of the solution lies can be determursdg the condition number and the precision
of the estimated unknown components. Three impbntlationships have been established
which link the accuracy of the solution with preésisand stability of the solution. Through these
relationships, the user can appropriately managed#ta in order to achieve optimal feasible
solutions. The proposed relationships are a helighol for all cases where data for accuracy
assessment such as GPS estimations, meteoroldgiealetc., are missing.

9.1. Introduction

For each pixel, the values of the unwrapped phasduged by interferometric pairs can be
parameterized and phase components, such as tppggaeformation, atmospheric path delay
difference for the dates of every interferometet isnage acquisition, and unwrapping error can
be estimated through the solution of a rank deficgystem of equations. In chapter 8, several
state of the art methods for solving rank deficygtems of equations, such as the Lower-Upper
(LU) method, QR factorization and Singular ValuecDmposition (SVD), the improved SVD
method in chapter 7, and the improved QR methodewested using reference data, and
compared.
The methods were also evaluated by the conditionbeu (CN) of the matrices used for the
solution of the problem. For rank deficient systevhinear equations (RDS), the closer to 1 the
condition number values, the more the stabilitytwd solution [168]. In chapter 8, it was
observed that condition numbers with values gretdi@n 0.61 provide an accurate solution. It
was also observed that LU, QR and SVD produceoifiditioned matrices and solutions with
reduced accuracy. In contrast, Improved QR and drgt SVD produce well conditioned
matrices which may lead to more accurate solutiSeseral studies have dealt with the stability
of the solution of RDS [168],[169]. However, thelatonship has not been investigated
investigated between stability and accuracy. Funtbee in chapter 8 has been observed that CN
cannot serve as an indicator for the accuracy ardigon of the solution. For some dates,
relative errors of the estimated atmospheric pathydare high, whereas for some others are low.
Several studies have analyzed the impact of eaahepbomponent on the other components
[12],[118],[119],[170-174]. They concluded thaterferometric phase models need to be simple

° A. Sagellari-Likoka, E. Vafeiadi - Bila, V. Kaf@nassi: Solution assessment through error anabjsthe
interferometric phase components. Under publicatioternational Journal of Remote Sensing (IJRS)
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enough and require deformation, atmospheric andabrtontributions to be uncorrelated for
insuring a robust estimation of phase componentsictwis difficult to ascertain [172].
Estimations of the atmospheric phase delay arécdiffin situations where deformation and
topography are correlated. Moreover, the long wength topography-correlated atmospheric
signal has a seasonal component which may be dliastne temporal sampling of SAR data,
resulting in biased estimates of deformation ratéswards this direction, many methods have
been proposed for the correction of interferogrémnstratified tropospheric delays [118],[119],
deformation signals [12],[172], and other corraflatgnal sources [175]. They aim at the
improved estimation of a single phase componentwé¥er, a lack of studies have been
observed that examine the mathematical conditiomder which the set of interferometric
observations can provide accurate and precisei@adutlt should be underlined that accuracy
describes the nearness of a measurement to theahuwe and precision is the degree to which
several measurements provide answers very closactoother.

In this chapter, it is assumed that a) interferoimgthase values are the observations, and b) the
unknown parameters, i.e. the interferometric praseponents are provided by the solution of
linear rank deficient system of equations. Fromathmmatical point of view such problems are
ill-conditioned and there is no reliable way tov&khem in a stable way. The current paper
proposes three mathematical relationships for sessment of the solution. The first refers to
the relationship that links accuracy to precisiod £N. The second is the relationship between
accuracy and solution stability, whereas the lasksl observations to precision. The last
relationship enables the user to accept or denysheof interferometric observations in order to
achieve optimal feasible solutions. It is a helptfobl for all cases where data for accuracy
assessment are missing.

9.2. Solution assessment through error analysis

According to a general model, the unwrapped interfetric phase is related to the unknown
phase components, as following:

Poy TP + P 7P +B + D (9.1)

p.e

In (9.1), p is the pixel address,, the unwrapped interferometric phase, the topography,
¢,.the atmospheric path delay difference betweenwloedates (i and j) of the interferometric
pair image acquisitionp . the deformation term between the two dates (i ang j, the phase
component due to inconsistencies in satellite srlihd o, the error due to processing, de-

correlation, system noise, phase unwrapping eretcs,
For each pixel, the N observations ®f - corresponding to N interferometric pairs - crete

following linear system of equations:
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® x=B (9.2)

whereB is the observation vector of length M, is a matrix with dimension NxM, where M is
the number of unknown parameters, and the unknown parameter vector. Supposing treeth

is @7, then (9.2) has theoretically a unique solutiox.o

The system of linear equations presented in (92pbviously rank deficient, chapter 7.
Different methods for solving rank deficient linegystems of equations have been already
applied for estimating the unknown phase parameteapter 6-8.

The residual vectdd of length N depends on the accuracy of the obsens reliability of the
model, and rounding procedures during the process:

® x-D=B (9.3)

The estimation of the solution can be characteriaecbrding to the produced accuracy and
precision (Table 36).

Table 36Solution characterization in function of accuracy ad precision

Accuracy Precision Solution
Bad Good Semi Optimizeg
Bad Bad Not Optimized
Good Good Optimized
Good Bad Semi Optimizeo

From the above table, it is shown that the commnabf these two features is the logic AND.
Good accuracy and precision provides the optimsdtion. In order to establish a relationship
between precision and accuracy, equation (9.3) seille as a statement for the mathematical
proof.

Initially it is assumed that quality control of @vgations (coherence, temporal span, baseline,
and incident angle) has been performed and onlsetlobservations that have passed the control
have been considered, hence the tefpsand observations (vect&) do not include random

errors. It is also assumed that the aforementioeieds do not contain systematic errors, and the
model is reliable. Because of rounding procedurging the process, the true valyewill be

different from the actual solutiorx . Therefore, there will be an errer:

£=X-X ®-4)

Furthermore, the value efalso depends on the applied mathematical methoithéosolution of
the linear system of equations described by (9.2).
Using equation (9.5) the residual erraf the solution is calculated:
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r=¢ £=d (x-x)=® x-d_ x=B-d_x (9.5)

Residual error indicates the difference betweenctieulated ¢ x) and the actual valueBy.

The standard deviation of the elements of the vadidrror vector shows the precision of the
solution.

The linear system of equations (9.2), althoughesaiibes accurately the phase components
included in model (9.1), it is a rank deficient t&ya where the unknown parameters are always
more than the number of equations. This is obvinse for each interferogram more than one
unknown parameter exist. The solution of (9.2) nexpu an expanded®, . Furthermore,
assumptions for the unknown parameters are madshapter 7 which however reduce the
reliability of the model. Assumptions may lead e treduction of®, size. For example, i,

is assumed the same for all the observations,diuéian for this parameter will be less accurate.
It is evident that for each observation, the pieciof the estimatedp . will be different -
because different scene geometries imply diffepdiatse ambiguities- ranging from high to low
values, thus it will affect the precision of théet estimated components.

Since the true solution is unknown it is not polesiio calculates from (9.4). However, it is

possible to calculaté from (9.5), sinced®,, B and x are known. From mathematical point of
view, the question is whether the range ofalues may be indicative for the valueof

More specifically, if the value of is small, does it mean that the value &fis also small?
Reversely, if the value of is small, is the value of also small? Unfortunately, the answer to
both questions is negative. There is a possiliitiat thes value to be small and the value to
be large. Considering that the relationship®, ¢ is valid, ®_ is ‘responsible’ for the value.
Given that ¢ =o'r, it is also understood thap! is responsible for thes value. The
relationshipe =@ *r is a statement and will be used in the followstgps for establishing a

robust relationship between accuracy and precisioependent from the existence of the
invertible matrix o*.

9.2.1 Bounds of precision and accuracy

The norm of matrix®d,, is defined [176]:
N
KNS max;‘m

1<j<M

(9.6)

Let’s suppose that the norm of the vectoris symbolized asHv||and can be defined in some
way. Then @ v is also a vector with norMﬂDmv”. If vector v has zero magnitude, then
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IV|=||g|=0 and |®,v|=|d|=0, so there is no growth. However, ifz0then |v| #0 and the
relative growth of|®, | may be defined ajb, vi|/|v|.
The operator norm ofP, matrix results from the maximum relative growtloguced byv :

|, | =max{, vi| /]v]) (9.7)

v£0

The magnitude of the operator nofieh, | is independent from the size of the vectar

The matrix norms satisfy the triangle inequalitync® for each standard vector norm a
compatible matrix norm is defined, the terff®, v| in equation (9.7) satisfies the inequality

|®, V]| <[|®, [V for eacHv]|# 0.1t is observed that this also applies fot 0. Therefore:

For all vectorsv applies thafl®, vi|<||®,, ||V|

This is very important because it indicates how Imawectorv affects the norm of matrig,,.
Based on this it is concluded that:

v = Pnel <[ [[le] (9.8)
or
el = @] < o [l (9.9)

More specifically, from relation (9.8), thlg]| may be small, but if®, | is large then there is a
possibility for |r| to become large. Accordingly, relationship (9.9plées the same
for||r, ;. [l€] - On the contrary, low values ¢, ||and|a; |ensure low values of andr .

Based on (9.9), if th¢o;! | is large, thefie| can be large, even if the is small. The larger

|| and|e;! | are, the more difficult is to give a conclusiontbe values ofs or r when the

value of one of them is known. It is observed tihat need of a strong relationship between
and ¢ arises.

9.2.2 Relationship between observations and, norm

The Frobenius norm of matrisp_ is defined by:

N (9.10)
@, = (334

=P B PE AP APIAPE A PE A2
There exists different norms:
The 1-norm:
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n (9.11)
o], = max> g, =
Max(@y,| +[@,,| +(@s]+ . +[0 ) B 1) B bt [P W,
i.e. it is the maximum among the sums of the alteotalues of the elements of each column
Theoo-norm:

: 9.12
[0, =max || .

1<isN =

= max(@,| +|@, +|@1d + . F |G 1] ) B H O A+ F|B
The focus is on the 2-norm:
| |, =max{a, v, /v],) (9.13)

v£0

wherd|, =\\2 +V2+...+V? and similarly for|®, v,

or|®, ||, =0, whereg, is the largest singular value in the SVDaf = uzv'.

As a consequence
(9.14)

f:1],= -
2 O'n

Where o,is the smallest nonzero singular value in the S¥be explicit expression for the
spectral norm follows from the minmax theoremdmrgular values [177],[178].
When solving the rank deficient systetpx=B , 0, corresponds to the spectral radifB) of
the vectorB, which is the supremum among the absolute valfigs elements [170], whereas
o, corresponds to the smallest nonzero absolute \allits elements. It is observed that the
maximum value ofl]| is limited by the upper-lev#br;]1 ||||r|| anc"q)n'ql || is inversely proportional
to the smallest nonzero absolute value of the eltsnef vectorB. Small values oﬂq:r;j ||are
achieved when the variation of the values of theeolmtions, i.e. of the elements of vedaris
small. Variation of the values of the observatismsletermine as max(B)-min(B). Since the
largest value oB is associated with the largest singular value afrim ®_ , the only way to

change the variation @ is to remove the smallest nonzero absolute valuts elements. The
dimension of the rank deficient system of lineaua@pn described on equation (9.2) is

decreased but@® with better properties is obtained .

Better properties ofp,  are achieved whenCN(®) - 1[179]. Since CN(®)= 91 means that

n

(0, - 0,)=(maxB- minB) \ ,whereo, corresponds to the spectral radiB) of the vector
B, which is the supremum among the absolute vabiei$s elements [176], whereaso,
corresponds to the smallest nonzero absolute wlite elements.
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9.2.3 Establishment of the relationship among, r, and condition number

For the solution of rank deficient system of equagi a conversion to full rank is required. The
condition number of®, depends on the way it is calculated[161], and idéfined byCN(®)
but it is always slightly higher tha@N(®), where @ is the matrix after the conversion of the

system to a full rank system of equations [180]tiMad depends on the method of the solution
of rank deficient system of equations, and the ritilvie matrix always can be calculated by
approximate methods [180FEN(@) is defined by:

CN(@,):= CN(@)= @] [~ (9.15)

Based on (9.4) the relative error is:

- (9.16)
el = x =] /x| =lel /1]
and then the relative precision is given by:
[rl, = [ ®nel 7|@ax] = CN ) el /] (9.17)

Writing equation (9.5) on a general metric spale,relative precision is also given by:

Il = el ol (9.18)
where|b| is metric space of B.

Based on equations (9.7) and (9.13), the boundfefunknown||e| can be defined by the
following inequalities:

weN@|r]| <, <N ©.19)

Proof:
For the left side, based on (9.8) and (9.9):
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Il <|é (9:20)
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and for the right side:
lell, = eN(@)]r], (9.21)
CD €
en@)lr] = el {222
e &< [l
en@lr], =fo, o |12 = 1222
e W I T

— -1
me||= QOEH

eN(@)|r], = El

R
CN(®)|r, = e],
From (9.20), and (9.21) inequalities (9.19) aze\wkd.

CN(®)can be considered as an indicator of flaggiven the||r||, and reversely. Relationship
(9.19) applies the same fir| . It is observed that the higher the condition namtf @ is, the

higher is the possibility thd]| to be high, even if the value ¢f| is small.

Inequalities (9.19) indicate a very important relaship between model, relative precision of the
solution|r| , and relative accuracy. Given the condition numties bounds of the accuracy can
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be estimated for various values Of Since in relationship (9.195CN(®)contains th€N(®,,),
the actual bounds of the accuracy will be slightlyrower than the estimated.
Based on (9.18)r. can be improved by reduciM. This is also an important relationship

between observations and precision. From (9.18ngés in|b| should be made with the

criterion of reducing the variation of the obsermas, i.e. by removing from the model the
smallest nonzero absolute value of the elementgeofor B. Consequently inequality (9.19)
enables the user to avoid the use of those obsamgaivhich will reduce the accuracy of the
estimated values.

Both relationships are valid even if observationstain systematic and random errors and/or
there are errors produced by the model. It is exitleat precision depends on the reliability of

the model (matrix®, ) and the accuracy of the observations (veBjor

9.3. Evaluation and Discussion

Evaluation of the established relationships wagtas the results of chapter 8. In chapter 8 the
interferometric process has been applied on 25femtemetric pairs using 18 Envisat images
(fo=5.331GHz, W16MHz) over the prefecture of Attica, Greece, dmel SARSCAPE tools. The
images covered a period from 27/12/2003 to 14/0520

These pairs were selected according to some eiitetich as incidence angle of the images,
coherence value, baseline, and temporal span ofinlages. The adopted model was the
following:

D, =P, +P  +D (9.22)

Considering that ground deformation does not ekistthe area - since main causes of
deformation such as earthquakes, subsidence, glidith not occur in the period of image
acquisition - the terrp__ of model described by (9.1) has been be omittéds dlso considered

that SARSCAPE performs a satisfactory orbit coreegtthuso_ the phase component due to

inconsistencies in satellite orbits has been afedted. Furthermore, for n interferograms and
for the same ground pixel, the err@r_ due to processing, system noise and phase unwigppi
can be considered the same in case that a) the ghase unwrapping algorithm is used, b)
factors that imply the scene geometry -such aslibasend incident angle- are introduced in the
model by converting the unwrapped interferometritage into height using the equation
H = ,(Arsina /4nB, ), and c) the coherence value of the pixel is alntfustsame for all the
interferometric pairs. In the previous equatianis the wavelength, r the slant rangethe
incident angle, and, the perpendicular baseline.
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Five mathematical methods, LU, QR, SVD, Imp.QR, &mg.SVD have been applied on the
system of 25 equations provided by the unwrappeds@hparameterization of the 25
interferometric pairs, respectively. This numbeswansidered adequate for providing accurate
solutions based on chapter 7. Each mathematicdladetstimated 27 parameters: one for the
topography, 25 parameters related to the atmosppath delays (APD), and the, . parameter.

Four pixels, depicting the location of four metdogical stations respectively, were selected for
the application of the mathematical methods. THetiems of the mathematical methods have
been evaluated using a) height estimations base®®8 measurements, and b) estimated
atmospheric path delays using known meteorologiatd as entries in the Saastamoinen model.
Consequently, the relative height errory(Hf(®_,, )) has been estimated for each station and

method, and the relative Atmospheric Path Delapi&rr(APDE) for each method, station, and
interferogram.

Using equation (9.5) the residual error of eaclutgm has been estimated. It is a vector of 25
elements, one for each interferometric pair.

For the above methods the condition number of tawioes used for the solution of the problem
was calculated, since it shows the stability of #wdution provided by each method. The
calculation of this index was based on [167] (T3¢

In Figure 35.(a), the bounds of accuracy in funcid r for station 1 has been calculated and
presented for the five methods using equation 9'h®8. error fields of the five methods overlap.
For CN equal to 0.30 (the smallest value), the taperof the error field is the greatest. It is
observed that every lower value of CN produces @artare which includes all the apertures
produced by CNs with higher values. The greaterGhe the smaller the aperture of the error
field, the more stable the solution (the matrixvisll conditioned). High CN value ensures low
upper bound of the relative error but it does navje the maximum accuracy, since error
fields with larger aperture (case of LU solutioah@rovide solutions with smaller relative error.
This is an important relationship between accuraog CN which it is based on (9.21) and
presented in Figure 35.(a). Figure 35.(b) prestr@sbounds of accuracy in function of CN for

three differentr, values, for station 1. It is observed that the loweer i.e. the higher the

relative precision, the more the low bound of therefield tends to be parallel to x axis, hence
the greater the accuracy.

In Figure 35§), the lower bound is function of 1/CWJ and representation by a curve is
expected. In fact, this cannot occur since the®@)N¢ a fixed number for every system of linear
equations provided by the unwrapped phase paraizsdien of the interferometric pairs. For
illustration purposes, some discrete value of @Nave been used. Consequently, the lower
bound of the aperture is presented by a godpimear function with coefficient 1/CNg).
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Figure 35. (a) Bounds of accuracy in function détiee precision for station 1 for the five methadsd (b) bounds of
accuracy in function of CN for the station 1 foreh different relative precision values.

In Figure. 36 (a,b,c), the relationship between@ r., and ¢ is presented for the Imp.SVD
solution, for station 1.
It is obvious thah | < |b| , where|h| is the observation of a single interferometria pelience,

inequalities (9.19) can be written usifftg| instead of|jb| without affecting the result. In this

way, different slopes are obtained, permitting &éwvaluation of the accuracy/precision of the

estimated parameters for each interferometric pair.
The figures show the aperture of the precisiordfis it is derived by inequalities (9.19), for
various CN and for specifie,, which is either the relative height error (36ajttee min (36b)

and the max (36c) relative Atmospheric Path Delapis. For the height error, the aperture of
the field is presented in figure 3&)( For the atmospheric path delay, fields for tla¢hpdelay
with the maximum (10.01) and minimum (0.39pre presented in figure 3Gand 36b.
Magnification of figure 364) is illustrated in figure 36d). It is observed that topography
(& =0.0004) has the error field with the smaller aprext Its lower bound is almost parallel to the
X axis. This means that topography is estimatedth wéry high accuracy and precision. The
precision field of the atmospheric path delay witle minimum & presents a lower bound
which approaches more the x axis than the lowendai the precision field of the atmospheric
path delay with the maximurg value. Although the field of the minimugn has larger aperture
than that of the maximum, the slope of its upper bound is less than thahefmaximung, ,
hence, the precision in this case is higher, ewentlfe worst estimation. For improving the
precision of the atmospheric path delay with theximame,, the min-max interval of the
observations should be examined in order to excbatee observation/s and reduce this interval.
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Figure 36. Relationship between the CN and thetiveleerror for the Imp.SVD solution, for station (a) for
topography €, = 0,0004), (b) for the atmospheric path delay whid minimumé&, (&, = 0,3),(c) for the atmospheric

path delay with the maximuré, (&, = 10,01) and (d) magnification of (c).

In Figure 37, the graph for the results of the ld&hed relationships for the Imp.SVD and for
station 1 is shown. For each interferogram, there isingle relative precisiorfor all the

estimated phase components which are topographgsaheric path delay and phase error. This
precision was calculated using (9.5) and (9.18pr évaluation purposes, the solutions of the
atmospheric path delays with the maximum and minimg have been used. Furthermore,
according to the relationships proposed within tbispter, two intervals ofs have been
estimated that correspond to the two interferogrammigh contain the APD with the maximum
and minimunz, , respectively (Table 37).
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Figure 37. shows the field ok, provided by the established relationships for thlewdatedr, in
function of CN. Points present tt# for the topography and APD provided by chapter 8.

Ir|, =002
||, = 0.06
(0.62, 0.004) &
(0.62, 0.300) @&
(0.62,10.010) ®

Accuracy

Condition number (CN)

Figure 37. Graph for the results of the proposétiomships. Case of Imp.SVD for station |

Table 37Evaluation of the results.

ST1: Imp.SVD r Intervals of & Estimated ¢,
Interf. with Min.APD 0.02 [0.0033 2.1] #ri:0.004,APDE:0.30
Interf. with Max.APD 0.06 [0.0030 10.4] | 4H0.004,APDE:10.01

It is observed that the. falls inside the estimated intervals.

9.4 Conclusions

In this chapter, the solution assessment of RD&joahtions which provide the values of the
interferometric components is carried out. Threpadrtant relationships have been established
which indicate the contribution of the conditionnmoer in the accuracy assessment, and estimate
the accuracy of the solution based on the rela@s&lual error, and reversely.

The first relationship refers to the relationsHhipttlinks accuracy to precision and CN. This
relationship enables the user to estimate the rahgalues within which the accuracy lies using
CN and the relative residual error.

The second relationship links accuracy to soluttability. It was already stated in the
international literature that the greater the Cihg smaller the aperture of the error field, the
more stable the solution. In this chapter it isvebthat high CN value ensures low upper bound
of the error field, but it does not produce the mmaxm accuracy. Lower CN values present error
fields with larger aperture, hence they can progaletions with lower error, although unstable.
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The third relationship links observations to pramsis Actually it contains the quality of the
model and observations. Precision is proportionedhated to the norm of the matrix which
presents the model. High accuracy requires highnihade of the matrix. Thus, norms of such
matrices delineate the model reliability. Furtherensince the norm of the matrix is related to
the variation of the observations, this relatiopsbnables the user to avoid the use of those
observations which will reduce the accuracy of ¢isémated values. Observations producing
small variation may be selected with respect twigehigh values of CN.

The relationships were evaluated using a simplifieadel and real data. Real data may
contain systematic errors and simplification of thedel may increase the errors. However it
was observed that the errors calculated by referdata fell inside the estimated fields of errors
provided by the proposed relationships.

These relationships are a helpful tool for all casere data for accuracy assessment, such as
GPS estimations, meteorological data, etc., aresings They were evaluated for RDS of
equations which estimate interferometric produbtayever they can be applied to any model
defined by RDS of equations.
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Chapter 1010 - A statistical analysis of the error of the
tropospheric path delay component

In INSAR, atmospheric path delay effects are magdysed by ionospheric and tropospheric
influences. The signal delay due to troposphere lmmlefined as a function of air pressure,
temperature, water vapour pressure and relativeiditym This chapter shows a statistical

analysis of the tropospheric phase delay error thataused by the numerical calculations
required for the tropospheric path delay estimatibims error depends on the number of the
parameters that define the tropospheric phase @gldyenter into the estimation model, and it is
assumed that it follows the central Limit Theorefhe Probability theory. Tropospheric phase
delay error affects the accuracy of the interfermim@roducts, hence its estimation is important.
The statistical analysis of error propagation isdobon the Atkinson model, where every floating
number contains an error.

10.1. Introduction

One of the most challenging aspects in the suadespplication of SAR interferometry is the
unwrapping step of the interferometric phase. Tihohite unwrapped interferometric phase is
directly proportional to the difference in path dgims for the SAR image pair. Satellite synthetic
aperture radar data, like any space borne microveygtem are often seriously affected by
atmospheric delays of the radar signals.

Atmospheric path delay in SAR interferograms areinigacaused by ionospheric and
tropospheric effects. The most important effeatassed by the troposphere. Whilst the impact
of ionosphere is usually limited, tropospheric dibnces can influence significantly the
interferometric phase producing an error by the wiag delay. This error is additional to errors
resulting from steep relief, which can also affélee interferogram quality by producing
discontinuities in the fringes.

In this study, a statistical analysis of error @gation based on Atkinson model is performed.

10.2. Interferometric phase analysis

In this section we highlight the different compotseimto the interferometric phase can be
analysed. The phase in a SAR image changes ite wadinly due to:

1. satellite-scatterer relative position changes,

2. temporal changes of the scattering object, and

3. atmospheric variations.

19 A. Sagellari-Likoka, V. Karathanassi: A statistiemalysis of the error produced by the troposghpéth delay
calculation. 2007 ESA ENVISAT Symposium; 04/2007
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The interferometric phase variations can be writelescribed in [20]

5 = 6(pflat +8(ptopo _'_Sq)error_i_s(p disp . 5o atm_'_s(p my 5 nois (101)

flat topo

where 5¢™ is the flat earth componenip® is the phase due to local topograpby®™ is the
phase due to any displacement of the scatteréreiine-Of-Sight (LOS) direction between the
two SAR acquisitions,5p®™ is the phase related to atmosphedg ™™ is phase delay due
unwrapping procedurede™is the phase delay for the effect of probabilitynarshift or
deformation in the region and"*are other factors such as temporal de-correlatiohsgstem

noise. The termgp™ and 5¢“ are estimated as follows:

e :_%Bsin(eo ) (10.2)

topo

_4nzBoosg,-a)__4t 7B (10.3)
A Rsig, A Rsi®,

&Plopi) -

In case of displacement, the phase difference eftwo received echoes is proportional to the
difference in path lengthdR . The path difference depends on the baseline ndist® and
perpendicular components, baseline angl®ok angled, rangeR, spacecraft altitude H, and
the height of the point viewed And phase delay due to any displacement of th#eser in
LOS is:

disp ~ 4—T[SR ! (104)

S

o

where R, is the surface displacement assumed small compatée resolution cell.

noise

The phase accuracy in SAR interferograms is maarfiigcted byde phase noise and de-
correlation. One quality measure of the interfersimephase is the complex correlation
coefficient, or complex coherence. A correlationueaof 1 corresponds to perfect phase
coherence between the two measurements. Coheratgesviess than unity correspond to
reduced phase coherence, resulting in noisy phassurements.

error;

Two-dimensional phase unwrapping process usualiges an errobe™"'in the geographical

information of a wrapped phase image obtain byrietemetric synthetic aperture radar
(INSAR).

Several algorithms such as the branch-cuts, regiowing, minimum cost flow, minimum least

squares, multi-baseline, etc. have been proposqehfise unwrapping. Actually, none of them is
perfect, and depending on the applied techniqueespinase editing should be carried out, in
order to correct the wrong unwrapped phases.

In case of deformations, the phase delay due torahattion in the regiode™can be computed,
if it exists by differential interferometry. Therare three kinds of methods in differential
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interferometry: two-pass, three pass, and four-pagsrferometry for generating this
information.

10.2.1 General aspects of the atmospheric component

The main constituents of the atmosphere that affecphase of the returned SAR signal are the
Total Electron Content (TEC) of the ionosphere #redparameters of the troposphere.

Based on [20], the phase delay through the ionasbe electromagnetic waves travelling from
the satellite to the Earth and in reverse can berie as:

8¢ =2K /T TEC{1-[R,siB (R+ hy )} (10.5)

whereK = 40.28 is an empirically determined constagig s the specific SAR frequency, and
the right-hand side multiplication factor is theppang function which maps the zenith delay to
the SAR incident angl@, using the earth radius.Bnd the height of the ionospheric laygs h
Tropospheric phase delay is a function of the patar air pressure, temperature, water vapour
pressure and relative humidity. Based on the grlasiof Saastamoinen [36] and Hopfield [181],
the tropospheric path delay can be analyzed tbyteostatic, wet and liquid components:

8(ptrop — 8(|)hyd +6(|) wet_'_S(P liq (106)

The hydrostatic term in equation (10.6) is estirdate4] by (10.7):

10.7
S =2EL0‘6Dk1EB—dP (10.7)

S

Om

where g, is the local gravity, P the surface air pressure 3=K7.6[K/mbar] the refractive
constant and &287 [J/K kg] gas constant.
The combination of water vapour and temperature:

10°® (v . e e
coseIO (k27|_+k3?)dh

(10.8)

6 wet=

where k, and k, are constants [4] , e is the partial pressure afewvapor, and T is the
temperature.

Apart from the clear air effect, liquid particlesduce an additional dispersive delay. This path
delay is related to the liquid water content W im[155], and can be written as:

_ 10.9
S(PIIq - ﬁw ( )
coso
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Due to its contribution the liquid water contenib(als, droplets) along the small the signal path
can be neglected for SAR application.

Spatial and temporal changes of 20% in relativeitityn(H) can lead to approximately 100m of
error in the derived topographic maps for thoses gasrs of SIR-C/X-SAR, with unfavourable
baseline geometries [152].

Regarding atmospheric effects on the interferograregperiments have shown that
interferometric processing techniques of multiplateite images can be used to infer
atmospheric parameters at a spatial resolutio®of [182].

It is evident that the atmospheric phase delaybeadefine as well as:

8(patm - 8(|) hyd_'_s(p Wet+6(p qu+8(p jon (1010)

10.2.2 Errors in the estimated tropospheric path day

The phase delay parameters are included in a amaitimodel, which relates interferometric
unwrapped phase to the unknown parameters of helgfdrmation, atmospheric delay, and the
ambiguity of the phase ([182] and [153]). Basedtlon discussion in sections 10.2 and 10.2.1,
the calculation of the tropospheric phase delaglves summations of the parameters defined in
equations (10.1) and (10.6) [183]:

6(ptrop - B(Phyd +§@Wet+§¢ li | (1011)
8(pﬂat +5(ptopo +8(perror+5(p dlsp+5(p ion__ 8([) my 5(P noise, (_8([))

where the tropospheric phase delgy® is connected in both ways with the other paransetgr

the operation of addition. In this section, we d&s various issues of addition and particularly
estimation of errors on it.

Let’s consider the calculation of the troposphehase delay as:

v (10.12)
S(Ptrop — Z S(PJ
j=0

where thedp™,5¢",8¢" for the first case, ande™,5¢™™,p™, ¢ 4% 5¢p *'5¢p T5p "*(-5¢p) for
the second case, or respectively,....0p, are columns of matrices with floating numbers in

each case, andis the number of the parameters in the additinitially, consideringdp"™as

the sum of two first terms in the first equatiorluded in (10.11) and using Atkinson model
[183] it results:
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5977, = float(do™ +30™) = (3¢ ™+ 59 ")(1+¢,) (10.13)

By sequentially adding one more term, equationl@pafter the R term will result in:

trop

50" = float@e " ) +30 "% . ) (10.14)

v - 1. Based on Atkinson model:

S(Ptropkﬂ(i,j) = (Sq)tmpk(i,j) +30 "% ag ) )A€ ) (10.15)

Whereg = 2

.....

The quantitiese,,...,e, ~ satisfy [153], depending on whether chopping ounding is

performed. For the model described by the firstatign of (10.11), the two first terms of the
addition when inserted in the Atkinson model defime term of the liquid component:

59", — (3™ +5¢ ") = (3¢ ™+3¢ "Je, (10.16)

Based on the Saastamoinen [36] and Hopfield [184dats the terms o08¢™",5¢",5¢ " can be
estimated, and the error of the tropospheric pataydcan be described as follows:

6(ptl’0p3(i’j) _ (S(Phyd + 6(') wet+ S(P |iQ) - (6(P hyd+ 6(P WE)SZ (10'17)

+(6(Phyd + 8(Pvm)(:l-"' €,)€; 3¢ “qes = (09 ™+ o0 Wm)ez

+(6(phyd +8(Pwet + 6([) qu)es

The tropospheric path delay error can be also ééfly the interferometric phase based on the
second equation of (10.11) and using estimatiorthe@phase components as detailed in section
10.2:

80" ) =80 gy = (B0 ™ +3p ™), +(3p "+ 30 P+ 59 e, (10.18)
+(39™ +30" +80 "+ 3¢ e, + (39 "+ P+ THdp 5o Yeg

+B0™ +59 +59" + 30 “P+5p '+ 59 g

(30" +89 "+ +8¢ P +5¢ "+ 8¢ "+ 59 e,

+(B™ +3¢" P +39 "+ 3 TP+ 30 M+ 8¢ ™5 "% (-50))g,

It is clear that in this analysis we have negledex$s product terms, s ; because they will be

of much smaller value. From equations 10.14 -10.16 is concluded that the best way to

calculate the errors of the tropospheric delayctvhin our case results from the sum of floating
parameters, is to add the parameter with the sstaldue to the larger. This strategy is the best
to minimize the effect of the error produced byheaequence. In the specific case (equation
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10.18), 8¢™ should be initially considered - as it is the temith the smallest value - and the

parameter of the interferometric phase should bdast because it has the greater value. In this
way the sums of high errors are avoided.

10.3 A statistical analysis of error propagation

Considering a general error for the unwrapped phebkiEh results from summation (see
equations (10.14)—(10.15)):

E-3 e (10.19)
j

a simple bound can be set as:

|[E|< ns (10.20)

Where ¢ is the bound ofe__ ¢

flat,* topo,** £ error?

and o depend on whether rounding or chopping is
used. The worst case is that in which all the Sreqr are as large as possible and have similar
sign. When using rounding, symmetry, and errgrare considered in the same direction, they
make a major difference in the size of the totabreE. The best case is when the eror
consists of uniformly distributed independent randariables in the interval 5 51. Then:

E:n[iz”ng:ng— (10.21)

The sample meas is a new random variable, having a probabilityribsition with mean 0 and
variancey’ / 3n. To calculate probabilities for statements invotying , it is important to note
that the probability distribution foe is well approximated by the normal distributiontiwthe
same mean and variance, even for small valuesasiok 4 which is our case. This follows from
the central Limit Theorem of Probability theory. ikt the approximating normal distribution,
when the 50% limits of and E are:

|£] < 0.395 /+/n andjE| < 0.395 / Vn (10.22)

and when the probability is 0.99 that:
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HslAQS/ﬁ and |E|<1.495 / /n (10.23)

The result of equation 10.23 is a considerable avgment upon equation 10.17.
Below, the case thatg; is in the “negative-field” is examined, that it isquivalent

to-90 < £, < 0, The sample meag has a mean ef/2. Thus, for a probability of 0.5 it

results:

[2——0.39\/?]55—E s(2—+ 0.39\/n_j5 (10.24)
and for a probability of 0.99 it results:

[2——1.49\/n_]55—E s(2—+1.49\/n_]5 (10.25)

10.4 Conclusion

In this chapter, the error of the atmospheric plalay is presented when atmospheric path delay
results from the addition of a) the parameters twhace defined by the Hopfield [36] and
Saastamoinen [181] models, or b) the interferomeimmponents as they are described in [20].
In the first case, the statistical analysis of #reors is based on the consideration of the
tropospheric phase path delay as a sum of liquidrdstatic and wet components. It has been
proved that the best way to calculate the errortheftropospheric path delay, when it results
from the sum of floating parameters, is to addpghemeter with the smallest value to the larger.
The presented “strategy” or algorithm is the optimfer minimizing the tropospheric path delay
error that is due to numerical approximations. Blgorithm can be applied for every single
pixel within a scene. For the minimization of theoe, the a priori knowledge of the values for
each one of the parameters included in the modaebjisired.

It is certain that the limited accuracy of the diiserted in the Atkinson model will affect the
results of the algorithm, however the algorithmidsany further degradation in the accuracy of
the results. This algorithm is easy and can begrated in various software which implement the
multi-pass SAR interferometry, and help to preséhecaccuracy which is associated with data.
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Conclusions

This thesis addresses many INSAR issues in ordengoove the quality of the interferometric
products. Significant conclusions have been readhedach one of the four main research
topics which have been addressed within this rekear

The first topicexamines the magnitude of the impact of the diffieinherent to radar system and
external parameters in the SAR image quality. Fos purpose, initially, a Radar kit was
designed and built for producing SAR images. Kegpah the other parameters constant, SAR
images were produced for various atmospheric cammditwhich were adjusted by the user in the
laboratory. It has been observed that by chantfiegatmospheric parameters, SAR images
presented high differences in their values. Themwing that speckle is an inherent noise to
radar system, its impact on SAR images has beemiegd, particularly on those that present
periodical features along specific directions, eaads in a city, and/or directional noise. For
this purpose, a de-speckle filter based on thet8awiGolay approach has been developed and
evaluated. The main advantage of the filter devedap, apart from its smoothing operation, its
ability to adapt the calculation of its coefficisrdalong directions: a) not corrupted by noise, b)
coinciding to those of image features. Thus, ireaafsperiodical, discrete and directional noise
the developed filter generates coefficients adegt@meliminate the noise, perform de-speckling,
and preserve directional features. The study ofay@opriate direction of the axes during the
calculation of its coefficients is a prerequisite.

Conclusions from this topic can be summarized Bevitng:
» atmospheric changes have a very significant impa@&AR images, and
» filters cannot completely separate SAR signal frioise. Therefore, the study of filtering
effects in the interferometric process is of a gnegortance.

In the second topiof this thesis, attention was given in the filbgristep of the interferometric
process in an effort to improve the accuracy ofitiverferometric products. The effects of noise
reduction on the interferometric phase have beatysed. Theoretical analysis performed in this
thesis proved that while noise reduction is maxedifafter the application of any filter) the
loose of interferometric phase signal is also ma@ch This state has been verified by
observations on SAR interferometric data wherelpixgth high coherence value, which means
that they contain a lot of information, presentedidr coherence values after filtering. Two
methods have been proposed that performs interigtranphase modelling.

The first method can be considered as an inptgebilack box. In this case, black box refers
to the filtering procedure of the interferometricage. The method recovers the signal resulted
by the filtering of the phase for the pixels thagd of information has occurred. The selection of
the pixels for which the signal should be recovasctased on the decrease of their coherence
value after the filtering. Signal recovery is asated to the preservation of the initial values for
these pixels. The method prevents the decreaséeofcoherence values after filtering. Its
performance depends on the performance of the fiisexd however, it always improves the
intermediate interferometric results. Its effecttbe final interferometric product, the DEM, is
also evident. Since the phase signal is the basithé DEM production, its preservation affects
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all the steps of the interferometric procedure,eeslly the phase unwapping. The proposed
method always improves the DEM accuracy in relatothat produced after the filtering of the
phase. It was observed that de-speckle filters db always improve the accuracy of the
produced DEM. The proposed method compensatesetjaine effects of the filtering for areas
where de-speckling has negative effects and leadset improvement of the DEM accuracy in
the majority of the cases.

The second method relies on the well-known parametrodel for reducing noise while
maintaining information loss in low level. A paraiee that manages noise reduction and
interferometric signal loss has been defined. Thmmeter can be estimated from the noisy
interferometric phase and it is used to minimizes tmterferometric phase loss and
simultaneously achieving a reasonable level ofenattenuation.

Furthermore, apart from filtering other approacrsegh as ICA, for improving interferometric
products have been examined. In this thesis itteas demonstrated that backscattering values
of SAR images may be analyzed to unchanged andyedaparts. Sources of unchanged parts
are considered to be topography and inherent piiepeof the targets in the microwave
radiation, whereas changed parts are assumeddaused by atmospheric and temporal changes
of the targets. Thus, when ICA is implemented, % component will mainly correspond to
the unchanged part of the backscattering. It wasie@ that ICA when applied on the master
and slave images separately using the same codiptengplementary images produces two
background images which improve the quality of pneduced DEMs. The background images
are the images showing the unchanged part of battksinig.

The third topicof the thesis focuses on the exploration of twev neathematic methods for the
estimation of the atmospheric component of therfi@temetric phase using multiple SAR
images. The methods are not based on the spatmetahtharacteristics of the deformation and
atmosphere. Thus they are referring as multi-imageferometric methods. The first method
proves that there is a relationship between theg@bamponents for changing rank deficient into
full system of equations. The second method praved linear combinations among the
atmospheric parameters of the unwrapped interferen@hase model lead to accurate
estimation of the interferometric products. Therghh be a weakness because both methods
assume that does not exist deformation in the &eaavoiding the increase of the rank
deficiency of the system, but the ability that fh®posed methods have to provide accurate
solutions for interferometric pairs that are nadeyed sequentially with respect to the time it is
very important, particularly now that new generatgatellite constellations, e.g. SENTINEL-1
offer short revisit times, and a high quality stadk interferometric pairs can be obtained for a
short period (for example one - two months) abledtimate the interferometric components for
a variety of applications.

For the first method, the improved SVD, an extendias been proposed enabling also the
method to estimate the absolute phase delay, atel wapor content for the specific dates in
which the SAR images are acquired. The approachased on the QR-factorization and
emphasis is given on the adjustment of the newngajaes through the establishment of the
most appropriate conditions. The second methodintpbeoved QR requires meteorological data
for at least three dates, ideally the most rarelyoantered among the dates of the SAR image
acquisitions, are required. The high accuracy &f itiserted meteorological data forces the
method to produce high quality results.
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The method has been compared with the improved 8¢hod. The accuracy provided by both
methods is quite satisfactory for height and atrhesp path delay estimations. However, their
use is recommended for different applications. #a production of an accurate DEM, the
improved SVD is the recommended method becauséelitlsyvery accurate estimations for
height. Atmospheric path delay values, which leathe water vapor estimation, are satisfactory
estimated by the improved SVD method, but theioreis not uniform ranging from 0.3% to
10% in the experiments of this study. On the otreerd, the improved QR method yields quite
accurate path delay values with a uniform distidoutof the error. Its use fits well the
requirements of meteorology and climatic changdietu However, the need of prior knowledge
of meteorological data for at least three dates begonsidered as a significant constraint in its
operational application.

The last topicof this thesis focuses on the accuracy and poetisstimation of the results
provided by the two aforementioned methods. Satuéissessment of the rank deficient systems
of linear equations (RDS) is carried out. Three ongnt relationships have been established
which indicate the contribution of the conditionnmoer (CN) in the accuracy assessment and
estimate the accuracy of the solution based opribhasion, and reversely.

The first relationship refers to the relationshiyatt links accuracy to precision and CN. This
relationship enables the user to estimate the rahgalues within which the accuracy lies using
CN and the relative residual error.

The second relationship links accuracy to solutgtability. It was already stated in the
international literature that the greater the Cihg smaller the aperture of the error field, the
more stable the solution. In this study it is pr¥eat high CN value ensures low upper bound of
the error field, but it does not produce the maximaccuracy. Lower CN values present error
fields with larger aperture; hence they can prowdietions with lower error, although unstable.
The third relationship links observations to pramis Actually it contains the quality of the
model and observations. Precision is proportionedhated to the norm of the matrix which
presents the model. High accuracy requires highnihade of the matrix. Thus, norms of such
matrices delineate the model reliability. Furtherepsince the norm of the matrix is related to
the variation of the observations, this relatiopsbnables the user to avoid the use of those
observations which will reduce the accuracy of ¢isémated values. Observations producing
small variation should be selected with respegrtwvide high values of CN.

These relationships are a helpful tool for all casere data for accuracy assessment, such as
GPS estimations, meteorological data, etc., aresings They were evaluated for RDS of
equations which estimate interferometric produbtayever they can be applied to any model
defined by RDS of linear equations.

Finally in this thesis, a statistical analysis bé ttropospheric phase delay error caused by the
numerical calculations that are required for tlpdspheric path delay estimation is performed.
This error depends on the number of the paramétetsdefine the tropospheric phase delay
(sequence) and enter into the estimation moddak toncluded that the best way to add or
calculate the errors due to calculation of tropesjghdelay, which in the mathematic language is
the sum of floating parameters, is to add the patanwith the smallest value to the larger. This
strategy is the best to minimize the error produmgdach sequence. The presented “strategy” or
algorithm is the best for minimizing the error hretestimated phase path delay for every single
pixel within a scene. For this, the a priori knoside of the bounds for the each one of the
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parameters of the model in use is needed. Thigiigois easy to be designed and integrated in
different software where the multi-pass SAR intexfeetry is performed and help to preserve
the accuracy associated with data.

Further research in multi-image INSAR methods ideki their evaluation using new satellite
SAR data, appropriate expansion of the mathematioathodology in order to include the
estimation of the deformation term, and evaluatbthe upcoming SENTINEL-3 atmospheric
product through the proposed multi-image DInSARhuods.
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