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#### Abstract

Multistage Matroid Optimization is a time-evolving generalization of the classical minimum-weight base problem. It was proposed by Gupta, Talwar and Wieder to model systems that need to be maintained continually while the underlying costs change over time. In this time-evolving setting, the costs of the elements may change in each time step and this leads to a trade-off between maintaining a low-cost base and the "stability" of the solution. More specifically, the input is a sequence of cost functions (one for each time step); while we change the base from step to step, we incur an additional uniform acquisition cost for every such change.

In this thesis we present the first deterministic LP rounding $O(\log r)$-approximation algorithm for the problem, where r is the rank of the matroid, that achieves constant approximation at the holding cost. Gupta et al. had presented a randomized rounding scheme that also achieves $O(\log r)$ approximation, but this holds for both the holding and the acquisition cost. Our algorithm relies on the well understood structure of the independent set polytope and introduces a novel rounding technique that might be of independent interest. In addition, we provide the first proofs of integrality for linear programming relaxations for multistage combinatorial optimization problems. More specifically, we show that the natural LP for the multistage partition matroid optimization problem is integral. We also show integrality for the LP for the multistage matroid optimization, for two time steps, even if the two matroids are different.
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## Introduction

In combinatorial optimization we have problems with constraints that model an application frozen in one time step. However, in practice, one needs to solve instances of the combinatorial optimization problem that changes over time. Of course, one can trivially solve the problem independently in each time step. Nevertheless, changing the solution at consecutive time steps, often costs a transition cost. Consider, for example, the problem faced by a vendor who needs to get supply of an item from $k$ different producers to meet her demand. On any given day, she could get prices from each of the producers and pick the k cheapest ones to buy from. As prices change, this set of the k cheapest producers may change. However, there is a fixed cost to starting and/or ending a relationship with any new producer. The goal of the vendor is to minimize the sum total of these two costs: an "acquisition cost" a(e) to be incurred each time she starts a new business relationship with a producer, and a per period cost $c_{t}(e)$ of buying in period t from the each of the k producers that she picks in this period, summed over T time periods. Observe that this problem is an example of maintaining a base of a k-uniform matroid. Finding the optimal solution is also trivial for matroids, since the greedy algorithm is optimal in this case. So, it is natural to ask, whether it is also easy to solve the multistage problem for general matroids. For example, one may want to maintain a spanning tree of a given graph at each step, where the edge costs $c_{t}(e)$ change over time, and an acquisition cost of $a(e)$ has to be paid every time a new edge enters the spanning tree.

The multistage matroid optimization problem was introduced by Gupta, Talwar and Wieder in [22]. The authors proved that when the acquisition costs are non-uniform, which means that if we change different elements, we may pay different acquisition costs, then the logarithmic approximation is optimal, unless $P=N P$. However, their reduction relies heavily on the non-uniformity of the acquisition costs. For this reason, we work on the case of uniform acquisition costs and we make a first step towards a constant approximation algorithm, by presenting an algorithm that has constant approximation at the holding cost and logarithmic approximation at the acquisition cost, a guarantee that the previous algorithms did not have. Furthermore, in [22], Gupta et al. prove that the problem restricted to partition matroids lies in P , even if the acquisition costs are non-uniform and time-dependent. They also show the same thing for $T=2$, even if the two matroids are different. We prove that the natural LPs for these problems are integral, presenting the first integrality proofs for LP relaxations for multistage optimization problems.

The time-evolving setting has also been applied to facility location problem. Eisenstat et al. in [18] introduced two variants of the problem. In both variants, the acquisition (in their paper they call it switching) cost is uniform and is payed when a client changes the facility that she is connected to. The difference lies in the fact that in the first variant the facilities do not change while in the second they can change. For both cases they present an $\mathrm{O}(\operatorname{lognT})$ approximation algorithm, where n is the number of clients and T the number of time steps. For the first case they show a matching lower bound, while for the second case An et al. in [2] presented a 14-approximation algorithm.

All these raise a natural question as far as multistage combinatorial optimization is concerned: if we have two combinatorial optimization problems $\mathrm{A}, \mathrm{B}$ such that A is more difficult than $B$, in the static case, and we know that in the multistage setting, A has a constant approximation algorithm, is it the case that, in the multistage setting, B has also a constant approximation algorithm? The answer is NO, since in [22] the authors prove that $\forall \epsilon>0$ there is no $O\left(n^{1-\epsilon}\right)$-approximation algorithm for the multistage perfect matching, which for $T=1$ lies in $P$. So, if the problem A is the facility location which is NP-hard and $B$ is the min-cost perfect matching which belongs to $P$, then clearly the above proposition is false.

## Matroids

Matroid theory was introduced by Hassler Whitney (1935) [43] and it was also independently discovered by Takeo Nakasawa. In his seminal paper, Whitney provided two axioms for independence, and defined any structure adhering to these axioms to be "matroids". His key observation was that these axioms provide an abstraction of "independence" that is common to both graphs and matrices. Because of this, many of the terms used in matroid theory resemble the terms for their analogous concepts in linear algebra or graph theory. In the 1950s W. T. Tutte became the foremost figure in matroid theory, a position he retained for many years. His contributions were plentiful, including the characterization of binary, regular, and graphic matroids by excluded minors; the regular-matroid representability theorem; the theory of chain groups and their matroids; and the tools he used to prove many of his results, the "Path theorem" and "Homotopy theorem" [41]. Henry Crapo and Thomas Brylawski [8] generalized to matroids Tutte's "dichromate", a graphic polynomial now known as the Tutte polynomial. Their work has been followed by a flood of papers.

Published in 1980, Paul Seymour's decomposition theorem for regular matroids [38] was the most significant and influential work of the late 1970s and the 1980s. Another fundamental contribution, by Kahn and Kung [26], showed why projective geometries and Dowling geometries play such an important role in matroid theory. By this time there were many other important contributors, but one should not omit to mention Geoff Whittle's extension to ternary matroids of Tutte's characterization of binary matroids that are representable over the rationals [44], perhaps the biggest single contribution of the 1990s.

Around 2000, the Matroid Minors Project of Jim Geelen, Gerards, Whittle, and others, which attempts to duplicate for matroids, that are representable over a finite field, the success of the Robertson-Seymour Graph Minors Project, has produced substantial advances in the structure theory of matroids. Many others have also contributed to that part of matroid theory, which is currently flourishing. For a detailed and compact presentation of matroid theory, we refer the reader to [36].

Edmonds in [17],[16] was the first who showed a polyhedral characterization of the independent set polytope. Optimizing a linear function subject to matroid constraint can be solved greedily, but what if we have a submodular function? Submodular maximization generalizes many fundamental problems in discrete optimization, including Max-Cut in directed/undirected graphs, maximum coverage, maximum facility location and marketing over social networks. Thus, because of its importance, this question has been extensively studied recently and there have been wonderful results in the area. We refer the interested reader to [11],[40],[10].

## Related Work

Along with the work of Gupta et al. [22] and [2] et al., our work is related to several lines of research. In the online case, The MMM problem is also a special case of classical Metrical Task Systems [7]; see [1], [5] for more recent work. The best approximations for metrical task systems are poly-logarithmic in the size of the metric space. In our case the metric space is specified by the total number of bases of the matroid which is often exponential, so these algorithms only give a trivial approximation. In trying to unify online learning and competitive analysis, Buchbinder et al. [9] consider a problem on matroids very similar to ours. In their model all acquisition costs are the same and they work with fractional bases instead of integral ones. They give an $\mathrm{O}(\operatorname{logn})$-competitive algorithm to solve the fractional online LP with uniform acquisition costs (among other unrelated results). In dynamic Steiner tree maintenance [21],[32],[24], the goal is to maintain an approximately optimal Steiner tree for a varying instance (where terminals are added) while changing few edges at each time step. In dynamic load balancing [19],[3] one has to maintain a good scheduling solution while moving a small number of jobs around.

In the offline case, Shachnai et al. [39] consider "reoptimization" problems: given a starting solution and a new instance, they want to balance the transition cost and the cost on the new instance. This is a two-timestep version of our problem, and the short time horizon raises a very different set of issues (since the output solution does not need to itself hedge against possible subsequent futures). They consider a number of optimization/scheduling problems in their framework. There is also work on "leasing" problems [4],[34],[33]: these are optimization problems where elements can be obtained for an interval of any length, where the cost is concave in the lengths; the instance changes at each timestep. The main differences are that the solution only needs to be feasible at each timestep (i.e., the holding costs are $\{0, \infty\}$ ), and that any element can be leased for
any length $\ell$ of time starting at any timestep for a cost that depends only on $\ell$, which gives these problems a lot of uniformity. In turn, these leasing problems are related to "buy-at-bulk" problems.

## Chapters Overview

The problem that we deal with in this thesis is NP-hard and the standard approach in these cases is the design of approximation algorithms. At the same time, the approximation algorithms that we present are mostly based on linear programming. That's why, in Chapter 1, we introduce the reader to the basic LP-based techniques for approximating hard problems, via the example of Set Cover. We present a deterministic and a randomized rounding algorithm and we analyze the natural greedy algorithm using dual-fitting. After, we present some basic facts about linear programming that we will continuously invoke throughout this thesis. We outline the important Rank Lemma and other properties about extreme point solutions. We also discuss the polynomial time solvability of linear programs using the separation oracle.

In Chapter 2 we introduce the reader to the concept of matroids. We discuss why they constitute an important combinatorial abstraction and we present the basic properties and definitions. We show why the greedy algorithm works in the min-weight base problem and then we highlight the structure of the independent set polytope. Using this structure and an iterative rounding algorithm, we show that the linear program for matroid intersection is integral. Finally, we show how an extension of these techniques yields a ( $k-1$ )-approximation algorithm for the k -matroid intersection problem.

In Chapter 3 we present some positive and negative results on the Multistage Matroid Maintainance problem, shown in [22]. First, we show how the extension of Kruskal's algorithm in this time-evolving setting, analyzed through dual-fitting, gives a $\log T$ approximation algorithm ( $T$ : number of timesteps). Then, we present a randomized rounding algorithm, which uses independent sampling in each timestep, but the randomness is shared between the timesteps. This is an $O(\log r T)$-approximation algorithm and can be modified to give an $O\left(\log r \frac{a_{\max }}{a_{\min }}\right)$ approximation guarantee (r: rank of the matroid, $a_{\text {max }}$, $a_{\text {min }}$ : the maximum and minimum acquisition costs respectively). After, we present an exact reduction from Set Cover, which shows that the logarithmic approximation is optimal. Continuing with the negative results, we show that MMM with different matroids is NP-hard to approximate better than a factor of $\Omega(T)$ as long as $T \geq 3$. Finally, we discuss the perfect matching maintainance problem and we show that, surprisingly, the hardness drastically increases: for any constant $\epsilon>0$, there is no $O\left(n^{1-\epsilon}\right)$-approximation.

Chapter 4 contains our research work. First, we show the the linear program for the MMM for partition matroids is integral, even in the case of time-dependent switching costs. Second, we prove integrality for the MMM for $T=2$, even when the matroids are different. Third, having observed that the reduction from set cover relies on the non-uniformity of the acquisition cost, Gupta et al. [22] asked whether there is a sublogarithmic approximation
algorithm for the restriction to instances with uniform switching costs. We make a first step towards a positive answer, by presenting a deterministic algorithm with constant approximation at the holding cost and $O(\log r)$ at the acquisition cost.

## Chapter 1

## Introduction to Approximation Algorithms

The complexity class $\mathbf{P}$ contains the set of problems that can be solved in polynomial time. From a theoretical viewpoint, this describes the class of tractable problems, that is, problems that can be solved efficiently. The class NP is the set of problems that can be solved in non-deterministic polynomial time, or equivalently, problems for which a solution can be verified in polynomial time. NP contains many interesting problems that often arise in practice, but there is good reason to believe $\mathbf{P} \neq \mathbf{N P}$. That is, it is unlikely that there exist algorithms to solve NP optimization problems efficiently, and so we often resort to heuristic methods to solve these problems. Heuristic approaches include backtrack search and its variants, mathematical programming methods, local seach, genetic algorithms, tabu search, simulated annealing etc. Some methods are guaranteed to find an optimal solution, though they may take exponential time; others are guaranteed to run in polynomial time, though they may not return an optimal solution. Approximation algorithms fall in the latter category; however, though they do not find an optimal solution, we can give guarantees on the quality of the solution found.

Definition 1. An $\alpha$-approximation algorithm for an optimization problem is a polynomial time algorithm that for all instances of the problem produces a solution whose value is within a factor of $\alpha$ of the value of an optimal solution.

In this chapter we give a very brief overview of the basic techniques for designing approximation algorithms, based on linear programming. Our presentation is based on [45] and [42], where one can find a thorough presentation of the subject.

### 1.1 A linear programming formulation for the Set Cover problem

Definition 2. In the Set Cover problem, we are given a ground set of elements $\mathcal{E}=$ $\left\{e_{1}, \ldots, e_{n}\right\}$, some subsets of those elements $S_{1}, S_{2}, \ldots, S_{m}$ where each $S_{j} \subseteq \mathcal{E}$, and a non-
negative weight $w_{j} \geq 0$ for each subset $S_{j}$. The goal is to find a minimum-weight collection of subsets that covers all of $\mathcal{E}$; that is, we wish to find an $I \subseteq[m]$ that minimizes $\sum_{j \in I} w_{j}$ subject to $\cup_{j \in I} S_{j}=\mathcal{E}$. If $w_{j}=1$ for each subset $j$, the problem is called the unweighted set cover problem.

Observe that the Set Cover generalizes vertex cover. To see that the vertex cover problem is a special case of the set cover problem, for any instance of the vertex cover problem, create an instance of the set cover problem in which the ground set is the set of edges, and a subset $S_{i}$ of weight $w_{i}$ is created for each vertex $i \in V$ containing the edges incident to i. It is not difficult to see that for any vertex cover C , there is a set cover $\mathrm{I}=$ C of the same weight, and vice versa.

In this thesis, linear programming plays a central role in the design and analysis of approximation algorithms. Many of the techniques that we will use, are based on the theory of integer and linear programming in one way or another. Here we will give a very brief introduction to the area in the context of the set cover problem. For a much more in depth analysis of linear programming we refer the reader to [28]. Each linear program or integer program is formulated in terms of some number of decision variables that represent some sort of decision that needs to be made. The variables are constrained by a number of linear inequalities and equalities called constraints. Any assignment of real numbers to the variables such that all of the constraints are satisfied is called a feasible solution. In the case of the set cover problem, we need to decide which subsets $S_{j}$ to use in the solution. We create a decision variable $x_{j}$ to represent this choice. In this case we would like $x_{j}$ to be 1 if the set $S_{j}$ is included in the solution, and 0 otherwise. Thus, we introduce constraints $x_{j} \leq 1$ for all subsets $S_{j}$, and $x_{j} \geq 0$ for all subsets $S_{j}$. This is not sufficient to guarantee that $x_{j} \in\{0,1\}$, so we will formulate the problem as an integer program to exclude fractional solutions (that is, nonintegral solutions); in this case, we are also allowed to constrain the decision variables to be integers. Requiring $x_{j}$ to be integer along with the constraints $x_{j} \geq 0$ and $x_{j} \leq 1$ is sufficient to guarantee that $x_{j} \in\{0,1\}$. We also want to make sure that any feasible solution corresponds to a set cover, so we introduce additional constraints. In order to ensure that every element $e_{i}$ is covered, it must be the case that at least one of the subsets $S_{j}$ containing $e_{i}$ is selected. This will be the case if

$$
\sum_{j: e_{i} \in S_{j}} x_{j} \geq 1
$$

for each $e_{i}, i=1, \ldots, n$.
In addition to the constraints, linear and integer programs are defined by a linear function of the decision variables called the objective function. The linear or integer program seeks to find a feasible solution that either maximizes or minimizes this objective function. Such a solution is called an optimal solution. The value of the objective function for a particular feasible solution is called the value of that solution. The value of the objective function for an optimal solution is called the value of the linear (or integer) program. We say we solve the linear program if we find an optimal solution. In the
case of the set cover problem, we want to find a set cover of minimum weight. Given the decision variables $x_{j}$ and constraints described above, the weight of a set cover given the $x_{j}$ variables is $\sum_{j=1}^{m} w_{j} x_{j}$. Thus, the objective function of the integer program is $\sum_{j=1}^{m} w_{j} x_{j}$, and we wish to minimize this function. Integer and linear programs are usually written in a compact form stating first the objective function and then the constraints. Given the discussion above, the problem of finding a
minimum-weight set cover is equivalent to the following integer program:

$$
\begin{array}{ll}
\operatorname{maximize} & \sum_{j=1}^{m} w_{j} x_{j} \\
\text { subject to } & \sum_{j: e_{i} \in S_{j}} x_{j} \geq 1, \quad i=1, \ldots, n  \tag{1.1}\\
& x_{j} \in\{0,1\}, \quad j=1, \ldots, m
\end{array}
$$

Let $Z_{I P}^{*}$ denote the optimum value of this integer program for a given instance of the set cover problem. Since the integer program exactly models the problem, we have that $Z_{I P}^{*}=O P T$ where OPT is the value of an optimum solution to the set cover problem. In general, integer programs cannot be solved in polynomial time. This is clear because the set cover problem is NP-hard, so solving the integer program above for any set cover input in polynomial time would imply that $P=N P$. However, linear programs are polynomial-time solvable. In linear programs we are not allowed to require that decision variables are integers. Nevertheless, linear programs are still extremely useful: even in cases such as the set cover problem, we are still able to derive useful information from linear programs. For instance, if we replace the constraints $x_{j} \in\{0,1\}$ with the constraints $x_{j} \geq 0$, we obtain the following linear program, which can be solved in polynomial time:

$$
\begin{array}{ll}
\text { maximize } & \sum_{j=1}^{m} w_{j} x_{j} \\
\text { subject to } & \sum_{j: e_{i} \in S_{j}} x_{j} \geq 1, \quad i=1, \ldots, n  \tag{1.2}\\
& x_{j} \geq 0, \quad j=1, \ldots, m
\end{array}
$$

It is easy to see that the linear program (1.2) is a relaxation of the original integer program. By this we mean two things: first, every feasible solution for the original integer program (1.1) is feasible for this linear program; and second, the value of any feasible solution for the integer program has the same value in the linear program. m . Let $Z_{L P}^{*}$ denote the optimum value of this linear program. Any optimal solution to the integer program is feasible for the linear program and has value $Z_{I P}^{*}$. Thus, any optimal solution to the linear program will have value $Z_{L P}^{*} \leq Z_{I P}^{*}=O P T$, since this minimization linear program finds a feasible solution of lowest possible value.

In the following sections, we will give some examples of how the linear programming relaxation can be used to derive approximation algorithms for the set cover problem. Because we will frequently be referring to linear programs and linear programming, we will often abbrevi-
ate these terms by the acronym LP. Similarly, IP stands for either integer program or integer programming.

### 1.2 Deterministic Rounding

Suppose that we solve the linear programming relaxation of the set cover problem. Let $x^{*}$ denote an optimal solution to the LP. How then can we recover a solution to the set cover problem? Here is a very easy way to obtain a solution: given the LP solution $x^{*}$, we include subset $S_{j}$ in our solution if and only if $x_{j}^{*} \geq 1 / f$, where f is the maximum number of sets in which any element appears. More formally, let $f_{i}=\left|\left\{j: e_{i} \in S_{j}\right\}\right|$ be the number of sets in which element $e_{i}$ appears, $i=1, \ldots, n$; then $f=\max _{i \in[n]} f_{i}$. Let I denote the indices j of the subsets in this solution. In effect, we round the fractional solution $x^{*}$ to an integer solution $\hat{x}$ by setting $\hat{x}_{j}=1$, if $x_{j}^{*} \geq 1 / f$, and $\hat{x}_{j}=0$ otherwise. We shall see that it is straightforward to prove that $\hat{x}$ is a feasible solution to the integer program, and I indeed indexes a set cover.

Lemma 1.2.1. The collection of subsets $S_{j}, j \in I$, is a set cover.
Proof. Consider the solution specified by the lemma, and call an element $e_{i}$ covered if this solution contains some subset containing $e_{i}$. We show that each element $e_{i}$ is covered. Because the optimal solution $x^{*}$ is a feasible solution to the linear program, we know that $\sum_{j: e_{i} \in S_{j}} x_{j}^{*} \geq 1$ for element $e_{i}$. By the definition of $f_{i}$ and of f , there are $f_{i} \leq f$ terms in the sum, so at least one term must be at least $1 / \mathrm{f}$. Thus, for some j such that $e_{i} \in S_{j}$, $x_{j}^{*} \geq 1 / f$. Therefore, $j \in I$, and element $e_{i}$ is covered.

Lemma 1.2.2. The rounding algorithm is an $f$-approximation algorithm for the set cover problem.

Proof. It is clear that the algorithm runs in polynomial time. By our construction, $1 \leq f x_{j}^{*}$ for each $j \in I$. From this, and the fact that each term $f w_{j} x_{j}^{*}$ is nonnegative for $j=1, \ldots, m$, we see that

$$
\sum_{j \in I} w_{j} \leq \sum_{j=1}^{m} w_{j}\left(f x_{j}^{*}\right)=f Z_{L P}^{*} \leq f O P T
$$

In the special case of the vertex cover problem, $f_{i}=2$ for each vertex $i \in V$, since each edge is incident to exactly two vertices. Thus, the rounding algorithm gives a 2 - approximation algorithm for the vertex cover problem.

Observe that that if $\frac{Z_{I P}^{*}}{Z_{L P}^{*}}$ is very large, then we cannot hope for a good rounding algorithm. That's why we introduce the notion of integrality gap.

Definition 3. The integrality gap of an integer program is the worst-case ratio over all instances of the problem of value of an optimal solution to the integer programming formulation to value of an optimal solution to its linear programming relaxation.

We present an example of bounding the integrality gap of an integer program. Consider the case of the unweighted vertex cover IP, as a special case of the set cover IP. Now consider the instance of the complete graph with n vertices, $K_{n}$. Clearly, the optimal solution of the integer program in $n-1$. However, at the LP, by setting all variables to $\frac{1}{2}$, we satisfy all the constraints and the value of the objective function is $\frac{n}{2}$. Since $\frac{n-1}{n / 2} \rightarrow 2$, the integrality gap is at least two. Since now, as we proved, $\frac{Z_{I P}^{*}}{Z_{L P}^{*}} \leq 2$, we conclude that the integrality gap is exactly 2 for this IP for the vertex cover and that there is no hope to design a better rounding algorithm than the 2 - approximation algorithm that we already presented.

### 1.3 Duality

Often it will be useful to consider the dual of the linear programming relaxation of a given problem. Again, we will give a very brief introduction to the concept of the dual of a linear program. To begin, we suppose that each element $e_{i}$ is charged some nonnegative price $y_{i} \geq 0$ for its coverage by a set cover. Intuitively, it might be the case that some elements can be covered with low-weight subsets, while other elements might require high-weight subsets to cover them; we would like to be able to capture this distinction by charging low prices to the former and high prices to the latter. In order for the prices to be reasonable, it cannot be the case that the sum of the prices of elements in a subset $S_{j}$ is more than the weight of the set, since we are able to cover all of those elements by paying weight $w_{j}$. Thus, for each subset $S_{j}$ we have the following limit on the prices:

$$
\sum_{i: e_{i} \in S_{j}} y_{i} \leq w_{j}
$$

We can find the highest total price that the elements can be charged by the following linear program:

$$
\begin{array}{ll}
\text { maximize } & \sum_{i=1}^{n} y_{i} \\
\text { subject to } & \sum_{i: e_{i} \in S_{j}} y_{i} \leq w_{j}, \quad j=1, \ldots, m  \tag{1.3}\\
& y_{i} \geq 0, \quad i=1, \ldots, n
\end{array}
$$

This linear program is the dual linear program of the set cover linear programming relaxation (1.2). We can in general derive a dual linear program for any given linear program, but we will not go into the details of how to do so; see [28]. If we derive a dual for a given linear program, the given program is sometimes called the primal linear program. For instance, the original linear programming relaxation (1.2) of the set cover problem is the primal linear program of the dual (1.3). Notice that this dual has a variable $y_{i}$ for each constraint of the primal linear program (that is, for the constraint $\sum_{j: e_{i} \in S_{j}} x_{j} \geq 1$ ) (1), and has a constraint for each variable $x_{j}$ of the primal. This is true of dual linear programs in general.

Dual linear programs have a number of very interesting and useful properties. For example, let $x$ be any feasible solution to the set cover linear programming relaxation, and let $y$ be any
feasible set of prices (that is, any feasible solution to the dual linear program). Then consider the value of the dual solution $y$ :

$$
\sum_{i=1}^{n} y_{i} \leq \sum_{i=1}^{n} y_{i} \sum_{j: e_{i} \in S_{j}} x_{j}=\sum_{j=1}^{m} x_{j} \sum_{i: e_{i} \in S_{j}} y_{i} \leq \sum_{j=1}^{m} w_{j} x_{j}
$$

where in the first step we use the constraints of the primal program, in the second step we reverse the sums and in the third step we use the constraints of the dual program. So, any feasible solution to the dual linear program has a value no greater than any feasible solution to the primal linear program. In particular, any feasible solution to the dual linear program has a value no greater than the optimal solution to the primal linear program, so for any feasible $\mathrm{y}, \sum_{i=1}^{n} y_{i} \leq Z_{L P}^{*}$. This is called the weak duality property of linear programs. Since we previously argued that $Z_{L P}^{*} \leq O P T$, we have that for any feasible $\mathrm{y}, \sum_{i=1}^{n} y_{i} \leq O P T$. This is a very useful property that will help us in designing approximation algorithms.

Additionally, there is a quite amazing strong duality property of linear programs. Strong duality states that as long as there exist feasible solutions to both the primal and dual linear programs, their optimal values are equal. Thus, if $x^{*}$ is an optimal solution to the set cover linear programming relaxation, and $y^{*}$ is an optimal solution to the dual linear program, then

$$
\sum_{i=1}^{n} y_{i}^{*}=\sum_{j=1}^{m} w_{j} x_{j}^{*}
$$

### 1.4 The Greedy Algorithm and the Dual-Fitting technique

The greedy strategy applies naturally to the set cover problem: iteratively pick the most cost-effective set and remove the covered elements, until all elements are covered. Let $C$ be the set of elements already covered at the beginning of an iteration. During this iteration, define the cost-effectiveness of a set $S$ to be the average weight at which it covers new elements, i.e., $w(S) /|S \backslash C|$. Define the price of an element to be the average cost at which it is covered. Equivalently, when a set $S$ is picked, we can think of its cost being distributed equally among the new elements covered, to set their prices.

```
Algorithm 1 Greedy set cover algorithm
    \(C \leftarrow \emptyset\).
    while \(C \neq \mathcal{E}\) do
        Find the most cost-effective set in the current iteration, say \(S\).
        Let \(\alpha=\frac{w(S)}{|S \backslash C|}\), i.e., the cost-effectiveness of S.
        Pick \(S\), and for each \(e \in S \backslash C\), set price \((e)=\alpha\).
        \(C \leftarrow C \cup S\)
    output the picked sets
```

We analyze the greedy algorithm via a method called dual-fitting The method of dual fitting can be described as follows, assuming a minimization problem: The basic algorithm is
combinatorial - in the case of set cover it is in fact the simple greedy algorithm. Using the linear programming relaxation of the problem and its dual, one shows that the primal integral solution found by the algorithm is fully paid for by the dual computed; however, the dual is infeasible. By fully paid for we mean that the objective function value of the primal solution found is at most the objective function value of the dual computed. The main step in the analysis consists of dividing the dual by a suitable factor and showing that the shrunk dual is feasible, i.e., it fits into the given instance. The shrunk dual is then a lower bound on OPT, and the factor is the approximation guarantee of the algorithm. Now, we apply this method to set cover. The greedy algorithm defines dual variables price(e), for each element, e. Observe that the cover picked by the algorithm is fully payed for by this dual solution. However, in general, this dual solution is not feasible. We will show below that if this dual is shrunk by a factor of $H_{n}=\sum_{i=1}^{n} \frac{1}{i}$, it fits into the given set cover instance, i.e., no set is overpacked. For each element e define, $y_{e}=\frac{p r i c e(e)}{H_{n}}$.
Lemma 1.4.1. The vector $y$ defined above is a feasible solution for the dual program.
Proof. We need to show that no set is overpacked by the solution y. Consider a set $\mathcal{S}_{j}$ consisting of k elements. Number the elements in the order in which they are covered by the algorithm, breaking ties arbitrarily, say $e_{1}, \ldots, e_{k}$.

Consider the iteration in which the algorithm covers element $e_{i}$. At this point, $S_{j}$ contains at least $k-i+1$ uncovered elements. Thus, in this iteration, $\mathcal{S}_{j}$ itself can cover $e_{i}$ at an average cost of at most $\frac{w_{j}}{k-i+1}$. Since the algorithm chose the most cost-effective set in this iteration, $\operatorname{price}\left(e_{i}\right) \leq \frac{w_{j}}{k-i+1}$. Thus,

$$
y_{e_{i}} \leq \frac{1}{H_{n}} \frac{w_{j}}{k-i+1}
$$

Summing over all the elements of $S_{j}$ :

$$
\sum_{i=1}^{k} y_{e_{i}} \leq \frac{1}{H_{n}} w_{j} \sum_{i=1}^{k} \frac{1}{k-i+1}=\frac{H_{k}}{H_{n}} w_{j} \leq w_{j}
$$

Therefore, $S_{j}$ is not overpacked.
Lemma 1.4.2. The approximation guarantee of the $g$ reedy set $c$ over algo- rithm is $H_{n}$.
Proof. The cost of the set cover picked is

$$
\sum_{e \in E} \operatorname{price}(e)=H_{n} \sum_{i=1}^{n} y_{e_{i}} \leq H_{n} O P T
$$

The last inequality follows from the fact that y is dual feasible.

### 1.5 A Randomized Rounding algorithm

In this section, we consider one final technique for devising an approximation algorithm for the set cover problem. Although the algorithm is slower and has no better guarantee than the
greedy algorithm of the previous section, we include it here because it introduces the notion of using randomization in approximation algorithms.

The algorithm will solve a linear programming relaxation for the set cover problem, and then round the fractional solution to an integral solution. Rather than doing so deterministically, however, the algorithm will do so randomly using a technique called randomized rounding . Let $x^{*}$ be an optimal solution to the LP relaxation. We would like to round fractional values of $x^{*}$ to either 0 or 1 in such a way that we obtain a solution $\hat{x}$ to the integer programming formulation of the set cover problem without increasing the cost too much. The central idea of randomized rounding is that we interpret the fractional value $x_{j}^{*}$ as the probability that $\hat{x}_{j}$ should be set to 1 . Thus, each subset $S_{j}$ is included in our solution with probability $x_{j}^{*}$, where these $m$ events (that $S_{j}$ is included in our solution) are independent random events.

Let $X_{j}$ be a random variable that is 1 if subset $S_{j}$ is included in the solution, and 0 otherwise. Then the expected value of the solution is

$$
\mathbb{E}\left[\sum_{j=1}^{m} w_{j} X_{j}\right]=\sum_{j=1}^{m} w_{j} \operatorname{Pr}\left(X_{j}=1\right)=\sum_{j=1}^{m} w_{j} x_{j}^{*}=Z_{L P}^{*}
$$

or just the value of the linear programming relaxation, which is no more than OPT! As we will see, however, it is quite likely that the solution is not a set cover. Nevertheless, this illustrates why randomized rounding can provide such good approximation algorithms in some cases.

Let us now calculate the probability that a given element $e_{i}$ is not covered by this procedure. This is the probability that none of the subsets containing $e_{i}$ are included in the solution, or

$$
\prod_{j: e_{i} \in S_{j}}\left(1-x_{j}^{*}\right) \leq \prod_{j: e_{i} \in S_{j}} e^{-x_{j}^{*}}=e^{-\sum j: e_{i} \in S_{j} x_{j}^{*}} \leq e^{-1}
$$

where the first step follows the inequality $e^{x} \geq 1+x, \forall x \in \mathbb{R}$ and the last step follows from the fact that $\sum j: e_{i} \in S_{j} x_{j}^{*} \geq 1$. However, we would like this probability to be much smaller, in order to be very very likely to end up with a set cover. In fact, we can achieve such a bound in the following way. Fix a constant $c \geq 2$. For each subset $S_{j}$, we imagine a coin that comes up heads with probability $x_{j}^{*}$, and we flip the coin $c \ln n$ times. If it comes up heads in any of the clnn trials, we include $S_{j}$ in our solution, otherwise not. Thus, the probability that $S_{j}$ is not included is $\left(1-x_{j}^{*}\right)^{c l n n}$. Furthermore

$$
\operatorname{Pr}\left[e_{i} \text { is not covered }\right]=\prod\left(1-x_{j}^{*}\right)^{c l n n}=e^{-c \ln n \sum j: e_{i} \in S_{j} x_{j}^{*}} \leq e^{-c l n n}=\frac{1}{n^{c}}
$$

Thus, from the union bound we have that

$$
\operatorname{Pr}\left[\text { some } e_{i} \text { is not covered } i=1, \ldots, n\right] \leq \frac{1}{n^{c-1}}
$$

We now need to prove only that the algorithm has a good expected value given that it produces a set cover.

Theorem 1.5.1. The algorithm is a randomized $O(\operatorname{lnn})$-approximation algorithm that produces a set cover with high probability.

Proof. If $X_{j}$ is a random variable that is 1 if the subset $S_{j}$ is included in the solution, and 0 otherwise, from the union bound, $\operatorname{Pr}\left(X_{j}=1\right) \leq \ln n x_{j}^{*}$. Thus, the expected value of the random procedure is $\mathbb{E}\left[\sum_{j=1}^{m} w_{j} X_{j}\right] \leq \operatorname{lnn} \sum_{j=1}^{m} w_{j} x_{j}^{*}=c \ln n Z_{L P}^{*}$ However, we would like to bound the expected value of the solution given that a set cover is produced. Let F be the event that the solution obtained by the procedure is a feasible set cover, and let $\bar{F}$ be the complement of this event. We know from the previous discussion that $\operatorname{Pr}(F) \geq 1-\frac{1}{n^{c-1}}$. Hence, since $\sum_{j=1}^{m} w_{j} X_{j}$ is a non-negative random variable,

$$
\mathbb{E}\left[\sum_{j=1}^{m} w_{j} X_{j} \mid F\right] \leq \frac{1}{\operatorname{Pr}(F)} \mathbb{E}\left[\sum_{j=1}^{m} w_{j} X_{j}\right] \leq \frac{c \ln n Z_{L P}^{*}}{1-\frac{1}{n^{c-1}} \leq 2 c \ln n Z_{L P}^{*}}
$$

for $n \geq 2$ and $c \geq 2$.

### 1.6 Basic facts about Linear Programming

In this section we discuss linear programming and we present, without proof, basic facts about extreme point solutions to linear programs that are necessary in order to keep up with the topics that we analyze in this thesis. We then briefly discuss solution methods for linear programs, particularly stating the sufficiency of finding a separation oracle for the program to be able to solve it. Excellent introductory textbooks in this area are [28], [6].

## Linear Programming

Using matrix notation, a linear program is expressed as follows:

$$
\begin{array}{ll}
\operatorname{maximize} & c^{T} x \\
\text { subject to } & A x \geq b \\
& x \geq 0
\end{array}
$$

If x satises $A x \geq b, x \geq 0$, then x is a feasible solution. If there exists a feasible solution to the linear program, it is feasible; otherwise it is infeasible. An optimal solution $x^{*}$ is a feasible solution such that $c^{T} x^{*}=\min \left\{c^{T} x\right.$ s.t. $\left.A x \geq b, x \geq 0\right\}$. The linear program is unbounded (from below) if $\forall \lambda \in \mathbb{R}$, there exists feasible x such that $c^{T} x<\lambda$. There are different forms in which a linear program can be represented. However, all these forms are equivalent to the form we consider above and can be converted into one another by simple linear transformations, see [28].

## Extreme Point Solutions to Linear Programs

Definition 4. Let $P=\{x: A x=b, x \geq 0\} \subseteq \mathbb{R}^{n}$. Then $x \in \mathbb{R}^{n}$ is an extreme point solution of $P$ if there does not exist a non-zero vector $y \in \mathbb{R}^{n}$ such that $x+y, x-y \in P$.

Pictorially extreme point solutions are the corner points of the set of feasible solutions. The following basic result shows that there is always an optimal extreme point solution to bounded linear programs.

Lemma 1.6.1. Let $P=\{x: A x=b, x \geq 0\} \subseteq \mathbb{R}^{n}$ and assume that the optimum value $\min \left\{c^{T} x\right.$ s.t. $\left.x \in P\right\}$ is finite. Then for any feasible solution $x \in P$, there exists an extreme point solution $x^{\prime} \in P$ with $c^{T} x^{\prime} \leq c^{T} x$.

We now proceed with another characterization of the extreme point solutions. A subset of columns $B$ of the constraint matrix $A$ is called a basis if the matrix of columns corresponding to B , i.e. $A_{B}$, is invertible. A solution x is called basic if and only if there is a basis B such that $x_{j}=0$ if $j \notin B$ and $x_{B}=A_{B}^{-1} b$. If in addition to being basic, it is also feasible, i.e., $A_{B}^{-1} b \geq 0$, it is called a basic feasible solution for short. The correspondence between bases and basic feasible solutions is not one to one. Indeed there can be many bases which correspond to the same basic feasible solution. The next theorem shows the equivalence of extreme point solutions and basic feasible solutions.

Theorem 1.6.2. Let $A$ be a $m \times n$ matrix with full row rank. Then every feasible $x$ to $P=\{x: A x=b, x \geq 0\}$ is a basic feasible solution if and only if $x$ is an extreme point solution.

The following Rank Lemma is an important ingredient in the correctness proofs of almost all iterative algorithms in this thesis.

Lemma 1.6.3. (Rank Lemma) Let $P=\{x: A x=b, x \geq 0\}$ and let $x$ be an extreme point solution of $P$ such that $x_{i}>0$ for each $i$. Then the number of variables is equal to the number of linearly independent constraints of $A$, i.e. the rank of $A$.

Finally, we present the definition of the integral polytope:

Definition 5. Let $P$ be a polytope and let $x$ be an extreme point solution of $P$ then $x$ is integral if each coordinate of $x$ is an integer. The polytope $P$ is called integral if every extreme point of $P$ is integral.

## Algorithms for Linear Programming

The simplex algorithm solves linear programs to get a basic feasible optimal solution. It works by starting at any basic feasible solution and moving to a neighboring basic feasible solution which improves the objective function. The convexity of the linear program ensures that once the simplex algorithm ends at a local optimum basic feasible point, it has achieved the global optimum as well. Many variants of the simplex algorithm have been considered, each defined by which neighboring basic feasible solution to move in case there are more than one improving basic feasible points in the neighborhood. Although the simplex algorithm works efficiently in practice, there are examples where each variant of the simplex algorithm runs in exponential time. Again, for more details, see e.g. [36]. Polynomial-time algorithms for solving linear programs fall in two categories: ellipsoid algorithms [30] and interior point algorithms [29].

Theorem 1.6.4. There is an algorithm which returns an optimal extreme point solution to a linear program. Moreover, the running time of the algorithm is polynomial in the size of the linear program.

In this thesis, we will also encounter linear programs where the number of constraints is exponential in the size of the problem (e.g., in the maximum-weight independent set problem in chapter 2) and it is not obvious that one can enumerate them, let alone solve them in polynomial time. We use the notion of separation to show that many exponentially sized linear programs can be solved in polynomial time.

Definition 6. Given $x^{*} \in \mathbb{R}^{n}$ and a polytope $P=\{x: A x=b, x \geq 0\}$, the separation problem is the decision problem whether $x^{*} \in P$. The solution of the separation problem is the answer to the membership problem and in case $x^{*} \notin P$, it should return a valid constraint $A_{i} x \geq b_{i}$ for $P$ which is violated by $x^{*}$, i.e., $A_{i} x^{*}<b_{i}$.

The following theorem of Grotschel, Lóvasz and Schrijver [20] shows that polynomial time separability is equivalent to polynomial time solvability of a linear program; we state it in a form that is convenient for combinatorial optimization problems. The basis of this equivalence is the ellipsoid algorithm.

Theorem 1.6.5. Given a full-dimensional polytope $P$ and a polynomial-time separation oracle for $P$, one can find an optimal extreme point solution to a linear objective function over $P$ (assuming it is bounded) via the Ellipsoid algorithm that uses a polynomial number of operations and calls to the separation oracle.

Clearly, one can solve the separation problem by checking each constraint but for problems where the number of constraints is exponential in size such a method is too slow. In this thesis, as we consider LP formulations with an exponential number of constraints, we will often provide efficient separation oracles showing that the linear program for the problem is solvable in polynomial time.

## Chapter 2

## Matroids and the Iterative Method

Matroids were introduced by Whitney in 1935 to try to capture abstractly the essence of dependence. Whitney's definition embraces a surprising diversity of combinatorial structures, like spanning trees. After introducing matroids and stating some basic properties, we address the two most important polynomial-time solvable problems in this formalism: that of finding a maximum weight basis and of finding a maximum weight common independent set of two matroids (the so-called two-matroid intersection problem). We show integral characterizations for both problems by exploiting the structure of the extreme points of the corresponding LP's. Finally, by using a method called "iterative rounding", we present a ( $k-1$ )-approximation algorithm for the unweighted k matroid intersection problem: finding a maximum cardinality common independent set in $k$ matroids defined on the same ground set. The work of Jack Edmonds [17],[15] first showed the polyhedral characterization results presented in this chapter.

### 2.1 Preliminaries

Definition 7. A pair $\mathcal{M}=(\mathcal{S}, \mathcal{I})$ is a matroid if $\mathcal{I}$ is a nonempty collection of subsets of $\mathcal{S}$ with the following properties:

1. $\emptyset \in \mathcal{I}$
2. $A \in \mathcal{I}$ and $B \subseteq A \Rightarrow B \in \mathcal{I}$
3. $A, B \in \mathcal{I}$ and $|A|>|B| \Rightarrow \exists x \in B \backslash A$ such that $A \cup\{x\} \in \mathcal{I}$
$\mathcal{S}$ is called the ground set of the matroid $\mathcal{M}$. A set $A \subseteq S$ is called independent if $A \in \mathcal{I}$ else it is called dependent. A maximal set $A \in \mathcal{I}$ is called a basis of M . Observe that Property 3 implies that all bases have the the same cardinality.

## Examples of Matroids

1. Graphic Matroid: Given an undirected graph $G=(V, E)$, the graphic matroid of $G$ is defined as $\mathcal{M}_{G}=\left(E, \mathcal{I}_{G}\right)$ where $\mathcal{I}_{G}=\{F \subseteq E \mid F$ contains no cycles $\}$.
2. Uniform Matroid: Given a set $\mathcal{S}$ and an integer $k \geq 0$, the uniform matroid of rank k is defined as $\mathcal{M}_{\mathcal{S}}^{k}=\left(\mathcal{S}, \mathcal{I}_{k}\right)$ where $\mathcal{I}_{k}=\{T \subseteq S:|T| \leq k\}$.
3. Partition Matroid: Let $S_{1}, S_{2}, \ldots, S_{n}$ be a partition of $\mathcal{S}$ and $k_{1}, k_{2}, \ldots, k_{n}$ be nonnegative integers. Let $\mathcal{I}=\left\{T \subseteq \mathcal{S}:\left|T \cap S_{i}\right| \leq k_{i}\right.$ for all $\left.1 \leq i \leq n\right\}$.
4. Linear Matroid: Let A be an $m \times n$ matrix and $\mathcal{S}=\{1, \ldots, n\}$. For any $1 \leq i \leq n$, let $A^{i}$ denote the $i^{t h}$-column of A . The linear matroid over matrix A is defined as $\mathcal{M}_{A}=\left(\mathcal{S}, \mathcal{I}_{A}\right)$ where $\mathcal{I}_{A}=\left\{T \subseteq \mathcal{S}: A^{i}\right.$ for $i \in T$ are linearly independent $\}$.
5. Matroid Restriction: Let $\mathcal{M}=(\mathcal{S}, \mathcal{I})$ be a matroid and $T \subseteq \mathcal{S}$. Then the matroid restriction of $\mathcal{M}$ to the set T is the matroid $\mathcal{M}_{T}=\left(T, \mathcal{I}_{T}\right)$ where $\mathcal{I}_{T}=\{R: R \in$ $\mathcal{I}, R \subseteq T\}$.

Let's check that the Graphic Matroid is indeed a matroid. First of all, the independent sets are all the forests. The empty set is a forest and if we remove edges from a forest it remains a forest. It remains to check the third property. So, let $F_{1}, F_{2} \subseteq E$ with $\left|F_{1}\right|>\left|F_{2}\right|$ and let's suppose that $\forall e \in F_{1}: F_{2} \cup\{e\}$ is not a forest. For this to happen, it must be the case that all the edges of $F_{1}$ lie inside the connected components of $F_{2}$ and thus $F_{2}$ has less connected components than $F_{1}$, contradiction. It is similarly straightforward to show that the other examples are also matroids.

## Base, Circuit, Rank, Span

Let $\mathcal{M}=(\mathcal{S}, \mathcal{I})$ be a matroid. In the following lines, for a subset A of $\mathcal{S}$ and a $x \in \mathcal{S}$ we write $A+x$ for $A \cup\{x\}$ and $A-x$ for $A \backslash\{x\}$.

Definition 8. A set $X \in \mathcal{S}$ such that $X \notin \mathcal{I}$ is called a dependent set of $\mathcal{M}$.
Definition 9. A loop is an element $x \in \mathcal{S}$ such that $\{x\}$ is dependent. Notice that a loop cannot appear in any sets in $\mathcal{I}$.

Definition 10. A base is an inclusion wise maximal set in $\mathcal{I}$.
Proposition 2.1.0.1. If $B$ and $\hat{B}$ are bases of $\mathcal{M}$ then $|B|=|\hat{B}|$.
The proof is straightforward from the third matroid property. Notice that the notion of base here is similar to that of a basis in linear algebra.

Lemma 2.1.1. Let $B$ and $\hat{B}$ be two different bases of $\mathcal{M}$. Let $x \in \hat{B} \backslash B$, then $\exists y \in B \backslash \hat{B}$ such that $\hat{B}-x+y$ is a base of $\mathcal{M}$.

Proof. Since $\hat{B}-x \in \mathcal{I},|\hat{B}-x|<|B|$, then $\exists y \in B \backslash \hat{B}$ such that $\hat{B}-x+y \in \mathcal{I}$. Since $|\hat{B}-x+y|=|B|, \hat{B}-x+y$ is a base.

Definition 11. Given $\mathcal{M}=(\mathcal{S}, \mathcal{I})$ and $\hat{S} \subseteq S, \hat{B}$ is a base for $\hat{S}$ if $\hat{B}$ is a base of $\hat{\mathcal{M}}$, where $\hat{\mathcal{M}}$, is a restriction of $\mathcal{M}$ to $\hat{S}$.

Proposition 2.1.1.1. Given $\mathcal{M}=(\mathcal{S}, \mathcal{I})$, let $B$ be a base for $X$. Then for any $Y \supseteq X$, there exists a base $\hat{B}$ for $Y$ that contains $B$.

Proof. Notice that B is independent in the restriction of M to Y (henceforth independent in Y ). Let $\hat{B}$ be the maximal independent set in $Y$ that contains B. Since all maximal independent sets have same size, $\hat{B}$ is a base of Y .

Definition 12. Given $\mathcal{M}=(\mathcal{S}, \mathcal{I})$, a circuit is a minimal dependent set (i.e., an inclusion wise minimal set in $\left.2^{\mathcal{S}} \backslash \mathcal{I}\right)$. Thus, if $C$ is a circuit then $\forall x \in C: C-x \in \mathcal{I}$.

The definition of a circuit is related to graph theory in the following sense: if $\mathcal{M}$ is the graphic matroid of a graph $G$, then the circuits of $\mathcal{M}$ are the cycles of $G$. Single element circuits of a matroid are loops. If $M$ is a graphic matroid of a graph $G$, then the set of loops of $M$ is precisely the set of loops of $G$.

Definition 13. Given a matroid $\mathcal{M}=(\mathcal{S}, \mathcal{I})$, the rank function $r_{\mathcal{M}}: 2^{\mathcal{S}} \rightarrow \mathbb{N}$ of the matroid $\mathcal{M}$ is defined as $r_{\mathcal{M}}(T)=\max \{|U|: U \subseteq T$ and $U \in \mathcal{I}\}$.

So, $r(A)$ is the cardinality of the bases of $A$. We will drop the subscript $\mathcal{M}$ from the rank function $r_{\mathcal{M}}$ when the matroid $\mathcal{M}$ is clear from the context. Observe that $A \in \mathcal{I}$ if and only if $r(A)=|A|$. Also, a property of the rank function of matroids is that it belongs to a very important family of set functions, the submodular functions. In mathematics, a submodular set function (also known as a submodular function) is a set function whose value, informally, has the property that the difference in the incremental value of the function that a single element makes when added to an input set decreases as the size of the input set increases. We proceed with the formal definition.

Definition 14. If $\mathcal{S}$ is a finite set, a submodular function is a set function $f: 2^{\mathcal{S}} \rightarrow \mathbb{R}$, which satisfies one of the following equivalent definitions

1. For every $X, Y \subseteq \mathcal{S}$ with $X \subseteq Y$ and every $x \in \mathcal{S} \backslash Y, x \in \mathcal{S} \backslash Y$ we have that $f(X \cup\{x\})-f(X) \geq f(Y \cup\{x\})-f(Y)$.
2. For every $S, T \subseteq \mathcal{S}$ we have that $f(S)+f(T) \geq f(S \cup T)+f(S \cap T)$.

For the proof of the equivalence, we refer the reader to [37]. A special class of the submodular functions are the modular functions, which satisfy property 2 in the above definition with equality, i.e, For every $S, T \subseteq \mathcal{S}$ we have that $f(S)+f(T)=f(S \cup T)+f(S \cap T)$. It is easy to see that the indicator function is modular.

Lemma 2.1.2. Let $r$ be the rank function of matroid $\mathcal{M}=(\mathcal{S}, \mathcal{I})$. Then $r$ is submodular.

Proof. We will use the first definition of submodularity. Observe that the differences that we have to compare are 0 or 1 . Now, let's suppose that $r(Y \cup\{x\})-r(Y)=1$. Every base B of $\mathrm{Y}+\mathrm{x}$ contains x . Let $\hat{B}$ be a base of X . Since $X \subseteq Y+x$, from Proposition 2.1.1.1, there exists a base B of $\mathrm{Y}+\mathrm{x}$ such that $B \supseteq \hat{B}$. Then $\hat{B}+x$ is independent, implying $r_{\mathcal{M}}(X+x)-r_{\mathcal{M}}(X)=1$ as $\hat{B}+x$ is a base in $\mathrm{X}+\mathrm{x}$.

Exactly as in the case of linear matroids, we define the span of a subset of the ground set:
Definition 15. Let $\mathcal{M}=(\mathcal{S}, \mathcal{I})$ be a matroid. For any $X \subseteq \mathcal{S}$, the span of $X$, denoted by $\operatorname{span}_{\mathcal{M}}(X)$, is defined as $\operatorname{span}_{\mathcal{M}}(X)=\left\{y: y \in \mathcal{S}\right.$ and $\left.r_{\mathcal{M}}(X+y)=r_{\mathcal{M}}(X)\right\}$. A set $X \subseteq \mathcal{S}$ is spanning if $\operatorname{span}_{\mathcal{M}}(X)=\mathcal{S}$.

For more properties of bases, rank, span and circuits, we refer the reader to [37].

We now define two important operations on matroids.
Definition 16. (Deletion) Given a matroid $\mathcal{M}=(\mathcal{S}, \mathcal{I})$ and $x \in \mathcal{S}$ we define $\mathcal{M} \backslash x=$ $\left(\mathcal{S}-x, \mathcal{I}_{1}\right)$, where $\mathcal{I}_{1}=\{T-x: T \in \mathcal{I}\}$ to be the matroid obtained by deleting $x$ from $\mathcal{M}$. The rank function of $\mathcal{M} \backslash x$, denoted by $r_{1}$, is related to the rank function $r$ of $\mathcal{M}$ by the formula $r_{1}(T)=r(T)$ for $T \subseteq S-x$.

Definition 17. (Contraction) Given a matroid $\mathcal{M}=(\mathcal{S}, \mathcal{I})$ and $x \in \mathcal{S}$ we define $\mathcal{M} / x=$ $\left(\mathcal{S}-x, \mathcal{I}_{2}\right)$ as the matroid obtained by contracting $x$ in $\mathcal{M}$, where $\mathcal{I}_{2}=\{T \subseteq \mathcal{S}-x: T+x \in$ $\mathcal{I}\}$, if $\{x\}$ is independent, and $\mathcal{I}_{2}=\mathcal{I}$ if $\{x\}$ is dependent. The rank function of $M / x$, denoted by $r_{2}$, is related to the rank function of $\mathcal{M}$ by the formula $r_{2}(T)=r(T+x)-r(\{x\})$ for $T \subseteq \mathcal{S}-x$. Note that if $\{x\}$ is dependent, then $\mathcal{M} / x=\mathcal{M} \backslash x$.

### 2.2 Maximum Weight Independent Set

Matroids have some important algorithmic properties, the simplest one being that the problem of determining the maximum weight independent set in a matroid can be solved using a greedy algorithm. The maximum weight independent set problem is stated as follows: Given $\mathcal{M}=(\mathcal{S}, \mathcal{I})$ and $w: \mathcal{S} \rightarrow \mathbb{R}$, output

$$
\max _{X \in \mathcal{I}} w(X)
$$

However, before presenting the algorithm, we have to clarify the computational model on which we are working. More specifically, if the matroid was given to us through a list containing all its independent sets, then our input could be exponential in $|\mathcal{S}|$. Instead we resort to one of the following two oracles in order to efficiently solve optimization problems:

- An independence oracle that given $A \subseteq \mathcal{S}$, returns whether $A \in \mathcal{I}$ or not.
- A rank oracle that given $A \subseteq S$, returns $r_{M}(A)$.

```
Algorithm 2 The Greedy Algorithm
    Remove from \(\mathcal{M}\) all the elements that have negative weight.
    Let \(\mathcal{S}=\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}\) such that \(w\left(e_{1}\right) \geq w\left(e_{2}\right) \geq,,, \geq w\left(e_{n}\right) \geq 0\)
    \(X \leftarrow \emptyset\)
    for \(\mathrm{i}=1, \ldots, \mathrm{n}\) do
        if \(\left(X+e_{i}\right) \in \mathcal{I}\) then \(X \leftarrow X+e_{i}\)
    output X
```

These two oracles are equivalent in the sense that one can be recovered from the other in polynomial time. Given one of these two oracles, we have the greedy algorithm Algorithm 1 that computes the max-weight independent set:

This algorithm is often called Kruskal's algorithm because it is exactly the Kruskal's algorithm in the case of Graphical Matroids for $w \geq 0$ (max-weight spanning tree).

Theorem 2.2.1. The Greedy Algorithm correctly solves the Maximum Weight Independent Set problem.

Proof. Without loss of generality, we consider the case of nonnegative weights, as it holds for the matroid after removing the elements with negative weight (the optimal solution does not contain them due to the second matroid property). Let $\mathcal{M}=(\mathcal{S}, \mathcal{I})$ be the matroid that we have at the second step of the algorithm and the weight function on it $w \geq 0$. Clearly the optimal solution is a base. Call an independent set Y greedy if it is contained in a maximum-weight basis. It suffices to show that if Y is greedy, and x is an element in $\mathcal{S} \backslash Y$ such that $Y+x \in \mathcal{I}$ and such that $\mathrm{w}(\mathrm{x})$ is as large as possible, then $\mathrm{Y}+\mathrm{x}$ is greedy. As Y is greedy, there exists a maximum-weight basis $B \supseteq Y$. If $x \in B$ then $\mathrm{Y}+\mathrm{x}$ is greedy again. If $x \notin B$, then there exists a basis $\hat{B}$ containing $\mathrm{Y}+\mathrm{x}$ and contained in $\mathrm{B}+\mathrm{x}$ (this basis is produced by repeatedly applying the third matroid property). $\hat{B}=B-\hat{x}+x$ for some $\hat{x} \in B \backslash Y$. As $\mathrm{w}(\mathrm{x})$ is chosen maximum, $w(x) \geq w(\hat{x})$. Hence $w(\hat{B}) \geq w(B)$, and therefore $\hat{B}$ is a maximum-weight basis. So $\mathrm{Y}+\mathrm{x}$ is greedy.

We should also note that we can adapt the greedy algorithm to solve the maximum weight base problem by making all weights non-negative by adding a large constant to each of the weights. Thus max-weight base problem, and equivalently min-weight base problem can be solved (by taking the weights to be the negative of the costs).

### 2.3 Matroid Polytope

We begin by giving a linear programming formulation for the problem maximum-weight independent set problem. Let $x_{e}$ denote the indicator variable for element e , with the intent that $x_{e}=1$ if e is in the solution and 0 otherwise. We obtain the following linear programming relaxation $L P_{\text {mat }}(\mathcal{M})$ after relaxing the integrality constraints on the variables x . In the following we use the shorthand $x(T)$ for $\sum_{e \in T} x_{e}$ for any $T \subseteq \mathcal{S}$.

$$
\begin{array}{ll}
\operatorname{maximize} & \sum_{e} w_{e} x_{e} \\
\text { subject to } & x(T) \leq r(T), \quad \forall T \subseteq \mathcal{S} \\
& x_{e} \geq 0, \quad \forall e \in \mathcal{S}
\end{array}
$$

The constraints of the $L P_{m a t}$ are exponential in the size of the ground set. Thus, in order to solve it via the ellipsoid method, we want a separation oracle that takes a vector $y \in \mathbb{R}^{|\mathcal{S}|}$ and outputs either that y is a feasible solution of the LP or a constraint that is violated by y . First of all, we can easily test for non-negativity. To test the second group of constraints, let's define $f: 2^{\mathcal{S}} \rightarrow \mathbb{R}$ such that:

$$
f(T)=r(T)-x(T)
$$

So, for the separation oracle, it suffices to find a subset of $\mathcal{S}$ that minimizes f and check whether the minimum is non-negative. If it is not, it returns the constraint corresponding to the minimizer of $f$. Observe, that since $r(T)$ is a submodular function and $x(T)$ is a modular function, f is submodular. So, we can use an algorithm for minimizing a submodular function, see [37]. However, there is a more efficient algorithm for separating over this LP given by Cunningham, see [37] for details.

For a set $T \subseteq \mathcal{S}$, let $\chi(T)$ denote the characteristic vector in $\mathbb{R}^{|\mathcal{S}|}$ that has a 1 corresponding to each element $e \in T$ and 0 otherwise. Now, the constraints of the above LP form a polytope. What we are going to show in this section is that this polytope is integral, i.e, all its extreme points have integer coordinates. What is the implication of such a theorem? Let's take a feasible integral solution $x$ of this LP. From the nonnegativity constraints and the constraints on the singletons we have that $x \in\{0,1\}^{|\mathcal{S}|}$. So, $x=\chi(A)$ for some $A \subseteq \mathcal{S}$. Since x is feasible, $|A|=x(A) \leq r(A) \Rightarrow x(\mathcal{S})=x(A)=r(A)$, so x is the characteristic vector of the independent set $A \in \mathcal{I}$. Notice that for every $A \in \mathcal{I}$ we can set the weights such that A is the unique max-weight independent set (set weight 1 for all its elements and -1 all other weights). Summarizing, we have that each extreme point is the characteristic vector of an independent set and each independent set can be the unique optimal integral solution for some weight function. Thus, the extreme points are exactly all the characteristic vectors of the independent sets of $\mathcal{S}$. In other words, the above inequalities form the convex hull of the indicator vectors of the independent sets of $\mathcal{M}$ !

## The Uncrossing Technique and Characterization of Extreme Points

Now, we analyze the extreme point solutions of the $L P_{\text {mat }}$. Recall that an extreme point solution is the unique solution defined by n linearly independent tight inequalities, where $n=|\mathcal{S}|$ is the number of variables in the linear program. There are exponentially many inequalities in the $L P_{\text {mat }}$ and an extreme point solution may satisfy many inequalities as equalities. To analyze an extreme point solution, an important step is to find a "good" set of tight inequalities defining it. If there is an element e with $x_{e}=0$, this element can be removed from the matroid without affecting the feasibility and the objective value. So henceforth assume every element has $x_{e}>0$.

Given an extreme point solution x to $L P_{\text {mat }}$ let $\mathcal{F}=\{T \subseteq \mathcal{S}: x(T)=r(T)\}$ be the set of tight constraints. We first show that $\mathcal{F}$ is closed under intersection and union.

Lemma 2.3.1. If $U, V \in \mathcal{F}$, then both $U \cup V$ and $U \cap V$ are in $\mathcal{F}$. Furthermore,

$$
\chi(U)+\chi(V)=\chi(U \cup V)+\chi(U \cap V)
$$

Proof.
$r(U)+r(V)=x(U)+x(V)=x(U \cup V)+x(U \cap V) \leq r(U \cup V)+r(U \cap V) \leq r(U)+r(V)$
The first equality is by the fact that $U, V \in F$. The second equality follows from the fact that $\mathrm{x}(\mathrm{T})$ is modular. The third inequality follows from the constraints of the $L P_{\text {mat }}(\mathcal{M})$. The last equality is because of the submodularity of the rank function $r$.

Now, let's proceed with a set family with a very "friendly" structure:
Definition 18. (Chain) $A$ subset $\mathcal{L} \subseteq 2^{\mathcal{S}}$ is a chain if

$$
A \in \mathcal{L}, B \in \mathcal{L} \Rightarrow A \subseteq B \text { or } B \subseteq A
$$

We now present an uncrossing argument that, using lemma 2.3.1, shows that the linearly independent set of tight constraints can be chosen to form a chain (remember that all $x_{e}>0$ without loss of generality). If A is a family of subsets of $\mathcal{S}$, we denote by $\operatorname{span}(A)$ the vector space generated by the set of vectors $\{\chi(T) \mid T \in A\}$.

Lemma 2.3.2. If $\mathcal{L}$ is a maximal chain subfamily of $\mathcal{F}$, then $\operatorname{span}(\mathcal{L})=\operatorname{span}(\mathcal{F})$.
Proof. Suppose, by way of contradiction, that $\mathcal{L}$ is a maximal chain of $\mathcal{F}$ but $\operatorname{span}(\mathcal{L}) \subset$ $\operatorname{span}(\mathcal{F})$. For any $A \subseteq \mathcal{S}$ such that $A \notin \mathcal{L}$, define $\operatorname{intersect}(A, \mathcal{L})$ to be the number of sets in $\mathcal{L}$ which intersect A, i.e. intersect $(A, \mathcal{L})=|\{T \in \mathcal{L} \mid T \backslash A \neq \emptyset, A \backslash T \neq \emptyset\}|$. Since $\operatorname{span}(\mathcal{L}) \subset \operatorname{span}(\mathcal{F})$, there exists a set A with $\chi(A) \notin \operatorname{span}(\mathcal{L})$. Choose the one with the minimum intersect $(A, \mathcal{L})$. Since $\mathcal{L}$ is a maximal chain, we distinguish two cases for A . First, let's suppose that $A \cap C=\emptyset, \forall C \in \mathcal{L}$. Let C be the inclusion-wise maximum set of $\mathcal{L}$. Observe that using lemma 2.3.1 we have that $C \cup A \in \mathcal{F}$ and since $A \neq \emptyset(\chi(A) \notin \operatorname{span}(\mathcal{L}))$ we have that $C \cup A \supset A$. Thus, the chain is not maximal, contradiction. The other case is that intersect $(A, \mathcal{L}) \geq 1$. Let T be a set in $\mathcal{L}$ which intersects $\mathrm{A}: T \backslash A \neq \emptyset, A \backslash T \neq \emptyset$. Since $A, T \in \mathcal{F}$, by Lemma 2.3.1, both $A \cap T$ and $A \cup T$ are in $\mathcal{F}$. Also, both $\operatorname{intersect}(A \cap T, \mathcal{L})$ and $\operatorname{intersect}(A \cup T, \mathcal{L})$ are smaller than $\operatorname{intersect}(A, \mathcal{L})$, which will be proved next in Proposition 2.3.2.1. Hence, by the minimality of $\operatorname{intersect}(A, \mathcal{L})$, both $A \cap T$ and $A \cup T$ are in $\operatorname{span}(\mathcal{L})$. By Lemma 2.3.1, $\chi(A)+\chi(T)=\chi(A \cup T)+\chi(A \cap T)$. Since $\chi(A \cup T)+$ $\chi(A \cap T)$ are in $\operatorname{span}(\mathcal{L})$ and $T \in \mathcal{L}$, the above equation implies that $\chi(A) \in \operatorname{span}(\mathcal{L})$, a contradiction. It remains to prove Proposition 2.3.2.1

Proposition 2.3.2.1. Let $A$ be a set that intersects $T \in \mathcal{L}$. Then intersect $(A \cap T, \mathcal{L})$ and intersect $(A \cup T, \mathcal{L})$ are smaller than $\operatorname{intersect}(A, \mathcal{L})$.

Proof. Since $\mathcal{L}$ is a chain, for a set $R \in \mathcal{L}$ with $R \neq T, \mathrm{R}$ does not intersect T . So, whenever R intersects $A \cap T$ or $A \cup T, \mathrm{R}$ also intersects A . Also, T intersects A but not
 intersect $(A, \mathcal{L})$.

This completes the proof of Lemma 2.3.2. Based on this and the Rank Lemma we can now proceed to the characterization of the extreme points of $L P_{\text {mat }}$.

Lemma 2.3.3. Let $x$ be any extreme point solution to $L P_{\text {mat }}(\mathcal{M})$ with $x_{e}>0$ for each element $e \in \mathcal{S}$. Then there exists a chain $\mathcal{L}$ such that

1. $x(T)=r(T)$ for each $T \subseteq \mathcal{L}$
2. The vectors in $\{\chi(T): T \in \mathcal{L}\}$ are linearly independent.
3. $|\mathcal{L}|=|\mathcal{S}|$

Now that we have this structural lemma, we can prove the main theorem of this section:
Theorem 2.3.4. The optimal solution of the $L P_{m a t}(\mathcal{M})$ is integral.
Proof. Let x be the optimal solution. As we have already mentioned, if we remove from $\mathcal{M}$ all the elements with $x_{e}=0$ and take the $L P_{m a t}$ for the new matroid, the optimal solution at the remaining variables will stay invariant and it is easy to see that it will be an extreme point. So if we prove the integrality for the new LP, we proved it for the initial. Thus, without loss of generality, we can assume that $x_{e}>0, \forall e \in \mathcal{S}$.

Let's suppose that there exists an element $e^{*} \in \mathcal{S}$ such that $x_{e^{*}} \in(0,1)$ (observe that the constraints on singletons impose $x_{e} \leq 1$ for all the elements e). Now, we proceed with a "token argument". We assign one token for each element $e \in \mathcal{S}$, for a total of $|\mathcal{S}|$ tokens. We will redistribute the tokens so that each set in $\mathcal{L}$ will receive one token and there are some extra token left. This implies that $|\mathcal{L}|<|\mathcal{S}|$, contradicting lemma 2.3.3.

To redistribute the tokens, each element gives its token to the smallest set of the chain $\mathcal{L}$ that contains it. Let's take two consecutive sets of the chain: $A \subseteq B$. Their constraints are tight, so:

$$
x(A)=r(A) \text { and } x(B)=r(B) \Rightarrow x(B)-x(A)=r(B)-r(A)
$$

But, $r(B)-r(A)$ is an integer and $x(B)-x(A) \geq 0$. Also, if $x(B)-x(A)=0$, since $A \subseteq B$, we have that $\mathrm{A}=\mathrm{B}\left(x_{e}>0\right.$ for all $\left.e\right)$, which is impossible because of the linear independence. Hence $x(A)-x(B) \geq 1$. Also, if C is the inclusion-wise minimum set of the chain, $C \neq \emptyset$ because of the linear independence and thus $x(C)=r(C) \geq 1$. So, each set of the chain $\mathcal{L}$ gets at least one token. Let's focus on the set that takes the token of $\mathrm{e}^{*}$. If there is no such set we are done. Otherwise, since $0<x_{e *}<1$, this set receives at least two tokens.

This shows that the $L P_{\text {mat }}(\mathcal{M})$ is an exact formulation of the max-weight independent set problem.

Theorem 2.3.5. The extreme point solutions of $L P_{\text {mat }}(\mathcal{M})$ are the independent sets of matroid $\mathcal{M}$.

### 2.4 Matroid Intersection

Given matroids $\mathcal{M}_{1}=\left(\mathcal{S}, \mathcal{I}_{1}\right)$ and $\mathcal{M}_{2}=\left(\mathcal{S}, \mathcal{I}_{2}\right)$ and a weight function $w: S \rightarrow R$, the maximum weight two matroid intersection problem is to find a set $T \subseteq \mathcal{S}$ of maximum weight which is independent in both $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$, i.e, T is a maximizer of

$$
\max _{T \subseteq S, T \in \mathcal{I}_{1} \cap \mathcal{I}_{2}} w(T)
$$

where $w(T)=\sum_{e \in T} w_{e}$. We refer to the two matroid intersection problem as matroid intersection. This problem generalizes many important problems, including the maximum weight matching in bipartite graphs and maximum weight arborescence problem.

## Examples of Matroid Intersection

1. Matchings in Bipartite graph: Given a bipartite graph $G=(A \cup B, E)$, let $\mathcal{M}_{A}=$ $\left(E, \mathcal{I}_{1}\right)$ be a partition matroid on E where $\mathcal{I}_{1}=\left\{F \subseteq E \mid d_{F}(v) \leq 1, \forall v \in A\right\}$. Similarly, let $\mathcal{M}_{B}=\left(E, \mathcal{I}_{2}\right)$ be a partition matroid on E where $\mathcal{I}_{2}=\left\{F \subseteq E \mid d_{F}(v) \leq\right.$ $1, \forall v \in B\}$. Observe that $T \in \mathcal{I}_{1} \cap \mathcal{I}_{2}$ if and only if $T$ is a matching in $G$. Hence, finding a maximum weight matching in $G$ is equivalent to finding a maximum weight independent set in the intersection of matroids $\mathcal{M}_{A}$ and $\mathcal{M}_{B}$.
2. Arborescence: Given a directed graph $D=(V, A)$ and a root vertex $r \in V$, an $r$ arborescence is a subgraph of $D$ so that there is a directed path from $r$ to every vertex in $V \backslash\{r\}$. The minimum arborescence problem is to find an r -arborescence with minimum total cost. Let $\mathcal{M}_{1}=\left(A, \mathcal{I}_{1}\right)$ be the graphic matroid on the underlying undirected graph of D (where we ignore arc directions). Let $\mathcal{M}_{2}=\left(A, \mathcal{I}_{2}\right)$ be the partition matroid where $\mathcal{I}_{2}=\left\{B \subseteq A: d_{B}^{i n}(v) \leq 1, \forall v \in D \backslash\{r\}\right.$ and $\left.d_{B}^{i n}(r)=0\right\}$. Observe that B is a common basis in $\mathcal{I}_{1}$ and $\mathcal{I}_{2}$ if and only if B is an arborescence rooted at r .

For the Matroid Intersection problem, there exists a polynomial time algorithm that computes the max-weight common independent set. However, for the purposes of this thesis, we will present an LP-based algorithm.

## Linear Programming Relaxation

We now give a linear programming formulation for finding a maximum weight common independent set in the intersection of two matroids. Let $x_{e}$ denote the indicator variable for
element, with $x_{e}=1$ if e is in the common independent set and 0 otherwise. We obtain the following linear programming relaxation $L P_{\text {int }}\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ after relaxing the integrality constraints on the variables x . Here $r_{i}(T)$ denotes the rank of the set T in the matroid $\mathcal{M}_{i}$.

$$
\begin{array}{ll}
\operatorname{maximize} & \sum_{e} w_{e} x_{e} \\
\text { subject to } & x(T) \leq r_{1}(T), \quad \forall T \subseteq \mathcal{S} \\
& x(T) \leq r_{2}(T), \quad \forall T \subseteq \mathcal{S} \\
& x_{e} \geq 0, \quad \forall e \in \mathcal{S}
\end{array}
$$

Solving the linear program. To get a separation oracle can be implemented if we are given as input independence oracles for each of the matroids $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$, by using the work of Cunningham [37] as before, or any algorithm for minimizing submodular functions.

## Characterization of Extreme Point Solutions

We now give a characterization of extreme points of the linear program $L P_{\text {int }}\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ by showing that the independent set of tight constraints can be chosen to form a union of two chains. The proof is quite straightforward and uses the characterization of tight inequalities for the max-weight independent set problem.

Given an extreme point solution x to $L P_{\text {int }}\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ let $\mathcal{F}_{1}=\left\{T \subseteq \mathcal{S}: x(T)=r_{1}(T)\right\}$ and $\mathcal{F}_{2}=\left\{T \subseteq \mathcal{S}: x(T)=r_{2}(T)\right\}$ be the set of tight constraints.

Lemma 2.4.1. There exist two chains $C_{1}$ and $C_{2}$ such that $\operatorname{span}\left(C_{1} \cup C_{2}\right)=\operatorname{span}\left(\mathcal{F}_{1} \cup \mathcal{F}_{2}\right)$ and constraints in sets $C_{1}$ and $C_{2}$ are linearly independent.

Proof. Applying Lemma 2.3 .2 to families $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ separately, we obtain two chains $\hat{C}_{1}$ and $\hat{C}_{2}$ such that $\operatorname{span}\left(\hat{C}_{1}\right)=\operatorname{span}\left(\mathcal{F}_{1}\right)$ and $\operatorname{span}\left(\hat{C}_{2}\right)=\operatorname{span}\left(\mathcal{F}_{2}\right)$. Now, picking a maximal independent family from $\hat{C}_{1} \cup \hat{C}_{2}$ gives us the desired chains.

Thus, from the Rank Lemma:
Lemma 2.4.2. Let $x$ be any extreme point solution to $L P_{\text {int }}\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ with $x_{e}>0$ for each element $e \in \mathcal{S}$. Then there exist two chains $C_{1}$ and $C_{2}$ such that

1. $x(T)=r_{i}(T)$ for each $T \subseteq C_{i}$ for $i=\{1,2\}$.
2. The vectors in $\left\{\chi(T): T \in C_{1}\right\} \cup\left\{\chi(T): T \in C_{2}\right\}$ are linearly independent.
3. $\left|C_{1}\right|+\left|C_{2}\right|=\left|\S_{e}\right|$.

## Iterative Algorithm

We now give an iterative algorithm which constructs an integral solution from the linear program and shows that the linear programming formulation is integral.

```
Algorithm 3 Iterative Matroid Intersection Algorithm
    \(I \leftarrow \emptyset\).
    while \(\mathcal{S} \neq \emptyset\) do
        Find an optimal extreme point solution x to \(L P_{\text {int }}\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)\). Delete from both
    matroids every element \(e \in \mathcal{S}\) with \(x_{e}=0\).
        If there is an element e with \(x_{e}=1\), then update \(I \leftarrow I \cup\{e\}, \mathcal{M}_{1} \leftarrow \mathcal{M}_{1} / e, \mathcal{M}_{2} \leftarrow\)
    \(\mathcal{M}_{2} / e\).
    return I.
```


## Correctness and Optimality

First of all, we show that the algorithm will terminate:
Lemma 2.4.3. For any extreme point solution $x$ to $L P_{\text {int }}\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ with $x_{e}>0$ for every element $e$, there exists an element $e$ with $x_{e}=1$.

Proof. Suppose for a contradiction $0<x_{e}<1$ for each $e \in \mathcal{S}$. Then the number of variables is exactly $|\mathcal{S}|$. By Lemma 2.4.2, we obtain two chains $C_{1}, C_{2}$ defing x. We now show a contradiction to the fact that $|\mathcal{S}|=\left|C_{1}\right|+\left|C_{2}\right|$ by a counting argument. We give two tokens to each element in $\mathcal{S}$ for a total of $2|\mathcal{S}|$ tokens. Now, we collect two tokens for each member of $C_{1}, C_{2}$ and an extra token showing the contradiction. This is done as follows. Each element e assigns one token to the smallest set $T_{i} \in C_{i}$ such that $e \in T i$ for $i=\{1,2\}$. We now claim that each set in $C_{1} \cup C_{2}$ obtains at least two tokens. The argument is identical for sets in $C_{1}, C_{2}$. Let $T \in C_{1}$ and R be the largest set in $C_{1}$ such that $R \subseteq T$. Now, we have $x(T)=r_{1}(T)$ and $x(R)=r_{1}(R)$. Subtracting, we obtain $x(T \backslash R)=r_{1}(T)-r_{1}(R)$. If $T \backslash R=\emptyset$ then $\mathrm{T}=\mathrm{R}$ and we have a contradiction to the linear independence of the constraints. Also, since $x(T \backslash R)$ is an integer and $0<x_{e}<1$ for all e, we have that $|T \backslash R| \geq 2$. Thus, T receives one token for each element in $T \backslash R$ for a total of at least two tokens. Therefore, every set in $C_{1} \cup C_{2}$ receives at least two tokens. Now, we show that there is at least one extra token. First of all, if an element does not belong to any set of a specific chain, then its corresponding token goes nowhere and we are done. So, it must be the case that the maximal element of each chain contains all the elements, which means that $\mathcal{S}$ belongs to both, contradiction because of the linear independence.

Theorem 2.4.4. The optimal solution of the $L P_{\text {int }}\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ is integral.
Proof. This is proved by induction on the number of iterations of the algorithm. The base case is trivial to verify. Let $\mathcal{M}_{1}=\left(\mathcal{S}, \mathcal{I}_{1}\right), \mathcal{M}_{2}=\left(\mathcal{S}, \mathcal{I}_{2}\right)$ denote the matroids in the current iteration and x the optimal LP solution. If the algorithm finds an element e with $x_{e}=0$ we remove e from both matroids. Observe that x restricted to $\mathcal{S}-e$, say x , is a feasible solution to $L P_{\text {int }}\left(\mathcal{M}_{1}-e, \mathcal{M}_{2}-e\right)$. This is easily checked using the rank function of $\mathcal{M}_{i}-e$ which is identical to the rank function of $M_{i}$ on the sets not containing e, for
$i=1,2$. By induction, we find a common independent set I of $\mathcal{M}_{1}-e, \mathcal{M}_{2}-e$ of weight at least $\sum_{e^{\prime} \in \mathcal{S}-e} w\left(e^{\prime}\right) x^{\prime}\left(e^{\prime}\right)$. Observe that I is also a common independent set of $\mathcal{M}_{1}, \mathcal{M}_{2}$ and costs at least $\sum_{e^{\prime} \in \mathcal{S}-e} w\left(e^{\prime}\right) x^{\prime}\left(e^{\prime}\right)=\sum_{e \in \mathcal{S}} w(e) x(e)$. Hence, the induction claim is true in this case.

Now, suppose the algorithm selects an element e with $x_{e}=1$. Then the algorithm updates the matroids $\mathcal{M}_{1}, \mathcal{M}_{2}$ to $\mathcal{M}_{1} / e, \mathcal{M}_{2} / e$ and $I$ to $I+e$. Let $r_{1}$ denote the rank function of $\mathcal{M}_{1}$ and $r_{1}^{\prime}$ denote the rank function of $\mathcal{M}_{1} / e$. We now claim that x restricted to $\mathcal{S}-e$, say x ', is a feasible solution to $L P_{\text {mat }}\left(\mathcal{M}_{1} / e\right)$. For any set $T \subseteq \mathcal{S}-e$, we have $x^{\prime}(T)=x(T+e)-x_{e}=x(T+e)-1 \leq r_{1}(T+e)-1=r_{1}^{\prime}(T)$. With exactly the same argument we have that x restricted to $\mathcal{S}-e$, say x', is a feasible solution to $L P_{\text {mat }}\left(\mathcal{M}_{2} / e\right)$. Thus, it is a feasible solution to $L P_{\text {int }}\left(\mathcal{M}_{1} / e, \mathcal{M}_{2} / e\right)$. By the induction hypothesis, we obtain an independent set I' of $\mathcal{M} / e$ of weight at least $w \cdot x^{\prime}$. Then $I^{\prime}+e$ is a common independent set of $\mathcal{M}_{1}, \mathcal{M}_{2}$ of weight at least $w \cdot x^{\prime}+w_{e}=w \cdot x$ as required. This shows that the algorithm returns a maximum weight common independent set of $\mathcal{M}_{1}, \mathcal{M}_{2}$.

It is easy to see that the above theorem shows that the $L P_{\text {int }}\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ is an exact formulation of the maximum-weight matroid intersection problem.

Theorem 2.4.5. The extreme point solutions of $L P_{\text {int }}\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ correspond to independent sets in the intersection of $\mathcal{M}_{1}$ and $\mathcal{M}_{2}$.

## 2.5 k Matroid Intersection via Iterative Rounding

Given k matroids $\mathcal{M}_{1}=\left(\mathcal{S}, \mathcal{I}_{1}\right), \mathcal{M}_{2}=\left(\mathcal{S}, \mathcal{I}_{2}\right), \ldots, \mathcal{M}_{k}=\left(\mathcal{S}, \mathcal{I}_{k}\right)$ on the same ground set $\mathcal{S}$, the maximum k matroid intersection problem is to find a set $T \subseteq \mathcal{S}$ of maximum cardinality which is independent in all matroids $\mathcal{M}_{1}, \mathcal{M}_{2}, \ldots, \mathcal{M}_{k}$. If someones tries to extend the integrality proof for three matroids will fail and there is a reason behind this:

## Theorem 2.5.1. Three Matroid Intersection is NP-hard.

Proof. We use a reduction from the Hamiltonian path problem in directed graphs. Given a directed graph $G$ with $n$ vertices, and specified nodes $s$ and $t$, the Hamiltonian path problem is the problem of determining whether there exists a simple path of length n-1 that starts at s and ends at t . It may be assumed without loss of generality that s has no incoming edges and $t$ has no outgoing edges. Then, a Hamiltonian path exists if and only if there is a set of $n-1$ elements in the intersection of three matroids on the edge set of the graph: two partition matroids ensuring that the in-degree and out-degree of the selected edge set are both at most one, and the graphic matroid of the undirected graph formed by forgetting the edge orientations in G, ensuring that the selected edge set has no cycles.

So, it is reasonable to seek for approximation algorithms for th $k$ Matroid Intersection problem. We will present a 2-approximation algorithm for this problem when $k=3$, which
is easily generalized to a $(k-1)$-approximation algorithm for the k Matroid Intersection problem. For now, we have $k=3$. The technique that we use is called "Iterative Rounding" and was introduced by Jain in [25] describing a 2-approximation algorithm for a large class of minimum-cost network design problems in undirected networks. For a very detailed and compact presentation of the power of this method see [31]. The general idea, applied to our framework is the following: using the structure of the optimal extreme point, prove that there is a variable with value greater or equal to $1 / 2$ add that element to the solution, remove it from the matroid and recurse on the residual problem.

## Linear Programming Relaxation

The linear programming relaxation, denoted by $L P_{3 \text { int }}\left(\mathcal{M}_{1}, \mathcal{M}_{2}, \mathcal{M}_{3}\right)$, for three-matroid intersection is a natural extension of $L P_{\text {int }}\left(\mathcal{M}_{1}, \mathcal{M}_{2}\right)$ for two-matroid intersection. Notice that we only consider the unweighted problem where $w_{e}=1$ for all $e \in \mathcal{S}$.

$$
\begin{array}{ll}
\text { maximize } & \sum_{e} x_{e} \\
\text { subject to } & x(T) \leq r_{1}(T), \quad \forall T \subseteq \mathcal{S} \\
& x(T) \leq r_{2}(T), \quad \forall T \subseteq \mathcal{S} \\
& x(T) \leq r_{3}(T), \quad \forall T \subseteq \mathcal{S} \\
& x_{e} \geq 0, \quad \forall e \in \mathcal{S}
\end{array}
$$

There is an efficient separation oracle for this exponential-size linear program, as in the case for two-matroid intersection. As for the structure of the extreme point solutions its proof follows the same lines as the proof of Lemma 2.4.2 for two-matroid intersection.

## Characterization of Extreme Point Solutions

Lemma 2.5.2. Let $x$ be any extreme point solution to $L P_{3 \text { int }}\left(\mathcal{M}_{1}, \mathcal{M}_{2}, \mathcal{M}_{3}\right)$ with $x_{e}>0$ for each element $e \in \mathcal{S}$. Then there exist three chains $C_{1}, C_{2}, C_{3}$ such that

1. $x(T)=r_{i}(T)$ for each $T \subseteq C_{i}$ for $i=\{1,2,3\}$.
2. The vectors in $\left\{\chi(T): T \in C_{1}\right\} \cup\left\{\chi(T): T \in C_{2}\right\} \cup\left\{\chi(T): T \in C_{3}\right\}$ are linearly independent.
3. $\left|C_{1}\right|+\left|C_{2}\right|+\left|C_{3}\right|=|\mathcal{S}|$.

## Iterative Algorithm

```
Algorithm 4 Iterative Three Matroid Intersection Algorithm
    \(I \leftarrow \emptyset\).
    while \(\mathcal{S} \neq \emptyset\) do
        Find an optimal extreme point solution x to \(L P_{3 \text { int }}\left(\mathcal{M}_{1}, \mathcal{M}_{2}, \mathcal{M}_{3}\right)\). Delete from all
    three matroids every element \(e \in \mathcal{S}\) with \(x_{e}=0\).
        If there is an element e with \(x_{e} \geq 1 / 2\), then update \(I \leftarrow I \cup\{e\}, \mathcal{M}_{1} \leftarrow \mathcal{M}_{1} / e, \mathcal{M}_{2} \leftarrow\)
    \(\mathcal{M}_{2} / e, \mathcal{M}_{3} \leftarrow \mathcal{M}_{3} / e\).
    return I.
```


## Correctness and Performance Guarantee

We first show that the iterative algorithm makes progress in each iteration. We then show that the algorithm returns a 2-approximate solution assuming it makes progress in each step.

Lemma 2.5.3. For any extreme point solution $x$ to $L P_{3 i n t}\left(\mathcal{M}_{1}, \mathcal{M}_{2}, \mathcal{M}_{3}\right)$ with $x_{e}>0$ for every element $e$, there exists an element $e$ with $x_{e} \geq 1 / 2$.

Proof. Suppose for a contradiction $0<x_{e}<1 / 2$ for each $e \in \mathcal{S}$. Then the number of variables is exactly $|\mathcal{S}|$. By Lemma 2.5.2, we obtain three chains $C_{1}, C_{2}, C_{3}$ defing x. We now show a contradiction to the fact that $|\mathcal{S}|=\left|C_{1}\right|+\left|C_{2}\right|+\left|C_{3}\right|$ by a counting argument. We give three tokens to each element in $\mathcal{S}$ for a total of $3|\mathcal{S}|$ tokens. Now, we collect three tokens for each member of $C_{1}, C_{2}, C_{3}$ and an extra token showing the contradiction. This is done as follows. Each element e assigns one token to the smallest set $T_{i} \in C_{i}$ such that $e \in T i$ for $i=\{1,2,3\}$. We now claim that each set in $C_{1} \cup C_{2} \cup C_{3}$ obtains at least three tokens. The argument is identical for sets in $C_{1}, C_{2}, C_{3}$. Let $T \in C_{1}$ and R be the largest set in $C_{1}$ such that $R \subseteq T$. Now, we have $x(T)=r_{1}(T)$ and $x(R)=r_{1}(R)$. Subtracting, we obtain $x(T \backslash R)=r_{1}(T)-r_{1}(R)$. If $T \backslash R=\emptyset$ then $\mathrm{T}=\mathrm{R}$ and we have a contradiction to the linear independence of the constraints. Also, since $x(T \backslash R)$ is an integer and $0<x_{e}<1 / 2$ for all e, we have that $|T \backslash R| \geq 3$. Thus, T receives one token for each element in $T \backslash R$ for a total of at least three tokens. Therefore, every set in $C_{1} \cup C_{2} \cup C_{3}$ receives at least three tokens. Now, we show that there is at least one extra token. First of all, if an element does not belong to any set of a specific chain, then its corresponding token goes nowhere and we are done. So, it must be the case that the maximal element of each chain contains all the elements, which means that $\mathcal{S}$ belongs to all three chains, contradiction because of the linear independence.

Theorem 2.5.4. The iterative algorithm returns a 2-approximate solution to the maximum three-matroid intersection problem in polynomial time.

Proof. This is proved by induction on the number of iterations of the algorithm. The base case is trivial to verify. Let $\mathcal{M}_{1}=\left(\mathcal{S}, \mathcal{I}_{1}\right), \mathcal{M}_{2}=\left(\mathcal{S}, \mathcal{I}_{2}\right), \mathcal{M}_{3}=\left(\mathcal{S}, \mathcal{I}_{3}\right)$ denote the
matroids in the current iteration and x the optimal LP solution. If the algorithm finds an element e with $x_{e}=0$ we remove e from all the matroids. Observe that x restricted to $\mathcal{S}-e$, say $\mathrm{x}^{\prime}$, is a feasible solution to $L P_{3 \text { int }}\left(\mathcal{M}_{1}-e, \mathcal{M}_{2}-e, \mathcal{M}_{3}-e\right)$. This is easily checked using the rank function of $\mathcal{M}_{i}-e$ which is identical to the rank function of $M_{i}$ on the sets not containing e, for all $i$. By induction, we find a common independent set I of $\mathcal{M}_{1}-e, \mathcal{M}_{2}-e, \mathcal{M}_{3}-e$ of weight at least $\sum_{e^{\prime} \in \mathcal{S}-e} x^{\prime}\left(e^{\prime}\right)$. Observe that I is also a common independent set of $\mathcal{M}_{1}, \mathcal{M}_{2}, \mathcal{M}_{3}$ and costs at least $x^{\prime}(\mathcal{S}-e)=x(\mathcal{S})$. Hence, the induction claim is true in this case.

We focus on the case when the algorithm selects an element e with $x_{e} \geq 1 / 2$. In this case the algorithm updates the matroid $\mathcal{M}_{i}$ to $\mathcal{M}_{i} / e$ and $I$ to $I+e$. Let $\mathrm{w}(\mathrm{x})$ be the objective value of the solution x in the current iteration. To prove the performance guarantee, it suffices to prove that there is a feasible solution in the next iteration with objective value at least $w(x)-2$. Since we add one element to I and the objective value decreases by at most two, by a standard inductive argument we can prove that the returned independent set has size at least half the objective value of $L P_{3 \text { int }}\left(\mathcal{M}_{1}, \mathcal{M}_{2}, \mathcal{M}_{3}\right)$, and thus the theorem follows.

To prove the claim, we need to demonstrate a feasible solution in the next iteration with objective value at least $w(x)-2$, after we select the element e and update the matroids $\mathcal{M}_{i}$ to $\mathcal{M}_{i} / e$. Consider the solution x restricted to $\mathcal{S}-e$, denoted by x'. Note that x' has objective value $w(x)-x_{e}$, but it may not be a feasible solution to $L P_{3 \text { int }}\left(\mathcal{M}_{1} / e, \mathcal{M}_{2} / e, \mathcal{M}_{3} / e\right)$, the linear program in the next iteration. In the next paragraph we will show how to modify x' to satisfy all the constraints defined by matroid $M_{i} / e$, by decreasing the objective value by at most $1-x_{e}$. By performing this modification to each of the three matroids, we will have a feasible solution to $L P_{3 i n t}\left(\mathcal{M}_{1} / e, \mathcal{M}_{2} / e, \mathcal{M}_{3} / e\right)$ with objective value at least $w(x)-x_{e}-3\left(1-x_{e}\right)=w(x)-3+2 x_{e} \geq w(x)-2$ since $x_{e} \geq 1 / 2$, as desired.

It remains to show how to modify the solution x ' to satisfy all the constraints defined by $M_{i} / e$, while decreasing the objective value by at most $1-x_{e}$. Since x is a feasible solution to $L P_{3 i n t}\left(\mathcal{M}_{1}, \mathcal{M}_{2}, \mathcal{M}_{3}\right)$, it is obviously a feasible solution to $L P_{\text {mat }}\left(\mathcal{M}_{i}\right)$, the independent set polytope of matroid $\mathcal{M}_{i}$. Since the independent set polytope of a matroid is integral, the solution x can be written as a convex combination of independent sets in $\mathcal{M}_{i}$, i.e. $x=\sum_{j=1}^{N} \lambda_{j} \chi\left(I_{j}\right)$ for some N where $\lambda_{j} \geq 0, \forall j, \sum_{j=1}^{N} \lambda_{j}=1$ and $I_{j}$ is an independent set of $\mathcal{M}_{i}$ for each j . Assume that $e \notin I_{j}$ for $j=1, \ldots, N^{\prime}$ and $e \in I_{j}$ for $N^{\prime}<j \leq N$. Then by definition $\sum_{j=1}^{N^{\prime}} \lambda_{j}=1-x_{e}$. For each $1 \leq j \leq N^{\prime}$, let $f_{j} \neq e$ be an element in the unique circuit (if exists) in $I_{j}+e$. Since $I_{j}-e+f_{j}$ is an independent set in $\mathcal{M}_{i}$, it follows by definition that $I_{j}-f_{j}$ is an independent set in $\mathcal{M}_{i} / e$. Similarly, $I_{j}-e$ is an independent set in $M_{i} / e$ for $N^{\prime}<j \leq N$. Thus

$$
x^{*}=\lambda_{1} \chi\left(I_{1}-f_{1}\right)+\ldots+\lambda_{N^{\prime}} \chi\left(I_{N^{\prime}}-f_{N^{\prime}}\right)+\lambda_{N^{\prime}+1} \chi\left(I_{N^{\prime}+1}-e\right)+\ldots+\lambda_{N} \chi\left(I_{N}-e\right)
$$

is a feasible solution to $\operatorname{LPmat}\left(\mathcal{M}_{i} / e\right)$, since it is a convex combination of independent sets in $M_{i} / e$. Furthermore $w\left(x^{*}\right) \geq w\left(x^{\prime}\right)-\sum_{j=1}^{N^{\prime}} \lambda_{j}=w\left(x^{\prime}\right)-\left(1-x_{e}\right)$, proving the theorem.

## Chapter 3

## Multistage Matroid Maintainance

### 3.1 Preliminaries

Having built the required background on matroids, linear programming and on basic rounding techniques, we can now formally define the Multistage Matroid Maintainance (MMM) problem. The results we discuss in this part were presented in the work of Gupta et al. "Changing bases: Multistage optimization for matroids and matchings" [22].

Definition 19. An instance of the Multistage Matroid Maintenance (MMM) problem consists of a matroid $\mathscr{M}=(E, \mathcal{I})$, with $r(E)=r$, an acquisition cost $a(e) \geq 0$ for each $e \in E$, and for every time step $t \in[T]$ and element $e \in E$, a holding cost $c_{t}(e) \geq 0$. The goal is to find bases $\left\{B_{t} \in \mathcal{I}\right\}_{t \in[T]}$ to minimize

$$
\sum_{t}\left(c_{t}\left(B_{t}\right)+a\left(B_{t} \backslash B_{t-1}\right)\right)
$$

where we define $B_{0}:=\emptyset$.

In the case of $\mathrm{T}=1$, optimizing over the bases of the matroid is equivalent to optimizing over its spanning sets. Indeed, if the optimal solution is a spanning set, we can start removing appropriate elements, without reducing the rank, until we end up with a basis, which will not have greater cost than the initial. However, does this equivalence hold for general T? We will show that it does. But first, lets define the Multistage Spanning set Maintenance (MSM) problem.

Definition 20. An instance of the Multistage Spanning set Maintenance (MSM) problem consists of a matroid $\mathscr{M}=(E, \mathcal{I}), r(E)=r$, an acquisition cost $a(e) \geq 0$ for each $e \in E$, and for every time step $t \in[T]$ and element $e \in E$, a holding cost $c_{t}(e) \geq 0$. The goal is to find spanning sets $\left\{S_{t} \subseteq E\right\}_{t \in[T]}$ to minimize

$$
\sum_{t}\left(c_{t}\left(S_{t}\right)+a\left(S_{t} \backslash S_{t-1}\right)\right)
$$

where we define $S_{0}:=\emptyset$.
The following lemma shows the equivalence of maintaining bases and spanning sets. It is proven in [22] and here we provide an alternative proof.

Lemma 3.1.1. Every feasible solution for MSM can be transformed, in polynomial time, into a feasible solution for MMM, without increasing the total cost.

Proof. Let $S_{1}, \ldots S_{T}$ be a feasible solution for MSM. If all these sets are bases then we are done. Otherwise, let i be the minimum moment such that $S_{i}$ is not a base. Let C be a circuit in $S_{i}$. Since $C \nsubseteq S_{i-1}$ (remember that $S_{0}:=\emptyset$ and the definition of i), there is an element $e \in C \backslash S_{i-1}$. We remove e from $S_{i}$ and $S_{i}$ remains a spanning set. All these procedures can be implemented in polynomial time (see chapter 2). The holding cost won't increase, since $c_{t}(e) \geq 0$. The acquisition cost won't increase since $e \in S_{i} \backslash S_{i-1}$ and $a(e) \geq 0$. Thus, the new solution has lower or equal cost and is feasible for MSM. We iterate on the above process until all $S_{i}$ become bases. Since in each iteration, $\sum_{t}\left|S_{t}\right|$ decreases by 1 , the algorithm will terminate in polynomial time.

Corollary 3.1.1.1. For matroids, the optimal solutions to MSM and MMM have the same costs.

### 3.2 The Greedy Algorithm

Our first attempt to solve the problem is to extend Kruskal's algorithm, which provides the optimal solution for $\mathrm{T}=1$. For this reason, we use a result of Wolsey.

Theorem. (Wolsey [46]) We consider the problem $\min \left\{\sum_{j \in S} w_{j}: f(S)=f(N), S \subseteq\right.$ $N\}$, where $f$ is a nondecreasing submodular function on a finite set $N$. When $f$ is integer valued and $f(\emptyset)=0$, the greedy heuristic solution has approximation ratio $H\left(\max _{j \in N} z(\{j\})\right)$, where $H(k)=\sum_{i=1}^{k} \frac{1}{i}$.

However, in order to apply the greedy algorithm to our setting, we need to appropriately define the ground set, the weight function and the submodular function, in order to incorporate the acquisition costs to the weights. The idea is that we will no longer choose an element for a specific time step, but we will choose an edge for a specific interval that we want the element to be alive. More specifically, we make the following reduction: We will have T matroids $\mathscr{M}_{1}=\left(E_{\text {int }}, \mathcal{I}_{1}\right), M_{2}=\left(E_{\text {int }}, \mathcal{I}_{2}\right), \ldots, M_{T}=\left(E_{\text {int }}, \mathcal{I}_{T}\right)$. The common ground set will be

$$
E_{\text {int }}=\{(e,[l, r]) \mid e \in E, 1 \leq l \leq r \leq T\}
$$

the element $\mathrm{x}=(\mathrm{e},[\mathrm{I}, \mathrm{r}])$ represents that the element e is alive for the interval $I_{x}=[l, r]$. For an element $x$, when we will want to refer to e we will write x.e and for the interval we will write $I_{x}$. The weight function will be

$$
w((e,[l, r]))=a(e)+\sum_{t=l}^{r} c_{t}(e)
$$

since we purchase the element e at time $I$ and we keep it for the time interval $[I, r]$. As for the independent sets:

$$
S \in \mathcal{I}_{t} \Leftrightarrow \forall x \in S: t \in I_{x},\{x . e \mid x \in S\} \in \mathcal{I} \text { and } \nexists x_{1}, x_{2} \in S: x_{1} \neq x_{2}, x_{1} . e=x_{2} . e
$$

The nondecreasing submodular function is

$$
f(S)=\sum_{t} r_{t}(S)
$$

since the sum of nondrecreasing submodular functions (the ranks) is a nondrecreasing submodular function.

It is easy to observe that MSM is equivalent to

$$
\min \left\{w(S) \mid f(S)=f\left(E_{i n t}\right), S \subseteq E_{i n t}\right\}
$$

Thus, from [46], the greedy algorithm described in chapter 2 is an
$H\left(\max _{x \in E_{\text {int }}}(f(\{x\})-f(\emptyset))\right)=H(T)=O(\log T)$-approximation algorithm. In [22] Gupta et al. provide an alternative dual fitting proof from scratch. We will present the analysis, but first lets see what the greedy algorithm does at our problem:

We consider the interval view of the problem. Given a current subset $A \subseteq E_{\text {int }}$, the benefit of adding an element $x$ to $A$ is

$$
\operatorname{ben}_{A}(x)=\sum_{t}\left(r_{t}(A \cup\{x\})-r_{t}(A)\right)=\sum_{t \in I_{x}}\left(r_{t}(A \cup\{x\})-r_{t}(A)\right)
$$

Initially $A=\emptyset$ and the greedy algorithm iteratively picks an element $x \in E_{\text {int }} \backslash A$ maximizing $\operatorname{ben}_{A}(x) / w(x)$ and adds $x$ to A . This is done until $f(A)=f\left(E_{\text {int }}\right)=r T$, where $r=r_{\mathcal{M}}(E)$. In other words, at the end, A induces a spanning set for each time step.

We analyze the algorithm through dual fitting. For this reason, we introduce the $L P_{1}$ with the following variables:

- $y_{x}, x \in E_{\text {int }}$ indicating whether we take element $x$ or not
- $z_{x t}, x \in E_{i n t}, t \in I_{x}$

$$
\begin{array}{ll}
\operatorname{minimize} & \sum_{x \in E_{\text {int }}} w(x) y_{x} \\
\text { subject to } & \overrightarrow{z_{t}} \in \mathcal{P}_{B}\left(\mathcal{M}_{\text {ext }}\right), \quad \forall t \in[T] \\
& z_{x t} \leq y_{x}, \quad \forall x \in E_{\text {int }}, \quad \forall t \in I_{x} \\
& y_{x} \geq 0, \quad \forall x \in E_{\text {int }}
\end{array}
$$

where $\mathcal{M}_{\text {ext }}$ is the natural extension of the initial matroid $\mathcal{M}$ on the new ground set $E_{\text {int }}$, where all the elements $\mathrm{x}=(\mathrm{e},[\mathrm{l}, \mathrm{r}])$ associated with the same e are parallel to each other. $P_{B}\left(\mathcal{M}_{\text {ext }}\right)$ is the base polytope of $\mathcal{M}_{\text {ext }}$, which lies in $\mathbb{R}^{\left|E_{\text {int }}\right|}$. As for the coordinates of the vector $\overrightarrow{z_{t}}$ :

$$
z_{t}(x)= \begin{cases}z_{x t} & \text { if } t \in I_{x} \\ 0 & \text { otherwise }\end{cases}
$$

Using Lagrangian variables $b_{x t} \geq 0$ for each x and $t \in I_{x}$, we write the $L P_{2}$ which outputs a lower bound for the $L P_{1}$ :

$$
\begin{array}{ll}
\operatorname{minimize} & \sum_{x \in E_{\text {int }}} w(x) y_{x}+\sum_{x, t \in I_{x}} b_{x t}\left(z_{x t}-y_{x}\right) \\
\text { subject to } & \overrightarrow{z_{t}} \in \mathcal{P}_{B}\left(\mathcal{M}_{\text {ext }}\right), \quad \forall t \in[T] \\
& y_{x} \geq 0, \quad \forall x \in E_{\text {int }}
\end{array}
$$

The objective function of $L P_{2}$ is equal to

$$
\sum_{x \in E_{\text {int }}}\left(w(x)-\sum_{t \in I_{x}} b_{x t}\right) y_{x}+\sum_{x, t \in I_{x}} b_{x t} z_{x t}
$$

The optimal value of the $L P_{2}$ is a lower bound for the optimal value of $L P_{1}$ for every choice of nonnegative $b_{x t}$. In particular, if we choose these Lagrangian variables to satisfy the constraints:

$$
w(x)-\sum_{t \in I_{x}} b_{x t} \geq 0, \forall x \in E_{i n t}
$$

then clearly, the $L P_{2}$ will set all $y_{x}$ to zero. In this case, $L P_{2}$ takes the form:

$$
\begin{array}{ll}
\operatorname{minimize} & \sum_{x, t \in I_{x}} b_{x t} z_{x t} \\
\text { subject to } & \overrightarrow{z_{t}} \in \mathcal{P}_{B}\left(\mathcal{M}_{\text {ext }}\right), \quad \forall t \in[T]
\end{array}
$$

but in this case

$$
\sum_{x: t \in I_{x}} b_{x t} z_{x t} \text { subject to } \overrightarrow{z_{t}} \in \mathcal{P}_{B}\left(\mathcal{M}_{e x t}\right)
$$

can be minimized independently for each $t$. Due to the integrality of the matroid base polytope, the optimal value of $L P_{2}$, under the aforementioned choice of $b_{e t}$ will be

$$
\sum_{t} m w b\left(\left\{b_{x t}\right\}_{x: t \in I_{x}}\right)
$$

where for a fixed t , we remove from $\mathcal{M}_{\text {ext }}$ all these x that $t \notin I_{x}$, we put weight $b_{x t}$ to the remaining x and $\operatorname{mwb}\left(\left\{b_{x t}\right\}_{x: t \in I_{x}}\right)$ is the minimum weight base. We choose the best lower bound, $L P_{3}$, for $L P_{1}$, which is:

$$
\begin{array}{ll}
\operatorname{minimize} & \sum_{t} m w b\left(\left\{b_{x t}\right\}_{x: t \in I_{x}}\right) \\
\text { subject to } & \sum_{t \in I_{x}} b_{x t} \leq w(x), \forall x \in E_{i n t} \\
& b_{x t} \geq 0, \quad \forall x \in E_{i n t}, \quad \forall t \in I_{x}
\end{array}
$$

The analysis follows the dual fitting proofs of $[13,35]$

Theorem 3.2.1. The greedy algorithm outputs an $O\left(\log \left|I_{\max }\right|\right)$-approximation to $M S M$, where $\left|I_{\max }\right|$ is the length of the longest interval that an element is alive for. Hence, it gives an $O(\log T)-$ approximation.

Proof. First of all, the matroid that we study in this proof is $\mathcal{M}_{\text {ext }}$. For a subset A of $E_{\text {int }}$, we write $A^{t}=\left\{x \in A \mid t \in I_{x}\right\}$. For the proof, consider some point in the run of the greedy algorithm where a set $A \subseteq E_{\text {int }}$ of elements has been picked. We show a nonnegative setting of duals $b_{x t}$ such that

- The objective value of $L P_{3}$ (dual value) equals the current objective value of $L P_{1}$ (primal value) $\mathrm{w}(\mathrm{A})$ and
- $\sum_{t \in I_{x}} b_{x t} \leq O\left(\log \left|I_{x}\right|\right) w(x), \forall x \in E_{i n t}$

It is useful to maintain, for each time t, a minimum weight base $B_{t}$ of the subset $\operatorname{span}\left(A^{t}\right) \cap$ $E_{\text {int }}^{t}$ according to weights $\left\{b_{x t}\right\}_{x \in E_{i n t}^{t}}$. We start with $b_{x t}=0, A_{t}=B_{t}=\emptyset$, for all t, which satisfies the above properties.

Suppose that until some step these properties hold and we have collected the set A. we now pick x maximizing $\operatorname{ben}_{A}(x) / w(x)$ and get new set $C:=A \cup\{x\}$. Call a time step t "interesting" if $r\left(C^{t}\right)=r\left(X_{t}\right)+1$. There are $\operatorname{ben}_{A}(x)$ interesting time steps. Now, we need to update the duals. For each interesting t and for each $y \in\left(\operatorname{span}\left(C^{t}\right) \cap\right.$ $\left.E_{\text {int }}^{t}\right) \backslash\left(\operatorname{span}\left(A^{t}\right) \cap E_{\text {int }}^{t}\right)$ update $b_{y t} \leftarrow w(x) / \operatorname{ben}_{A}(x)$. Note that the element x itself satisfies the condition of being in $\left(\operatorname{span}\left(C^{t}\right) \cap E_{\text {int }}^{t}\right) \backslash\left(\operatorname{span}\left(A^{t}\right) \cap E_{\text {int }}^{t}\right)$ for precisely the interesting time steps, and hence $\sum_{t: \text { interesting }} b_{x t}=b e n_{A}(x) w(x) / b e n_{A}(x)=w(x)$. In all the noninteresting time steps the min-weight bases remains invariant. In an interesting time step t, consider the min-weight base $B_{t}$ (of the previous step). The elements in $\left(\operatorname{span}\left(C^{t}\right) \cap E_{\text {int }}^{t}\right) \backslash\left(\operatorname{span}\left(A^{t}\right) \cap E_{\text {int }}^{t}\right)$ increased the rank by one, in time t , and they all got the same weight, which due to the greedy criterion have bigger $b_{y t}$ than all the previous elements. Thus, the Kruskal's algorithm will choose the base $B_{t}^{\prime} \leftarrow B_{t}+x$ for every interesting time step $t$. Thus, the first property inductively holds. It remains to show the second one:

Let's focus on an element $y \in E_{\text {int }}$. Initially all $b_{y t}$ are zero and the greedy decides whether it will add y to the solution based on $w(y) / b e n_{A}(y)$ for a current solution A and if it updates a $b_{y t}$ then its value will be lower or equal to $w(y) / b e n_{A}(y)$ and $b e n_{A}(y)$ will be decreased. Thus, at the end of the algorithm:

$$
\sum_{t \in I_{y}} b_{y t} \leq w(y)\left(\frac{1}{I_{y}}+\frac{1}{I_{y}-1}+\ldots+1\right)=O\left(\log \left|I_{y}\right|\right) w(y), \quad \forall y \in E_{i n t}
$$

and each element can only be alive for all T time steps. From the standard dual fitting argument, we have that the greedy algorithm is an $O(\log T)$-approximation algorithm.

### 3.3 The Randomized Rounding Algorithm

In [22], Gupta et al. also present an $O(\log (r T))$-randomized rounding approximation algorithm for the MMM. First of all, we write the natural extension of the classical Matroid LP:

$$
\begin{array}{ll}
\text { minimize } & \sum_{t, e} c_{t}(e) z_{t}(e)+\sum_{t, e} a(e) y_{t}(e) \\
\text { subject to } & \vec{z}_{t} \in \mathcal{P}_{B}(\mathcal{M}), \quad \forall t \in[T] \\
& y_{t}(e) \geq z_{t}(e)-z_{t-1}(e), \quad \forall e \in E, \quad \forall t \in[T] \\
& y_{t}(e), z_{t}(e) \geq 0, \quad \forall e \in E, \quad \forall t \in[T]
\end{array}
$$

Whenever we mention an LP in this section, we will mean the above LP. Let OPT $=\left(\overrightarrow{y_{t}}, \overrightarrow{z_{t}}\right)_{t \in[T]}$ be the optimal solution for the above LP. Observe that in the above constraints, $\overrightarrow{z_{0}}$ is included, but it is not given to the LP as a variable but as an identically zero vector. Also observe that $y_{t}(e)=\max \left(z_{t}(e)-z_{t-1}(e), 0\right), \forall t, e$.

Let's fix some $t$. Then, $\overrightarrow{z_{t}}$ induces probabilities of selection for each element is E . Based on these probabilities, we act like we did for the set cover in chapter 1. Initially $S_{t}=\emptyset$. We add to $S_{t}$, independently, each element e, with probability $z_{t}(e)$. However, if we do this, there is a considerable probability that the $r\left(S_{t}\right)<r$. Thus, we iterate this experiment and after a logarithmic number of steps, $S_{t}$ will be a spanning set with high probability. However, this sampling procedure it is done dependently between consecutive time steps, in order to achieve low acquisition cost. This is achieved through shared randomness. At the end, if $S_{1}, \ldots, S_{T}$ are not spanning sets, then produce a solution greedily, which is at most T times the optimal. Since this happens with low probability, the expected cost is not large. Finally, from lemma 3.1.1, we can transform these T spanning sets into T bases, without increasing the total cost. The algorithm goes as follows:

```
Algorithm 5 Randomized Rounding
    Solve the LP and get the \(\left(\overrightarrow{y_{t}}, \overrightarrow{z_{t}}\right)_{t \in[T]}\)
    \(L=8(2+\sqrt{3}) \ln (r T)\)
    For each \(e \in E\) choose independent \(\tau_{e} \sim U[0,1 / L]\)
    For each t , define \(\hat{S}_{t}=\left\{e \in E \mid z_{t}(e) \geq \tau_{e}\right\}\)
    If all \(\hat{S}_{t}\) have full rank, convert them to a solution for MMM at no extra cost and
    return \(\left(\hat{S}_{1}, \ldots, \hat{S}_{T}\right)\).
    6: For each i, produce \(S_{i}\) through Kruskal's algorithm, with weights \(\left(a(e)+c_{i}(e)\right)_{e \in E}\) and
    return \(\left(S_{1}, \ldots, S_{T}\right)\).
```

Let $w(O P T)$ be the cost of the optimal solution of the LP and let $w(\mathcal{S})$ be the cost of the output of the algorithm (where $\mathcal{S}$ can be either $\left(\hat{S}_{1}, \ldots, \hat{S}_{T}\right)$ or $\left(S_{1}, \ldots, S_{T}\right)$ ).

First of all, we must settle that, with high probability, $\hat{S}_{1}, \ldots, \hat{S}_{T}$ will have full rank.
Lemma 3.3.1. For a fractional base $z \in \mathcal{P}_{\mathcal{B}}(\mathcal{M})$, let $R(z)$ be the set obtained by picking each element $e \in E$ independently with probability $z_{e}$. Then $\mathbb{E}[r(R(z))] \geq r(1-1 / e)$.

Proof. We use the results of Chekuri et al. [12] on so-called contention resolution schemes. In their paper, for a matroid $\mathcal{M}$, they give a randomized procedure $\pi_{z}$ that takes the random set $R(z)$ and outputs an independent set $\pi_{z}(R(z))$ in $\mathcal{M}$, such that $\pi_{z}(R(z)) \subseteq$ $R(z)$, and for each element e in the support of $\mathrm{z}, \operatorname{Pr}\left[e \in \pi_{z}(R(z)) \mid e \in R(z)\right] \geq 1-1 / e$. Thus, we get:

$$
\begin{aligned}
\mathbb{E}[r(R(z))] \geq & \mathbb{E}\left[r\left(\pi_{z}(R(z))\right)\right]=\sum_{\operatorname{supp}(z)} \operatorname{Pr}\left[e \in \pi_{z}(R(z))\right] \geq \\
& \sum_{\operatorname{supp}(z)} \operatorname{Pr}\left[e \in \pi_{z}(R(z)) \mid e \in R(z)\right] \operatorname{Pr}[e \in R(z)] \geq \sum_{\operatorname{supp}(z)}(1-1 / e) z_{e}=r(1-1 / e)
\end{aligned}
$$

The first inequality used the fact that $\pi_{z}(R(z)) \subseteq R(z)$, the following equality used that $\pi_{z}(R(z))$ is independent with probability 1 , the second inequality used the property of the CR scheme, and the final equality used the fact that z was a fractional base.

Corollary 3.3.1.1. $R(z)$ has rank at least r/2 with probability at least $1-2 / e>1 / 4$
Proof. Apply reverse Markov inequality for the random variable $r(R(z)) \leq r$
Lemma 3.3.2. For any fixed $t \in[T]$, the set $\hat{S}_{t}$ has full rank with probability at least $1-1 /(r T)^{2}$

Proof. The algorithm produces the set $\hat{S}_{t}$ by threshold rounding of the fractional base $z_{t} \in \mathcal{P}_{\mathcal{B}}(\mathcal{M})$. Instead, consider taking L different sets $T_{1}, \ldots, T_{L}$, where each set is produced independently, by including each element e independently with probability $z_{t}(e)$. The final set will be $T=\cup_{i=1}^{L} T_{i}$. We proceed with the following stochastic domination claim:
Claim 3.3.3. $\operatorname{Pr}\left[r\left(\hat{S}_{t}\right)=r\right] \geq \operatorname{Pr}[r(T)=r]$
Proof. It suffices to prove that for each $e \in E, \operatorname{Pr}[e \in T] \leq \operatorname{Pr}\left[e \in \hat{S}_{t}\right]$ and the claim will follow from the standard stochastic domination argument. He have that $\operatorname{Pr}[e \notin T]=$ $\left(1-z_{t}(e)\right)^{L}$. We also have that $\operatorname{Pr}\left[e \notin \hat{S}_{t}\right]=\max \left(0, \frac{\frac{1}{L}-z_{t}(e)}{\frac{1}{L}}\right)=\max \left(0,1-L z_{t}(e)\right)$ and since $z_{t}(e) \in[0,1]$, the inequality follows from Bernoulli's inequality.

So, it suffices to give a lower bound on the probability that T has full rank. For this, we use Corollary 3.3.1.1: the set $T_{1}$ has rank at least $\mathrm{r} / 2$ with probability at least $1 / 4$. Now, focusing on the matroid $\mathcal{M}^{\prime}=\mathcal{M} / \operatorname{span}\left(T_{1}\right)$ which say has rank $r^{\prime}$, the same argument says thst the set $T_{2}$ has rank $\mathrm{r}^{\prime} / 2$ with probability at least $1 / 4$ etc. Proceeding in this way, the probability that the rank of T is less than r is at most the probability that we see fewer than $\log _{2} r$ heads in $L=8(2+\sqrt{3}) \ln (r T)$ flips of a coin of bias $1 / 4$. We bound this probability using the following Chernoff bound:

Proposition 3.3.3.1. Let $X 1, \ldots, X_{n}$ be independent Bernoulli variables such that for each $i, \operatorname{Pr}\left[x_{i}\right] \geq p$. Let $X=\sum_{i=1}^{n} X_{i}$ and $m p=\mu \leq \mathbb{E}[X]$. Then, for $0<\delta<1$ :

$$
\operatorname{Pr}[X \leq(1-\delta) \mu] \leq e^{-\mu \delta^{2} / 2}
$$

In our case, $n=L=8(2+\sqrt{3}) \ln (r T), X_{1}, \ldots, X_{L}$ are the coin flips, $p=1 / 4, \mu=L / 4$. We set $\delta=1-\frac{1}{2+\sqrt{3}}$. So, by applying the Chernoff bound, we get:

$$
\operatorname{Pr}\left[X \leq \frac{1}{2+\sqrt{3}} 8(2+\sqrt{3}) \ln (r T) / 4\right]=\operatorname{Pr}[X \leq 2 \ln (r T)] \leq e^{-\left(1-\frac{1}{2+\sqrt{3}}\right)^{2} 8(2+\sqrt{3}) \ln (r T) / 8}=\frac{1}{(r T)^{2}}
$$

But,

$$
\operatorname{Pr}\left[X \leq \log _{2} r\right] \leq \operatorname{Pr}[X \leq 2 \ln (r T)] \leq \frac{1}{(r T)^{2}}
$$

Thus, $\operatorname{Pr}\left[r\left(\hat{S}_{t}\right)<r\right] \leq \operatorname{Pr}[r(T)<r] \leq \frac{1}{(r T)^{2}}$

Now it is time to prove the main theorem:
Theorem 3.3.4. $\mathbb{E}[w(\mathcal{S})] \leq O(\log (r T)) w(O P T)$
Proof. First of all, by the union bound, the probability that all $\hat{S}_{i}$ have full rank is at least $1-\frac{1}{T r^{2}}$. Let $w\left(\hat{S}_{1}, \ldots, \hat{S_{T}}\right)$ be the total cost of $\hat{S_{1}}, \ldots, \hat{S_{T}}$. Notice that $\left\{S_{i}\right\}_{i_{\epsilon}[T]}$ may not be a feasible solution. However, these sets can be plugged into the objective function of MSM and the result is this cost. Let F be the event that all $\hat{S}_{i}$ have full rank and $F^{c}$ its complement..
$\mathbb{E}[w(\mathcal{S})]=\mathbb{E}\left[w\left(\hat{S_{1}}, \ldots, \hat{S_{T}}\right) \mid F\right] \operatorname{Pr}[F]+w\left(S_{1}, \ldots, S_{T}\right) \operatorname{Pr}\left[F^{c}\right] \leq=\mathbb{E}\left[w\left(\hat{S_{1}}, \ldots, \hat{S_{T}}\right)\right]+w\left(S_{1}, \ldots, S_{T}\right) \frac{1}{T r^{2}}$
It remains to bound $\mathbb{E}\left[w\left(\hat{S_{1}}, \ldots, \hat{S_{T}}\right)\right]$ and $w\left(S_{1}, \ldots, S_{T}\right)$.

- For a fixed t , since $\operatorname{Pr}\left[e \in \hat{S}_{t}\right]=\min \left\{L z_{t}(e), 1\right\}$,

$$
\begin{equation*}
E\left[c_{t}\left(\hat{S}_{t}\right)\right]=\sum_{e} c_{t}(e) \operatorname{Pr}\left[e \in \hat{S}_{t}\right] \leq L \sum_{e} c_{t}(e) z_{t}(e) \tag{3.1}
\end{equation*}
$$

Moreover, $e \in \hat{S}_{t} \backslash \hat{S}_{t-1}$ exactly when $\tau_{e}$ satisfies $z_{t-1}(e)<\tau_{e}<z_{t}(e)$, which happens with probability at most

$$
\frac{\max \left\{z_{t}(e)-z_{t-1}(e), 0\right\}}{\frac{1}{L}} \leq L y_{t}(e) .
$$

Thus,

$$
\begin{equation*}
E\left[a\left(\hat{S}_{t} \backslash \hat{S}_{t-1}\right)\right]=\sum_{e} a(e) \operatorname{Pr}\left[e \in \hat{S}_{t} \backslash \hat{S}_{t-1}\right]=\leq L \sum_{e} a(e) y_{t}(e) \tag{3.2}
\end{equation*}
$$

From 3.1, 3.2 and summing over all t , we get:

$$
\mathbb{E}\left[w\left(\hat{S}_{1}, \ldots, \hat{S_{T}}\right)\right] \leq L w(O P T)
$$

- It is easy to see that $w\left(S_{1}, \ldots, S_{T}\right) \leq T w(O P T)$. Indeed,

$$
w\left(S_{1}, \ldots, S_{T}\right) \leq \sum_{t}\left(c_{t}\left(S_{t}\right)+a\left(S_{t}\right)\right)=\sum_{t}\left(c_{t}+a\right)\left(S_{t}\right)
$$

because, by rebuying an element that we already have, we increase the cost. Now, let's fix a $t \in[T]$ and let's go to the initial LP and remove all the constraints that impose that $\vec{z}_{t}$ is a fractional base, except the one corresponding at time t . Since $y_{t}(e)=\max \left(z_{t}(e)-z_{t-1}(e), 0\right)$ and $\mathcal{P}_{\mathcal{B}}(\mathcal{M})$ is integral, the optimal value of the objective function of this reduced LP will be exactly the outcome of the Kruskal's algorithm for the matroid $\mathcal{M}$ with weights given by the function $a+c_{t}$, which is exactly $\left(c_{t}+a\right)\left(S_{t}\right)$. This reduced LP, was produced by removing some constraints of the initial, thus the optimal value of the objective did not increase. So, $\left(c_{t}+a\right)\left(S_{t}\right) \leq w(O P T)$. Summing over all t we get the desired result.

Summarizing,

$$
\mathbb{E}[w(\mathcal{S})] \leq \mathbb{E}\left[w\left(\hat{S}_{1}, \ldots, \hat{S_{T}}\right)\right]+w\left(S_{1}, \ldots, S_{T}\right) \frac{1}{T r^{2}} \leq L w(O P T)+T w(O P T) \frac{1}{T r^{2}}=O(\log (r T)) w(O P T)
$$

However, the dependence of T at the approximation ratio can be avoided. More specifically, by slightly modifying the randomized rounding algorithm, Gupta et al. in [22] achieve approximation ratio $O\left(\frac{a_{\max }}{a_{\min }} \operatorname{logr}\right)$. Observe that in case where the acquisition costs are uniform, this yields an $O(\operatorname{logr})$-approximation algorithm. But, when this is not the case, can we avoid both the dependence on T and on $\frac{a_{\text {max }}}{a_{\text {min }}}$ ? Can we hope for a $O(\operatorname{logr})$-approximation algorithm for the MMM? If the algorithm is based on the LP of this section, the answer is no. In [22], the authors show that the $O\left(\min \left\{\log T, \log \frac{a_{\max }}{a_{\min }}\right\}\right)$ term in our rounding algorithm is unavoidable. This is a graphical matroid instance, with n (even) vertices and m edges. $\log T$ and $\log \frac{a_{\max }}{a_{\text {min }}}$ are $\theta n, \mathrm{~m}=\theta n^{2}$ and the linear program has the aforementioned gap.

Lemma 3.3.5. The LP has an $\Omega\left(\min \left\{\log T, \log \frac{a_{\text {max }}}{a_{\text {min }}}\right\}\right)$ integrality gap.
This means that if the aspect ratio of the acquisition costs is not bounded, the linear program has a $\log T$ gap, even when T is exponentially larger than r .

Proof. This is a graphical matroid instance, with n (even) vertices and m edges. $\log T$ and $\log \frac{a_{\text {max }}}{a_{\text {min }}}$ are $\theta n, \mathrm{~m}=\theta n^{2}$ and the linear program has the aforementioned gap. The set of vertices is $\left\{v_{0}, v_{1}, \ldots, v_{n}\right\}$ and $\mathrm{T}=\binom{n}{\frac{n}{2}}$. The edges $\left(v_{0}, v_{i}\right)$ for $i \in[n]$ have acquisition $\operatorname{cost} a\left(v_{0}, v_{i}\right)=1$ and holding cost $c_{t}\left(v_{0}, v_{i}\right)=0$ for all t . The edges $\left(v_{i}, v_{j}\right)$ for $i, j \in[n]$ have acquisition cost $\frac{1}{n T}$ and have holding cost determined as follows: we find a bijection between the set [ T$]$ and the set of partitions $\left(U_{t}, V_{t}\right)$ of $\left\{v_{1}, \ldots, v_{n}\right\}$ with each of $U_{t}$ and $V_{t}$ having size $\frac{n}{2}$. In time step t , all edges inside $U_{t}$ and $V_{t}$ have holding cost 0 and all the edges in the set $E\left(U_{t}, V_{t}\right)$ have holding cost $\infty$.

First of all, a feasible integral solution has cost at least $\mathrm{n} / 2+1$. Indeed, let's suppose that there is a feasible solution, that uses at most $\mathrm{n} / 2$ edges of the type $\left(v_{0}, v_{i}\right)$ (otherwise the acquisition cost is at least $\mathrm{n} / 2+1)$. At some time step t , all these edges belong to the set $E\left(\left\{v_{0}\right\}, U_{t}\right) \cup E\left(\left\{v_{0}\right\}, V_{t}\right)$. Thus, since the solution cannot include, at time t , edges
with holding cost $\infty, \delta\left(V_{t}\right)$ or $\delta\left(U_{t}\right)$ is empty at time t , contradiction. Thus, every feasible integral solution has cost $\Omega(n)$.

Finally, we show that on this instance, the LP, has a feasible solution of cost $O(1)$. We set $z_{t}\left(v_{0}, v_{i}\right)=2 / n$ for all $i \in[n]$ and $t \in[T]$. For all the other edges e, if at time step t they have zero holding cost, we set $z_{t}(e)=4 / n$.

Proposition 3.3.5.1. $z_{t}$ is in the spanning tree polytope for all $t \in[T]$.

Proof. We will perform a random experiment which outputs a spanning tree for the time step t. Take uniformly at random a spanning tree $T_{U_{t}}$ from the clique $U_{t}$, a spanning tree $T_{V_{t}}$ from the clique $V_{t}$, one edge from $E\left(v_{0}, \cup_{i=1}^{\frac{n}{2}} v_{i}\right)$ and one edge from $E\left(v_{0}, \cup_{i=\frac{n}{2}+1}^{n} v_{i}\right)$. Now, let's see with what probability we take each edge to the random tree. An edge $\left(v_{0}, v_{i}\right)$ is taken with probability $1 /(n / 2)=2 / n$ for each $i \in[n]$. Each of the others, by symmetry, are taken with probability $\frac{n / 2-1}{\frac{n / 2(n / 2-1)}{2}}=4 / n$. So, there is a probability measure over the characteristic vectors of spanning trees for time $t$ such that the expected vector is $z_{t}$. But, the expected vector is given by a convex combination, corresponding to this probability measure. The proposition follows.

Finally, the total acquisition cost is at most $\frac{2}{n} n+T n^{2} \frac{4}{n} \frac{1}{n T}=O(1)$. The holding costs payed are zero. Thus the LP has a feasible fractional solution with total cost $O(1)$. The claim follows (remember that $\log \binom{n}{\frac{n}{2}}=\Theta(n)$ ).

### 3.4 Hardness results

In the previous sections, we showed how to approximate the optimal solution of MSM and MMM up to a logarithmic factor. The algorithms used were quite similar with the corresponding ones for the set cover problem (the greedy and the randomized rounding). For the set cover, the logarithmic approximation ratio is optimal, unless $P=N P$, see [14]. Is this a coincidence? Maybe there is another more convoluted way to approximate sublogarithmically these two problems. The following theorem, proved in [22] shows that this is not possible, unless $P=$ $N P$.

Theorem 3.4.1. The MSM and MMM problems are NP - hard to approximate better than $\Omega(\min \{\log r, \log T\})$ even for graphical matroids.

Proof. We give a reduction from Set Cover to the MSM problem for graphical matroids. Given an instance $(\mathcal{U}, \mathcal{F})$ of set cover, with $m=|\mathcal{F}|$ sets and $n=|\mathcal{U}|$ elements and $m=\operatorname{poly}(n)$ (the set cover restricted to these instances cannot be approximated better than $\Omega(\log n))$. We construct a graph as follows. There is a special vertex r , and m set vertices (with vertices $s_{i}$ for each set $\left.S_{i} \in \mathcal{F}\right)$. There are m edges $e_{i}:=\left(r, s_{i}\right)$ which all have acquisition cost $a\left(e_{i}\right)=1$ and holding cost $c_{t}\left(e_{i}\right)=0$, for all t. Taking these edges at some time step encodes whether we take a set to our solution or not. What remains to do is to force the optimal solution to obtain edges that encode a set cover. We have
to do with spanning trees, so our only "weapon" is the connectivity requirement. More specifically, all other edges will be short-term and will have zero acquisition cost. There are T time steps. In time step $j \in[n]$, define subset $F_{j}:=\left\{s_{i} \mid u_{j} \in S_{i}\right\}$ to be vertices corresponding to sets containing element $u_{j} \in \mathcal{U}$. In this specific time step, we have the edges that make $F_{i}$ a clique and all edges $(r, y)$ for $y \in \bar{F}_{j}:=\left\{s_{i} \mid u_{j} \notin S_{i}\right\}$. All these edges have zero acquisition cost $\mathrm{a}(\mathrm{e})$, and are only alive at time j (which can be done by using infinite weights during the other time steps).

Now, let $O$ be the cardinality of the optimal set cover. The cost of any solution for MSM (or MMM) is greater or equal to $O$. Indeed, in time step j, there must be an edge connecting r with some vetrex in $F_{j}$. At the same time, there is a solution to MSM (and to MMM) that has cost exactly $O$. Let $S_{i_{1}}, \ldots, S_{i_{O}}$ be the optimal set cover. At first, we maintain all edges $\left(r, s_{i_{k}}\right), \mathrm{k}=1, \ldots, \mathrm{O}$, for all time steps, paying only acquisition cost O . We can now add edges for free and ensure connectivity at all time steps. In particular, at time step j we buy all the edges that are alive at this time step. The graph is connected at time j , because at this time, there exists an edge between r and a point in $F_{j}$, say $s_{i_{k}}$, all the other vertices in $F_{j}$ are connected through the clique with $s_{i_{k}}$ and all the vertices in $\bar{F}_{j}$ are connected with r through the other free edges. Thus, our reduction is strict. Finally, the number of time periods is $T=n$, and the rank of the matroid is $m=\operatorname{poly}(\mathrm{n})$ for these hard instances. This gives us the claimed hardness.

Someone may wonder why we do not discuss the generalized version of MMM, where the matroid changes over time. The reason is that this problem is really hard, as the following theorem, proved in [22] indicates.

Theorem 3.4.2. The MMM problem with different matroids is NP-hard to approximate better than a factor of $\Omega(T)$, even for partition matroids and zero holding costs, as long as $T \geq 3$.

Proof. The reduction is from 3D-Matching (3DM). An instance of 3DM has three sets X, Y, Z of equal size $|X|=|Y|=|Z|=k$, and a set of hyperedges $E \subseteq X \times Y \times Z$. The goal is to choose a set of disjoint hyperedges $M \subseteq E$ such that $|M|=k$. 3DM is APX-hard, see [27]. This means that there is a constant $\epsilon>0$ such that there is no polynomial time algorithm that can decide whether there is a matching of size k or all matchings have cardinality less than or equal to $(1-\epsilon) k$, unless $\mathrm{P}=\mathrm{NP}$.

First, consider the instance of MMM with three timesteps $\mathrm{T}=3$. The universe elements correspond to the hyperedges. For $\mathrm{t}=1$, create a partition with k parts, with hyperedges sharing a vertex in X falling in the same part. The matroid $M_{1}$ is now to choose a set of elements with at most one element in each part. For $t=2$, the partition now corresponds to hyperedges that share a vertex in $Y$, and for $\mathrm{t}=3$, hyperedges that share a vertex in Z. Set the acquisition costs $\mathrm{a}(\mathrm{e})=1$ for all hyperedges.

Now, since 3 DM is APX-hard, there is a constant $\epsilon>0$ such that there is no $\epsilon$-approximation algorithm for 3 DM , unless $\mathrm{P}=\mathrm{NP}$. Now, let's consider two cases:

- There is a matching of size k . Observe that this happens exactly when the optimal cost of MMM is k . Indeed, to take the first base, you need to pay acquisition cost k . The cost is exactly k when no new element is taken to build the other two bases. Thus, from the definition of the three matroids, the optimal solution has cost k if and only if there is a perfect 3 DM .
- All matchings have cardinality less than or equal to $(1-\epsilon) k$. In this case, the optimal solution for MMM will have cost at least $(1+\epsilon) k$. Indeed, let's consider the optimal solution for this instance of MMM. From the definition of the 3 matroids, we have that the elements that belong the intersection of the 3 bases correspond to a matching and thus are less than or equal to $(1-\epsilon) k$. Now the elements that belong to the first base but not at all three bases are at least $\epsilon k$ and since all bases have cardinality k, when an element is dropped, another is bought. Thus, there is an extra $\epsilon k$ acquisition cost that has to be added at the initial cost k .

Now, by repeating the above matroid triple in time, we can extend the initial gap. More specifically, at time $t \in[T]$ we will have the matroid $\mathcal{M}_{t m o d 3+1}$. In the first case ("yes" case) the optimal solution for MMM pays cost exactly k. In the second case ("no" case) the optimal solution for MMM pays an additional $\epsilon k$ acquisition cost every 3 time steps. Thus, the overall cost will be $(1+T \epsilon) k$. From the APX-hardness, there cannot be an $(1+T \epsilon)$ - approximationalgorithm for $M M M$, unless $\mathrm{P}=\mathrm{NP}$. The claim follows from the fact tha $\epsilon$ is a constant.

Notice that the time-varying MSM problem does admit an $O(\log r T)$ approximation, as the randomized rounding (or the greedy algorithm) shows. However, the equivalence of MMM and MSM does not go through when the matroids change over time! The restriction that the matroids vary over time is essential for the NP-hardness, since if the partition matroid is the same for all times, the complexity of the problem drops radically, as we will show at the next chapter.

### 3.5 Perfect Matching Maintenance

In this section we study the Perfect Matching Maintenance (PMM) problem:
Definition 21. An instance of the Perfect Matching Maintenance (PMM) consists of a graph $G(V, E), n=|V|, m=|E|$, an acquisition cost $g \geq 0$ for each $e \in E$, and for every time step $t \in[T]$ and edge $e \in E$, a holding cost $c_{t}(e) \geq 0$. The goal is to find perfect matchings $\left\{P_{t}\right\}_{t \in[T]}$ to minimize

$$
\sum_{t}\left(c_{t}\left(P_{t}\right)+g\left|P_{t} \backslash P_{t-1}\right|\right)
$$

where we define $P_{1} \backslash P_{0}:=\emptyset$.

Observe that for the PMM we consider uniform acquisition costs, similarly to the case of the Dynamic Facility Location problem, see [18], [2]. For $\mathrm{T}=1$ dynamic facility location is NP-hard and for general T it can be approximated with a constant factor, see [2]. For $\mathrm{T}=1$, perfect matching maintenance is in P . Is this an indication that the problem can be approximated with a constant factor or even better for general T? In this section we will show that the answer is no, by presenting results proven in [22].

First of all, let's study the natural LP relaxation:

$$
\begin{array}{ll}
\operatorname{minimize} & \sum_{t, e} c_{t}(e) z_{t}(e)+g \sum_{t, e} y_{t}(e) \\
\text { subject to } & \overrightarrow{z_{t}} \in P M(G), \quad \forall t \in[T] \\
& y_{t}(e) \geq z_{t}(e)-z_{t-1}(e), \quad \forall e \in E, \quad \forall t \in[T] \\
& y_{t}(e), z_{t}(e) \geq 0, \quad \forall e \in E, \quad \forall t \in[T]
\end{array}
$$

The polytope $P M(G)$ is the perfect matching polytope for $G$ (its vertices are exactly the indicator vectors of the perfect matchings of $G$ ), see [37]. Observe that in the above constraints, $\overrightarrow{z_{0}}$ is included, but it is not given to the LP as a variable but as an identically zero vector.

Lemma 3.5.1. The LP for the PMM has $\Omega(n)$ integrality gap.
Proof. The integrality gap instance has four time steps, $\mathrm{g}=1$ and the edge set is indicated in the figure below:


We say that an edge at time t is alive if $c_{t}(e)=0$, otherwise we say that e is not alive at time t and then $c_{t}(e)=\infty$. For each time step we write which edges are not alive:
$\mathrm{t}=1$ : ( $\mathrm{a}, \mathrm{p}$ ), ( $\mathrm{a}, \mathrm{q}$ ), ( $\mathrm{b}, \mathrm{q}),(\mathrm{b}, \mathrm{r})$
$\mathrm{t}=2:(\mathrm{a}, \mathrm{b}),(\mathrm{p}, \mathrm{q}),(\mathrm{a}, \mathrm{q}),(\mathrm{b}, \mathrm{r})$
$\mathrm{t}=3:(\mathrm{a}, \mathrm{p}),(\mathrm{a}, \mathrm{q}),(\mathrm{b}, \mathrm{q}),(\mathrm{b}, \mathrm{r})$
$\mathrm{t}=4:(\mathrm{a}, \mathrm{b}),(\mathrm{q}, \mathrm{r}),(\mathrm{a}, \mathrm{p}),(\mathrm{b}, \mathrm{q})$

Observe that at each time step the alive edges for an even cycle or a union of even cycles, thus the fractional solution $\vec{z}_{t}=(1 / 2, \ldots, 1 / 2)$ is feasible for all t . The total cost is the total fractional acquisition cost, which is $\mathrm{O}(1)$.

Now, let's take an integral feasible solution. Consider the perfect matching at time $\mathrm{t}=1$, which must consist of matchings on both the cycles. (Moreover, the matching in time 3 must be the same, else we would change $\Omega(n)$ edges). Suppose this matching uses exactly one edge from (a,b) and (p,q). Then when we drop the edges (a,b), (p,q) and add
in $(a, p),(b, q)$, we get a cycle on $4 n$ vertices, but to get a perfect matching on this in time 2 we need to change $\Omega(n)$ edges. Else the matching uses exactly one edge from (a,b) and ( $\mathrm{q}, \mathrm{r}$ ), in which case going from time 3 to time 4 requires $\Omega(n)$ changes. Thus, the total cost of every integral feasible solution is $\Omega(n)$. The lemma follows. We should note that we would also have integrality gap $\Omega(n)$ if we kept only the time steps $\mathrm{t}=2$ and $\mathrm{t}=4$ (in that case $\mathrm{T}=2$ ).

Observe that a crucial propery that is used in order to prove the integrality gap is that the optimal solution of the PMM is highly unstable at small changes of the alive edges. Note that this does not hold at matroids, where if an element stops being alive, we can exchange it with another one. Another way to see this is that in the matroid base polytope, the neighboring vertices correspond to bases whose difference has cardinality 1. This definitely does not hold for the perfect matching polytope (take the one for the $C_{2 n}$ ). This property will be exploited to show the following hardness result for PMM:

Theorem 3.5.2. For any $\epsilon>0$, there is no $O\left(N^{1-\epsilon}\right.$-polynomial time approximation algorithm for $P M M$, unless $P=N P$, where $N$ is the number of vertices in the graph. This holds even when the holding costs are in $\{0, \infty\}$, acquisition costs are 1 for all edges, and the number of time steps is a constant.

Proof. The proof is via reduction from 3-coloring. In 3-coloring, we have three colors, say red, blue, green and the question is whether we can color the vertices of the graph with these colors such that no two vertices that are connected with an edge share the same color. We assume we are given an instance of 3-coloring $G=(V, E)$ where the maximum degree of G is constant. It is known that the 3-coloring problem is still NP-hard for graphs with bounded degree, see [23]. At the beginning we consider $T=2|E|$. We construct a gadget $X_{u}$ for each vertex $u \in V$, as in the figure below:


More specifically, in each gadget $X_{u}$ :

- There are two cycles of length $3 \ell$, where $\ell$ is odd. The first cycle (say $C_{u}^{1}$ ) has three distinguished vertices $u_{R}^{1}, u_{G}^{1}, u_{B}^{1}$ at distance $\ell$ from each other. The second cycle (say $C_{u}^{2}$ ) has similar distinguished vertices $u_{R}^{2}, u_{G}^{2}, u_{B}^{2}$ at distance $\ell$ from each other.
- There are three more "interface" vertices $u_{R}, u_{G}, u_{B}$. Vertex $u_{R}$ is connected to $u_{R}^{1}$ and to $u_{R}^{2}$, similarly for $u_{G}$ and $u_{B}$.
- There is a special "switch" vertex $s_{u}$, which is connected to all three of $\left\{u_{R}, u_{G}, u_{B}\right\}$. Call these edges the switch edges.

Due to the two odd cycles, every perfect matching in $X_{u}$ has the structure that one of the interface vertices is matched to some vertex in $C_{u}^{1}$, another to a vertex in $C_{u}^{2}$ and the third to the switch $s_{u}$. The subscript of the vertex that is matched to $s_{u}$ encodes the color assigned to vertex $u$.
At every odd time step $t \in[T]$, the only allowed edges are those within the gadgets $\left.X_{u\{ } u \in V\right\}$ : i.e., all the holding costs for edges within the gadgets is zero, and all edges between gadgets have holding costs $\infty$. This is called the "steady state".
We make a bijection between the even time steps and the edge set E. At every even time step t , we move into a "test state", which intuitively tests whether the corresponding edge satisfies the color constraint. We do this as follows. Say that the edge corresponding at time t is the $(u, v)$. At time t , the switch edges in $X_{u}, X_{v}$ become unavailable (have infinite holding costs). Moreover, now we allow some edges that go between $X_{u}$ and $X_{v}$, namely the edge $\left(s_{u}, s_{v}\right)$, and the edges $\left(u_{i}, v_{j}\right)$ for $i, j \in\{R, G, B\}$ and $i \neq j$. Note that any perfect matching on the vertices of $X_{u} \cup X_{v}$ which only uses the available edges would have to match $\left(s_{u}, s_{v}\right)$ and one interface vertex of $X_{u}$ must be matched to one interface vertex of $X_{v}$. Moreover, by the structure of the allowed edges, the colors of these vertices must differ. (The other two interface vertices in each gadget must still be matched to their odd cycles to get a perfect matching.) The transition of the alive edges from time t-1 to time t is indicated in the figure below:


Suppose the graph $G$ was indeed 3-colorable, say $X: V \leftarrow\{R, G, B\}$ is the proper coloring. In the steady states, we choose a perfect matching within each gadget $X_{u}$ so that $\left(s_{u}, u_{X(u)}\right)$ is matched. In the test state 2 t , corresponding to the edge $(u, v)$, we match $\left(s_{u}, s_{v}\right)$ and $\left(u_{X(u)}, v_{X(v)}\right)$. Since the coloring $X$ was a proper coloring, these edges are present and this is a valid perfect matching using only the edges allowed in this test state. Note that the only changes between time $2 \mathrm{t}-1$ and 2 t were to replace the matching edges $\left(s_{u}, u_{X(u)}\right)$ and $\left(s_{v}, v_{X(v)}\right)$ by $\left(s_{u}, s_{v}\right)$ and $\left(u_{X(u)}, v_{X(v)}\right)$ respectively. Hence the total acquisition cost incurred at time 2 t is 2 , and the same acquisition cost is incurred at time $2 \mathrm{t}+1$ to revert to the steady state. Hence the total acquisition cost, summed over all the time steps, is $4|E|$.

Suppose that G is not 3 colorable. Let's fix a feasible solution of PMM: $\left\{P_{t}\right\}_{t \in[T]}$. For a cycle $C_{u}^{j}, j \in\{1,2\}$ we define $r_{t}\left(C_{u}^{j}\right)$ to be the vertex that belongs to $C_{u}^{j}$ and at time t it is matched outside of it (remember that for each time step this vertex is unique). If for any $C_{u}^{j}, r_{t}\left(C_{u}^{j}\right) \neq r_{1}\left(C_{u}^{j}\right)$, for some t , then it is easy to observe that the solution has to pay $\Omega(\ell)$ acquisition cost. Since G is not 3-colorable, looking the feasible solution at the first time step, we can find two gadgets $X_{u}, X_{v}$ such that $(u, v) \in E$ and $\left(s_{u}, u_{x}\right),\left(s_{v}, v_{x}\right) \in P_{1}$, $x \in\{R, G, B\}$. Now, let's look at $P_{t}$, where t is the time where edge $(u, v)$ is tested. Since $\left(u_{x}, v_{x}\right)$ is not alive at time t (actually it is never alive), $r_{t}\left(C_{u}^{j}\right) \neq r_{1}\left(C_{u}^{j}\right)$. Thus, the total cost of an feasible solution of PMM has cost $\Omega(\ell)$. Set $\ell=n^{\frac{1}{\epsilon}-1}$.

The vertex set for the PMM has cardinality $N=\Theta(n \ell)=\Theta\left(n^{\frac{1}{\epsilon}}\right)$. Thus, if G is 3colorable, then the optimal solution of PMM has cost $O(4|E|)=O(n)=O\left(N^{\epsilon}\right)$ (constant degree) and if G is not 3 -colorable, then the optimal solution of PMM has cost $\Omega(e l l)=$ $\Omega\left(N^{1-\epsilon}\right)$. This gap proves the theorem for general T . To show it for constant T , we can parallelize the above procedure. More specifically, since the graph has bounded degree, we can partition the edges of G into a constant number of matchings $M_{1}, M_{2}, \ldots, M_{k}$ for some $k=O(1)$ (using Vizing's theorem). Hence, at time step 2t, we test the edges of the matching $M_{t}$. The number of time steps now is $T=2 k$, which is a constant.

## Chapter 4

## MMM in special cases

In this chapter, we present our contribution to the MMM problem. First of all, the reduction and the integrality gap instance presented in Chapter 3 are for the case of the graphic matroid. So, in this chapter, we study the LP for the case of the partition matroid in the more general case of time-changing acquisition costs and we prove that it is integral. Second, in Chapter 3 we saw that if the matroids change over time, the problem is hard, even for $T=3$. Here we show that the LP is integral for $T=2$, even for different matroids. Finally, the straightforward and direct reduction from set cover for MMM indicates that we cannot do anything better than a simple logarithmic approximation algorithm. So, as in [12], we consider the case where the acquisition costs are uniform. For this very interesting special case, we present an algorithm that has constant approximation at the holding cost and logarithmic approximation at the acquisition cost.

### 4.1 Integral LP formulations

In [22], the authors present exact polynomial time algorithms for the case of MMM for partition matroids and for $T=2$. Here we prove the integrality of the LP in these two cases.

### 4.1.1 Partition Matroids

The LP that we used for MMM, in the case of partition matroids takes the following form:

$$
\begin{array}{ll}
\text { minimize } & \sum_{t=1}^{T} \sum_{e \in \mathcal{S}} c_{t}(e) z_{t}(e)+\sum_{t=2}^{T} \sum_{e \in \mathcal{S}} a_{t}(e) y_{t}(e) \\
\text { subject to } & z_{t}\left(S_{i}\right)=k_{i}, \quad \forall i \in[n], t \in[T] \\
& y_{t}(e) \geq z_{t}(e)-z_{t-1}(e), \quad \forall e \in \mathcal{S}, \quad t=2, \ldots, T \\
& 0 \leq z_{t}(e) \leq 1, \forall e \in \mathcal{S}, \quad \forall t \in[T] \\
& y_{t}(e) \geq 0, \quad \forall e \in \mathcal{S}, \quad t=2, \ldots, T
\end{array}
$$

Note that in this case we allow the acquisition cost to be time dependent. We should make a technical note that the acquisition cost $a_{1}\left(B_{1} \backslash B_{0}\right)=a_{1}\left(B_{1}\right)$ is integrated in the holding $\operatorname{cost} c_{1}$. Second, it is easy to observe that for each $S_{i}$ the problem is solved independently. Thus, it suffices to show the integrality of the LP for the Uniform Matroid. So, for the rest of the section, we will refer to the following LP:

$$
\begin{array}{ll}
\text { minimize } & \sum_{t=1}^{T} \sum_{e \in \mathcal{S}} c_{t}(e) y_{t}(e)+\sum_{t=2}^{T} \sum_{e \in \mathcal{S}} a_{t}(e) z_{t}(e) \\
\text { subject to } & z_{t}(\mathcal{S})=k, \quad \forall t \in[T] \\
& y_{t}(e) \geq z_{t}(e)-z_{t-1}(e), \quad \forall e \in \mathcal{S}, \quad t=2, \ldots, T \\
& 0 \leq z_{t}(e) \leq 1, \forall e \in \mathcal{S}, \quad \forall t \in[T] \\
& y_{t}(e) \geq 0, \forall e \in \mathcal{S}, \quad t=2, \ldots, T
\end{array}
$$

Let $\left\{z_{t}(e), y_{t}(e)\right\}_{t, e}$ be an extreme point solution of the LP. Note that $y_{t}(e)=\max \left(z_{t}(e)-\right.$ $\left.z_{t-1}(e), 0\right), \forall e \in \mathcal{S}, t \geq 2$ (1). Indeed, if this is not the case, since the constraints force $y_{t}(e)$ to be greater or equal to $\max \left(0, z_{t}(e)-z_{t-1}(e)\right)$ and this is the only constraint to $y_{t}(e)$, for suciently small $\epsilon>0$, without changing the other variables, if we subtract $\epsilon$ from $y_{t}(e)$ the solution is still feasible. Obviously, if we add $\epsilon$ to $y_{t}(e)$ the solution is still feasible. Hence, $\left\{z_{t}(e), y_{t}(e)\right\}_{t, e}$ can be written as a convex combination of two feasible solutions of the LP, contradiction.

We will prove that $\left\{z_{t}(e), y_{t}(e)\right\}_{t, e}$ has integral entries. Because of (1) it suffices to prove that $\left\{z_{t}(e)\right\}_{t, e}$ has integral entries. Let's suppose that this is not the case, i.e $\exists(e, t) \in$ $\mathcal{S} \times[T]$ such that $0<z_{t}(e)<1$. Let $F_{t}=\left\{e \in \mathcal{S}: 0<z_{t}(e)<1\right\}, O_{t}=\left\{e \in \mathcal{S}: z_{t}(e)=1\right\}$ and $Z_{t}=\left\{e \in \mathcal{S}: z_{t}(e)=0\right\}$. Clearly, $\cup_{t} F_{t} \neq \emptyset$. We will show that $\left\{z_{t}(e), y_{t}(e)\right\}_{t, e}$ can be written as convex combination of two feasible solutions of the LP, which is a contradiction.

We will say, that two sets $T_{1}, T_{2} \subseteq \mathcal{S} \times[T], T_{1} \cap T_{2}=\emptyset$, enable a feasible perturbation of $\left\{z_{t}(e), y_{t}(e)\right\}_{t, e}$ if $\exists \epsilon>0$ such that

1. $\left\{z_{t}^{\prime}(e), y_{t}^{\prime}(e)\right\}_{t, e}$ and $\left\{z_{t}^{\prime \prime}(e), y_{t}^{\prime \prime}(e)\right\}_{t, e}$ are feasible solutions for the $L P$, where

$$
\begin{aligned}
& z_{t}^{\prime}(e)= \begin{cases}z_{t}(e)+\epsilon & \text { if }(e, t) \in T_{1} \\
z_{t}(e)-\epsilon & \text { if }(e, t) \in T_{2} \\
z_{t}(e) & \text { otherwise }\end{cases} \\
& z_{t}^{\prime \prime}(e)= \begin{cases}z_{t}(e)-\epsilon & \text { if }(e, t) \in T_{1} \\
z_{t}(e)+\epsilon & \text { if }(e, t) \in T_{2} \\
z_{t}(e) & \text { otherwise }\end{cases}
\end{aligned}
$$

and $y_{t}^{\prime}(e)=\max \left(z_{t}^{\prime}(e)-z_{t-1}^{\prime}(e), 0\right), \forall e \in \mathcal{S}, t \geq 2, y_{t}^{\prime \prime}(e)=\max \left(z_{t}^{\prime \prime}(e)-z_{t-1}^{\prime \prime}(e), 0\right)$, $\forall e \in \mathcal{S}, t \geq 2$
2. For all $e \in \mathcal{S}, t \geq 2$ : $z_{t}(e)-z_{t-1}(e), z_{t}^{\prime}(e)-z_{t-1}^{\prime}(e), z_{t}^{\prime \prime}(e)-z_{t-1}^{\prime \prime}(e)$ have all the same sign ( $+, 0,-$ ).

Observe that in this case, $z_{t}(e)=\frac{z_{t}^{\prime}(e)+z_{t}^{\prime \prime}(e)}{2} \forall e, t$ (2). Now take one $e \in \mathcal{S}$ and one $T \in\{2, \ldots, T\}$. If $y_{t}(e)=0$, then $z_{t}(e)-z_{t-1}(e) \leq 0$, thus, from the second property, $y_{t}^{\prime}(e)=y_{t}^{\prime \prime}(e)=0$. Else, $y_{t}(e)=z_{t}(e)-z_{t-1}(e)>0 \Rightarrow z_{t}^{\prime}(e)-z_{t-1}^{\prime}(e)>0$ and $z_{t}^{\prime \prime}(e)-$ $z_{t-1}^{\prime \prime}(e)>0$. Hence, $y_{t}^{\prime}(e)=z_{t}^{\prime}(e)-z_{t-1}^{\prime}(e)$ and $y_{t}^{\prime \prime}(e)=z_{t}^{\prime \prime}(e)-z_{t-1}^{\prime \prime}(e)$. So, from (2) we have that $y_{t}(e)=\frac{y_{t}^{\prime}(e)+y_{t}^{\prime \prime}(e)}{2}$. Thus, $\left\{z_{t}(e), y_{t}(e)\right\}_{t, e}$ can be written as a convex combination of $\left\{z_{t}^{\prime}(e), y_{t}^{\prime}(e)\right\}_{t, e}$ and $\left\{z_{t}^{\prime \prime}(e), y_{t}^{\prime \prime}(e)\right\}_{t, e}$.

We will show that we can find two sets $T_{1}, T_{2} \subseteq \mathcal{S} \times[T], T_{1} \cap T_{2}=\emptyset$, that enable a feasible perturbation of $\left\{z_{t}(e), y_{t}(e)\right\}_{t, e}$.

Now, for each $(e, t) \in \mathcal{S} \times[T]$, let $I_{e, t}=\left[t_{1}, t_{2}\right]$ where

$$
\begin{aligned}
& t_{1}=\min \left\{t^{\prime}: 1 \leq t^{\prime} \leq t, z_{t^{\prime}}(e)=z_{t^{\prime}+1}(e)=\ldots=z_{t}(e)\right\} \\
& t_{2}=\max \left\{t^{\prime}: t \leq t^{\prime} \leq T, z_{t}(e)=z_{t+1}(e)=\ldots=z_{t^{\prime}}(e)\right\}
\end{aligned}
$$

We will refer to $t_{1}$ as $I_{e, t} \cdot \ell$ and to $t_{2}$ as $I_{e, t} \cdot r$.
Now, given $T_{1}, T_{2} \subseteq \mathcal{S} \times[T], T_{1} \cap T_{2}=\emptyset$ such that

$$
\begin{equation*}
(e, t) \in T_{i} \Rightarrow \cup_{t^{\prime} \in I_{e, t}}\left(e, t^{\prime}\right) \subseteq T_{i}, \forall i \in\{1,2\} \tag{3}
\end{equation*}
$$

we claim that $\exists \epsilon>0$ such that the second property (the one with the signs) holds. Indeed, consider an $e \in \mathcal{S}$ and $a t \geq 2$ and let's focus on $z_{t}(e)-z_{t-1}(e)$. If $z_{t}(e)-z_{t-1}(e)=$ 0 , then from (3) we have that either both $(e, t),(e, t-1) \in T_{i}$ or none of them does, for $i=1,2$. Now, for

$$
\epsilon=\frac{1}{2} \min _{e, t: z_{t}(e)-z_{t-1}(e) \neq 0}\left\{\left|z_{t}(e)-z_{t-1}(e)\right|\right\}
$$

property 2 holds.
Let

$$
\begin{aligned}
& t_{\text {start }}=\min \left\{t \in[T] \mid F_{t} \neq \emptyset\right\} \\
& t_{\text {end }}=\max \left\{t \geq t_{\text {start }} \mid \exists e_{1}, e_{2} \in F_{t}: e_{1} \neq e_{2} \text { and } I_{e_{1}, t} \cdot r=I_{e_{2}, t} \cdot r=t\right\}
\end{aligned}
$$

$t_{\text {start }}$ is the first moment that we see fractional values and $t_{\text {end }}$ is the first moment that two fractional equality intervals end simoultaneously.

Proposition 4.1.0.1. $t_{\text {end }}$ is well-defined.
Proof. First, notice that if $F_{t} \neq \emptyset$, then since $z_{t}(\mathcal{S})=k$, there exist at least two different elements $e_{1}, e_{2} \in \mathcal{S}$ such that $z_{t}\left(e_{1}\right), z_{t}\left(e_{2}\right)$ are fractional. Let $A=\left\{t \geq t_{\text {start }} \mid F_{t}=\emptyset\right\}$. If $A=\emptyset$, then $\exists e_{1}, e_{2} \in F_{T}: e_{1} \neq e_{2}$ and $I_{e_{1}, T} \cdot r=I_{e_{2}, T} \cdot r=T$. Else, if $t^{*}$ is the minimum element of A , then $\exists e_{1}, e_{2} \in F_{t^{*}-1}: e_{1} \neq e_{2}$ and $I_{e_{1}, t^{*}-1} \cdot r=I_{e_{2}, t^{*}-1} \cdot r=t^{*}-1$.

For $t \in[T-1]$, let $c(t)=\left\{e \in F_{t} \mid z_{t}(e) \neq z_{t+1}(e)\right\}$ and observe that

$$
|c(t)| \leq 1, \forall t \in\left[t_{\text {start }}, t_{\text {end }}\right)
$$

For each $t \in\left[t_{\text {start }}, t_{\text {end }}\right)$ such that $|c(t)|=1$, let $c(t)=\{e(t)\}$. For such a time $t$, we have that:
$z_{t}(\mathcal{S})=z_{t+1}(\mathcal{S})=k \Leftrightarrow$
$\left|O_{t}\right|+z_{t}\left(F_{t} \backslash\{e(t)\}\right)+z_{t}(e(t))=\left|O_{t+1} \backslash\{e(t)\}\right|+z_{t+1}\left(F_{t+1} \backslash\{e(t)\}\right)+z_{t+1}(e(t))=k \Rightarrow$
$z_{t+1}\left(F_{t+1} \backslash\{e(t)\}\right)+z_{t+1}(e(t))-z_{t}\left(F_{t} \backslash\{e(t)\}\right)-z_{t}(e(t)) \in \mathbb{Z} \Rightarrow$
$z_{t+1}\left(\left(F_{t+1} \backslash F_{t}\right) \backslash\{e(t)\}\right)+\left(z_{t+1}(e(t))-z_{t}(e(t))\right) \in \mathbb{Z}$ (4)
Where the last step holds because $c(t)=\{e(t)\}$. But, $0 \leq z_{t+1}(e(t)) \leq 1,0<z_{t}(e(t))<$ $1, z_{t+1}(e(t)) \neq z_{t}(e(t))$. So, $0<\left|z_{t+1}(e(t))-z_{t}(e(t))\right|<1$ and from (4): $z_{t+1}\left(\left(F_{t+1} \backslash F_{t}\right) \backslash\right.$ $\{e(t)\}) \neq 0$, i.e $\left(F_{t+1} \backslash F_{t}\right) \backslash\{e(t)\} \neq \emptyset$. Since $e(t) \in F_{t},\left(\mathcal{S} \backslash F_{t}\right) \cap F_{t+1} \neq \emptyset$. Observe that $I_{e, t+1} \cdot \ell=t+1, \forall e \in\left(\mathcal{S} \backslash F_{t}\right) \cap F_{t+1}$. Now, we define a function $f$, which maps element-time interval tuples to element-time interval tuples, its domain is $\left\{\left(e, I_{e, t}\right) \mid t \in\left(t_{\text {start }}, t_{\text {end }}\right]\right.$, $e \in$ $\left.\left(\left(\mathcal{S} \backslash F_{t}\right) \cup\{e(t)\}\right) \cap F_{t+1}\right\}$ and

$$
f\left(e, I_{e, t+1}\right)=\left(e(t), I_{e(t), t}\right)
$$

which actually says that $e(t)$ is "responsible" for the fractionality of e at time $t+1$.
Now, observe that $\forall t \in\left[t_{\text {start }}, t_{\text {end }}\right)$ and $\forall e \in F_{t+1}$ there are two possibilities:

1. $I_{e, t}=I_{e, t+1}$ or
2. $f\left(e, I_{e, t+1}\right)=\left(e(t), I_{e(t), t}\right)$

Corollary 4.1.0.1. $\forall(e, t) \in \mathcal{S} \times[T]$, such that $e \in F_{t}, I_{e, t} \subseteq\left(t_{\text {start }}, t_{\text {end }}\right]$, if $I_{e, t} \cdot \ell=t^{\prime}$, then $f\left(e, I_{e, t}\right)=\left(e\left(t^{\prime}-1\right), I_{e\left(t^{\prime}-1\right), t^{\prime}-1}\right)$.

We will now construct two lists of element-interval tuples, $L_{1}, L_{2}$, using the following algorithm:
where $e_{1}$ and $e_{2}$ are the ones from the definition of $t_{\text {end }}$.
Lemma 4.1.1. The following statements are true:

1. The algorithm is well-defined.
2. $I_{1}, I_{2} \subseteq\left[t_{\text {start }}, t_{\text {end }}\right]$ in the course of the algorithm.
3. For each iteration, $e \in F_{I_{1} \cdot \ell}$ and $e^{\prime} \in F_{I_{1} \cdot \ell}$.

Proof. The proof is by induction on the number of iterations of the algorithm. The base case follows from the definitions of $t_{\text {start }}, t_{\text {end }}$. Now, let suppose that $I_{1}, I_{2}$ enter the while loop at some iteration, i.e $I_{1} \cdot \ell \neq I_{2} \cdot \ell$. At this iteration, the corresponding elements are

```
\(L_{1}, L_{2} \leftarrow \emptyset\)
\(I_{1} \leftarrow I_{e_{1}, t_{\text {end }}}\)
\(I_{2} \leftarrow I_{e_{2}, t_{\text {end }}}\)
\(e \leftarrow e_{1}\)
\(e^{\prime} \leftarrow e_{2}\)
while \(I_{1} \cdot \ell \neq I_{2} \cdot \ell\) do
        if \(I_{1} \cdot \ell>I_{2} \cdot \ell\) then
            \(L_{1} \leftarrow L_{1} \cup\left(e, I_{1}\right)\)
            \(\left(e, I_{1}\right) \leftarrow f\left(I_{1}\right)\)
        else
            \(L_{2} \leftarrow L_{2} \cup\left(e^{\prime}, I_{2}\right)\)
            \(\left(e^{\prime}, I_{2}\right) \leftarrow f\left(I_{2}\right)\)
return \(L_{1}, L_{2}\)
```

$\mathrm{e}, \mathrm{e}$ '. From the induction hypothesis, we have that $e \in F_{I_{1} . \ell}$ and $e^{\prime} \in F_{I_{1} . \ell}$. We consider the case, where $I_{2} \cdot \ell>I_{1} \cdot \ell$, the other case is proved via the same argument. $I_{2} \cdot \ell \geq$ $t_{\text {start }}+1$, i.e $I_{2} \subseteq\left(t_{\text {start }}, t_{\text {end }}\right]$ and thus, from corollary 4.1.0.1: $f\left(e^{\prime}, I_{2}\right)$ is well-defined and $f\left(e^{\prime}, I_{2}\right)=\left(e\left(t^{*}-1\right), I_{e\left(t^{*}-1\right), t^{*}-1}\right)$, where $t^{*}=I_{2} . \ell$. We also have that $e\left(t^{*}-1\right) \in F_{t^{*}-1} \Rightarrow$ $I_{e\left(t^{*}-1\right), t^{*}-1} \subseteq\left[t_{\text {start }}, t_{\text {end }}\right]$, from the definition of $t_{\text {start }}$.

From the definition of $f$ we have that at each iteration, we add at one of the lists an interval which ends where the last interval added to this list beginns. Since $I_{1}, I_{2} \subseteq$ $\left[t_{\text {start }}, t_{\text {end }}\right]$ in the course of the algorithm, we have that the algorithm will terminate. The algorithm ends with some $I_{1}, I_{2}$. Let $t_{\text {alg }}=I_{1} . \ell=I_{2} \cdot \ell$

Lemma 4.1.2. $\forall t \in\left[t_{\text {alg }}, t_{\text {end }}\right]$, there exists an iteration of the algorithm, where the intervals are $I_{1}, I_{2}$, the elements are $e, e^{\prime}$ and $t \in I_{1} \cap I_{2}$ and $e \neq e^{\prime}$.

Proof. For $t=t_{\text {end }}$, the lemma holds from the definition of $t_{\text {end }}$. Let's suppose that the lemma is not true for some $t \in\left[t_{\text {alg }}, t_{\text {end }}\right]$ and let $t^{*}$ be the maximum such $t$. Thus, at some time during the course of the algorithm, we have intervals $I_{1}, I_{2}$, elements e,e' and $t+1 \in I_{1} \cap I_{2}$ and $e \neq e^{\prime}$. If $I_{1} \cdot \ell=I_{2} . \ell=t_{\text {alg }}$, then $\left[t_{\text {alg }}, t+1\right] \subseteq I_{1} \cap I_{2}$ contradiction. So, let's suppose that $I_{1} . \ell>I_{2} . \ell$ (for the other case the contradiction is derived via the same argument). Obviously, $t \notin I_{1} \cap I_{2}$. Let $I_{1}^{\prime}$ be the update of $I_{1}$. So, $t=I_{1} \cdot \ell-1=I_{1}^{\prime} . r$. Since $I_{2} . r \geq I_{1} \cdot \ell$ (they have nonempty intersection) and $I_{2} \cdot \ell \leq I_{1} \cdot \ell-1$, we have that $t \in I_{1}^{\prime} \cap I_{2}$. The fact that $I_{1}^{\prime}$ ends at time $I_{1} . \ell-1, I_{2}$ ends after time $I_{1} . \ell-1$ and $t \in I_{1}^{\prime} \cap I_{2}$ indicates that $I_{1}^{\prime}$ and $I_{2}$ do not correspond to the same element, i.e. $e\left(I_{1} . \ell-1\right) \neq e^{\prime}$, contradiction.

Let $T_{1}=\cup_{(e, I) \in L_{1}} \cup_{t \in I}(e, t)$ and $T_{2}=\cup_{(e, I) \in L_{2}} \cup_{t \in I}(e, t)$ (5). From lemma 4.1.2 and from the fact that each list is a list of consecutive intervals, we have that $T_{1} \cap T_{2}=\emptyset$.

Theorem 4.1.3. $T_{1}, T_{2}$ enable a feasible perturbation of the extreme point.

Proof. First of all, from the property 3 of lemma 4.1.1, we have that each $z_{t}(e),(e, t) \in$ $T_{1} \cup T_{2}$ is fractional. Thus, $\epsilon$ can be chosen to be sufficiently small, so that the constraints $0 \leq z_{t}^{\prime}(e) \leq 1,0 \leq z_{t}^{\prime \prime}(e) \leq 1$ are satisfied $\forall e \in \mathcal{S}, t \in[T]$. Each list is a list of consecutive intervals, so lemma 4.1.2. indicates that for a specific time step, we either have no perturbation or two perturbations, which are eliminated in the sum. More specifically, $z_{t}^{\prime}(\mathcal{S})=z_{t}^{\prime \prime}(\mathcal{S})=k, \forall e \in \mathcal{S}, t \in[T]$. Thus, the first property of the feasible perturbation is satisfied. Also, $T_{1}, T_{2}$ are a union of maximal equality intervals, see (5). Hence, they satisfy (3) and as we have proved, this implies that the property 2 of the feasible perturbation is satisfied.

The fact that an extreme point of a polytope cannot be written as a convex combination of other points of the polytope gives as the main theorem:

Theorem 4.1.4. The natural LP for MMM, for the case of Partition Matroids is integral.

### 4.1.2 $T=2$

Here, we prove that the LP formulation of a generalization of MMM for $T=2$ is integral. We call this generalization Partial Zero Switch MMM and we define it below:

Definition 22. A $T=2$ instance of the Partial Zero Switch Multistage Matroid Maintenance problem consists of two matroids $\mathcal{M}_{1}=\left(\mathcal{S}_{1}, \mathcal{I}_{1}\right), \mathcal{M}_{2}=\left(\mathcal{S}_{2}, \mathcal{I}_{2}\right)$, a set $A \subseteq \mathcal{S}_{1} \cap \mathcal{S}_{2}$, an acquisition cost $a(e) \geq 0$ for each $e \in \mathcal{S}_{1} \cup \mathcal{S}_{2}$, and two holding cost functions $c_{1}(e)$, $e \in \mathcal{S}_{1}$ and $c_{2}(e), e \in \mathcal{S}_{2}$. The goal is to find bases $B_{1} \in \mathcal{I}_{1}$ and $B_{2} \in \mathcal{I}_{2}$ such that $\left(\left(B_{1} \backslash B_{2}\right) \cup\left(B_{2} \backslash B_{1}\right)\right) \cap A=\emptyset$ and minimize

$$
c_{1}\left(B_{1}\right)+c_{2}\left(B_{2}\right)+a\left(B_{2} \backslash B_{1}\right)
$$

The set $A$ is called zero switch set. and we say that the two bases respect $A$.

Why this is a generalization of MMM? Again here, the acquisition cost $a\left(B_{1} \backslash B_{0}\right)=$ $a\left(B_{1}\right)$ is integrated in the holding cost $c_{1}$. Also, in MMM we have a common matroid for all time steps. Plus, in MMM, $A=\emptyset$. Finally, for technical reasons we have removed the non-negativity constraint of the holding costs from the definition.

Now, let's see what is this set A. The set A, given in the input, imposes the constraint that each of its elements is either taken to both bases or to none of them. It's time to write down the LP formulation. The variables-vectors of the LP will be $z \in \mathbb{R}^{|A|}, z_{1} \in \mathbb{R}^{\left|\mathcal{S}_{1} \backslash A\right|}$, $z_{2} \in \mathbb{R}^{\left|\mathcal{S}_{2} \backslash A\right|}, y \in \mathbb{R}^{\left|\left(\mathcal{S}_{1} \cap \mathcal{S}_{2}\right) \backslash A\right|}$. We refer to this formulation as $L P_{p z s}\left(\mathcal{M}_{1}, \mathcal{M}_{2}, A\right)$.

$$
\begin{array}{ll}
\text { minimize } & \sum_{e \in A}\left(c_{1}(e)+c_{2}(e)\right) z(e)+\sum_{e \in \mathcal{S}_{1} \backslash A} c_{1}(e) z_{1}(e)+\sum_{e \in \mathcal{S}_{2} \backslash A} c_{2}(e) z_{2}(e)+ \\
& \sum_{e \in\left(\mathcal{S}_{1} \cap \mathcal{S}_{2}\right) \backslash A} a(e) y(e)+\sum_{e \in \mathcal{S}_{2} \backslash \mathcal{S}_{1}} a(e) z_{2}(e) \\
\text { subject to } & z_{1}(T \backslash A)+z(T \cap A) \leq r_{1}(T), \quad \forall T \subseteq \mathcal{S}_{1} \\
& z_{1}\left(\mathcal{S}_{1} \backslash A\right)+z(A)=r_{1}\left(\mathcal{S}_{1}\right) \\
& z_{2}(T \backslash A)+z(T \cap A) \leq r_{2}(T), \quad \forall T \subseteq \mathcal{S}_{2}  \tag{4.1}\\
& z_{2}\left(\mathcal{S}_{2} \backslash A\right)+z(A)=r_{2}\left(\mathcal{S}_{2}\right) \\
& y(e) \geq z_{2}(e)-z_{1}(e), \quad \forall e \in\left(\mathcal{S}_{1} \cap \mathcal{S}_{2}\right) \backslash A \\
& z(e) \geq 0, \quad \forall e \in A \\
& z_{1}(e) \geq 0, \quad \forall e \in \mathcal{S}_{1} \backslash A \\
& z_{2}(e) \geq 0, \quad \forall e \in \mathcal{S}_{2} \backslash A \\
& y(e) \geq 0, \quad \forall e \in\left(\mathcal{S}_{1} \cup \mathcal{S}_{2}\right) \backslash A
\end{array}
$$

To get a separation oracle, given as input independence oracles for each of the matroids, we can use the work of Cunningham [37] or any algorithm for minimizing submodular functions.

## Characterization of Extreme Point Solutions

We now give a characterization of extreme points of the linear program by showing that the independent set of tight constraints that gives the coordinates of an extreme point, except of these that belong to $y$, can be chosen to form a union of two chains. The proof is quite straightforward and uses the characterization of tight inequalities for the max-weight independent set problem.

Given an extreme point solution $\left(z, z_{1}, z_{2}, y\right)$ to $L P_{p z s}\left(\mathcal{M}_{1}, \mathcal{M}_{2}, A\right)$, let $\mathcal{F}_{1}=\{T \subseteq$ $\left.\mathcal{S}_{1}: z_{1}(T \backslash A)+z(T \cap A)=r_{1}(T)\right\}$ and $\mathcal{F}_{2}=\left\{T \subseteq \mathcal{S}_{2}: \quad z_{2}(T \backslash A)+z(T \cap A)=r_{2}(T)\right\}$.

Lemma 4.1.5. There exist two chains $C_{1} \subseteq 2^{\mathcal{S}_{1}}$ and $C_{2} \subseteq 2^{\mathcal{S}_{2}}$ such that $\operatorname{span}\left(C_{1} \cup C_{2}\right)=$ $\operatorname{span}\left(\mathcal{F}_{1} \cup \mathcal{F}_{2}\right)$ and constraints in sets $C_{1}$ and $C_{2}$ are linearly independent.

Proof. Applying Lemma 2.3 .2 to families $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ separately, we obtain two chains $\hat{C}_{1}$ and $\hat{C}_{2}$ such that $\operatorname{span}\left(\hat{C}_{1}\right)=\operatorname{span}\left(\mathcal{F}_{1}\right)$ and $\operatorname{span}\left(\hat{C}_{2}\right)=\operatorname{span}\left(\mathcal{F}_{2}\right)$. Now, picking a maximal independent family from $\hat{C_{1}} \cup \hat{C_{2}}$ gives us the desired chains.

Notice that the number of variables is $\left|\mathcal{S}_{1}\right|+\left|\mathcal{S}_{2}\right|+\left|\mathcal{S}_{1} \cap \mathcal{S}_{2}\right|-2|A|$. So, the characteristic vectors of the constraints have this dimension. For $T \subseteq \mathcal{S}_{1}$, let $\chi_{1}(T)$ be the characteristic vector of the constraint $z_{1}(T \backslash A)+z(T \cap A) \leq r_{1}(T)$. For $T \subseteq \mathcal{S}_{2}$, let $\chi_{2}(T)$ be the characteristic vector of the constraint $z_{2}(T \backslash A)+z(T \cap A) \leq r_{2}(T)$.

Lemma 4.1.6. Let $\left(z, z_{1}, z_{2}, y\right)$ be any extreme point solution to $L P_{p z s}\left(\mathcal{M}_{1}, \mathcal{M}_{2}, A\right)$ such that $\left(z, z_{1}, z_{2}\right)$ has positive entries and $\nexists e \in\left(\mathcal{S}_{1} \cap \mathcal{S}_{2}\right) \backslash A: z_{1}(e)=z_{2}(e)$. Then there exist two chains $C_{1}$ and $C_{2}$ such that

1. $z_{i}(T \backslash A)+z(T \cap A)=r_{i}(T)$ for each $T \subseteq C_{i}$, for $i=\{1,2\}$.
2. The vectors in $\left\{\chi_{1}(T): T \in C_{1}\right\} \cup\left\{\chi_{2}(T): T \in C_{2}\right\}$ are linearly independent.
3. $\left|C_{1}\right|+\left|C_{2}\right|=\left|\mathcal{S}_{1}\right|+\left|\mathcal{S}_{2}\right|-|A|$.

Proof. The basic feasible solution is produced by a system of linear equations. The equations that come from the matroid constraints can be chosen to have the structure given at lemma 4.1.5. The remaining equations come from the inequalities $y(e) \geq z_{2}(e)-z_{1}(e)$ and $y(e) \geq 0, \forall e \in\left(\mathcal{S}_{1} \cup \mathcal{S}_{2}\right) \backslash A$. But since $\nexists e \in\left(\mathcal{S}_{1} \cap \mathcal{S}_{2}\right) \backslash A: z_{1}(e)=z_{2}(e)$, at most one of these inequalities, for each $e \in\left(\mathcal{S}_{1} \cap \mathcal{S}_{2}\right) \backslash A$ is equality. Thus, to compute $z, z_{1}, z_{2}$ from this system of linear equations, we only need the equations that come from the matroid constraints, i.e from the chains. The lemma follows.

## Iterative Algorithm

We now give an iterative algorithm which constructs an integral solution from the linear program and shows that the linear programming formulation is integral. Notice that this algorithm is different from these presented at chapter two, because, except of the matroids and the bases, it also updates the costs. This is reasonable, because if there is an element $e \in\left(\mathcal{S}_{1} \cap \mathcal{S}_{2}\right) \backslash A$ with $z_{2}(e)=1 \neq z_{1}(e)$ and we contract $e$ at $\mathcal{M}_{1}$, we have to pass the information at the residual problem, that this elemt is already taken, see Algorithm 5.

## Correctness and Optimality

Now, we show that in each iteration there will be at least one realizable condition, i.e the algorithm will terminate:

Lemma 4.1.7. For any extreme point solution $\left(z, z_{1}, z_{2}, y\right)$ to $L P_{p z s}\left(\mathcal{M}_{1}, \mathcal{M}_{2}, A\right)$ such that $\left(z, z_{1}, z_{2}\right)$ has positive entries and $\nexists e \in\left(\mathcal{S}_{1} \cap \mathcal{S}_{2}\right) \backslash A: z_{1}(e)=z_{2}(e)$, either there exists an element $e \in A$ with $z_{e}=1$ or an element $e \in \mathcal{S}_{1} \backslash A$ with $z_{1}(e)=1$ or an element $e \in \mathcal{S}_{2} \backslash A$ with $z_{2}(e)=1$.

Proof. Suppose for a contradiction $0<z(e)<1$ for each $e \in A$ and $0<z_{1}(e)<1$ for each $e \in \mathcal{S}_{1} \backslash A$ and $0<z_{2}(e)<1$ for each $e \in \mathcal{S}_{2} \backslash A(\mathbf{1})$. By Lemma 4.1.6, we obtain two chains $C_{1}, C_{2}$ defining $z, z_{1}, z_{2}$. We now show a contradiction to the fact that $\left|C_{1}\right|+\left|C_{2}\right|=\left|\mathcal{S}_{1}\right|+\left|\mathcal{S}_{2}\right|-|A|$ by a counting argument. We give two tokens to each element in $\mathcal{S}_{1} \cap \mathcal{S}_{2}$ and one token to each element in $\left(\mathcal{S}_{2} \cup \mathcal{S}_{2}\right) \backslash\left(\mathcal{S}_{1} \cap \mathcal{S}_{2}\right)$ for a total of $\left|\mathcal{S}_{1}\right|+\left|\mathcal{S}_{2}\right|$ tokens. Now, we distribute these tokens to the sets of the two chains. This is done as follows. Each element assigns one token to the smallest set $T_{i} \in C_{i}$ such that $e \in T i$ for $i=\{1,2\}$. We now claim that each set in $C_{1} \cup C_{2}$ obtains at least two tokens. The

```
Algorithm 6 Iterative Algorithm for Partial Zero Switch Multistage Matroid Mainte-
nance for \(\mathrm{T}=2\)
    \(B_{1} \leftarrow \emptyset, B_{2} \leftarrow \emptyset\).
    while \(\mathcal{S}_{1} \cup \mathcal{S}_{2} \neq \emptyset\) do
        Find an optimal extreme point solution \(\left(z, z_{1}, z_{2}, y\right)\) to \(L P_{p z s}\left(\mathcal{M}_{1}, \mathcal{M}_{2}, A\right)\).
        If there is an \(e \in\left(\mathcal{S}_{1} \cap \mathcal{S}_{2}\right) \backslash A\) with \(z_{1}(e)=z_{2}(e)\), then update \(A \leftarrow A \cup\{e\}\).
        Else if there is an \(e \in A\) with \(z(e)=0\), delete it from both matroids and from A.
        Else if there is an \(e \in \mathcal{S}_{1} \backslash A\) with \(z_{1}(e)=0\), delete it from \(\mathcal{M}_{1}\).
        Else if there is an \(e \in \mathcal{S}_{2} \backslash A\) with \(z_{2}(e)=0\), delete it from \(\mathcal{M}_{2}\).
        Else if there is an \(e \in A\) with \(z(e)=1\), then update \(B_{1} \leftarrow B_{1} \cup\{e\}, B_{2} \leftarrow B_{2} \cup\{e\}\),
    \(\mathcal{M}_{1} \leftarrow \mathcal{M}_{1} / e, \mathcal{M}_{2} \leftarrow \mathcal{M}_{2} / e, A \leftarrow A \backslash\{e\}\).
        Else if there is an \(e \in \mathcal{S}_{1} \backslash A\) with \(z_{1}(e)=1\), then update \(B_{1} \leftarrow B_{1} \cup\{e\}, \mathcal{M}_{1} \leftarrow \mathcal{M}_{1} / e\)
    and if also \(e \in \mathcal{S}_{2}\) then set \(a(e) \leftarrow 0\).
        Else if there is an \(e \in \mathcal{S}_{2} \backslash A\) with \(z_{2}(e)=1\), then update \(B_{2} \leftarrow B_{2} \cup\{e\}, \mathcal{M}_{2} \leftarrow \mathcal{M}_{2} / e\)
    and if also \(e \in \mathcal{S}_{1}\) then set \(c_{1}(e) \leftarrow c_{1}(e)-a(e)\).
    return \(B_{1}, B_{2}\).
```

argument is identical for sets in $C_{1}, C_{2}$. Let $T \in C_{1}$ and R be the largest set in $C_{1}$ such that $R \subseteq T$. Now, we have $z_{1}(T \backslash A)+z(T \cap A)=r_{1}(T)$ and $z_{1}(R \backslash A)+z(R \cap A)=r_{1}(R)$. Subtracting, we obtain $z_{1}((T \backslash R) \backslash A)+z((T \backslash R) \cap A)=r_{1}(T)-r_{1}(R)$. If $T \backslash R=\emptyset$ then $\mathrm{T}=\mathrm{R}$ and we have a contradiction to the linear independence of the constraints. Also, $r_{1}(T)-r_{1}(R)$ is an integer, so $z_{1}((T \backslash R) \backslash A)+z((T \backslash R) \cap A)$ is an integer and from (1), we have that $|T \backslash R| \geq 2$. Thus, $T$ receives one token for each element in $T \backslash R$ for a total of at least two tokens. Therefore, every set in $C_{1} \cup C_{2}$ receives at least two tokens. The distributed tokens were $\left|\mathcal{S}_{1}\right|+\left|\mathcal{S}_{2}\right|$ and from lemma 4.1.6 the received tokens are at least $2\left(\left|\mathcal{S}_{1}\right|+\left|\mathcal{S}_{2}\right|-|A|\right)$. So,

$$
\left|\mathcal{S}_{1}\right|+\left|\mathcal{S}_{2}\right| \geq 2\left(\left|\mathcal{S}_{1}\right|+\left|\mathcal{S}_{2}\right|-|A|\right) \Rightarrow 2|A| \geq\left|\mathcal{S}_{1}\right|+\left|\mathcal{S}_{2}\right| \Rightarrow A=\mathcal{S}_{1}=\mathcal{S}_{2}
$$

Thus, each element gave two tokens and each set must have received exactly two tokens. Now, we show that there is at least one extra token which is a contradiction. First of all, if an element does not belong to any set of a specific chain, then its corresponding token goes nowhere and we are done. So, it must be the case that the maximal set of each chain contains all the elements, which means that $\mathcal{S}_{1}=\mathcal{S}_{2}=A$ belongs to both chains, contradiction because of the linear independence.

We should note that if $\left(z, z_{1}, z_{2}, y\right)$ is an extreme point of $L P_{p z s}\left(\mathcal{M}_{1}, \mathcal{M}_{2}, A\right)$, then $y(e)=\max \left(0, z_{2}(e)-z_{1}(e)\right)$ for all $e \in\left(\mathcal{S}_{1} \cap \mathcal{S}_{2}\right) \backslash A$ (2) and the argument is the same as the one we presented for the case of partition matroids. Now, the main theorem is proved via the standard induction argument. However, because of the many cases, the proof is lengthy and we present it in detail for completeness.

Theorem 4.1.8. The optimal solution of the $L P_{p z s}\left(\mathcal{M}_{1}, \mathcal{M}_{2}, A\right)$ is integral

Proof. This is proved by induction on the number of iterations of the algorithm. The base case is trivial to verify. Let $\mathcal{M}_{1}=\left(\mathcal{S}_{1}, \mathcal{I}_{1}\right), \mathcal{M}_{2}=\left(\mathcal{S}, \mathcal{I}_{2}\right), A$ denote the matroids and the zero switch set in the current iteration and $\left(z, z_{1}, z_{2}, y\right)$ the optimal LP solution.

If there is an element $e^{*} \in\left(\mathcal{S}_{1} \cap \mathcal{S}_{2}\right) \backslash A$ with $z_{1}\left(e^{*}\right)=z_{2}\left(e^{*}\right)$ then from (2), $y\left(e^{*}\right)=0$. So, if we add to the LP the additional constraints $z_{1}\left(e^{*}\right)=z_{2}\left(e^{*}\right)$ and $y\left(e^{*}\right)=0$, the optimal solution does not change. This new LP is equivalent to $L P_{p z s}\left(\mathcal{M}_{1}, \mathcal{M}_{2}, A+\right.$ $\left.e^{*}\right)$. This is the LP that the algorithm solves at the next iteration. From the induction hypothesis, we will find bases $B_{1}, B_{2}$ of $\mathcal{M}_{1}, \mathcal{M}_{2}$ that respect $A+e^{*}$ and are optimal solution for $L P_{p z s}\left(\mathcal{M}_{1}, \mathcal{M}_{2}, A+e^{*}\right)$. Thus, because of the aforementioned equivalence and the fact that $B_{1}, B_{2}$ respect A , they are optimal solution for $L P_{p z s}\left(\mathcal{M}_{1}, \mathcal{M}_{2}, A\right)$

Else if there is an element $e^{*} \in A$ with $z\left(e^{*}\right)=0$, then if we add to the LP the additional constraint $z\left(e^{*}\right)=0$, the optimal solution does not change. This new LP is equivalent to $L P_{p z s}\left(\mathcal{M}_{1}-e^{*}, \mathcal{M}_{2}-e^{*}, A-e^{*}\right)$. This is the LP that the algorithm solves at the next iteration. From the induction hypothesis, we will find bases $B_{1}, B_{2}$ of $\mathcal{M}_{1}-e^{*}, \mathcal{M}_{2}-e^{*}$ that respect $A-e^{*}$ and are optimal solution for $L P_{p z s}\left(\mathcal{M}_{1}-e^{*}, \mathcal{M}_{2}-e^{*}, A-e^{*}\right)$. Observe that these are also bases of $\mathcal{M}_{1}, \mathcal{M}_{2}$ respectively and respect A. Hence, because of the eqivalence, they are optimal solution for $L P_{p z s}\left(\mathcal{M}_{1}, \mathcal{M}_{2}, A\right)$.

Else if there is an element $e^{*} \in \mathcal{S}_{1} \backslash A$ with $z_{1}\left(e^{*}\right)=0$, we distinguish two cases. First case: $e^{*} \in\left(\mathcal{S}_{1} \cap \mathcal{S}_{2}\right) \backslash A$. Then, from (2), $y\left(e^{*}\right)=z_{2}\left(e^{*}\right)$. So, adding to the LP, the constraints $z_{1}\left(e^{*}\right)=0$ and $y\left(e^{*}\right)=z_{2}\left(e^{*}\right)$, the optimal solution does not change. This new LP is equivalent to $L P_{p z s}\left(\mathcal{M}_{1}-e^{*}, \mathcal{M}_{2}, A\right)$. This is the LP that the algorithm solves at the next iteration. From the induction hypothesis, we will find bases $B_{1}, B_{2}$ of $\mathcal{M}_{1}-e^{*}, \mathcal{M}_{2}$ that respect $A$ and are optimal solution for $L P_{p z s}\left(\mathcal{M}_{1}-e^{*}, \mathcal{M}_{2}, A\right)$. Observe that $B_{1}$ is a base of $\mathcal{M}_{1}$. Hence, because of the eqivalence, they are optimal solution for $L P_{p z s}\left(\mathcal{M}_{1}, \mathcal{M}_{2}, A\right)$. Second case: $e^{*} \in \mathcal{S}_{1} \backslash \mathcal{S}_{2}$. Adding to the LP, the constraint $z_{1}\left(e^{*}\right)=0$ the optimal solution does not change. This new LP is equivalent to $L P_{p z s}\left(\mathcal{M}_{1}-e^{*}, \mathcal{M}_{2}, A\right)$ and we proceed as before.

Else if there is an element $e^{*} \in \mathcal{S}_{2} \backslash A$ with $z_{2}\left(e^{*}\right)=0$, we again distinguish two cases. First case: $e^{*} \in\left(\mathcal{S}_{1} \cap \mathcal{S}_{2}\right) \backslash A$. Then, from (2), $y\left(e^{*}\right)=0$. So, adding to the LP, the constraints $z_{1}\left(e^{*}\right)=0$ and $y\left(e^{*}\right)=0$, the optimal solution does not change. This new LP is equivalent to $L P_{p z s}\left(\mathcal{M}_{1}, \mathcal{M}_{2}-e^{*}, A\right)$ and we proceed as in the case $z_{1}\left(e^{*}\right)=0$ (and for the second case too).

Else if there is an element $e^{*} \in A$ with $z\left(e^{*}\right)=1$, then if we add to the LP the additional constraint $z\left(e^{*}\right)=1$, the optimal solution does not change. This new LP is
equivalent to the LP:

$$
\begin{aligned}
\operatorname{minimize} & \left(c_{1}\left(e^{*}\right)+c_{2}\left(e^{*}\right)\right)+\sum_{e \in A-e^{*}}\left(c_{1}(e)+c_{2}(e)\right) z(e)+\sum_{e \in \mathcal{S}_{1} \backslash A} c_{1}(e) z_{1}(e)+\sum_{e \in \mathcal{S}_{2} \backslash A} c_{2}(e) z_{2}(e)+ \\
& \sum_{e \in\left(\mathcal{S}_{1} \cap \mathcal{S}_{2}\right) \backslash A} a(e) y(e)+\sum_{e \in \mathcal{S}_{2} \backslash \mathcal{S}_{1}} a(e) z_{2}(e)
\end{aligned}
$$

subject to $\left(z^{\prime}, z_{1}, z_{2}, y\right)$ is a feasible solution of $L P_{p z s}\left(\mathcal{M}_{1} / e^{*}, \mathcal{M}_{2} / e^{*}, A-e^{*}\right)$
where $\mathrm{z}^{\prime}$ is the restriction of z to $A-e^{*}$. But the objective function of this LP is the objective funtion of $L P_{p z s}\left(\mathcal{M}_{1} / e^{*}, \mathcal{M}_{2} / e^{*}, A-e^{*}\right)$ plus $\left(c_{1}\left(e^{*}\right)+c_{2}\left(e^{*}\right)\right)$. But, $L P_{p z s}\left(\mathcal{M}_{1} / e^{*}, \mathcal{M}_{2} / e^{*}, A-\right.$ $\left.e^{*}\right)$ is the LP that the algorithm solves at the next iteration. From the induction hypothesis, we will find bases $B_{1}, B_{2}$ of $\mathcal{M}_{1} / e^{*}, \mathcal{M}_{2} / e^{*}$ that respect $A-e$ and are optimal solution for $L P_{p z s}\left(\mathcal{M}_{1} / e^{*}, \mathcal{M}_{2} / e^{*}, A-e^{*}\right)$. $B_{1}+e^{*}, B_{2}+e^{*}$ are bases of $\mathcal{M}_{1}, \mathcal{M}_{2}$, respect A and have cost the optimal cost of $L P_{p z s}\left(\mathcal{M}_{1} / e^{*}, \mathcal{M}_{2} / e^{*}, A-e^{*}\right)$ plus $\left(c_{1}\left(e^{*}\right)+c_{2}\left(e^{*}\right)\right)$. Thus, they are optimal solution for $L P_{p z s}\left(\mathcal{M}_{1}, \mathcal{M}_{2}, A\right)$.

Else if there is an element $e^{*} \in \mathcal{S}_{1} \backslash A$ with $z_{1}\left(e^{*}\right)=1$, then we distinguish two cases. First case: $e^{*} \in \mathcal{S}_{2}$. Then, $e^{*} \in\left(\mathcal{S}_{1} \cap \mathcal{S}_{2}\right) \backslash A$ and from (2), $y\left(e^{*}\right)=0$. So, adding to the LP the constraints $z_{1}\left(e^{*}\right)=1, y\left(e^{*}\right)=0$, the optimal solution does not change. This new LP is equivalent to the LP:

$$
\begin{array}{cc}
\operatorname{minimize} & c_{1}\left(e^{*}\right)+\sum_{e \in A}\left(c_{1}(e)+c_{2}(e)\right) z(e)+\sum_{e \in\left(\mathcal{S}_{1}-e *\right) \backslash A} c_{1}(e) z_{1}(e)+\sum_{e \in \mathcal{S}_{2} \backslash A} c_{2}(e) z_{2}(e)+ \\
& \sum_{e \in\left(\left(\mathcal{S}_{1} \cap \mathcal{S}_{2}\right)-e^{*}\right) \backslash A} a(e) y(e)+\sum_{e \in \mathcal{S}_{2} \backslash \mathcal{S}_{1}} a(e) z_{2}(e)
\end{array}
$$

subject to $\left(z, z_{1}^{\prime}, z_{2}, y^{\prime}\right)$ is a feasible solution of $L P_{p z s}\left(\mathcal{M}_{1} / e^{*}, \mathcal{M}_{2}, A\right)$
where $z_{1}^{\prime}$ is the restriction of $z_{1}$ to $\left(\mathcal{S}_{1} \backslash A\right)-e^{*}$ and $y^{\prime}$ is the restriction of y to $\left(\left(\mathcal{S}_{1} \cap\right.\right.$ $\left.\left.\mathcal{S}_{2}\right)-e^{*}\right) \backslash A$. But the objective function of this LP is $c_{1}\left(e^{*}\right)$ plus the objective funtion of $L P_{p z s}\left(\mathcal{M}_{1} / e^{*}, \mathcal{M}_{2}, A\right)$ where $a\left(e^{*}\right)$ is updated to zero, say $L P_{1}$. But, $L P_{1}$ is the LP that the algorithm solves at the next iteration. From the induction hypothesis, we will find bases $B_{1}, B_{2}$ of $\mathcal{M}_{1} / e^{*}, \mathcal{M}_{2}$ that respect $A$ and are optimal solution for $L P_{1} . B_{1}+e^{*}$ is a basis of $\mathcal{M}_{1}, B_{1}+e^{*}$ and $B_{2}$ respect A and have cost the optimal cost of $L P_{1}$ plus $c_{1}\left(e^{*}\right)$. Thus, from the aforementioned equivalence, they are optimal solution for $L P_{p z s}\left(\mathcal{M}_{1}, \mathcal{M}_{2}, A\right)$. Second case: $e^{*} \notin \mathcal{S}_{2}$. Then adding to the LP the constraint $z_{1}\left(e^{*}\right)=1$, the optimal solution does not change. This new LP is equivalent to the LP:
minimize

$$
\begin{aligned}
& c_{1}\left(e^{*}\right)+\sum_{e \in A}\left(c_{1}(e)+c_{2}(e)\right) z(e)+\sum_{e \in\left(\mathcal{S}_{1}-e *\right) \backslash A} c_{1}(e) z_{1}(e)+\sum_{e \in \mathcal{S}_{2} \backslash A} c_{2}(e) z_{2}(e)+ \\
& \sum_{e \in\left(\mathcal{S}_{1} \cap \mathcal{S}_{2}\right) \backslash A} a(e) y(e)+\sum_{e \in \mathcal{S}_{2} \backslash \mathcal{S}_{1}} a(e) z_{2}(e)
\end{aligned}
$$

subject to $\left(z, z_{1}^{\prime}, z_{2}, y\right)$ is a feasible solution of $L P_{p z s}\left(\mathcal{M}_{1} / e^{*}, \mathcal{M}_{2}, A\right)$.
where $z_{1}^{\prime}$ is defined as before. But the objective function of this LP is $c_{1}\left(e^{*}\right)$ plus the objective funtion of $L P_{p z s}\left(\mathcal{M}_{1} / e^{*}, \mathcal{M}_{2}, A\right)$, which is the LP that the algorithm solves at the next iteration. Using the induction hypothesis, we proceed as before.

Else if there is an element $e^{*} \in \mathcal{S}_{2} \backslash A$ with $z_{2}\left(e^{*}\right)=1$, then we again distinguish two cases. First case: $e^{*} \in \mathcal{S}_{1}$. Then, $e^{*} \in\left(\mathcal{S}_{1} \cap \mathcal{S}_{2}\right) \backslash A$ and from (2), $y\left(e^{*}\right)=1-z_{1}\left(e^{*}\right)$. So, adding to the LP the constraints $z_{2}\left(e^{*}\right)=1, y\left(e^{*}\right)=1-z_{1}\left(e^{*}\right)$, the optimal solution does not change. This new LP is equivalent to the LP:

$$
\begin{array}{cc}
\operatorname{minimize} & c_{2}\left(e^{*}\right)+\sum_{e \in A}\left(c_{1}(e)+c_{2}(e)\right) z(e)+\sum_{e \in \mathcal{S}_{1} \backslash A} c_{1}(e) z_{1}(e)+\sum_{e \in\left(\mathcal{S}_{2}-e^{*}\right) \backslash A} c_{2}(e) z_{2}(e)+ \\
& \sum_{e \in\left(\left(\mathcal{S}_{1} \cap \mathcal{S}_{2}\right)-e^{*}\right) \backslash A} a(e) y(e)+a\left(e^{*}\right)\left(1-z_{1}\left(e^{*}\right)\right)+\sum_{e \in \mathcal{S}_{2} \backslash \mathcal{S}_{1}} a(e) z_{2}(e)
\end{array}
$$

subject to $\left(z, z_{1}, z_{2}^{\prime}, y^{\prime}\right)$ is a feasible solution of $L P_{p z s}\left(\mathcal{M}_{1}, M_{2} / e^{*}, A\right)$
where $z_{2}^{\prime}$ is the restriction of $z_{2}$ to $\left(\mathcal{S}_{2} \backslash A\right)-e^{*}$ and $\mathrm{y}^{\prime}$ is the restriction of y to $\left(\left(\mathcal{S}_{1} \cap \mathcal{S}_{2}\right)-\right.$ $\left.e^{*}\right) \backslash A$. But the objective function of this LP is equal to $c_{2}\left(e^{*}\right)$ plus the objective funtion of $L P_{p z s}\left(\mathcal{M}_{1}, \mathcal{M}_{2} / e^{*}, A\right)$ where $c_{1}\left(e^{*}\right)$ is updated to $c_{1}\left(e^{*}\right)-a\left(e^{*}\right)$, say $L P_{2}$. But, $L P_{2}$ is the LP that the algorithm solves at the next iteration. From the induction hypothesis, we will find bases $B_{1}, B_{2}$ of $\mathcal{M}_{1}, \mathcal{M}_{2} / e^{*}$ that respect $A$ and are optimal solution for $L P_{2}$. $B_{2}+e^{*}$ is a basis of $\mathcal{M}_{2}, B_{1}$ and $B_{2} / e^{*}$ respect A and have cost at most the optimal cost of $L P_{2}$ plus $c_{2}\left(e^{*}\right)+a\left(e^{*}\right)$. Thus, from the aforementioned equivalence, they are optimal solution for $L P_{p z s}\left(\mathcal{M}_{1}, \mathcal{M}_{2}, A\right)$. Second case: $e^{*} \notin \mathcal{S}_{1}$. For this case the induction is proved exactly as in the case where $z_{1}\left(e^{*}\right)=1$ and $e^{*} \notin \mathcal{S}_{2}$.

### 4.2 Uniform switching costs: Division into "epochs" and an Iterative Rounding algorithm

We have seen that the logarithmic approximation is optimal for MMM. However, the reduction from set cover and the integrality gap instance rely heavily on the fact that the elements may have different acquisition costs. Thus, it is reasonable to ask whether the case of uniform acquisition costs is hard and whether there are sub-logarithmic approximations for it, as in the case of Dynamic Facility Location, see [12]. The MMM with uniform acquisition costs can be proven to be APX - hard for the case of graphical matroids [Fotakis, Lampis, Paschos, Plevrakis '17]. In this thesis, we make a first step towards a constant approximation algorithm, by presenting an algorithm that has constant approximation at the holding cost and logarithmic approximation at the acquisition cost.

The LP is the same as in the general case, presented at chapter 3, but here all the acquisition costs are equal to $g$. We call this $L P: L P_{M M M}(\mathcal{M},[1, T])$.

$$
\begin{array}{ll}
\text { minimize } & \sum_{t, e} c_{t}(e) z_{t}(e)+g \sum_{t, e} y_{t}(e) \\
\text { subject to } & \overrightarrow{z_{t}} \in \mathcal{P}_{B}(\mathcal{M}), \quad \forall t \in[T] \\
& y_{t}(e) \geq z_{t}(e)-z_{t-1}(e), \quad \forall e \in E, \quad \forall t \in[T] \\
& y_{t}(e), z_{t}(e) \geq 0, \forall e \in E, \quad \forall t \in[T]
\end{array}
$$

Let $\left(z_{t}^{*}(e), y_{t}^{*}(e)\right)_{e, t}$ be the optimal LP solution. First of all, as we have seen in the algorithms in chapter 3, if $T$ is very big, then the approximation ratio is unsatisfactory. However, let's suppose that $\left(z_{t}^{*}(e), y_{t}^{*}(e)\right)_{e, t}$ has payed acquisition cost gr/2 in the time interval [1,t']. In this case, if we make independent rounding of the fractional solution at the intervals $\left[1, t^{\prime}\right],\left[t^{\prime}+1, T\right]$, the acquisition cost at time $t^{\prime}+1$ will be at most gr, so it can be charged at the acquisition cost that $\left(z_{t}^{*}(e), y_{t}^{*}(e)\right)_{e, t}$ has payed during [1, $\left.t^{\prime}\right]$, i.e we lose at most a constant factor at the acquisition cost. Based on this idea, we present a process that takes as input $\left(z^{t}, y^{t}\right)_{t \in\left[t_{1}, t_{2}\right]}$, a feasible solution of the $L P_{M M M}\left(\mathcal{M},\left[t_{1}, t_{2}\right]\right)$, $1 \leq t_{1} \leq t_{2} \leq T$, which is the restriction of the $L P_{M M M}(\mathcal{M},[1, T])$ at the interval $\left[t_{1}, t_{2}\right]$. This process outputs a division of $\left[t_{1}, t_{2}\right]$ into "epochs" and a vector $w_{i}$ for each "epoch" $i$.

```
Algorithm 7 Division into epochs of \(\left(z^{t}, y^{t}\right)_{t \in\left[t_{1}, t_{2}\right]}\), for matroid \(\mathcal{M}\)
    \(r=r_{\mathcal{M}}(\mathcal{S})\)
    \(j=1\)
    \(s=t_{1}\)
    for \(t=t_{1}\) to \(t_{2}\) do
        \(b_{t}(e)=\min _{s \leq u \leq t} z_{u}(e)\)
        if \(b_{t}(\mathcal{S})<\frac{r}{2}\) then
            \(e^{\text {epoch }}{ }_{j}=[s, t-1]\)
            \(w_{j}=b_{t-1}\)
            \(s=t\)
            \(j++\)
    return \(\left\{e \text { poch }_{i}, w_{i}\right\}_{i=1}^{j}\)
```

Observe that $w_{i}$ is the "fractional intersection" of $\left\{z_{t}\right\}_{t \in e p o c h_{i}}$. Now, suppose we want to round $\left(z^{t}, y^{t}\right)_{t \in\left[t_{1}, t_{2}\right]}$, which has acquisition cost $\gamma$. It is easy to see that if we make the rounding independently in each epoch and after we concatenate the solutions, this concatenation will cost at most $2 \gamma$ at the acquisition cost. So now it remains to round each epoch. Let's focus on a specific epoch, say epoch i. From construction, $w_{i}(\mathcal{S}) \geq r_{\mathcal{M}}(\mathcal{S}) / 2$. Hence, $\left\{z_{t}\right\}_{t \in \text { epoch }}^{i}$ have a lot in common. More specifically, as we will show, there exists a set $A \subseteq \mathcal{S}$, such that $|A|=\Omega\left(r_{\mathcal{M}}(\mathcal{S})\right)$ and if the entries of $w_{i}$ that correspond to elements of $A$ are multiplied by at most a constant factor, the restriction of $w_{i}$ in the set $A$ becomes a vector that lies inside the base polytope of the restriction of $\mathcal{M}$ in the set A. Also, this set $A$ can be computed in polynomial time. To compute it, first consider the following LP,
that takes as input a matroid and a vector $w \in P_{I}(\mathcal{M})$ and outputs a vector $x \in P_{I}(\mathcal{M})$

$$
\begin{array}{ll}
\text { maximize } & x(\mathcal{S}) \\
\text { subject to } & x(T) \leq r(T), \forall T \subseteq \mathcal{S} \\
& 0 \leq x(e) \leq \alpha w_{i}(e), \forall e \in E
\end{array}
$$

for some parameter $\alpha>2$ that we will fix later. We call this linear program $L P_{\text {extr }}(\mathcal{M}, w)$, because it will help us extract the set $A$. Let $x$ be the optimal solution of $L P_{\text {extr }}(\mathcal{M}, w)$. From lemma 2.3.1 there is a unique inclusion wise maximum tight set of $x$, say $C_{x} \subseteq \mathcal{S}$. Let $r=r_{\mathcal{M}}(\mathcal{S})$.

Lemma 4.2.1. If $w(\mathcal{S}) \geq \frac{r}{\beta}$, for a $\beta>0$, then $r\left(C_{x}\right) \geq \frac{r}{\beta} \frac{\alpha-\beta}{\alpha-1}$.
Proof. From lemma 2.3.1 every element that belongs to some tight set of x also belongs in $C_{x}$. Thus, because of the objective, $x(e)=\alpha w(e), \forall e \in \mathcal{S} \backslash C_{x}$ (otherwise we could increase $\mathrm{x}(\mathrm{e})$ without violating any constraint).

We have that

$$
\begin{gathered}
r \geq x\left(\mathcal{S} \backslash C_{x}\right)+x\left(C_{x}\right) \\
w\left(\mathcal{S} \backslash C_{x}\right)+w\left(C_{x}\right) \geq \frac{r}{\beta} \\
x\left(\mathcal{S} \backslash C_{x}\right)=\alpha w\left(\mathcal{S} \backslash C_{x}\right) \\
w\left(C_{x}\right) \leq r\left(C_{x}\right) \\
x\left(C_{x}\right)=r\left(C_{x}\right)
\end{gathered}
$$

(1) holds since $x \in P_{I}(\mathcal{M})$. (2) holds by assumption. (3) is implied by the observation at the beginning of the proof. (4) holds, since $w \in P_{I}(\mathcal{M})$. (5) holds by definition. From $(1),(3),(5)$ we get that:

$$
\begin{aligned}
& r \geq \alpha w\left(\mathcal{S} \backslash C_{x}\right)+r\left(C_{x}\right) \Rightarrow \\
& \frac{r-r\left(C_{x}\right)}{\alpha} \geq w\left(\mathcal{S} \backslash C_{x}\right)
\end{aligned}
$$

From (2), (4) we get that:

$$
w\left(\mathcal{S} \backslash C_{x}\right) \geq \frac{r}{\beta}-r\left(C_{x}\right)(7)
$$

From (6), (7) we get that:

$$
\begin{gathered}
\frac{r-r\left(C_{x}\right)}{\alpha} \geq \frac{r}{\beta}-r\left(C_{x}\right) \Rightarrow \\
\left(1-\frac{1}{\alpha}\right) r\left(C_{x}\right) \geq \frac{r}{\beta}-\frac{r}{\alpha} \Rightarrow \\
r\left(C_{x}\right) \geq \frac{r}{\beta} \frac{\alpha-\beta}{\alpha-1}
\end{gathered}
$$

```
Algorithm 8 Computation of \(C_{x}\)
    \(A \leftarrow \emptyset\)
    while \(\min _{T \subseteq \mathcal{S}}(r(T)-x(T))=0\) do
        \(T^{*} \leftarrow \operatorname{argmin}_{T \subseteq \mathcal{S}}(r(T)-x(T))\)
        \(A \leftarrow A \cup T^{*}\)
        \(\mathcal{M} \leftarrow \mathcal{M} / T^{*}\)
        \(x \leftarrow\) restriction of x in \(\mathcal{S} \backslash T^{*}\)
    return \(A\)
```

The algorithm uses an algorithm that minimizes submodular functions (see [37]) as oracle, takes as input the $x \in P_{I}(\mathcal{M})$ and outputs $C_{x}$ in polynomial time.

Lemma 4.2.2. The algorithm outputs $C_{x}$.
Proof. Let $x, \mathcal{M}$ at some iteration of the algorithm such that $x \in P_{I}(\mathcal{M})$. Let r be the rank function of $\mathcal{M}$. Also, let $T$ be a tight set of x and $T^{*}$ be its maximum tight set. Now take $\mathcal{M}^{\prime}=\mathcal{M} / T$ with rank function $\mathrm{r}^{\prime}$ and $x^{\prime}$ be the restriction of x at $\mathcal{S} \backslash T$. We have that for each $A \subseteq \mathcal{S} \backslash T^{*}$ we have

$$
x^{\prime}(A) \leq r^{\prime}(A) \Leftrightarrow x(A \cup T)-x(T) \leq r(A \cup T)-r(T) \Leftrightarrow x(A \cup T) \leq r(A \cup T)
$$

Thus, $x^{\prime} \in P_{I}(\mathcal{M} / T)$ and $A$ is a tight set of $\mathrm{x}^{\prime}$ iff $T \cup A$ is a tight set of x . Hence, $T^{*} \backslash T$ is the maximum tight set of x '. The lemma follows.

Now, since $w_{i} \in P_{I}(\mathcal{M})$ and $w_{i}(\mathcal{S}) \geq r / 2$, by solving the $L P_{\text {extr }}\left(\mathcal{M}, w_{i}\right)$ for $\alpha=3$, we get the optimal solution $x_{i}$ and thus we have the following corollary:

Corollary 4.2.2.1. $r\left(C_{x_{i}}\right) \geq \frac{r}{4}$ and $C_{x_{i}}$ can be computed in polynomial time.
Now, for $t \in$ epoch $_{i}$, let

$$
\hat{z}_{t}(e)= \begin{cases}x_{i}(e) & \text { if } e \in C_{x} \\ z_{t}(e) & \text { otherwise }\end{cases}
$$

From lemma 1.1, $\left\{\hat{z}_{t}\right\}_{t \in \text { epoch }_{i}}$, restricted in $C_{x_{i}}$, are all fractional bases of $\mathcal{M}$ restricted in $C_{x_{i}}$. Also $\left\{\hat{z}_{t}\right\}_{t \in e p o c h}$ are all in the spanning set polytope, see [37]. Now, let $H_{i}$ be the minimum weight basis of $\mathcal{M}$ restricted in $C_{x_{i}}$ with weight function $\sum_{t \in e p o c h} c_{t}$. For $t \in$ epoch $_{i}$, let

$$
\tilde{z}_{t}(e)= \begin{cases}1\left\{e \in H_{i}\right\} & \text { if } e \in C_{x_{i}} \\ z_{t}(e) & \text { otherwise }\end{cases}
$$

We have that

$$
\sum_{t \in \text { epoch }}^{i} \sum_{e \in C_{x_{i}}} c_{t}(e) \tilde{z}_{t}(e) \leq \sum_{t \in \text { epoch }} \sum_{e \in C_{x_{i}}} c_{t}(e) \hat{z}_{t}(e) \leq 3 \sum_{t \in \text { epoch }}^{i} \sum_{e \in C_{x_{i}}} c_{t}(e) w_{i}(e) \leq 3 \sum_{t \in \text { epoch }} \sum_{e \in C_{x_{i}}} c_{t}(e) z_{t}(e)
$$

Also, the acquisition cost of $\left\{\tilde{z}_{t}\right\}_{t \in \text { epoch }_{i}}$ is lower or equal to that of $\left\{z_{t}\right\}_{t \in \text { epoch }_{i}}$. What we want now is to transform $\left\{\tilde{z}_{t}\right\}_{t \in \text { epoch }_{i}}$ into a fractional base of $\mathcal{M}$ (remove the fractional circuits) without changing anything inside $C_{x}$ and without increasing neither the variables nor the acquisition cost.

From now on, if $z \in \mathcal{P}_{B}(\mathcal{M})$, then $\mathcal{F}_{z}=\{\chi(T): T \subseteq \mathcal{S}$ and $z(T)=r(T)\}$, i.e $\mathcal{F}_{z}$ is the set of characteristic vectors of the tight sets of $z$. Before we proceed, we should note that one of the most important matroid properties is the ability to move from one base to another by replacing elements, one by one, in the base with others outside of it so that the whole time we maintain a base. Is this possible if we want to move from a fractional base to another? Towards answering this question we first introduce a very useful definition.

Definition 23. Let $z \in \mathcal{P}_{B}(\mathcal{M}), e \in \mathcal{S}$. We define $\operatorname{mts}_{z}(e)$ to be the smallest set $T \subseteq \mathcal{S}$ such that $e \in T$ and $\chi(T) \in F_{z}$, that is, $T$ is the minimum tight set that contains $e$. When $z$ is clear from context we will simply write mts(e).

We remark that $m t s(e)$ always exists, since $\mathcal{S}$ itself is tight, and it is always unique, because of lemma 2.3.1. Also note that if $z(e)=1$ then $m t s(e)=e$. Also observe that $\forall e^{\prime} \in m t s(e)-e, z\left(e^{\prime}\right)>0$, from the definition of mts(e) and the monotonicity of the rank function. The reason that we present this definition is that the elements of $m t s(e)-e$ are the ones that we can decrease, at least slightly, in order to increase $z(e)$ while remaining inside $\mathcal{P}_{B}(\mathcal{M})$, i.e while maintaining a fractional base. This is shown rigorously via the following proposition.

Proposition 4.2.2.1. Let $e^{\prime} \in m t s(e)-e$, where $z(e)<1$ and $e$ is not a loop. If we start increasing $z(e)$ and decreasing $z\left(e^{\prime}\right)$ with the same constant rate, then $z(e)$ remains feasible until $e$ ' is no longer in mts(e).

Proof. Let $m t s(e)$ be the minimum tight set of e before we make any changes. Observe that since $z(e)<1$ and e is not a loop, $m t s(e) \neq\{e\}$. At the beginning, all elements of mts(e), except of e (maybe), correspond to positive entries of z. Now, let's fix an element $e^{\prime} \in m t s(e)$. At the beginning, from definition: $\forall T: \chi(T) \in \mathcal{F}_{z}$ and $e \in T \Rightarrow$ $m t s(e) \subseteq T \Rightarrow e^{\prime} \in T$. Hence, since we make the two changes at the same rate, all the tight sets remain tight. Thus, this process will stop at the moment when at least one of these happens: $z(e)$ becomes 1 or $z\left(e^{\prime}\right)$ becomes 0 or a set $T^{*}$ such that $e \in T^{*}, e^{\prime} \notin T^{*}$ becomes tight. Let $m t s^{\prime}(e)$ be the minimum tight set of e at that moment. In the first case, $m t s^{\prime}(e)=\{e\} \subseteq m t s(e)-e^{\prime}$. In the second case, $m t s^{\prime}(e) \subseteq m t s(e)-e^{\prime}$. In the the third case, from lemma 2.3.1, $m t s^{\prime}(e) \subseteq T^{*} \cap m t s(e) \subseteq m t s(e)-e^{\prime}$. The proposition follows.

Now, we return to the question of how to transform $\left\{\tilde{z}_{t}\right\}_{t \in e p o c h_{i}}$ into a fractional base of $\mathcal{M}$ without changing anything inside $C_{x}$ and without increasing neither the variables nor the acquisition cost. For the next lemma we write $m t_{t}(e)$ instead of $m t_{z_{t}}(e)$, for $e \in \mathcal{S}, t \in$ epoch $_{i}$.

Lemma 4.2.3. Let $\left\{x_{t}\right\}_{t} \in I$, where $I$ is a time interval, be a feasible solution of the $L P_{M M M}(\mathcal{M}, I)$. Let $e \in \mathcal{S}$ and $e$ is not a loop. There is a $\left\{x_{t}^{\prime}\right\}_{t \in I}$ such that:

$$
\begin{gathered}
x_{t}^{\prime}(e)=1, \forall t \in I \\
x_{t}^{\prime}\left(e_{1}\right) \leq x_{t}\left(e_{1}\right), \forall t \in I, \forall e_{1} \neq e
\end{gathered}
$$

and the acquisition cost of $\left\{x_{t}^{\prime}\right\}_{t \in I}$ is not bigger than that of $\left\{x_{t}\right\}_{t \in I}$.
Proof. First, let's prove the follwing proposition (notation: for the restriction of a vector $v$ on a subset A of the elements, we write $\vec{v}(A))$ :

Proposition 4.2.3.1. Let $\left\{x_{t}\right\}_{t} \in I$ is a feasible solution of the $L P_{M M M}(\mathcal{M}, I)$ and $t$ is a time step such that $t, t+1 \in I$ and $\overrightarrow{x_{t}}\left(m t s_{t}(e)\right) \neq \overrightarrow{x_{t+1}}\left(m t s_{t}(e)\right)$, where by $m t s_{t}(e)$, we mean $m t_{x_{t}(e)}$. Then, $\exists e^{\prime} \in \mathcal{S}, e^{\prime} \neq e$ and either

$$
e^{\prime} \in m t s_{t}(e) \text { and } x_{t}\left(e^{\prime}\right)>x_{t+1}\left(e^{\prime}\right) \text { or } e^{\prime} \in m t s_{t+1}(e) \text { and } x_{t+1}\left(e^{\prime}\right)>x_{t}\left(e^{\prime}\right)
$$

Proof. Suppose $x_{t}(e) \leq x_{t+1}(e)$ (for the other case the argument is identical). Clearly, $x_{t}\left(m t s_{t}(e)\right)=r\left(m t s_{t}(e)\right)$ and $x_{t+1}\left(m t s_{t}(e)\right) \leq r\left(m t s_{t}(e)\right) \Rightarrow x_{t}\left(m t s_{t}(e)-e\right)+x_{t}(e) \geq$ $x_{t+1}\left(m t s_{t}(e)-e\right)+x_{t+1}(e)$. Thus, the proposition follows from the hypothesis and our assumption.

Now, we are ready to construct $\left\{x_{t}^{\prime}\right\}_{t \in I}$, from $\left\{x_{t}\right\}_{t} \in I$. While $\exists t \in I$ such that $\overrightarrow{x_{t}}\left(m t s_{t}(e)\right) \neq \overrightarrow{x_{t+1}}\left(m t s_{t}(e)\right)$ (which implies that not both $x_{t}(e), x_{t+1}(e)$ are equal to one), then from proposition 4.2.3.1, $\exists e^{\prime} \in m t s_{t}(e), e^{\prime} \neq e$, such that $x_{t}\left(e^{\prime}\right)>x_{t+1}\left(e^{\prime}\right)$ or $\exists e^{\prime} \in$ $m t s_{t+1}(e)$ such that $x_{t+1}\left(e^{\prime}\right)>x_{t}\left(e^{\prime}\right)$. Let's say that the first case occurs. In this case we change $x_{t}$ (otherwise we do the same thing but we change $x_{t+1}$ ). We start increasing $x_{t}(e)$ and decreasing $x_{t}\left(e^{\prime}\right)$ at the same constant rate until either the $m t s_{t}(e)$ becomes smaller or $x_{t}\left(e^{\prime}\right)=x_{t+1}\left(e^{\prime}\right)$ (as long as neither of the two happens, the solution remains feasible as proposition 4.2.2.1 indicates).

Clearly, when this first phase finishes, the $m t_{t}(e)$ will be the same at all time steps. Now, we simultaneously change all $\left\{x_{t}\right\}_{t} \in I$ : while not all $x_{t}(e)=1$, we find an e' such that $m t s_{t}\left(e^{\prime}\right)>0, \forall t \in I$ and we start increasing $x_{t}(e)$ and decreasing $x_{t}\left(e^{\prime}\right)$ at the same rate, $\forall t \in I$, until the $m t s_{t}(e)$ becomes smaller (again until this happens, the solution remains feasible). It is easy to see that the two phases will terminate after a finite number of steps. At the end, the vector has the properties of the lemma.

Corollary 4.2.3.1. For each $i$, there is a $\left\{z_{t}^{\prime}\right\}_{t \in e p o c h_{i}}$ such that:

$$
\begin{gathered}
z_{t}^{\prime}(e)=1\left\{e \in H_{i}\right\}, \forall e \in C_{x_{i}}, t \in \text { epoch }_{i} \\
z_{t}^{\prime}(e) \leq z_{t}(e), \forall e \in \mathcal{S} \backslash C_{x_{i}}, t \in \text { epoch }_{i}
\end{gathered}
$$

and the acquisition cost of $\left\{z_{t}^{\prime}\right\}_{t \in \text { epoch }_{i}}$ in $\mathcal{S} \backslash C_{x_{i}}$ is not bigger than that of $\left\{z_{t}\right\}_{t \in \text { epoch }}^{i}$ in $\mathcal{S} \backslash C_{x_{i}}$.

Proof. For each i, let $H_{i}=\left\{e_{1}^{i}, \ldots, e_{k}^{i}\right\}$. We iteratively use lemma 4.2.3.1, for $I=e$ poch $_{i}$, initial solution the $\left\{z_{t}\right\}_{t \in e p o c h_{i}}$ and initial matroid the $\mathcal{M}$, for each $e_{j}^{i}, \mathrm{j}=1, \ldots, \mathrm{k}$. Once we apply this lemma for element $e_{j}^{i}$, we update $\mathcal{M} \leftarrow \mathcal{M} / e_{j}^{i}$, we restrict all $\left\{z_{t}\right\}_{t \in e p o c h_{i}}$ in $\mathcal{S}-e_{j}^{i}$ and reapply the lemma for $e_{j+1}^{i}$ etc.

Now, note that since for each epoch $i$, there is such a $\left\{z_{t}^{\prime}\right\}_{t \in e p o c h}{ }_{i}$, it can be computed in polynomial time via the $L P_{M M M}\left(\mathcal{M} / C_{x_{i}}\right.$, epoch $\left._{i}\right)$ with the additional constraints:

$$
z_{t}^{\prime}(e) \leq z_{t}(e), \forall e \in \mathcal{S} \backslash C_{x_{i}}, t \in e \operatorname{poch}_{i}
$$

All this analysis yields the following theorem:

Theorem 4.2.4. There is a polynomial time algorithm that takes as input a matroid $\mathcal{M}=(\mathcal{S}, \mathcal{I}), r=r_{\mathcal{M}}(\mathcal{S})$, a time interval $\left[t_{1}, t_{2}\right]$ and a $\left\{z_{t}\right\}_{t \in\left[t_{1}, t_{2}\right]} \in P_{B}\left(\mathcal{M},\left[t_{1}, t_{2}\right]\right)$, and outputs

1. A division of $\left[t_{1}, t_{2}\right]$ into disjoint epochs $\left[f_{0}, f_{1}\right],\left[f_{1}+1, f_{2}\right], \ldots,\left[f_{k-1}+1, f_{k}\right]\left(f_{0}=\right.$ $\left.t_{1}, f_{k}=t_{2}\right)$, such that for all $i=1, \ldots, k-1,\left\{z_{t}\right\}_{t \in\left[t_{1}, t_{2}\right]} \in P_{B}\left(\mathcal{M},\left[t_{1}, t_{2}\right]\right)$ has at least $r / 2$ acquisition cost inside each $\left[f_{i-1}, f_{i}+1\right]$.
2. An $H_{i} \in \mathcal{I}$ such that $\left|H_{i}\right| \geq r / 4, i=1, \ldots, k$.
3. $\left\{z_{t}^{\prime}\right\}_{t \in \text { epoch }_{i}} \in P_{B}\left(\mathcal{M} / H_{i}\right.$, epoch $\left._{i}\right), i=1, \ldots, k$.

We also have that

$$
\begin{aligned}
& \sum_{t \in e p o c h_{i}} w_{t}\left(H_{i}\right) \leq 3 \sum_{t \in e p o c h_{i}} \sum_{e \in \operatorname{span}\left(H_{i}\right)} w_{t}(e) z_{t}(e), \text { for all } i=1, \ldots, k \\
& z_{t}^{\prime}(e) \leq z_{t}(e), \text { for all } t \in \text { epoch }_{i}, e \in \mathcal{S} \backslash \operatorname{span}\left(H_{i}\right), i=1, \ldots, k
\end{aligned}
$$

and finally, the acquisition cost of $\left\{z_{t}^{\prime}(e)\right\}_{t \in \operatorname{epoch}_{i}, e \in \mathcal{S} \backslash \text { span }\left(H_{i}\right)}$ is not greater than the acquisition cost of $\left\{z_{t}(e)\right\}_{t \in \text { epoch }_{i}, e \in \mathcal{S} \backslash \operatorname{span}\left(H_{i}\right)}$. We refer to this algorithm as $\mathcal{F}\left(\mathcal{M},\left[t_{1}, t_{2}\right],\left\{z_{t}\right\}_{t \in\left[t_{1}, t_{2}\right]}\right)$.

Now it is clear to see how the main algorithm will be:

```
Algorithm 9 Algorithm for MMM with uniform acquisition costs
    \(B_{t} \leftarrow \emptyset, t=1, \ldots, T\)
    Solve \(L P_{M M M}(\mathcal{M},[1, T])\) and get the optimal solution \(\left\{z_{t}\right\}_{t \in[1, T]}\).
    \(\operatorname{run} \mathcal{A}\left(\mathcal{M},[1, T],\left\{z_{t}\right\}_{t \in[1, T]}\right)\).
    return \(B_{1}, \ldots, B_{T}\)
```

where $\mathcal{A}\left(\mathcal{M},\left[t_{1}, t_{2}\right],\left\{z_{t}\right\}_{t \in\left[t_{1}, t_{2}\right]}\right)$ is presented below:

```
Algorithm \(10 \mathcal{A}\left(\mathcal{M},\left[t_{1}, t_{2}\right],\left\{z_{t}\right\}_{t \in\left[t_{1}, t_{2}\right]}\right)\)
    if \(r_{\mathcal{M}}(\mathcal{S})=0\), then return
    run \(\mathcal{F}\left(\mathcal{M},\left[t_{1}, t_{2}\right],\left\{z_{t}\right\}_{t \in\left[t_{1}, t_{2}\right]}\right)\) and get the epochs (suppose they are k) \(\left\{\text { epoch }_{i}\right\}_{i=1}^{k}\),
    \(\left\{H_{i}\right\}_{i=1}^{k},\left\{\left\{z_{t}^{\prime}(e)\right\}_{t \in \text { epoch } h_{i}, e \in \mathcal{S} \backslash \operatorname{span}\left(H_{i}\right)}\right\}_{i=1}^{k}\)
    for each \(t \in\left[t_{1}, t_{2}\right]\) find \(i \in[k]\) such that \(t \in\) epoch \(_{i}\) and update \(B_{t} \leftarrow B_{t} \cup H_{i}\)
    for each \(i=1, \ldots, k\) run \(\mathcal{A}\left(\mathcal{M} / H_{i}\right.\), epoch \(_{i},\left\{z_{t}^{\prime}\right\}_{t \in \text { ерoch }}^{i}\) )
```


## Performance Guarantee

Theorem 4.2.5. If $\left\{z_{t}\right\}_{t \in[1, T]}$ is the optimal solution of $L P_{M M M}(\mathcal{M},[1, T])$ and $B_{1}, B_{2}, \ldots, B_{T}$ is the output of the algorithm then all of the outputed sets are bases of $\mathcal{M}$ and

$$
\sum_{t=1}^{T} w_{t}\left(B_{t}\right) \leq 3 \sum_{t=1}^{T} \sum_{e \in \mathcal{S}} w_{t}(e) z_{t}(e)
$$

and

$$
\sum_{t=2}^{T}\left|B_{t} \backslash B_{t-1}\right|=O(\log r) \sum_{t=2}^{T} \sum_{e \in \mathcal{S}} \max \left(z_{t}(e)-z_{t-1}(e), 0\right)
$$

Proof. Let's say that at the beginning of the algorithm $\left\{z_{t}^{\prime}\right\}_{t \in[T]}=\left\{z_{t}\right\}_{t \in[T]}$. Now, let's consider $\left\{x_{t}\right\}_{t \in[T]}$ which is modified during the course of the algorithm and gradually becomes integral. More specifically,

$$
x_{t}(e)=\mathbf{1}\left\{e \in B_{t}\right\}, \forall e \in \operatorname{span}\left(B_{t}\right), t \in[T]
$$

and

$$
x_{t}(e)=z_{t}^{\prime}(e), \forall e \in \mathcal{S} \backslash \operatorname{span}\left(B_{t}\right), t \in[T]
$$

from the property 3 , of theorem 4.2.4, when the algorithm terminates, $\left\{x_{t}\right\}_{t \in[T]}$ is integral and it is the collection of the characteristic vectors of $B_{1}, B_{2}, \ldots, B_{T}$. From the property 2 and 3 of the theorem 4.2.4 $x_{t} \in P_{B}(\mathcal{M}), \forall t \in[T]$ always during the course of the algorithm. Thus, since due to the property 2 of the theorem 4.2.4 the algorithm will terminate (in polynomial time), the returned $B_{1}, \ldots, B_{T}$ are all bases of $\mathcal{M}$.

Now, we argue for the approximation on the holding cost. We actually prove that during the course of the algorithm:

$$
\sum_{t \in[T]} \sum_{e \in \operatorname{span}\left(B_{t}\right)} w_{t}(e) x_{t}(e) \leq 3 \sum_{t \in[T]} \sum_{e \in \operatorname{span}\left(B_{t}\right)} w_{t}(e) z_{t}(e)(\mathbf{1})
$$

and

$$
\begin{equation*}
x_{t}(e) \leq z_{t}(e), \forall e \in \mathcal{S} \backslash \operatorname{span}\left(B_{t}\right), t \in[T] \tag{2}
\end{equation*}
$$

(2) follows directly from theorem 4.2.4. Before we present the proof of (1), notice that the algorithm constructs an "interval tree", where the root is $[1, \mathrm{~T}]$ and each node's children are the epochs that the algorithm constructs for this interval.

We will prove (1) via induction on the number of updates made at the collection of $\left\{B_{t}\right\}_{t \in[T]}$. The base case is trivial to verify (remember that at the beginning of the algorithm $\left\{z_{t}^{\prime}\right\}_{t \in[T]}=\left\{z_{t}\right\}_{t \in[T]}$. Now, focus on some time that the algorithm updates $B_{t}$, by adding to it some set $H$. This update was made during some call of $\mathcal{A}$. When this call took place, t belonged to some "leaf" of the current "interval tree", say I. The algorithm runs $\mathcal{F}\left(\mathcal{M} \backslash B_{t}, I,\left\{z_{t}^{\prime}(e)\right\}_{e \in \mathcal{M} / \operatorname{span}\left(B_{t}\right), t \in I}\right)$. The interval I is devided into epochs (these are added, conceptually, as children of I at the interval tree) and suppose epoch ${ }_{i}$ is the epoch that contains t. So, along with $B_{t}$ are updated all $\left\{B_{t^{\prime}}\right\}_{t^{\prime} \in \text { epoch }_{i}}$ and $H=H_{i}$ which is independent set of $\mathcal{M} / B_{t}$. Now, from theorem 4.2.4, for matroid $\mathcal{M} / \operatorname{span}\left(B_{t}\right)$, interval I and $\left\{z_{t}^{\prime}(e)\right\}_{e \in \mathcal{M} / \operatorname{span}\left(B_{t}\right), t \in I} \in P_{B}\left(\mathcal{M} / \operatorname{span}\left(B_{t}\right)\right)$,

$$
\sum_{t \in \text { epoch }}^{i} \text { } w_{t}\left(H_{i}\right) \leq 3 \sum_{t \in \text { epoch }{ }_{i}} \sum_{e \in \operatorname{span}_{\mathcal{M} / B_{t}}\left(H_{i}\right)} w_{t}(e) x_{t}(e)
$$

so, from (2):

$$
\sum_{t \in \text { epoch }}^{i} \text { } w_{t}\left(H_{i}\right) \leq 3 \sum_{t \in \text { epoch } h_{i} \in \operatorname{span}_{\mathcal{M} / B_{t}}\left(H_{i}\right)} w_{t}(e) z_{t}(e)(\mathbf{3})
$$

Now, $B_{t^{\prime}} \leftarrow B_{t^{\prime}} \cup H_{i}$, for all t' in epoch ${ }_{i}$. Thus, after the update, the lefthand and the righthand side of (3) are parts of the lefthand and righthand side of (1), respectively. Now, since this part of the lefthandside of (1) of is modified only once during the algorithm (because after this, in epoch ${ }_{i}, H_{i}$ is contracted from $\mathcal{M} / B_{t}$ ) and since the epochs partition I, when the updates of this call of $\mathcal{F}$ finish, (1) will still hold. The claim follows.

It remains to show the approximation at the acquisition cost. What we are going to show is that if we have a $\left\{z_{t}\right\}_{t \in\left[t_{1}, t_{2}\right]}: z_{t} \in P_{B}(\mathcal{M}), \forall t \in\left[t_{1}, t_{2}\right]$, a matroid $\mathcal{M}$ and we set $B_{t_{1}}, B_{t_{1}+1}, \ldots, B_{t_{2}} \leftarrow \emptyset$ and then run $\mathcal{A}\left(\mathcal{M},\left[t_{1}, t_{2}\right],\left\{z_{t}\right\}_{t \in\left[t_{1}, t_{2}\right]}\right)$ which produces, conceptually, an interval tree T with height $\mathrm{h}(\mathrm{T})$ and root $\left[t_{1}, t_{2}\right]$, then the acquisition cost of the returned $B_{t_{1}}, B_{t_{1}+1}, \ldots, B_{t_{2}}$ is at most $2 h(T) g \sum_{t=t_{1}+1}^{t_{2}} \sum_{e \in \mathcal{S}} \max \left(z_{t}(e)-\right.$ $\left.z_{t-1}(e), 0\right)$. The proof is by induction on $\mathrm{h}(\mathrm{T})$. The base case $\mathrm{h}(\mathrm{T})=0$ is trivial. From the way that the epochs are constructed, even if at the borders of epoch ${ }_{1}, \ldots$, epoch $_{k}$, the returned integral solution changes entirely, the switching cost payed there is at most $2 g \sum_{t=t_{1}+1}^{t_{2}} \sum_{e \in \mathcal{S}} \max \left(z_{t}(e)-z_{t-1}(e), 0\right)$. The property 2 of theorem 4.2.4 and the induction hypothesis complete the induction. So, if $T^{*}$ is the tree-interval of the algorithm that we run to solve the problem, then from property 2 of theorem 4.2.4, $h\left(T^{*}\right)=O(\log r)$ and we are done.
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 $\pi \alpha p o v \sigma i ́ \alpha \sigma \eta$ tou $\vartheta \varepsilon ́ \mu \alpha т о \varsigma . ~$









$$
\begin{array}{ll}
\operatorname{maximize} & \sum_{j=1}^{m} w_{j} x_{j} \\
\text { subject to } & \sum_{j: e_{i} \in S_{j}} x_{j} \geq 1, \quad i=1, \ldots, n  \tag{1.1}\\
& x_{j} \geq 0, \quad j=1, \ldots, m
\end{array}
$$







2. Randomized Rounding: 'E $\quad$ оvтац $\lambda u ́ \sigma \varepsilon \iota ~ t o ~ L P, ~ \varepsilon \pi ı \lambda \varepsilon ́ \gamma o u \mu \varepsilon ~ \varepsilon ́ v \alpha ~ \sigma u ́ v o \lambda o ~ j ~ \mu \varepsilon ~ \pi \imath \vartheta \alpha-~$







## K $\varepsilon \varphi \dot{\alpha} \lambda \alpha \iota \circ 2$

## Mทгровıб́n







1. $\emptyset \in \mathcal{I}$
2. $A \in \mathcal{I}$ रaı $B \subseteq A \Rightarrow B \in \mathcal{I}$


 оріًочиє $r(A)=\max _{B \subseteq A: ~} \in \mathcal{I}|B|$.
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 $\tau \alpha \pi \rho \circ \alpha v \alpha \varphi \varepsilon \rho \vartheta \hat{\varepsilon} v \tau \alpha \alpha \pi о \tau \varepsilon \lambda \varepsilon ́ \sigma \mu \alpha \tau \alpha$.

## Kєүо́入 $\alpha \iota o 3$

## Xроvouєт $\beta \alpha \lambda \lambda$ ó $\mu \varepsilon \vee \eta$ 


#### Abstract

  $\sigma \tau \eta \delta \eta \mu \circ \sigma i \varepsilon u \sigma \eta \tau \omega \nu$ Gupta, Talwar, Wieder "Changing bases: Multistage optimization for matroids and matchings" [13].




 то

$$
\sum_{t}\left(c_{t}\left(B_{t}\right)+a\left(B_{t} \backslash B_{t-1}\right)\right)
$$

óтои орі̆очиє $B_{0}:=\emptyset$.

## Kúpı $\alpha$ А $\tau о \tau \varepsilon \lambda \varepsilon ́ \sigma \mu \alpha \tau \alpha$
















## 

## MMM $\sigma \varepsilon$ عıסıxés $\pi \varepsilon \rho ı \pi \tau \omega ́ \sigma \varepsilon \iota \varsigma$
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 $\mu \varepsilon$ тоv opıбиó tou троß入п́идтоऽ:




$$
\sum_{t}\left(c_{t}\left(\mathcal{T}_{t}\right)+g\left|\mathcal{T}_{t} \backslash \mathcal{T}_{t-1}\right|\right)
$$







## 

 عíval тo んxó入ov७o：

$$
\begin{array}{cl}
\operatorname{minimize} & \sum_{e \in E} c(e) x(e) \\
\text { subject to } & x(E)=n-1 \\
& x(E(S)) \leq|S|-1, \quad \forall S \subseteq V \\
& x(e) \geq 0, \forall e \in E
\end{array}
$$


${ }^{\prime}$ Eб兀 $\omega=(V, E)$ к $\alpha \iota x \in \mathbb{R}_{+}^{|E|}$ ．
－$\Theta \alpha \lambda$ д́́ $\mu \varepsilon$ отl то $x$ вíval x入 $\alpha \sigma \mu \alpha \tau \iota x o ́ ~ \sigma u \nu \delta \varepsilon \tau \iota x o ́ ~ \delta \varepsilon ́ v \tau \rho o ~ \alpha \nu ~ x \alpha l ~ \mu o ́ v o ~ \alpha \nu ~$ $x(E(S)) \leq|S|-1, \forall S \subseteq V$ х $\alpha \iota x(E)=n-1$ ．
 $\forall S \subseteq V$ ．
 x $\lambda \alpha \sigma \mu \alpha \tau \iota x o ́ ~ \delta \alpha ́ \sigma о \varsigma . ~$









## То Грациьхо́ Про́үрацца

 хо́бтоиร, $\sigma \tau \eta ~ \chi p о v о \mu \varepsilon \tau \alpha \beta \alpha \lambda \lambda o ́ \mu \varepsilon \nu \eta ~ \gamma \varepsilon v i ́ x \varepsilon \cup \sigma \eta ~(M S T M) ~ \pi о и ~ \mu \varepsilon \lambda \varepsilon \tau \alpha ́ \mu \varepsilon . ~$

$$
\begin{array}{ll}
\operatorname{minimize} & \sum_{t} \sum_{e} c_{t}(e) x_{t}(e)+g \sum_{t} \sum_{e} y_{t}(e) \\
\text { subject to } & x_{t}(E)=n-1, \quad \forall t \\
& x_{t}(E(S)) \leq|S|-1, \quad \forall S \subseteq V, \forall t \\
& x_{t}(e) \geq 0, \forall e \in E, \forall t \\
& y_{t}(e) \geq x_{t}(e)-x_{t-1}(e), \forall e \in E, \forall t \\
& y_{t}(e) \geq 0, \forall e \in E, \quad \forall t
\end{array}
$$




## X $\omega$ рıбно́s $\sigma \varepsilon$ عлохе́ऽ











$$
\underbrace{x_{1} x_{2} x_{3} x_{4}}_{\text {epoch }} \underbrace{2}_{\text {epoch }} \text { x } x_{6} x_{7} \underbrace{x_{8} x_{9} x_{10} x_{11} x_{12}}_{\text {epoch }{ }_{3}} \underbrace{x_{13}}_{\text {epoch } 4}
$$




## Rounding














 то ахо́лочษо үрацицхо́ тро́үрациа:

$$
\begin{array}{ll}
\operatorname{maximize} & \sum_{e \in E} z_{\text {new }}(e) \\
\text { subject to } & z_{\text {new }}(E(S)) \leq|S|-1, \quad \forall S \subseteq V \\
& 0 \leq z_{\text {new }}(e) \leq 3 z(e), \quad \forall e \in E
\end{array}
$$




$$
\begin{equation*}
\sum_{i=1}^{k}\left(\left|S_{i}\right|-1\right) \geq \frac{n-1}{4} \tag{1}
\end{equation*}
$$







 $i$ :

$$
x_{t}(e) \leftarrow \mathbf{1}\left\{e \in H_{i}\right\}, \forall e \in E\left(S_{i}\right), \forall t \in\left[1, t_{1}\right]
$$








## A $\varphi \alpha i \rho \varepsilon \sigma \eta x \lambda \alpha \sigma \mu \alpha \tau \iota x \omega \dot{\nu} x u ́ x \lambda \omega \nu$

Пар' ó̀о пои $\chi \alpha \tau \alpha \varphi \varepsilon ́ \rho \alpha \mu \varepsilon ~ \nu \alpha ~ \chi \alpha ́ v o u \mu \varepsilon ~ r o u n d ~ \mu \varepsilon \gamma \alpha ́ \lambda о ~ \varkappa о \mu \mu \alpha ́ \tau \iota \iota ~ \tau \omega \nu ~ x_{1}, \ldots, x_{t_{1}}, \tau \alpha \tau \varepsilon \lambda \varepsilon \cup \tau \alpha i \alpha$
















$$
A, B \in \mathcal{F} \text { x } \alpha \iota A \cap B \neq \emptyset \Rightarrow A \cap B \in \mathcal{F}
$$








 $\sigma$ б́vòo бто $\mathcal{F}$.

## 



 ع $\pi \circ \chi \varepsilon ́ \varsigma ~ \chi \lambda \pi \pi) \pi \alpha ́ v\left(\omega \sigma \tau \alpha x_{1}^{\prime}, \ldots, x_{t_{1}}^{\prime}\right.$.

## ^óros Пробе́үүıoŋs

Еж катабथєиท́s:

$$
\sum_{t \in\left[1, t_{1}\right]} \sum_{i=1}^{k} c_{t}\left(H_{i}\right) \leq 3 \sum_{t \in\left[1, t_{1}\right]} \sum_{e \in \Pi} c_{t}(e) x_{t}(e)
$$




To $\alpha x$ ó











 бто жо́бтоц $\alpha \pi о ́ ж т \eta \sigma \eta s . ~$

## 4.2 А Ає́p $\alpha \iota \alpha ~ Г П ~ \gamma \iota \alpha ~ \varepsilon \iota \delta ı x \varepsilon ́ \varsigma ~ \pi \varepsilon p ı \pi \tau \omega ́ \sigma \varepsilon ı \varsigma ~ \tau o u ~ M M M ~$





## 



 $\left.k_{i}, \forall i \in[n]\right\}$.

 $\varepsilon 弓 \eta \dot{\wedge}$ цорфи́:

$$
\begin{array}{ll}
\operatorname{minimize} & \sum_{t=1}^{T} \sum_{e \in \mathcal{S}} c_{t}(e) y_{t}(e)+\sum_{t=2}^{T} \sum_{e \in \mathcal{S}} a_{t}(e) z_{t}(e) \\
\text { subject to } & z_{t}(\mathcal{S})=k, \quad \forall t \in[T] \\
& y_{t}(e) \geq z_{t}(e)-z_{t-1}(e), \quad \forall e \in \mathcal{S}, \quad t=2, \ldots, T \\
& 0 \leq z_{t}(e) \leq 1, \quad \forall e \in \mathcal{S}, \quad \forall t \in[T] \\
& y_{t}(e) \geq 0, \quad \forall e \in \mathcal{S}, \quad t=2, \ldots, T
\end{array}
$$





$\mathrm{T}=\mathbf{2}$


$$
\begin{array}{ll}
\text { minimize } & \sum_{e} c_{1}(e) x_{1}(e)+\sum_{e} c_{2}(e) x_{2}(e)+\sum_{e} a(e) y(e) \\
\text { subject to } & x_{t}(E)=n-1, \quad \forall t \in\{1,2\} \\
& x_{t}(E(S)) \leq|S|-1, \quad \forall S \subseteq V, \forall t \in\{1,2\} \\
& x_{t}(e) \geq 0, \forall e \in E, \forall t \in\{1,2\} \\
& y(e) \geq x_{2}(e)-x_{1}(e), \forall e \in E \\
& y(e) \geq 0, \forall e \in E,
\end{array}
$$
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