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#### Abstract

In all the modern database systems, information is spread among multiple computers or processors, and the computation needed is done in parallel, using the minimum possible communication between them. To serve that purpose, numerous models of parallel processing and many distribution algorithms have been developed. In most of the cases, the goal of those algorithms is to increase the efficiency of the system by minimizing the maximum load among these computers. This is happening because the response time of a systems is inversely proportional to the workload of its computational units.

In this thesis, we work under a Massive Parallel Computational Model (MPC) to achieve the computation of a certain kind of queries, without any communication between the processors. We are interested in studying multidimensional load balancing algorithms, which are more general than the classic load balancing algorithms, since instead of distributing scalar values, they distribute vectors. We present the most recent results in deterministic and randomized algorithms that solve that problem, and we study their performance in relation with the shape of the input data and the query that has to be computed. Finally, we prove a new result about one of those algorithms, guaranteeing an almost optimal distribution of the data, in cases that were not previously solved.
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## Chapter 1

## Introduction

It is a common fact that we are living in the information era. There is an exponential expansion of data that are generated constantly from multiple sources, and this situation is something that is not going stop. Many believe that data is to this century what oil was to the previous one. Flows of data have created new infrastructures, new businesses, new politics and in general new economies. These data define aspects of our every day lives and have become an inseparable part of our selves. This data explosion comes along with many technological challenges concerning how are we able to store the data in order to use them. Rising to the challenge, many technological achievement were made in the last 20 years both in hardware and in software. Specifically, we developed systems that could store those information and many sophisticated algorithms in order to distribute the data optimally and use them efficiently. In this thesis, we will discuss some distribution algorithms that are trying to balance the load of the data between the computers in order to maximize their efficiency.

Nowadays, even the more advanced super computers are not fast enough on their own to rise up to the technological demands. The number of data that needs to be computed cannot be stored by a single computer and even if they can, their size makes even the most powerful machines slow to produce results. For that reason we have created distributed systems and clusters with many different computers that work in parallel on the same task. That way, we decrease both the load of data every computer has to hold and the computation time needed to complete each task. This necessary change to a network of computers that collaborate and communicate in order to produce the desirable result, gave rise to new algorithms that tried to optimize the way those data will be distributed. Their goal most of the times is to balance the total load of the input data among the many
processors in a way that there would not be some idle machines and others doing almost all the work.

Distribution and load balancing algorithms are encountered in many other aspects of our lives that have nothing to do with computers and networks. Fields like human resource planning, production planning and transportation are only few of the numerous examples. It was these problems that started the motivated mathematician to develop tools to analyze them, before the field of computer science burgeoned into what it is in the 21 st century. Nowadays, their application in both computer science, like networking and data bases, and operational research like optimization, constantly give motives to scientist to experiment with new idea and tools. Last but not least, besides the many applications that are closely related with businesses, those problems are also important from a purely algorithmic viewpoint, as the have rich and highly interesting combinatorial structure, tempting contemporary computer scientist and mathematicians to study them.

In order to develop these algorithms for finding optimal distributions, we first need to define the model we are working on. Many different models have been created since the early 90 's, each one with some similarities and differences depending on what was the application that it aimed to model. Some famous models are the Parallel Random Access Machine (PRAM), Bulk Synchronous Parallel (BSP), LogP and others. The model we are going to work is called Massive Parallel Computation model (MPC) and is has many similarities with the BSP model. The main difference is that the complexity of an algorithm takes account only the load of each server and the communication required, not the computation task needed by each processor. The reason behind this modeling choice is that nowadays the main bottleneck in distributed systems like these is the communication between them rather than the computations that need to be done. We will discuss more about this model later.

When it comes to load balancing and scheduling, those two fields are different sides of the same coin, there have been many research and countless results even before the modern bloom of computer science. Many approximation ratios have been proven in different cases and a great number of heuristic have been studied both in theory and in practice. In this thesis, we will focus on algorithms about multidimensional load balancing. This means that instead of the classic case where we have to balance scalar values among a number of machines, we will study a more general one where we must balance vectors instead. Many jobs in real life involve more than two components and cannot be represented by just one scalar value. Applications like parallel query optimization, resource allocation and cutting stock are efficiently solve using vector load balancing. Our personal motivation for dealing with that problem comes from the field of Data Bases.

In this thesis, we are studying algorithms to compute multi-way joins, which is a central task in large scale data analytics systems. More specifically, we are analyzing a new parallel multi-way join algorithm named HyperCube or Shares algorithm which computes the join in a singe step by organizing the available servers in the cluster on a multi-dimensional hypercube. We focus on on the following question: Can we construct an efficient algorithm that distributes the tuples of a relation such that the load is always as close to the optimal value as possible?

We are taking two different approaches. In both cases we split the data into many processors, have them compute the joins locally and then we aggregate the results. The first is by using deterministic algorithms like vector load balancing. We will discuss how existing algorithms that balance vector, can be used to distribute the tuples into the processors achieving a deterministic approximation to the best possible load. The second, is through hashing functions, that map each of the tuples of the relation to one processor located in the hypercube and achieving a near optimal result with high probability. Both the deterministic and the randomized approaches offer insight to the problem and both their analysis and the ideas behind it are of great theoretical interest.

Through the analysis we will present in the next chapters, the correlation of the problems we study with classical problems like balls into bins and simple load balancing will be obvious. For that reason we study these problem and their results, before presenting the algorithms, in order to use them for our analysis when there is a chance for a reduction. Furthermore, we introduce an important mathematical tool that is used widely in analyzing the performance of randomized algorithms, the Chernoff bound. Later we use that bound along with some other tools to prove the efficiency of the algorithms in place.

After presenting the work that is done in this direction, we focus on how to generalize it for any kind of input. So far, the main result assume that the data are of some uniformity and there are not skew among them. An informal definition of skew is when there is a single or a group of values, that appear in the input data more times than a certain threshold. Ideally, we would like each computer to receive the same amount of data. Formally, if we have $M$ bits of data and $p$ processors or computers, we would wish the load of every one of them would be $\frac{m}{p}$ which is the more equal distribution we can achieve. Unfortunately, this total balance in not always feasible in all the cases, and usually, the reason why is skew. When there exists skew in our data we have to change the way we treat them if we want to be equally effective. As you can begin to understand, that kind of an input has a huge effect on the efficiency of the algorithms and needs to be dealt with.

In the algorithms we are studying, in the final chapter, we present some new proofs for the cases of skew in low dimensions of the hypercube. During these proofs many new problems arise and yield interested questions with both practical and theoretical aspects. The answer to these questions is the key in order to generalize those algorithms to work for any input with or without skew. We will now present the organization of the Thesis.

### 1.1 Organization of the thesis

In the $2^{\text {nd }}$ Chapter we are going to discuss some basic concepts that facilitate the studying of the rest of the thesis. These concept are:

- The MapReduce and the MPC model that provide enough knowledge about the model we are working on.
- Some basic introduction about conjunction queries in order to get familiar with what are the applications of the algorithm and what we are trying to solve .
- The definition and the importance both Load Balancing and Vector Load Balancing and how exactly this applies to our algorithm.

In the $3^{r d}$ Chapter we present some mathematical tools. More specifically, the Chernoff that is used to prove the approximation ratio of the randomized algorithms and the Balls into Bins problem, which is a classic probability problem with many application including one in the Load Balancing in this thesis.

In the $4^{\text {th }}$ Chapter we give a formal definition to the problem we are trying to solve. We first present the main algorithm that we are going to work with: the HyperCube algorithm. We explain how it works, and what is our motivation for the problems studying. Furthermore, we explain the effect of skew in the input and we present the lower bounds of the problem that we are trying to solve.

In the $5^{\text {th }}$ Chapter we provide two deterministic algorithms for distributing the tuples. One for the case of 1 dimension and one for the case of 2 . The second one is based in a combination of the first one and an algorithm for solving the vector load balancing problem. Furthermore, it points out the difficulties that the randomized algorithm comes to solve.

In the $6^{\text {th }}$ and last Chapter we give a formal presentation of the HyperCube algorithm with the use of hashing functions. This solves the general case where there is no skew in the data. We then provide a proof for the case of 1 and 2 dimensions that gives near optimal result even for the case that there is skew in the data. Finally, we present the problems we are trying to solve now to generalize it for higher dimensions and some other open problems that come with that effort.

## Chapter 2

## Basic Concepts

The purpose of this chapter is to introduce the reader to Basic Concepts that will be important to understand the work that follows. For that reason we present basic algorithms and models, explaining why they are significant for today's applications.

### 2.1 MapReduce

### 2.1.1 MapReduce Definition

A MapReduce algorithm is a programming model that implements 2 parts, the mapping part and the reducing part, thus the name MapReduce. First the Map job takes the input data and process them to produce key-value pairs. Then the Reduce job takes those keyvalue pairs as an input and then combines or aggregates them to produce the final results. The Reduce job is always performed after the Map job. So MapReduce parcels out work to various nodes within the cluster or map, and it organizes and reduces the results from each node into a cohesive answer to a query.

As we mention before, due to the huge amount of data modern companies have to deal with, parallel algorithms that work in distributed systems are much more efficient and sometimes the only practical solution. For that reason, models like MapReduce are very popular, and used widely in modern systems like Apache Hadoop and Google's MapReduce. Finally other than being faster and more practical it is also fault-tolerant. Each node periodically reporting its status to a master node. So if a node doesn't respond as expected, the master node re-assigns that piece of the job to other available nodes in the cluster. That way faults that may happen in a single machine have no significant result to
the whole system. For that reason MapReduce is resilient and can be run on inexpensive commodity servers

MapReduce is composed of several components, including:

- JobTracker : the master node that manages all jobs and resources in a cluster
- TaskTrackers : agents deployed to each machine in the cluster to run the map and reduce tasks
- JobHistoryServer : a component that tracks completed jobs, and is typically deployed as a separate function or with JobTracker

To get a better understanding of how the MapReduce model works we will provide a simple example.

### 2.1.2 MapReduce Example

Imagine that you want to count the number of instances of each word in a book of 100 pages. Of course you want to do it fast, lets say in an hour. How are you going to do that. It is easy to see that it is not efficient to do it all by yourself, page by page, because it will take you way too long and you are gonna get tired and possibly make mistakes in the process. So this is what you are going to do.

1. You are going to ask 26 of your friends to come and help you.
2. To each one of your friends, you give a page of the book and ask him to put each word on an other page, one word per page.
3. When someone finishes a page you give him another one. If he gets tired you take back his page and give it to another friend who is more willing to do it.
4. When all pages have been done, you put on a table 26 boxes. Each box represents a letter of the alphabet, you ask your friends to put all the words that begin with the same letter in the same box.
5. You ask each one to take a box and sort alphabetically all the pages in the boxes.
6. When the sort is done, you ask your colleagues to count the number of pages that have the same word and to give you the results.

After those 6 steps, if everyone has followed the rules, you have the number of instances of each word in less than one hour.

In the next figure, we see the processes to make a word count distributed on many hosts like we described.


First of all, you input is the number of pages with words in them that is going to be split. In this instance we have 3 pages with 3 words each page. Each page will be "mapped" by the Jobtracker, in this case you, to the TaskTrackers, your friends. The mapping step will produce many associations of <key,value> pairs, in this case the key will be the word and the value 1 because it is one word. In a second time, all the key-values pairs produced, will be sorted according to the key. Finally, each node will perform a "reduce" task. They are going to count all the key value pairs with the same key. As you can see, the final result that you are going to get is the number of instances of each word in the file.

This method is not new. In the Roman times, the census was conducted in a similar way. The census bureau would dispatch its people to each city in the empire. Each census taker in each city would be tasked to count the number of people in that city and then return their results to the capital. In order to determine the overall population of the empire, these results would be reduced to a single count, the sum of all cities. As you can see, this mapping of people to cities, in parallel, and then combining or reducing the results to a single figure, is much more efficient than sending a single person out to count every person in the empire, in a serial fashion, all by himself.

Finally it is clear why this model is fault-tolerant. If a single person fails to count a single page or city then you just reassign the job to another. JobHistoryServer, as we mentioned, keeps track of all the updates and let only the complete tasks to be taken into account. That way the chance of getting a wrong result is minimized with little to nothing cost in the speed of computation.

### 2.2 MPC and BSP models

The model we are going to work is more general than the MapReduce. To get a better understanding we will introduce the Massively Parallel Computation model (MPC) and the Bulk Synchronous Parallel model (BSP) which share many similarities. These models allows us to analyze algorithms in massively parallel environments. We will begin by introducing the MPC first and then point out the differences it has with the BSP.

### 2.2.1 The MPC Model

The MPC Model was introduced in [5] [4] and it consist of $p$ servers, or processors, connected by a complete network of private channels. All the computations are performed by these servers and each one of them can communicate with any other in an indistinguishable way. The servers run the parallel algorithm in communication steps, or rounds, where each round consists of two distinct phases.

- Communication Phase: The servers exchange data, each by communication with all other servers. They both send and receive data.
- Computation Phase: Each server performs computation on the local data it has received during all previous rounds.

The input data of size $M$ (in bits) is initially uniformly partitioned among the $p$ servers, i.e each server stores $M / p$ bits of data. Since there are not any particular assumptions on whether the data is partitioned according to a specific scheme, any parallel algorithm must work for an arbitrary data partition and any lower bound can use a worst-case initial distribution.

After the computation is competed, the output data is presented in the union of the output of the $p$ servers. The complexity of a parallel algorith in the MPC model is captured by two basic parameters in the computation:

- The number of rounds $r$. This parameter captures the number of synchronization barriers that an algorithm requires during execution. The smaller the number is, the less synchronization the algorithm requires.
- The maximum load $L$. This parameter captures the maximum load among all servers at any round, where the load is the amount of data (in bits) received by a
server during a particular round. Let $L_{s, k}$ denote the number of bits that server s receives during round $k$. Then, the formal definition of $L$ is

$$
L=\max _{k=1, \ldots, r}\left\{\max _{s=1, \ldots, p} L_{s, k}\right\}
$$



It is worth noticing that the model does not restrict or captures the running time of the computation at each server. In other words the server can be as computationally powerful as we would like. This modeling choice means that the lower bounds must be informationtheoretic, since they are based on how much data is available to each server and not on how much computation is needed to output the desired result.

The reason behind this modeling is that in practice, the main bottleneck, when it comes to efficiency of modern parallel algorithms, is indeed the communication part and the maximum load. Modern systems have a vastly amount of servers available for computation. This only makes the computational work easier but increases the time needed to exchange data between them and synchronize them. Furthermore, the MPC captures the computation part as a function of the size of the data. Since, for a round to end all the computations must be over, we basically care for the maximum load only, assuming of course that all the servers are equally powerful.

The MPC model, as it was defined in the previous paragraphs, allows arbitrary communication among servers at every round, which makes the theoretical analysis of multi-round algorithmms a very hard task. For that reason we simplifying the model by restricting the form of communication. In the new restricted model called the tuple-based MPC model
the messages that each servers sends and receives are tuples instead of any bits. This restriction is natural and it captures a wide variety of algorithms including those based on MapReduce. Finally, it can be proven that this model is equivalent to the fully general MPC model with only a slight loss in efficiency since tuples can be used as Boolean functions, but we will not get into more details about that since it will not be relevant to the purpose of this thesis.

### 2.2.2 The BSP Model

The Bulk synchronous parallel (BSP) Model was introduced by Valiant [34] to address some issues of the Parallel Random Access Machine (PRAM) model. A BSP algorithm runs in supersteps: each superstep consists of local computation and asynchronous communication, followed by a synchronization barrier. The BSP model abstracts the communication in every superstep by introducing the notion of h-relation, which is defined as a communication pattern where the maximum number of incoming or outgoing messages per machine is $h$. The cost of a superstep $i$ consists of three components:

- The synchronization cost: a constant $l$
- The communication cost $h_{i}$ : the size of the $h-i$ relation
- The computation cost $w_{i}$ : the longest running local computation

The total cost of a BSP algorithm is computed as a weighted sum of these terms over all steps: $\sum_{i}\left(l+g h_{i}+w_{i}\right)$


The BSP model and the MPC models are very similar to each other. As we mentioned the main differences are that the MCP model has removed the computational cost from
consideration, and also does not allow any form of asynchronous communication. The second restriction allows us to prove lower bounds on the cost by using information-theoretic arguments. Finally, instead of measuring the total communication $\sum_{i} h_{i}$ over all supersteps, the MPC model considers the largest value of $h_{i}$, which as we defined is the load $L$.

The model we are working is the MPC model but the algorithms we are going to analyze run in a single step. This means that there will be no communication cost, and the only variable we want to minimize is the maximum load $L$. More specifically we are going to use the hypercube algorithm to compute conjunctive queries in a single step and we are going to optimize the distribution of tumples in order to minimize the variable $L$. But before we proceed to define what is a conjunctive query and what does the hypercube algorithm we will present an example of a single step algorithm in the MPC model and its analysis of the maximum load.

### 2.2.3 MPC Example: Set Intersection

The input consists of three sets $R, S$ and $T$, each with $m$ elements. The goal is to compute the intersection $R \cap S \cap T$ of those three sets. To distribute the elements across the $p$ servers, we will use a hash function $h: \operatorname{Dom} \rightarrow\{1, \ldots p\}$. As we mentioned, the algorithm will run in a single round. During the communication phase, each element $R(a)$ will be sent to server $h(a)$, each element $S(b)$ to server $h(b)$ and each element $T(c)$ to server $h(c)$ respectively. During the computation phase, each server $s$ will perform a local intersection of the elements received from the three relations. It is clear that an element $a \in R \cap S \cap T$ will be in the output, since $R(a), S(a)$ and $T(a)$ will be received by the server $h(a)$.

In order to compute the maximum load L , we will use a probabilistic argument to analyze the behavior of the hash function. It is well known that assuming $h$ to be a perfectly random hash function, it can be shown that the load, (the number of elements of the relations, not bits) will be $O(m / p)$ with high probability when $m \gg p$.

### 2.3 Conjunctive Queries

The problem we assume we have to solve is the computation of a query in a Relational Database (RDB). An RDB is a collective set of multiple data sets organized by tables, records and columns. It establishes a well-defined relationship between database tables.

Tables communicate and share information, which facilitates data searchability, organization and reporting. We assume that the input of our problem is the database with all the relations it has. We define the arity of a relation as the number of columns in its table and we consider these information given at the input. Our algorithm is going to distribute the relations and compute a special, but very widely used, case of queries, the conjunctive queries (QC). We start by giving the definition of a QC.

Definition 2.1. A Conjuctive Query is a First Order Logic expression without negations of disjunctions. A CQ is an expression of the following form:

$$
Q\left(x_{1}, \ldots x_{n}\right) \leftarrow R\left(a_{1}, \ldots, a_{m}\right), \ldots, S\left(c_{1}, \ldots, c_{k}\right)
$$

It consist of two parts: The head and the body.
The set of variables $X=\left(x_{1}, \ldots x_{n}\right)$ before the arrow are called the head and the set of variables and constants $V=\left(a_{1}, \ldots, a_{m}, \ldots, c_{1}, \ldots, c_{k}\right)$ are called the body. Note that, all the variables appearing in the head must also appear in the body. Furthermore, the head doesn't necessarily have to contain only variables, it might as well contain constants. These constants will be returned in the results.
$R\left(a_{1}, \ldots, a_{m}\right)$ is called an atom where $R$ is the name of the relation in the database schema. We denote the arity of the relation $R_{j}$ with $a_{j}$ as the number of variables it contains. If an atom does not contain any variables, only constants, it's a fact. So we can view a database as a set of facts.

A $\mathrm{CQ} q$ is full if every variable in the body of the query also appears in the head of the query. $\mathrm{ACQ} q$ is boolean if the head of the query is empty.

For instance, $q(x)=R(x, y)$ is not full, since the variable y does not appear in the head. The query $q()=R(x, y)$ is boolean.

A CQ $q$ is sefl-join-free if every relation name appears exactly once in the body of the query.

The query $q(x, y, z)=R(x, y), S(y, z)$ is self-join-free, while the query $q(x, y, z)=$ $R(x, y), R(y, z)$ is not, since the relation $R$ appears twice in the query.

The result $q(D)$ of executing a conjunctive query $q$ over a relational database D is all the assignments of values to the the vector $x \in X$ such that it satisfies all the atoms at the body of the query at the same time.

While in the general case we are going to compute full conjunctive queries, we can focus only on algorithms and bound for self-join free queries without any loss of generality. To
prove that, we can do a simple transformation. Lets say we have a query $q$ with repetitions of the same relation on its body. By giving distinct names to the repeated occurrences of the same relations we transform it into a join-free query. For instance, consider the query $q=S(x, y), S(y, z), S(z, x)$, which computes all triangles in a directed graph with edge set S . By renaming the atoms we get $q \boldsymbol{I}=S_{1}(x, y), S_{2}(y, z), S_{3}(z, x)$ which is a self-join free query. In order for the algorithms to get the right result when executing $q \prime$ we must "copy" the relations that appear in multiple times in the body of the query. This increases the input size at most by a factor $l$ where $l$ is the number of relations. If this factor is constant then we can consider that the load of the processors will not change significantly. In the example above, the input for query $q$ is 3 times larger and we get the correct result as if we were executing the original query $q$.

### 2.3.1 Conjunctive Query Example

Before we discuss about algorithms to compute conjunctive queries, lets give an example in order to get a better understanding. Assume we have the following database of students with two relations, $R$ and $S$ with arities two and one. We can translate relation $R(x, y)$ as student $x$ is willing to collaborate with student $y$ and the relation $S(z)$ as student $z$ knows programming. We want to find a pair of students $(x, y)$ with the following characteristics: $y$ must be willing to collaborate with Alice, $y$ must know programming and $x$ must be willing to collaborate with $y$. We will write a query $Q$ to return all those pairs that satisfy these conditions.

| R |  | S |
| :---: | :---: | :---: |
| Tim | George | George |
| George | Helen | John |
| George | Alice |  |
| Peter | John |  |
| John | Alice |  |
| Alice | Peter |  |
|  |  |  |

$$
Q(x, y) \leftarrow R(x, y), R(y, \text { Alice }), S(y)
$$

This query will return two tuples: (Tim,George) and (Peter,John).
We will not get into details how to compute the answer here but in the worst case we have to check all the tuples of a relation. In this example, it is simple to find the answer
because the database is small and the query relatively simple. As you can imagine, this is not always the case in modern database systems. We must split the database to many processors and compute the result in parallel if we want to be efficient. This is exactly what we are going to do. Using the MPC model, we will distribute the vectors of data in the relational database into multiple processors, and we will compute the query in parallel. The way we are going to distribute the data among the processors is very crucial since the response time of the system, and thus its efficiency, is inversely proportional to the workload of its computational units. This means that we opt for an even distribution of data among these units if one is possible.

Having said that, it is getting clear that we have to solve a load balancing problem. The tuples can be concerned as loads with a unit of weight and the processors as servers that we want to distribute them to. The main difference here is that we do not only have one dimension, because the number of variables in the head of the query is more than one, and because we have to take skew into consideration the problem is not a classic scalar load balancing problem. Each tuple is a vector $\mathbf{x}$ and for that reason we have vector load balancing. But we must first introduce the scalar load balancing to get intuition about the vector and its difficulties.

### 2.4 Load Balancing

As we mentioned before, modern companies and websites deal with huge amount of data everyday. They must store them, process them and serve hundreds of thousands, if not millions, of concurrent requests from users or clients. Furthermore, they must return the correct text, image, video or application data, all in a fast and reliable manner. This complicated job cannot be done by a single computer even if that machine is of extreme capabilities and computational power. Therefore, in order to cost-effective scale to meet these high volumes, modern companies use a huge amount of servers, where they store their data and share the computations that need to be done on them. The way the distribution is done across the servers is a crucial factor for the performance of the system. The more Balanced the Load is, the more efficient the system becomes.

### 2.4.1 Load Balancing of Scalar Values

Load balancing is the procedure that aims to improve the distribution of workloads across multiple computing resources, such as computers, clusters or any processing units. Its
main goal is to optimize the resource use, maximize throughput, minimize the response time and avoid overload of any single resource.


A load balancer acts as the "traffic cop" sitting in front of the servers, routing client requests across all servers and deciding which workload or data will be distributed where. The algorithms behind the load balancer, are designed to maximize the speed and the capacity utilization and ensure that no one server is overworked, which could degrade performance. Furthermore, they increase reliability through redundancy and provide flexibility to add or subtract servers as demand dictates. We will not elaborate on the last two functions of the load balancer because the main focus or our work is in algorithms that are trying to approach optimal distributions.

Our objective to the load-balancing problems is to minimize the maximum load that a single server will receive. So the more even the distribution is the better the result would be. We aim to have the least possible amount of load to the server that has the most among the others. The key world here is approach. Load Balancing problems of that type have been proved to be NP-hard, which means that efficient algorithms, that run in polynomial time, cannot always find the best distribution. For that reason we are trying to build algorithms that find a near optimal solution in polynomial time.

Load balancing problem has a strong correlation with scheduling problems. Instead of loads that need to be distributed to servers, we have jobs that need to be scheduled to machines. The size of the load is the amount of time it takes from a machine to finish a job. We consider all the machines identical which means that the each job takes the same
amount of time to be finished in all machines. In addition, as we cannot split a load into more than one server, we cannot slit a job into two machines. Finally, minimizing the maximum load that a single server will receive is the same objective as to minimize the total makespan of all the jobs. From now on we may refer to loads as jobs and to servers as machines and vice versa. We can now give a formal definition for the scalar load balancing problem.

Definition 2.2 (Scalar Load Balancing). There exist $n$ machines and $m$ jobs. A job $j$ is associated with a scalar value $a_{j}$ that denotes the load placed by job $j$. Let $l_{i}$ denote the sum of $a_{j}$ over all jobs $j$ that are assigned to machine $i$. The goal is to assign jobs to machines such that we minimize the makespan $\max _{i} l_{i}$.

This form of the problem is actually well studied in the literature since it is a classic optimization problem in both computer science and operations research. Many approximation algorithms have been developed from both theoretical scientist and practitioners, since it is of great importance in many technological and everyday life applications. The online load-balancing problem is also very interested for the same reason. At the online setting, we have to do a dynamic scheduling which means that the decision of scheduling a job can only be made online, when the job is presented to the algorithm.

### 2.4.1.1 Scalar LB Example

To get a better understanding we shall introduce a real life example of load balancing inspired by the academic life. Suppose that you are a professor in a university and the spring semester has just finished. Now that you are free of teaching courses you want to start doing more research with your 3 phd students. But before you do that, you need to grade all the exam-papers from the courses you were teaching this semester. Since you have 3 teaching assistants to assist you will split the job in order to grade them in parallel. You are interested in finding the best allocation of the exams papers to your phd students in order to finish all the exam papers as soon as possible under the restriction that each student must be assigned to a single grader. Assuming you can assess how much time each exam paper needs to be corrected based of the number of pages and all the phd students are the same as fast as grading speed concerns, then you need to solve a load balancing problem with the objective to minimize the time needed for the phd student with the most working load to finish. For instance if you have distributed all the papers but one and the load of your three phd students is 17,16 and 14 hours of expected grading. Since know that the last paper needs 2 hours to be graded, you will give this to the last phd student
because you want them all to finish in 17 hours instead of 19 or 18. This an minimizing the makespan objective, where the load is the exam papers and the machines are the phd students.


Problem like these come up a lot in everyday application like queues in the bank, networks and job scheduling at the cpu of a personal computer. Furthermore, there exist many variations concerning the type of the machines, the possible constrains and the objective function you may have. But as we mention in the previous section, in this thesis we are not interested in just balancing scalar values, but instead we will try to balance vectors. The reason why is that while using the hypercube algorithm, the problem we have to solve trying to distribute the tuples to servers, is a multidimensional scheduling.

### 2.4.2 Vector Load Balancing

Many jobs in real life often involve more than two components and cannot be represented by just one scalar value. In applications like parallel query optimization, resource allocation and cutting stock we cannot apply the scalar Load Balancing algorithms and get satisfying results. In that case we have to use a vector to represent the job and the load balancing problem changes. We distribute vectors instead of scalar values and the machines have many components each with its own load.

Definition 2.3 (Vector Load Balancing). There exist $n$ machines each with $d$ components. A job $j$ is associated with a $d$-dimensional vector $a_{j}$, where the $k^{\text {th }}$ coordinate $a_{j}{ }^{k}$ that denotes the load placed on component k by job $j$. Let $l_{i}{ }^{k}$ denote the sum of $a_{j}{ }^{k}$ over all jobs $j$ that are assigned to machine $i$. The goal is to assign jobs to machines such that we minimize the makespan $\max _{i, k} l_{i}{ }^{k}$.

The above definitions state that we no longer have scalar values but vectors of dimension $d$. The machines have also a vector where each coordinate $i$ is the sum of all the coordinates $i$ of the jobs that have been allocated to that machine. Suppose we take the maximum coordinate from each machine. Now we want to minimize the maximum value from those we just receive. This is the definition of the makespan for the vector load balancing problem.

### 2.4.2.1 Vector LB Example

In order to get the intuition behind that problem, we are going to extend the example with the professor and the phd students from the previous page. Suppose that now each student does not have only a final exam that needs grading, but also many assignments during the semester and a programming project to which you have to check upon the correctness and the efficiency of the code. Basically, every student that took the course is now represented by a load vector of dimension 3, where the three coordinates indicates the workload for grading the final exam, the assignments and the code respectfully. Furthermore, each phd student has 2 friends to help them with the grading. One is only grading assignments and the other is only checking and running the code. So basically, you now have to divide the vectors to the three groups of graders, each consist of a phd student and two of his friends, and you want them to finish all the grading as soon as possible. For instance you opt for a distribution of the load such as the group will finish the final projects after 14 hours the assignments in 13 and the coding in 15, than for one in which they will finish them in 12, 11 and 18 respectfully. This implies that when you assign the tasks you have to keep in mind not just a scalar value as to how much load each machine has but a whole vector, which complicates the problem further and demands sophisticated algorithms.

## Chapter 3

## Mathematical Tools

In this Chapter we will explain some of the mathematical tools we are going to use in the next chapters. More specifically, we are going to present some useful inequalities in probabilities like the Markov and the Chernoff bounds. These tools are widely used in randomized algorithms to bound the probability that a random variable will deviate far from its expectation. After that, we will introduce the classical balls into bins problem in different variations. This problem has an amazing property; despite its simplicity, it has a numerous of important application in computer science like Online Load Balancing and Hashing. We will present the problem, analyze it, and then point out the correlation it has with the multidimensional problem we are trying to solve.

These mathematical tools are crucial for understanding the randomized algorithm proposed in chapter 6 as a solution to the problem we have been studying. Furthermore, by using these tools, we manage to extend the analysis of the algorithm and prove our novel results. In this chapter, we assume that the reader has some familiarity with basic probability theory like independence, expectation, random variables and their distribution and moments.

### 3.1 Expectation and Deviation

Random variables and probabilities are witnessed in everyday life. There are many things in nature and in our society that we cannot predict exactly how there going to behave and this usually introduce uncertainty in our systems and decisions. Randomness is sometimes introduced because of some truly random things, but most of the times it is a reflection of our ignorance about the thing being observed, rather than something inherent to it.

Nevertheless, since we have not figure out a model that can predict the outcome of such events both in science and in everyday life, we have accepted the concept of uncertainty. While trying to get a better understanding of that uncertainty and deal with it, we developed some mathematical tools to analyze the random variables and get as much information as possible out of them. The effects that randomness has often create chaos when we try to analyze and predict what will happen in a system, but when it comes to designing algorithms, we sometimes embrace this chaos and we use it in order to make things simpler, faster and more efficient.

Without a doubt, the first thing we are interested in learning about a random variable is its expected value. For instance you cannot be sure how many heads of tails you will have if you flip a fair coin a 100 times, but you expect it to be around 50 . You cannot be sure how much time it will take you to drive to your work due to the unpredictable traffic or the fact than an accident may occur. Nevertheless, based on your experience you expect to take around the same time it took you all the previous times. If you are a basketball manager and you are looking for a shooting guard for your team, you will try to get one with high probability of scoring shoots. The expected value may affect our decisions. For instance lets say you have to pick between two shooting guards, one that has $50 \%$ chance of scoring a shoot and an other with $60 \%$. You will get the second one. This does not guarantee though that he will score a bigger percentage of basket-shots than the other player, but in the long run and after many games, you expect his true colors to show through.

Although the expected value is a key feature when we either make a decision or designing an algorithm, it is not the only thing we care. We want to know how likely is for the random variable we care to deviate for the expected or mean value. To get a better understanding, lets say you have am important meeting at work today and you do not want to be late. The expected time it takes you to go to work is 40 minutes but you also want to know the probability that you today's trip to work will deviate far from its expectation time. In the head or tails example, after throwing the coin a 100 times you want to know how likely is to get heads more than 60 times.

The deviation of random variable is also important when we design systems and algorithms. For instance, when setting up servers for an internet site, you have an expected traffic value in mind. You will always have some extra servers in case your traffic increases for a short period of time, but it is crucial for you to know what is the probability of passing the threshold you site can serve. While designing a randomized algorithm, we are interested in proving not only that the expected value of the objective function will be low or high, depending on what we are aiming for, but also that it will have a small
deviation, meaning that its behavior is good almost all the time. In our problem, we seek to opt for a balanced distribution. Thus we are trying to prove that with high probability, the maximum load of our algorithm will not deviate far from the expected value. The tools we are going to introduce now will help us do exactly that.

### 3.2 Markov and Chebyshev Inequalities

Before we introduce the Inequalities of Markov and Chebyshev we shall explain what is a tail of a distribution.

The tail of a distribution isn't a precisely defined term. In other words, there is not some specific place where you stop being in the middle of the distribution and start being in the tail. With that said, it is a very important concept nevertheless. The tail basically refers to the part of the distribution that is really far away from the mean. Distributions like the normal have very "skinny" tails because the density decreases like $e^{\left(-x^{2}\right)}$ for $|x|$ much greater than the mean. Other distributions like the Cauchy distribution have very "fat" tails because they decrease much more slowly. The Cauchy decreases like $x^{(-2)}$.

In most of the cases, a lot of problem-specific analysis may be involved in order to find the probability that a random variable will deviate far from its expectation. Often one can avoid such detailed analysis by resorting to general inequalities on tail probabilities such as the ones we are going to present next.

Theorem 3.1. Markov Inequality: Let $Y$ be a random variable assuming only non-negative values. Then for all $t \in \mathbb{R}^{+}$,

$$
\operatorname{Pr}[Y \geq t] \leq \frac{E[Y]}{t} .
$$

## Equivalently

$$
\operatorname{Pr}[Y \geq k E[Y]] \leq \frac{1}{k} .
$$

We should note that this is the tightest possible bound when we know only that Y is non-negative and has a given expectation. Unfortunately, the Markov inequality by itself is often too weak to yield useful results. Assuming we have more information about the distribution we will show that we derive better bounds on the tail probability.

Based on the knowledge of the variance of the distribution we can use the Chebyshev inequality to get a stronger bound.

Theorem 3.2. Chebyshev Inequality: Let $X$ be a random variable with expectation $\mu_{X}$ and standard deviation $\sigma_{X}$. Then for all $t \in \mathbb{R}^{+}$,

$$
\operatorname{Pr}\left[X-\mu_{X} \geq t \sigma_{X}\right] \leq \frac{1}{t^{2}}
$$

Proof. The proof comes directly by applying the Markov inequality for the random variable $Y=\left(X-\mu_{X}\right)^{2}$ with expectation $\sigma_{X}^{2}$

The Chebyshev Inequality is an improvement to the the simple Markov inequality because we used more information to derive these bounds. There are some applications where these bounds suffice to prove what we are interested in, but most of the time we need something even sharper. For that reason, in the next section, we are going to introduce the Chernoff or exponential bound. We will focus on techniques for obtaining considerably sharper bounds on such tail probabilities. The Chernoff bound, is one of the most useful and thus widely used in algorithms design.

### 3.3 Chernoff Bound

Before we present it and apply it to some examples in order to get a better understanding, we shall introduce the type of random variables that we are most concerned to analyze and bound. This random variable is the sum of independent Bernoulli trials; for example the outcomes of tosses of a coin. Let $X_{1}, \ldots, X_{n}$ be the independent Bernoulli trials such that, for $1 \leq i \leq n, \operatorname{Pr}\left[X_{i}=1\right]=p$ and $\operatorname{Pr}\left[X_{i}=0\right]=1-p$. Let $X=\sum_{i=1}^{n} X_{i}$ ; then $X$ is said to have the binomial distribution. More generally when for $1 \leq i \leq n$, $\operatorname{Pr}\left[X_{i}=1\right]=p_{i}$ and $\operatorname{Pr}\left[X_{i}=0\right]=1-p_{i}$ then we referred to these trials as Poisson trials. We will discuss the random variable $X=\sum_{i=1}^{n} X_{i}$ for the general case, but the result of course apply also for the binomial distribution.

We consider two questions regarding the deviation of $X$ from its expectation $\mu=$ $\sum_{i=1}^{n} p_{i}$. First, for a real number $\delta>0$, what is the probability that $X$ exceeds $(1+$ $\delta) \mu$ ?. An answer to this type of question is useful in analyzing an algorithm, showing that a chance it fails to achieve a certain performance is small. Second, when designing an algorithm we want to know : how large must $\delta$ be in order that the tail probability is less than a prescribed value $\epsilon$ ?. Both of these questions can receive tight questions by using a technique known as the Chernoff bound.

For a random variable $X$, the quantity $E\left[e^{t X}\right]$ is called the moment generating function of $X$. This is because $E\left[e^{t X}\right]$ can be written as a power-series with terms of the form
$t^{k} E\left[X^{k}\right] / k$. The basic idea behind the Chernoff bound technique is to take the moment generating function of $X$ and apply the Markov inequality to it. The sum of independent random variables appears in the exponent, and this turns into the product of random variables whose expectation we then bound using inequalities deriving from their McLaurin expansion.

Theorem 3.3. Let $X_{1}, \ldots, X_{n}$ be the independent Poisson trials such that, for $1 \leq i \leq n$, $\operatorname{Pr}\left[X_{i}=1\right]=p_{i}$ and $\operatorname{Pr}\left[X_{i}=0\right]=1-p_{i}$ where $0 \leq p_{i} \leq 1$. Then, for $X=\sum_{i=1}^{n} X_{i}$, $\mu=E[X]=\sum_{i=1}^{n} p_{i}$ and any $\delta>0$.

$$
\operatorname{Pr}[X>(1+\delta) \mu] \leq\left[\frac{e^{\delta}}{(1+\delta)^{(1+\delta)}}\right]^{\mu}
$$

We will emit the actual proof since it is not correlated with the problem we are going to use this theorem and for the reason that it can easily be found in the bibliography.

For future reference, we will define the right part of the inequality proved in the above theorem as $F^{+}(\mu, \delta)=\left[\frac{e^{\delta}}{(1+\delta)^{(1+\delta)}}\right]^{\mu}$. This way we can refer to that quantity easier in the examples that follow.

Example 3.1. The university basketball team win each game they play with probability $1 / 3$. Assuming that the outcomes of the games are independent, derive an upper bound on the probability that they have a winning season in a season lasting in $n$ games.

Let $X_{i}$ be 1 if the university team win the ith game and 0 otherwise; let $Y_{n}=\sum_{i=1}^{n} X_{i}$ Applying the theorem 3.3 to $Y_{n}$, we find that $\operatorname{Pr}\left[Y_{n}>n / 2\right]<F^{+}(n / 3,1 / 2) \leq(0.965)^{n}$. Notice that this bound is not tight but is an upper bound. Nevertheless, we can see that the probability the university team having a winning season in $n$ games is exponentially small in $n$. This means that the longer they play the more likely it is that their true colors show through.

Notice that the $F^{+}(\mu, \delta)$ is always strictly less than 1 . Since the power $\mu$ is always positive, we will always get an upper bound that is less than 1 .

We will now present the Chernoff bound for the deviation of $X$ below the its expectation $\mu$.

Theorem 3.4. Let $X_{1}, \ldots, X_{n}$ be the independent Poisson trials such that, for $1 \leq i \leq n$, $\operatorname{Pr}\left[X_{i}=1\right]=p_{i}$ and $\operatorname{Pr}\left[X_{i}=0\right]=1-p_{i}$ where $0 \leq p_{i} \leq 1$. Then, for $X=\sum_{i=1}^{n} X_{i}$, $\mu=E[X]=\sum_{i=1}^{n} p_{i}$ and $0<\delta \leq 1$.

$$
\operatorname{Pr}[X>(1-\delta) \mu] \leq e^{-\left(\mu \delta^{2} / 2\right)}
$$

The proof of this theorem is similar to the one in 3.3. There reason we get a "cleaner" closed form here is because the expansion for $\ln (1-\delta)$ allows us to.

As before, we will define the right part of the inequality as $F^{-}(\mu, \delta)=e^{-\left(\mu \delta^{2} / 2\right)}$. As you can see $F^{-}(\mu, \delta)$ is always kess than 1 for possitive $\mu$ and $\delta$.

Example 3.2. The university hires a new coach for the basketball team and critics now revise their estimates of the probability of their winning each game to 0.75 . What is the probability that they are going to suffer a losing season assuming the critics are right and the outcomes of their games once again are independent of one another?

Setting up the random variable $Y_{n}$ as before, we find that $\operatorname{Pr}\left[Y_{n}<n / 2\right] \leq F^{-}(0.75 n, 1 / 2)$, which evaluates to $\leq(0.9592)^{n}$. Thus, this probability is also exponentially small in $n$ giving them a high probability of having a winning season the longer they play.

Here we should note that the bounds in theorems 3.3 and 3.4 do not depend on $n$, but only on $\mu$ and $\delta$. This means that they do not distinguish, for instance between 1000 trials each with $p_{i}=0.02$ and 100 each with $p_{i}=0.2$, even though the distributions of $X$ are different in the two cases. Thus, even if the actual tail probabilities are different in these cases, the estimates we are going to get are the same.

The formula for the $F^{+}(\mu, \delta)$ is often unwieldy in practice. For that reason we sum up the Chernoff bounds we mentioned, with the following looser, but more convenient formula.

$$
\begin{array}{ll}
\operatorname{Pr}[X>(1+\delta) \mu] \leq e^{-\left(\delta^{2} \mu / 3\right)}, & 0<\delta<1 \\
\operatorname{Pr}[X>(1+\delta) \mu] \leq e^{-(\delta \mu / 3)}, & 1<\delta \\
\operatorname{Pr}[X>(1-\delta) \mu] \leq e^{-\left(\delta^{2} \mu / 2\right)}, & 0<\delta<1
\end{array}
$$

In order to answer the question concerning what must be the value of $\delta$ if we want to have a bound $\epsilon$ to the probabilty, we need to do the analysis of the bound and solve for $\delta$. We will not do that here since it is not correlated to the problem we are going to solve. We will just introduce a rule of thumb. Usually, we want to have an $\epsilon$ of the order of $n^{-c}$ where $c$ is a constant. The value $n^{-c}$ arise often in algorithmic application. We need to have $\delta$ of the order of polylogarithm of $\frac{1}{\epsilon}$ providing that $\mu$ is $\Omega(\log n)$. When $\mu$ is smaller, we must do the analysis to obtain the tightest possible estimate.

We are going to apply this rule of thumb to the Balls into Bins problem that we are going to present next and compare the results we are going to get with the tightest possible.

### 3.4 Balls into Bins

In this section we are going to discuss a problem which is very simple but equally important. We have $m$ indistinguishable objects ("balls") and we throw them randomly into $n$ bins. Each ball is placed in a bin chosen independently and uniformly at random. We are interested in questions such as:

- What is the maximum number of balls in any bin?
- What is the expected number of bins with $k$ balls in them?


Such problems are at the core of the analyses of many randomized algorithms ranging from data structures to routing in parallel computers. Thus, this very simple mode, has also many applications in computer science. Here we name just two of them.

- Hashing: The balls into bins model may be used to analyze the efficiency of hashing algorithms. In the case of the so called separate chaining, all keys that hash to the same location in the table are stored in a linked list. It is clear that the lengths of these lists are a measure for the complexity. For a well chosen hash-function (i.e. a hash-function which assigns the keys to all locations in the table with the same probability), the lengths of the lists have exactly the same distribution as the number of balls in a bin.
- Online Load Balancing:With the growing importance of parallel and distributed computing the load balancing problem has gained considerable attention during the last decade. A typical application for online load balancing is the following scenario: consider $n$ database-servers and $m$ requests which arise independently at different clients and which may be handled by any server. The problem is to assign the requests to the servers in such a way that all servers handle (about) the same number of requests. Of course, by introducing a central dispatcher one can easily achieve uniform load on the servers. However, within a distributed setting the use of such
a central dispatcher is highly undesired. Instead randomized strategies have been applied very successfully for the development of good and efficient load balancing algorithms. In their simplest version each request is assigned to a server chosen independently and uniformly at random. If all requests are of the same size the maximum load of a server then corresponds exactly to the maximum number of balls in a bin in the balls-into-bins model introduced above.

There are many variations of the problem depending on the number of balls. We will present the results for four different cases. When $m$ is smaller than $n$, when $m$ is equal to $n$, when $m$ is equal to $n \log n$ and when $m$ is greater than $n l o g n$.

Lets use the Chernoff bound to get an estimation for the case of $m=n$. We throw an $n$ balls into $n$ bins. Let $Y$ be the random variable that denotes the number of balls that fall into the first bin. We are interested in determining the quantity $k$ such that $\operatorname{Pr}[Y \geq$ $k] \leq 1 / n^{2}$.

Consider the Bernoulli trials indication whether or not the $i$ th ball falls into the first bin. Each of the $p_{i}$ is this $1 / n$. This means that $\mu=1$. By using the rule of thumb we get that the valye of $m$ we are looking for is $2 \operatorname{logn}$. We translate this result as that with high probability, the number of balls in each bin will not exceed logn.

Unfortunately, this is the tightest possible answer in this case. As it has been proven by Gonnet [14] the expected value of the maximum load for this case is $\Gamma^{(-1)}(n)-\frac{3}{2}+o(1)$, where $\Gamma^{(-1)}$ is the inverse the Gamma function, and it is know that $\Gamma^{(-1)}(n)=\frac{\operatorname{logn}}{\log \log n}(1+$ $o(1))$. He also proved that this bound is tight.

We will now present the results for all the cases of $m$. We will not prove them since there are many proofs in papers like [28] and [26]. We will instead include a figure at the end which illustrates the results of several random experiments showing the distribution of the loads of the bins.

With high probability we get the following bounds:

- Case : $m<n / \log n$ the maximum load is $\Theta\left(\frac{\log n}{\log (n / m)}\right)$
- Case : $m=n$ the maximum load is $O\left(\frac{\log n}{\log \log n}\right)$
- Case : $m \leq n \log n$ the maximum load is $O(\operatorname{logn})$
- Case : $m>n \cdot \operatorname{polylog}(n)$ the maximum load is $O\left(\frac{m}{n}\right)$


From the figure above we can clearly see that the distribution of the loads of the bins becomes more even as the number of balls grow large than the number of bins.

To conclude this chapter we shall present shortly an other variation of the balls in to bins problems. This one is called weighted balls into bins and is a weighted case of the classic problem, where each ball $i$ has a weight $w_{i}$. Now the balls are no longer uniform and indistinguishable. We define the load of a bin to be the sum of the weights of the balls allocated to it.

The problem of weighted balls is of practical relevance. Balls-into-bins games are frequently used to conveniently model load balancing problems. Here, weights can be used to model resource requirements of the jobs,i.e.,memory or running time.

One may think intuitively and assume that the bounds will be different. But this is not the case. In [7] the authors compare the maximum load of weighted balls into bins with the maximum load of corresponding the uniform case. They compared the maximum load of a game with $m$ weighted balls with maximum weight 1 and a total weight $W=$ $w_{1}+w_{2}+\ldots+w_{m}$ to the uniform case with approximately $4 W$ uniform balls. Basically, they show that the maximum load of the weighted case is not larger than the load of the uniform one.

We should state here that these results are for the case of weighted balls where their individual weight does not exceed a certain value. Otherwise we can think of the extreme case of having only one ball with weight $W$. Then the expected load of each bin will be $W / n$ but the maximum load would be $W$ because the whole ball has to go into a single bin. We will further study that case and provide a short proof for than in the analysis of the randomized algorithm in chapter 6 .

## Chapter 4

## Problem Definition

From now on we will focus on the main problem of this thesis. We study the problem of distributing the tuples of a relation to a number of processors organized in an r-dimensional hypercube which is an important task for parallel join processing.

In the next section we will explain what is an r-dimensional hypercube and how the algorithm with the same name works. Furthermore, we will give the motivation of this thesis, explaining how solving this problem, will enable us to compute the outcome of conjunctive queries in only one round of communication. After we have explained why we are trying to solve that problem, we will then provide a formal definition of the problem and introduce the work that will follow in the next chapters.

At the end of this Chapter we will explain what is skew in the input data, and how it can affect the lower bounds of our algorithm and thus the optimal distribution we can hope to achieve.

### 4.1 Hypercube Algorithm

In this section we will present the Hypercube algorithm to compute a conjunctive query in the MPC model in a single round of communication and computation. The main analysis of the algorithm will be done in the chapter 6 but here we will explain the main idea behind it. Before we give a definition we must state that we assume that the input servers know the cardinalities $m_{1}, \ldots, m_{l}$ of the relations $S_{1}, \ldots, S_{2}$ in the body of the query. We denote $\mathbf{m}=\left(m_{1}, \ldots, m_{l}\right)$ the vector of cardinalites and $\mathbf{M}=\left(M_{1}, \ldots, M_{l}\right)$ the vector of the sized expressed in bits, where $M_{J}=a_{j} m_{j} \operatorname{logn}, n$ is the size of domain of each attribute, and $a_{j}$ the arity of each atom.

The question is given the size of the information, how well can an algorithm do in a single communication round? The Hypercube algorithm can achieve the optimal load for any conjunction query $q$ under the assumption that the data we have are without skew. We will not provide a formal definition of skew at this section but intuitively, skew means that some values in the input data appear many times. Finally even in the cases with some skew the algorithm can give near optimal load distribution as we gonna prove in chapter 6.

The Hypercube algorithm was introduced by Afrati and Ulman [2] in a MapReduce setting, and is similar to an algorithm by Suri and Vassilviskii [33] to count the number of triangles in graphs. The idea can be traced much earlier in time, to a work by Ganguly [13] on parallel provessing of Datalog programms. Note that the algorithm can be found in the literature as the Shares algorithm [2]. We will present what the algorithm does and then give a formal definition.

The idea behind it is simple in principle. The Hypercube algorithm performs communication by doing a smart routing of the input tuples. The communication phase in the algorithm is highly distributed, since the destination of each input tuple depends only on the content of the specific tuple, specifically the size M of the relations and the query q that we want to compute. For that reason, it can be easily implemented in almost any distributed or parallel computing environment.


Definition 4.1. The HyperCube Algorithm (HC). We initially assign to each variable $x$, where $i=1, \ldots, k$, a share $p_{i}$, such that $\prod_{i=1}^{k} p_{i}=p$. Each server is then represented by a distinct point $\mathbf{y} \in P$, where $P=\left[p_{1}\right] \times \ldots \times\left[p_{k}\right]$. In other words, all the servers are mapped into points of a $k$-dimensional hypercube. Thus the name of the algorithm.

- Communication: We use k independently chosen hash functions $h_{i}:[n] \rightarrow\left[p_{i}\right]$ and send each tuple $t$ of relation $S_{j}$ to all servers in the destination subcube of $t$ :

$$
D(t)=\left\{\mathbf{y} \in P \mid \forall m=1, \ldots, a_{j}: h_{i_{m}}\left(t_{i_{m}}\right)=\mathbf{y}_{i_{m}}\right\}
$$

- Computation: Each server locally computes the query q for the subset of the input that is has received and return its result.

The final result will be the union of the results of all servers.

The reason why the HC algorithm computes the correct result lies in the observation that, for every potential tuple $\left(a_{1}, \ldots, a_{k}\right)$ the server $\left(h_{1}\left(a_{1}\right), \ldots, h_{k}\left(a_{k}\right)\right)$ contains all the necessary information to decide whether it belongs in the answer of not. We must state here that the choice if the size of $p_{1}, . ., p_{k}$ its crucial and gives a different parametrization of the HC algorithm

We will not do an extended analysis on the algorithm here, since this will be done in another chapter. We will state two things. First, what is the maximum load per server when we use the algorithm and second, how the algorithm chooses the shares. We will prove that under some skew conditions, and with high probability the maximum load per server is:

$$
\tilde{\mathrm{O}}\left(\max _{j} \frac{M_{j}}{\prod_{i: i \in S_{j}} p_{i}}\right)
$$

This means that we get a poly-logarithmic approximation of the optimal distribution we can have with this formation. As we explained, choosing the best shares is an important factor for a successful distribution of the load over the processors. In their paper [2] , Afrati and Ullman, compute the shares by optimizing the total load $\sum_{j} / \prod_{i: i \in S_{j}} p_{i}$ subject to the constraint $\prod_{i: i \in S_{j}} p_{i}=p$, which is a non-linear system that can be solved be using Lagrange multipliers. In the paper [6] Beame, Koutris, and Suciu introduce a different approach which is to optimize the maximum load per relation, $L=\max _{j} \frac{M_{j}}{\prod_{i: i \in S_{j}} p_{i}}$ where the total load per server is $\leq l L$. This leads to a linear optimization problems which solution is the shares. We will not write the linear program here and from now on we will consider that the shares are given by this method. What we are going to do is focus on the analysis of the distribution the algorithm does. To get a better understanding lets illustrate how the HC algorithm will compute the triangle query $C_{3}$.

### 4.1.1 HC triangle query example

Lets say we have the following query to compute:

$$
C_{3}\left(x_{1}, x_{2}, x_{3}\right)=S_{1}\left(x_{1}, x_{2}\right), S_{2}\left(x_{2}, x_{3}\right), S_{3}\left(x_{3}, x_{1}\right) .
$$

We will consider the choice of shares given: $p_{1}=p_{2}=p_{3}=p^{1 / 3}$. Each one of the $p$ servers is uniquely identified by a triple $\left(y_{1}, y_{2}, y_{3}\right)$, where $y_{1}, y_{2}, y_{3} \in\left[p^{1 / 3}\right]$. In the communication round, the input servers that are storing the $S_{1}$ send each tuple $S_{1}\left(a_{1}, a_{2}\right)$ to all servers with coordination $\left(h_{1}\left(a_{1}\right), h_{2}\left(a_{2}\right), y_{3}\right)$ for all $y_{3} \in\left[p^{1 / 3}\right]$. At this point we must observe that each tuple is replicated $p^{1 / 3}$ times since all the coordinates of the missing variable must receive each tuple of the relation. The same procedure happens for the input servers that hold the tuples for the relations $S_{2}$ and $S_{3}$. At the end of the computation round, any three tuple $S_{1}\left(a_{1}, a_{2}\right), S_{2}\left(a_{2}, a_{3}\right), S_{3}\left(a_{3}, a_{1}\right)$ that are an output of the query will be computed and then returned by the server $\mathbf{y}=\left(h_{1}\left(a_{1}\right), h_{2}\left(a_{2}\right), h_{3}\left(a_{3}\right)\right)$.

### 4.2 Motivation

Our motivation for that is to compute conjunctive queries, using the hypercube algorithm we presented in the previous section. In order to achieve this, we must find a way to distribute not just one relation, but many, in a way that the tuples will satisfy the constrains of the hypercube model. But in most of the cases, the distribution is far from the ideal, because we have to duplicate some tuples of a relation to more than one processor to guarantee that we will get the right result. The Triangle query example in the section above is a case like this. We want to compute a query $C_{3}\left(x_{1}, x_{2}, x_{3}\right)=$ $S_{1}\left(x_{1}, x_{2}\right), S_{2}\left(x_{2}, x_{3}\right), S_{3}\left(x_{3}, x_{1}\right)$. The head of the query has of dimension 3 so we will need a cube. On the other hand, each relation that this query consist of, has only a dimension of 2 . This means that we will have to duplicate all the tuples of each relation to the $3^{\text {rd }}$ dimension that this tuple is missing. Queries like these have a structure that forces us to increase the load $L$ of the processors by a factor of $p^{d-v / d}$ where d is the dimension of the head and $v$ is the smallest dimension of a relation in the body of the query. In the case of the triangle query we have to increase the load by a factor of $p^{1 / 3}$ because each relation in the body has dimension of 2 and the head has dimension of 3 . We will not focus on that "problem" because it is imposed by the model.

To make things worse, finding an efficient way to duplicate the tuples when it is necessary, is not always easy. The randomized algorithm, that we will analyze in chapter 6 , uses a single hash function for every dimension and apply that to all the variables of that dimension, even if they belong to different relations. If a relation is missing one dimension, it broadcast its tuples to all the processors of that dimension. This way it satisfies
the conditions of the hypercube algorithm and yields near "optimal" distributions at the same time. For the deterministic algorithm, this is not always the case. We have not found a general strategy for the case of $d$ dimension that can satisfy these restrictions. For the case of 1 dimension it is easy since you treat all your relations as if they were the same one with only one variable. Unfortunately, this cannot be done that simply when you have 2 or more dimensions in the hypercube. This constitutes another open problem for the deterministic case.

From now on, and for the rest of the thesis, we will study how to distribute a single relation with dimension $r$. All the lower bounds and the approximation ratios that we will prove will be for a single relation. Nevertheless, we have to keep in mind that when it comes to distributing more relations, with different dimensions, many problems arise and the maximum load increases significantly.

### 4.2.1 Problem Statement

The core problem is how to distribute a relation $R\left(X_{1}, \ldots, X_{a}\right)$ among p available servers. As we mentioned earlier in this chapter, these servers have been organized in an $r$-dimensional hypercube with dimensions $p_{1}, p_{2}, \ldots, p_{r}$, such that $\prod_{i: i \in S_{j}} p_{i}=p$. We state again that the choosing of the shares in the hypercube is done by the join algorithm by solving the LP or a non linear system. In either case, we assume that the $p_{i}^{\prime} s$ are given. The constrain we have is that the distribution of the tuples of $R$ must be performed in such a way that for any two tuples $t, t^{\prime}$, if $t \cdot X_{i}=t_{\prime} . X_{i}$, then $t, t_{\prime}$ must be located in servers that have the same $i-$ th coordinate. This restriction means that if two tuples agree on an attribute $X_{i}$, then the must go to servers that share the same $i$ coordinate. Following that rule for all the variables we get the guarantee that for every assignment that satisfies the query, there will be a server that will return it.

There are multiple ways that we can distribute the tuples such that the above condition is satisfied. Our goal is to find one that minimizes the maximum number of the tuples that each server receives. We call this the maximum load $L$. The more balanced the load is the smaller the value of $L$. If the relation $R$ has $m$ tuples and we have $p$ available servers, ideally we would like to achieve the optimal load $L=m / p$. Nevertheless, this is not always feasible. There are cases where the lower bound is above that value. For instance, assume that we have a binary relation $R\left(X_{1}, X_{2}\right)$ to distribute and only a single value appears at the $X_{1}$ attribute of all $m$ tuples. It is easy to see that the problem becomes equivalent to distributing a unary relation $R_{\prime}\left(X_{2}\right)$ over $p_{2}$ servers. Consequently, the load $L$ cannot be better than $m / p_{2}$ in this case.

In the next chapters we will carefully analyze two kind of algorithms. One that constructs efficient deterministic distributions and one that proposes a randomized distribution strategy. Before we explain these algorithms and compare them, we will present some general lower bounds of the load for any dimension. These bounds do not depend only on the size of the relation, but also on the skew of the data, which is the maximum frequency of each value in the relation.

In the $5^{\text {th }}$ chapter we will present two deterministic algorithms for the case of 1 and 2 dimensions respectfully. The first with an approximation factor of 2 and the second with an approximation ration of $\log ^{2} p$. The 2-dimension algorithm shares an interested connection with the vector load balancing that we mentioned in the $2^{\text {nd }}$ chapter.

In the $6^{\text {th }}$ chapter we will analyze the randomized algorithm that yields an $\log ^{r} p$ approximation ratio for the general case of $r$ dimensions under certain skew conditions. Finally, in the case of 2 dimensions we will extend the analysis and provide a proof that this approximation ratio holds with high probability, even for the case where we have high skew.

### 4.3 Skew

The example above reveals the main reason why finding optimal distribution for every case can be hard.That reason is skew. When some single values or some group of values have a great number of occurrences, beyond the expected number, then designing algorithms to ensure a near optimal distribution is highly challenging. We will give a formal definition to the skew, also know as the degree of values, and then we are going to prove some lower bounds for every algorithm that satisfies the above conditions of the hypercube model. Our goal is to prove that our algorithms yield good approximation ratios to those lower bounds.

Let $R\left(X_{1}, \ldots, X_{a}\right)$ be a relation of arity $a$. Throughout this thesis, we will use $m$ to denote the number of tuples in $R$ and $p$ for the number of servers. We denote by adom $\left(X_{i}\right)$ the active domain of $X_{i}$, which is all the possible values that attribute $X_{i}$ can take in $R$. For a given value $a$ of attribute $X_{i}$, we define the degree of $a$, denoted $d_{i}(a)$ as :

$$
d_{i}(a)=\left|\left\{t \in R \mid t . X_{i}=a\right\}\right|
$$

More generally, given a tuple $\vec{a}$ over a set of attributes $U \subseteq X_{1}, \ldots, X_{r}$, we define the degree of $\vec{a}$ as :

$$
d_{U}(\vec{a})=\left|\left\{t \in R \mid \forall X_{i} \in U: t . X_{i}=a \cdot X_{i}\right\}\right|
$$

We assume that each server $s$ in the hypercube is identified with a point in the $r$-dimensional space $P=\left[p_{1}\right] \times\left[p_{2}\right] \times \ldots \times\left[p_{r}\right]$.

Definition 4.2. Distribution Strategy. A distribution strategy $D$ is a mapping from each tuple of $R$ to $P$, such that for any two tuples $t_{1}, t_{2} \in R$, if for some $i=1, \ldots, r$ we have $t_{1} \cdot X_{i}=t_{2} \cdot X_{i}$ then $D\left(t_{1}\right)[i]=D\left(t_{2}\right)[i]$.

As we said before, this restriction of the distribution strategy is necessary in order for the join queries to be performed correctly like the example in the hypercube algorithm of chapter 2 . That way the two tuples from different relations that join on some attribute will meet in a common server. Finally, we use only the first $r$ attributes without any loss of generality.

Given a distribution strategy $D$, the load of servers, denoted $L_{s}$ is defined as:

$$
L_{s}=|\{t \in R \mid D(t)=s\}|
$$

Definition 4.3. Maximum Load. The maximum load $L$ of a distribution strategy $D$ is defined as the maximum number of tuples that are assigned to any server.

$$
L=\max _{s}\left\{L_{s}\right\}
$$

We are trying to answer the following question. Given a relation $R$ can we compute an efficient distribution strategy over and $r$-dimensional hypercube P that achieves the minimum possible load L under the skew or no skew conditions? Before we start presenting the deterministic and the randomized algorithms for that task we will provide some lower bounds that hold for any distribution strategy.

### 4.4 Lower Bounds

No matter what algorithm we are going to use there are some lower bounds about the best distribution we can hope to achieve. These bounds depends on the size of the relation $m$, the number of the servers $p$ and as we shower in the previous section, the maximum degrees of each value in the relation.

For any subset of attributes $U$, let us denote $d_{U}=\max _{\vec{a}} d_{U}(\vec{a})$. Using only the size of the relation and the number of servers we can come up with an obvious lower bound for the maximum load for any $r \geq 1$ which is $L \geq m / p$. However, as we have seen before, by using the maximum degree information that captures the amount of skew, we can obtain better lower bounds.

Lemma 4.4. Any distribution strategy on an r-dimensional hypercube with dimensions $p_{1}, \ldots, p_{r}$ requires load

$$
L \geq \max \left(\frac{m}{p}, \max _{U} \frac{d_{U} \cdot P_{U}}{p}\right)
$$

Proof. Consider any tuple $\vec{a}$ on an attribute set $U \subseteq\left\{X_{1}, \ldots, X_{r}\right\}$. Notice that the number of tuples in $R$ that have $\vec{a}$ can be as large as the maximum degree $d_{U}$. These $d_{U}$ tuples have the same coordinates on the $U$ attributes, thus, they can only be distributed across the dimensions of the hypercube in $X_{1}, . ., X_{r}^{\prime \prime}$. This fact implies that :

$$
L \geq \frac{d_{u}}{\prod_{i: X_{i} \notin U} p_{i}}=\frac{d_{U} \cdot P_{U}}{p}
$$

And since $L$ is always greater or equal to $m / p$ we get that:

$$
L \geq \max \left(\frac{m}{p}, \max _{U} \frac{d_{U} \cdot P_{U}}{p}\right)
$$

For the case of one dimension, where we distribute a relation $R(X, \ldots)$ using only the attribute $\mathbf{X}$, the lemma gives a lower bound $L \geq \max \left(m / p, d_{X}\right)$. We will refer to that quantity as $O p t 1=\max \left(m / p, d_{X}\right)$. For the case of the 2-dimensional hypercube the distributes the first two attributes of the relation $R(X, Y, \ldots)$, the above lemma give similarly a lower bound of $L \geq \max \left(\frac{m}{p}, \frac{d_{X}}{p_{Y}}, \frac{d_{Y}}{p_{X}}, d_{X Y}\right)$. We will refer to that quantity as $O p t 2=\max \left(\frac{m}{p}, \frac{d_{X}}{p_{Y}}, \frac{d_{Y}}{p_{X}}, d_{X Y}\right)$.

Lemma 4.5. Any distribution strategy on an r-dimensional hypercube with dimensions $p_{1}, \ldots, p_{r}$ requires load $L \geq \frac{m}{\min _{i} p i}$. Moreover, there exist a relation $R$ for which the above lower bound is tight.

Proof. The first statement is a corollary of the previous lemma. To prove the second statement, assume w.l.o.g that $p_{1}$ is the smallest dimension. Then, consider the relation $R$ that contains all tuples of the form $R(c, 1,1, \ldots, 1)$, where $c$ takes $m$ different values. It is clear that we can distribute this instance of $R$ only across attribute $X_{1}$, which means that the best possible load we can achieve is $m / p_{1}$

As far as the complexity class of the problem concerns, it is obvious for the case of 1 dimension that the problem is $N P$-hard.

Lemma 4.6. Computing the optimal strategy for distributing $R$ along a 1-dimensional hypercube is NP-hard.

The reduction is clear from the load balancing problem we mentioned at the second chapter.

For the case of two dimension or more, we can show an even stronger result, which is that is not possible to approximate the optimal solution within a constant.

Lemma 4.7. Unless $N P=Z P P$, for any constant $c>1$, there is no deterministic polynomial algorithm that approximates the optimal value $O p t 2=\max \left(\frac{m}{p}, \frac{d_{X}}{p_{Y}}, \frac{d_{Y}}{p_{X}}, d_{X Y}\right)$ within a factor of $c$.

We prove this result by a reduction from the vector load balancing problem.

## Chapter 5

## Deterministic Load Balancing

In this chapter we will present and analyze two deterministic distribution algorithms that can optimally load balance the input relation. The work presented here is based on the [21]. The first is for the case of 1 dimension and is a fast algorithm called GreedyBalance. This algorithm is optimal within a constant factor 2 of the lower bound. The second is for the case of 2 dimensions and is called 2-Balance. This algorithm yields an $O\left(\log ^{2} p\right)$ approximation ratio of the lower bound and it combines the GreedyBalance algorithm with an algorithm for the vector load balancing problem. We remind that for that case there exist no polynomial algorithm that yields a constant approximation factor.

### 5.1 GreedyBalance

In this section we present the deterministic algorithm GreedyBalance. As we mentioned before, this algorithms achieves a load that is only a constant factor away from the lower bound in the 1-dimension. It will also be useful later, for the algorithm 2-Balance for 2dimensions. GreedyBalance takes as input a relation $R\left(X_{1}, \ldots\right)$ of size $m$, and distributes the tuples along a 1-dimensional hypercube where dimension $X_{1}$ has size $p$.

This greedy algorithm iterates in an arbitrary order through all $a \in \operatorname{adom}\left(X_{1}\right)$. For each $a$, it allocates all tuples with $t . X_{1}=a$ to the first $X_{1}$-coordinate with load $<m / p$.

```
Algorithm 1 GreedyBalance
    \(i \leftarrow 1\)
    for all \(a \in \operatorname{adom}\left(X_{1}\right)\) do
        if \(L_{(i)} \leq m / p\) then
            for all \(t \in R\) s.t \(t . X_{1}=a\) do
                \(D(t) \leftarrow(i)\)
            end for
        else
            \(i \leftarrow i+1\)
        end if
    end for
```

Lemma 5.1. GreedyBalance allocates all tuples in $R$ to some processor and achieves maximum load $L \leq \frac{m}{p}+d_{X_{1}}$.

Proof. In the algorithm, we keep allocating data until the load of the machine reaches $\frac{m}{p}$ and then proceed onto the next machine. Hence, at any point, before allocating a new set of tuples to a row, the load is $<\frac{m}{p}$. The maximum number of tuples that can be associated with a single $a \in \operatorname{adom}\left(X_{1}\right)$ is $d_{X_{1}}$. This means that after the tuples are allocated, the load alloted to the processor is bounded by $\frac{m}{p}+d_{X_{1}}$.

Since $\frac{m}{p}+d_{X_{1}} \leq 2 \max \left(\frac{m}{p}, d_{X_{1}}\right)=2 * \operatorname{Opt} 1$, GreedyBalance achieves a load that is a factor 2 away from the lower bound. The example below shows that this factor is essentially tight.

The idea behind this algorithm is simple. You get all the tuples grouped by the variable $x$ and you now see them as a single value with weight equal to their number. Since you cannot always achieve an optimal distribution you start distributing the values to one processor and you stop as soon as you exceed the optimal value of $\frac{m}{p}$. Using that logic you cannot diverge far from the expected value. We will next present the worst case example you can have which proves that the factor of 2 we mentioned before is tight.

### 5.1.1 Worst Case Example

Consider an instance with the following structure. We have $X_{1}$ taking $p+1$ different values, so $\left|\operatorname{adom}\left(X_{1}\right)\right|=p+1$, where the first p values have degree $\frac{m}{p}-\frac{m}{p^{2}}$ and the last value has degree $\frac{m}{p}$. Observe that the total number of tuples adds up to $m$ and $O p t 1=\frac{m}{p}$. Greedy Balance will achieve a load of at most $2 * O p t 1$. According to the pigeon hole principle, since we have $p+1$ values and $p$ servers, there must be a server that will have at
least two of these values. This means that the load cannot be smaller than $2 *\left(\frac{m}{p}-\frac{m}{p^{2}}\right)=$ $2 * \frac{m}{p}\left(1-\frac{1}{p}\right)=2 * \operatorname{Opt} 1\left(1-\frac{1}{p}\right)$. Notice that as pgrows, this lower bound in the limit becomes $2 \frac{m}{p}=2 * O p t 1$ which implies that GreedyBalance is asymptotically optimal.

An other way of thinking this is by having an almost "full" processor with current load $\frac{m}{p}-1$ and then you add one last value to that processor that happens to have a $d_{X}=\frac{m}{p}$. This case is the worst that could happen and the load of that processor would be $2 \frac{m}{p}-1$.

### 5.2 Vector Load Balancing

In this section, we will introduce an algorithm for the vector load balancing problem called $\Lambda-V L B$. More specifically, we are going to use a restricted version of the online algorithm of [25]. The problem was first introduced by Chekuri and Khanna [10] and later work [3], [17], [25] approached the vector load balancing from an online perspective.

### 5.2.1 VLB problem correlation

Before we introduce that, let us point out how the VLB is related to the problem we are trying to solve in the 2 dimensions case. Suppose we have a 2-dimensional hypercube and we have already partitioned the tuples of $R(X, Y)$ according to the $Y$ attribute into $p_{Y}$ coordinates. To complete the distribution strategy, we need to specify how to partition the values in $\operatorname{adom}(X)$ to the $X$ coordinates of the hypercube. We can now view each value $j \in \operatorname{adom}(X)$ as a job of the VLB and each one of the $p_{X}$ coordinates as a machine. In this case, the $k$-th coordinate $a_{j}^{k}$ of job $j$, is the number of tuples of the form $R(j, b, \ldots)$ for which $b$ is assigned to the k -th $Y$ coordinate. The objective function here is the same. By solving the problem we seek to minimize the makespan which is the maximum load $L$ as described before.

In other words, we use the distribution of one variable to decide the distribution of the other. For instance, when we have to decide in which or the $p_{X}$ columns one value of $X$ must be distributed, we take into account the distribution of values of $Y$ to decide. We consider different values of $Y$ as being only one if they have been distributed in the same row. The reason why is because the algorithm does not separate the variables $Y_{1}$ and $Y_{2}$ after the have been distributed in the same row. The tuples $\left(X_{1}, Y_{1}\right)$ and $\left(X_{1}, Y_{2}\right)$ are now consider as having to distribute two tuples $\left(X_{1}, Y_{1}\right)$ according to its $X_{1}$ variable. This means that after having distribute the $Y$ variable, the VLB algorithm considers only $p_{Y}$
different $Y$ variables. The distribution of those creates the vector of weights for each $X$ value, and these vectors are the ones that the VLB algorithm uses to make the distribution.

Now that the correlation between the two problems is clear, we will define a parameter such that:

$$
\Lambda \geq \max \left(\max _{n, k} a_{j}^{k}, \max _{k}\left(\sum_{j} a_{j}^{k}\right) / n\right)
$$

This choice of $\Lambda$ for the $\Lambda$-VLB algorithm is not arbitrary. In particular, $\Lambda$ is the lower bound for the best possible load any algorithm can achieve. We will use this bound as an estimation of the optimal load for the algorithm we are going to present next. Let $\beta=\left(1+\frac{1}{\gamma}\right)^{1 / \Lambda}$ for some constant $\gamma>1$. We use $l_{i}^{k}(j)$ to denote the load on component $k$ of machine $i$ once the jobs up to job $j$ have been assigned.

```
Algorithm 2 Online Algorithm for \(\Lambda\)-VLB
    \(\beta \leftarrow\left(1+\frac{1}{\gamma}\right)^{1 / \Lambda}\)
    for all jobs \(j\) do
        assign job \(j\) to machine \(s=\underset{i}{\operatorname{argmin}} \sum_{k=1}^{d}\left[\beta^{l_{i}^{k}(j-1)+a_{j}^{k}}-\beta_{i}^{k}(j-1)\right]\)
        for all k do
            let \(l_{s}^{k}(j) \leftarrow l_{s}^{k}(j-1)+a_{j}^{k}\)
        end for
    end for
```

Theorem 5.2. The Online Algorithm for $\Lambda$-VLB always achieves a makespan of $\Lambda \cdot O$ (lognd) for the $\Lambda$-VLB problem.

Proof. The proof of the above theorem will be based on a lemma similar to that of [25]
Lemma 5.3. During any point in the execution of the $\Lambda$-VLB algorithm $\sum_{k=1}^{d}$ beta $a_{i}^{l} \leq$ $\frac{\gamma}{\gamma+1} n d$.

Proof. We will provide a proof sketch for that lemma, using a potential function argument. Let $\Lambda^{k}(j)=\frac{1}{n \Lambda} \sum_{t=1}^{j} a_{t}^{k}$. By definition, $\Lambda^{k}(j) \leq 1$. For each job $j$, we define the potential function :

$$
\Phi(j)=\sum_{k=1}^{d} \sum_{i=1}^{n} \beta_{i}^{l_{i}^{k}(j)}\left(\gamma-\Lambda^{k}(j)\right) .
$$

At the beginning, $l_{i}^{k}(0)$ is zero, so the value of the potential function is at most $\gamma n d$. Using one inequality and the way the algorithm chooses the machine $s$ that will allocate the job, it can be proved that $\Phi(j)-\Phi(j-1) \leq 0$. This means that for any $j$ we have that $\Phi(j) \leq \Phi(0) \leq \gamma n d$.

The previous lemma provides the bound for the performance of the algorithms. Indeed, since $L=\max _{i, k} l_{i}^{k}$, we have: $\beta^{L}=\max _{i, k} \beta_{i}^{l} \leq \frac{\gamma}{\gamma+1} n d$ which implies that

$$
L \leq \Lambda \cdot \log \left(\frac{\gamma}{\gamma+1} n d\right)
$$

But $n \cdot d=p_{X} \cdot p_{Y}=p$ since $n$ and $d$ are the dimensions of the hypercube, we get :

$$
L \leq \Lambda \cdot \log \left(\frac{\gamma}{\gamma+1} p\right)
$$

Since we have explained how the $\Lambda$-VLB algorithm works given the vector of weights for one of the two dimensions, we now have to figure out a smart way of distributing the first variable to get the near optimal result using the $\Lambda$-VLB for the second one. Such a way is provided in the next section that presents the 2-Balance algorithm.

### 5.2.2 2-Balance

In this section we are going to present the deterministic algorithm called 2-Balance which provide a distribution strategy that yields a polylogarithmic approximation ratio for the case of two dimensions. Since we distributing a relation $R(X, Y, .$.$) across a 2-dimensional$ hypercube, we can consider a rectangle or a grid with dimension $p_{X}$ and $p_{X}$ such as $p_{X}$. $p_{Y}=p$ where $\mathbf{p}$ is the total number of processors.

We will denote the maximum degree of attribute $X$ with $d_{X}$ and the maximum degree of attribute $y$ with $d_{Y}$. Two assumptions about the input relation must be made. First, $m \geq$ $p^{3 / 2}$, in other words the number of tuples is much larger than the number of processors. Second, $d_{X Y}=1$, this means that they attributes $X$ and $Y$ form a key in the input relation because each pair ( $\mathrm{a}, \mathrm{b}$ ) for those attributes appear exactly once. It is like assuming that $R$ has the form of $R(X, Y)$ and it is a set with no duplicates. Although the first assumption is natural for modern size databases, the second one creates a problem of generalizing the algorithm into $n$-dimensions as we are going to mention later.

Let us assume without loss of generality that $p_{X} \geq p_{y}$. The algorithm 2-Balance first splits the values in $\operatorname{adom}(X)$ into two disjoing subsets:

- Heavy ( $R^{H}$ ): values for which $d_{X}(a) \geq p_{Y}$.
- Light ( $R^{L}$ ): values for which $d_{X}(a)<p_{Y}$.

The reason why the we need to split will be obvious after we explain the algorithm, but the idea is that the Heavy and the Light values must be distributed in a different way in order to get satisfactory results. We will present the steps of the algorithm so it would be easier to follow the proofs and understand how they yield the polylogarithmic approximation factor.

1. We apply GreedyBalance to the Heavy values according to the $X$ variable.
2. We apply GreedyBalance to the Light values according to the $Y$ variable.
3. We use the distribution we got from the step 2 in order acquire the values of $a_{j}^{k}$ and apply $\Lambda^{\prime}$-VLB with the $X$ values of the $R^{L}$ as jobs.
4. We use the distribution of $X$ we got from the steps 1 and 3 in order to acquire the values of $a_{j}^{k}$ and apply $\Lambda$-VLB with $Y$ values of all tuples as jobs. This is the final distribution that the algorithm returns as a result.
```
Algorithm 3 2-Balance
    split \(X\) to Heavy and Light values.
    for all \(a \in \operatorname{Heavy}(X)\) do
        apply Greedy Balance
    end for
    for all \(b \in \operatorname{Light}(X)\) do
        for all \(Y \in \operatorname{Light}(X)\) do
            apply Greedy Balance
        end for
        \(\forall X \in \operatorname{Light}(X)\) get the weights \(a_{j}^{k}\)
        apply \(\Lambda\)-VLB to the Light \(X\) Values
    end for
    \(\forall X\) get the weights \(a_{j}^{k}\)
    Apply \(\Lambda\)-VLB to \(X\) value.
```

Before we proceed into the analysis of the algorithm we will give the intuition behind it. In the case of 2-dimensions, we have to distribute vectors instead of scalar values. Thus we cannot just use an algorithm that takes into account only one variable and always hope to get near optimal results. We have to consider the relation and the degrees of both $X$ and $Y$ in order to get to a satisfactory distribution. We want to distribute the $X$ in such a way that when it comes to apply the $\Lambda$-VLB algorithm the value of $\Lambda$, the values of $a_{i}^{k}$ and the $\sum_{j} a_{j}^{k}$, would be as low as possible. To achieve this, we break the tuples into two sets and we treat those sets differently. The heavy values cannot be more than $\frac{m}{p_{Y}}$ by definition so we can apply the GreedyBalance and get satisfactory results. The light values on the other hand can me up to $m$, thus, before we distribute them we get a "peak" to see
how an optimal distribution of $Y$ values would look like. We then use that information to distribute the light $X$ values with VLB. After that is done, we utilize the distribution of all the $X$ attributes to acquire values for the $a_{j}^{k}$ and apply $\Lambda$-VLB as we present it in the previous section.


### 5.2.2.1 Distributing Heavy X

As we mentioned before, we apply GreedyBalance to assign each tuple to a specific row based on its $X$ attribute. This way, all tuples sharing the same $X$ value are assigned to the same row. According to the algorithm, the load on each row will be at most $2 \max \left(\frac{m}{p x}, d_{X}\right)$. Moreover:

Lemma 5.4. If we apply GreedyBalance to distribute $R^{H}$ according to the $X$ attribute, every value in adom $(Y)$ appears at most $2 \max \left(\frac{m}{p}, \frac{d_{X}}{p_{Y}}\right)$ times in each row.

Proof. Since we distribute values a in $R^{H}$, for all the $d_{X} \geq p_{Y}$.Furthermore, the maximum load for a particular row is $2 \max \left(\frac{m}{p}, \frac{d_{X}}{p_{Y}}\right)$. This implies that the values from $\operatorname{adom}(X)$ that occur in this row can be at most $\frac{2}{p_{Y}} \max \left(\frac{m}{p}, \frac{d_{X}}{p_{Y}}\right)$. Thus, every $b \in \operatorname{adom}(Y)$ can appear at most $2 \max \left(\frac{m}{p}, \frac{d_{X}}{p_{Y}}\right)$ times at any row.

### 5.2.2.2 Distributing Light $X$

As we noted in the previous section we first apply the GreedyBalance according to the $Y$ attribute. This instance can now be seen as a VLB one, where each job $j$ corresponds to a value in $\operatorname{adom}(X)$ and each component to a column of the rectangle. In addition, the values $a_{j}^{k}$ of a job vector is the number of tuples $t$ such that $t . X=j$ and $t$ is distributed to column $k$. The bound on the total load of each column guaranteed by GreedyBalance implies that $\forall k, \sum_{j} a_{j}^{k} \leq 2 \max \left(\frac{m}{p_{Y}}, d_{Y}\right)$. The following lemma shows that $a_{j}^{k}$ will be appropriately bounded as well.

Lemma 5.5. If we apply GreedyBalance to distribute $R^{L}$ according to the $Y$ attribute, every value in $\operatorname{adom}(X)$ appears at most $2 \max \left(\frac{m}{p}, \frac{d_{Y}}{p_{X}}\right)$ times in each column.

Proof. By definition of the light tuples, every value of $X$ appears at most $p_{Y}$ times. Since $p_{y} \leq \max \left\{\frac{m}{p}, \frac{d_{Y}}{p_{X}}\right\}$ and $p_{X} \geq p_{Y}$ it holds that $p_{Y} \leq p^{1 / 2}$. According to our assumption $m \geq p^{3 / 2}$ and thus $\max \left\{\frac{m}{p}, \frac{d_{Y}}{p_{X}}\right\} \geq \frac{m}{p} \geq p_{Y}$.

According to the lemma above, we have that $\forall j, k a_{j}^{k} \leq 2 \max \left\{\frac{m}{p}, \frac{d_{Y}}{p_{X}}\right\}$. The number of machines for the VLB is not $n^{\prime}=p_{X}$ and the number of components $d^{\prime}=p_{y}$. Consequently, we have an instance of $\Lambda^{\prime}$-VLB problem where $\Lambda^{\prime}=2 \max \left(\frac{m}{p}, \frac{d_{Y}}{p_{X}}\right)$. By running the algorithm for $\Lambda^{\prime}$-VLB to distribute the light $X$ values we obtain that the maximum load will be

$$
L=\Lambda^{\prime} \cdot O\left(\log \left(n^{\prime} d^{\prime}\right)\right)=\max \left(\frac{m}{p}, \frac{d_{Y}}{p_{X}}\right) \cdot O(\log p) .
$$

This result implies that after solving the $\Lambda^{\prime}$-VLB problem for the $R^{L}$, every value in $\operatorname{adom}\left(Y\right.$ appears at most $\max \left(\frac{m}{p}, \frac{d_{Y}}{p_{X}}\right) \cdot O(\log p)$ times in each row. Also, the total load per row will naturally be at most $\max \left(\frac{m}{p_{X}}, \frac{d_{Y}}{p_{X}} \cdot p_{Y}\right) \cdot O(\log p)$.

### 5.2.2.3 Distributing $Y$

In the previous steps of the algorithm we have provided a distribution of both the heavy and the light values in $\operatorname{adom}(X)$. Now we will just use this distribution and apply VLB along the columns. In this case, each job is a value $\operatorname{adom}(Y)$, each component of the job is a row of the rectangles (hence $d=p_{X}$ ), and $a_{j}^{k}$ is the number of tuples $t$ such that $t . Y=j$ and $t$ is distributed to row $k$. We have $n$ machines so $n=p y$. Let $\Lambda=\max \left(\frac{m}{p}, \frac{d_{Y}}{p_{X}}\right) \cdot O(\log p)$. When we combine the distributions of the heavy and the light values, we can easily see according to our analysis that $a_{j}^{k} \leq \Lambda$ and $\sum_{j} a_{j}^{k} \leq \Lambda \cdot p_{Y}$. We can now apply the $\Lambda$ VLB algorithm and obtain that after we run the algorithm and distribute the $Y$ values, the maximum load will be $\Lambda \cdot O(\log (n d))=\max \left(\frac{m}{p}, \frac{d_{Y}}{p_{X}}\right) \cdot O\left(\log ^{2} p\right)$.

Combining all the above steps we have proved the following theorem:
Theorem 5.6. Suppose we have a binary relation $R(X, Y)$ with size $m \geq p^{3 / 2}$. Then, 2-Balance describes a deterministic distribution strategy that achieves maximum load

$$
L=\max \left(\frac{m}{p}, \frac{d_{Y}}{p_{X}}, \frac{d_{X}}{p_{Y}}\right) \cdot O\left(\log ^{2} p\right)
$$

Following directly from the above theorem and taking into account that $d_{X Y}=1$ we proved that :

$$
L=O p t 2 \cdot O\left(\log ^{2} p\right)
$$

### 5.3 Conclusion

In this chapter we presented deterministic algorithms to solve the problem of distributing a relation to a number of processors organized in an r-dimensional hypercube. Progress was made providing with efficient algorithms for the case of 1 and 2 dimensions. Studying those problems we came up with several open questions. For example, can we give a more general algorithm that does not require assumption on the degrees of the relation $R(X, Y)$ ? Furthermore, can we extend our techniques to construct an algorithm that works for dimensions $\geq 3$ ?. Finally, although these algorithms are very efficient, they still require centralized decisions in order to distribute data. This raises the challenge of designing deterministic strategies that work well in a distributed setting, where the coordination must be minimal.

In the next chapter, we are going to study a randomized algorithm that gives answers to the problems like generalization to more dimensions, dependencies from the degrees and the decentralization.

## Chapter 6

## Randomized Load Balancing

In this chapter we will study and analyze a simple randomized distribution. As it became clear from the previous chapter the deterministic algorithms for distributing relations, although they can always guarantee a good approximation ratio, they have some major disadvantages. First of all it is hard to generalize them for more than 2 dimensions. Second they need a great level of coordination to be executed which is a major drawback in distributed settings and finally, the are not skew resilient. Trying to deal with all those problems while still demanding efficiency good approximation ratios we proposed the Hy percube algorithm. Since it is a randomized algorithm we can not always be absolutely sure that the result will always be satisfactory. On the other hand, we can prove that with high probability this is going to be the case, which is acceptable and thus implementable for modern businesses and database applications.

We will first shortly present the algorithm again and the intuition behind why it is efficient and preferable to others so far. Next we are going to discuss the previous work and analyses that has been done to the algorithm up until now. The approximation ratios and the effect of skew on them will be presented and then we will explain what are the challenges and the difficulties of generalizing this to be a load-optimal one round algorithm for any input. The work is based on the [5] and [6].Finally, we are going to present the contributions of this thesis to the algorithm. More specifically, in an attempt of generalizing in for any input we will focus on distributing a general 2 dimensional relation, without skew restriction, and prove that the algorithm is optimal in any case.

We will now present a table that sums up the results of this Chapter. This table includes both previous results and the ones that are first shown in this thesis.

Table 6.1: HyperCube algorithm approximations depending on skew

| HyperCube Algorithm |  |
| :---: | :---: |
| Skew and dimension | Approximation ratio |
| Without skew dimension d | $O\left(\log ^{d} p\right)$ |
| With skew dimension 1 | $O(\log p)$ |
| With skew dimension 2 | $O\left(\log ^{2} p\right)$ |

### 6.1 HyperCube without skew

We have introduced the Hypercube algorithm in the forth chapter. The strategy of the algorithm picks independently of each $i=1, \ldots, m$ a perfectly random hash function $h_{i}: \operatorname{adom}\left(X_{i}\right) \rightarrow 1, \ldots, p_{i}$. Then, we send each tuple $R\left(a_{1}, \ldots, a r, \ldots\right)$ to the server with coordinates specified by the hash function: $\left(h_{1}\left(a_{1}\right), \ldots h_{r}\left(a_{r}\right)\right)$. In other words. For a $d$ dimensional hypercube, we define $d$ perfectly random hash functions and we hash each coordinate of the tuple to decide to which server on the hypercube this tuple will be distributed. In this section we will present and prove the approximation ratio that this algorithm achieves, explain the correlation with the balls into bins problem and get a good intuition what are the problems created by skew.

Theorem 6.1. Let $R\left(A_{1}, \ldots A_{r}\right)$ be a relation of arity $r$ of size $m$. Let $p_{1}, \ldots, p_{r}$ be integers and let $p=\prod_{i} p_{i}$ the total number of servers mapped into points of a $r$-dimensional hypercube. Suppose that we hash each tuple $\left(a_{1}, \ldots, a_{r}\right)$ to the server with coordinates $\left(h_{1}\left(a_{1}\right), \ldots h_{r}\left(a_{r}\right)\right)$, where $h_{1}, \ldots h_{r}$ are independent and perfectly random hash functions from the domain $n$ to $p_{1}, \ldots p_{r}$ respectively. Suppose further ,that for every tuple J over $U \subseteq[r]$, we have $d_{J}(R) \leq \frac{m}{a^{U \mid \Pi} \Pi_{i \in U} p_{i}}$ for some constant $a>0$. Then the probability that the maximum load exceeds $\tilde{O}(m / p)$ is exponentially small in $p$.

The notation $\tilde{\mathbf{O}}(m / p)$ hides logp factors
According to the theorem above, for input tuples that have less skew than the expected load of every server times some constant, this randomized distribution achieves maximum load $O\left(\frac{m}{p} \log ^{r}(p)\right)$ with high probability. This means that this algorithm will give an almost optimal load (up to a polylogarithmic factor) if the degrees of each value or combination of values is small enough.

Before we begin the analysis of the algorithm and the proof of the theorem 6.1, we will introduce an example to understand why skew plays such a crucial role to the maximum load.

Example 6.1. Suppose we want to compute a simple join query $q(x, y, z)=S_{1}(x, z) S_{2}(z, y)$ where both relations have cardinality $m$. The optimal share are $p_{1}=p_{2}=1$, and $p_{3}=p$.

This allocation of shares reduce the cube to a standard parallel hash-join algorithm, where both relations are hashed on the join variable $z$. When the data has no skew,, in particular, when the frequency of each variable $z$ in both $S_{1}$ and $S_{2}$ is at most $\frac{m}{p}$ ), then according to the theorem 6.1, the maximum load is $O\left(\frac{m}{p} \operatorname{logp}\right)$

However, under the presence of skew, the maximum load can be as large as $O(m)$. Indeed, consider the case where relation $S_{1}$ is of the form $(1,1),(2,1, \ldots(m, 1)$. In other words, the frequency of value 1 in $S_{1}$ is $m$. In that case, it is clear that the HC algorithm would hive a maximum load of $O(m)$.

We should note here that the lower bounds we proved in the chapter 5 still hold. This means that for the case where the lower bound is dominated by the term $O\left(\frac{m}{p}\right)$, as it is when the skew condition we mention in the theorem holds, then the result is near optimal comparing to the lower bound. If the skew condition does not hold, then we have to compare the distribution of the algorithm with the domination term of the lower bound.

The polylogarithmic approximation ration achieved by the algorithm for the cases when skew is bellow the threshold of theorem 6.1 is very satisfactory. Naturally, we are interested in learning what distributions this algorithm yields for the cases that exist values with degrees the surpass this threshold. As we have proved in the previous chapter, you cannot achieve the expected load in these cases, because the lower bounds are depended upon the degrees as well. Thus, when having values with degrees higher that the threshold, we want to know what is the approximation ratio this algorithm achieves.

In this thesis, for the case of 1 and 2 dimensions, we extend the analysis and prove that you can have an polylogarithmic approximation for any input, compared to the lower bounds. In the next sections we give the proofs and aggregate the results into one.

We are interested in learning what will happen in the case of 1 dimension, when the relation $R(X)$ we want to distribute have skew, meaning that there some values of $X$ with degrees $d_{X}>m / p$. To answer that question we will study the Weighted Balls into Bins problem we presented in chapter 3 and then make a reduction to our problem.

Theorem 6.2 (Light Weighted Balls into Bins). Let $S$ be a set where each element $i$ has weight $w_{i}$ and $\sum_{i \in S} w_{i} \leq m$. Let $K>0$ be an integer. Suppose that for some $\beta>0$, $\max _{i \in S} w_{i} \leq \beta m / K$. We hash-partition $S$ into $K$ bins. Then for any $\delta>0$,

$$
\operatorname{Pr}\left(L_{1} \geq(1+\delta) m / K\right) \leq K \cdot e^{-h(\delta) / \beta}
$$

where $L_{1}$ is the maximum weight of any bin and $h(x)=(1+x) \ln (1+x)-x$.

The above theorem proves that, in the case where every ball has weight less than $\beta m / K$, $\beta>0$, then with high probability the maximum load of any bin would be $\mathrm{O}\left(\frac{m}{K} \log K\right)$. In that case, it is clear that the optimal distribution we hope to achieve is $\frac{m}{N}$ so the hashing algorithm is an $O(\log K)$ approximation algorithm.

Before we proceed in proving the theorem above, we shall explain how this exponential bound leads to a $O(\log K)$ approximation ratio to the load. This is happening either by allowing the load to grow to $m / K \ln (K)$ or by requiring the maximum degree to be $<$ $m /(K \cdot \ln (K))$.

Let us denote the maximum weight of a ball $d$. Since $d \leq \beta m / K$ we can state that $\beta \geq \frac{m}{K \beta}$. We can now rewrite the inequality like this:

$$
\operatorname{Pr}\left(L_{1} \geq(1+\delta) m / K\right) \leq K \cdot e^{-\frac{m}{K d} h(\delta)}
$$

Now we get the following analysis for different values of $d$.

1. If $d=1$ (the degree of every value is 1 ), then for any $\delta<1$,

$$
\operatorname{Pr}\left(L_{1} \geq(1+\delta) m / K\right) \leq K \cdot e^{-\frac{m \delta^{2}}{3 K}}
$$

this probability decreases exponentially fast in the input size $m$.
2. If $d \leq m /(3 K \ln (K))$, then for any $\delta>1, \operatorname{Pr}\left(L_{1} \geq(1+\delta) m / K\right) \leq K^{1-\delta}$; this probability decreases polynomially in the number of bins $K$.
3. If $d \leq m / K, \operatorname{Pr}\left(L_{1} \geq(1+\delta) m / K\right) \leq K^{-1}$; this probability also decreases polynomially in the number of bins $K$.

Proof. Item (1) follows from the fact that for $\delta<1$ we have that $h(\delta) \geq \delta^{2} / 3$. Item (2) follows from $h(\delta) \geq \delta / 3$ and $K e^{-\ln (K) \delta}=K^{1-\delta}$. Item (3) follows from setting $1+\delta=\ln p$. Then since $(1+\delta) \ln (1+\delta)-\delta>2(1+\delta)$ whenever $\ln (1+\delta)>3$ we have $K e^{-2 \ln (K)}=K^{-1}$.

We will show the proofs for the theorems 6.2 and 6.1 which are the basic results of this section. As a matter of fact we will first prove a stronger version of theorem 6.2 where we replace $h(\delta) b y K \cdot D\left(\frac{1+\delta}{K} \| \frac{1}{K}\right)$ where $D\left(q^{\prime} \| q\right)=q^{\prime} \ln \left(\frac{q^{\prime}}{q}\right) \ln \left(\frac{1-q^{\prime}}{1-q}\right)$ is the relative entropy (also know as KL-divergence) of Bernoulli indicator variables with probabilities $q$ ' and $q$. This strengthening is immediate from the following theorem with $t=1+\delta$ and $m_{1}=m$,
which implies the bound for a single bin, together with a union bound over all $K$ of bins. The statement of theorem 6.2 follows from a weaker form of the next theorem that can also be derived using Bennett's inequality. We will follow the proof that can be found at [6].

Theorem 6.3. Let $K \geq 2$ and $w \in \mathbb{R}^{n}$ such as $w \geq 0,\|w\|_{1} \leq m_{1}$, and $\|w\|_{\infty} \leq m_{\infty}=$ $\beta m_{1} / K$. Let $\left(Y_{i}\right)_{i \in[n]}$ be a vector of i.i.d. random indicator variables with $\operatorname{Pr}\left(Y_{i}=1\right)=$ $1 / K$ and $P\left(Y_{i}=0\right)=1-1 / K$. Then

$$
P\left(\sum_{i \in[n]} w_{i} Y_{i}>t m_{1} / K\right) \leq e^{-K \cdot D(t / K \| 1 / K) / \beta}
$$

Proof. The proof follows along similar lines to constructive proofs of Chernoff bounds in [18] : Choose a random $S \subseteq[n]$ by including each element $i$ independently with $q_{i}$ :

$$
\operatorname{Pr}(i \in S)=q_{i}=1-(1-q)^{\frac{w_{i}}{\beta m_{1}} / K}
$$

Let $\varepsilon$ denote the event that $\sum_{i \in[n]} w_{i} Y_{i} \geq t m_{1} / k$. Then :

$$
\mathbb{E}\left[\bigwedge_{i \in S} Y_{i}=1\right] \geq \mathbb{E}\left[\bigwedge_{i \in S} Y_{i}=1 \mid \varepsilon\right] \cdot \operatorname{Pr}(\varepsilon)
$$

We bound both expectation. First we see that

$$
\begin{aligned}
\mathbb{E}\left[\bigwedge_{i \in S} Y_{i}=1\right] & =\sum_{S \subseteq[n]}\left(1 / k^{|S|}\right) \prod_{i \in S} q_{i} \prod_{i \notin S}\left(1-q_{i}\right) \\
& =\sum_{S \subseteq[n]} \prod_{i \in S}\left(q_{i} / K\right) \prod_{i \notin S}\left(1-q_{i}\right) \\
& =\prod_{i \in[n]}\left(q_{i} / K+\left(1-q_{i}\right)\right)=\prod_{i \in[n]}\left(1 / K+(1-1 / K)\left(1-q_{i}\right)\right) \\
& =\prod_{i \in[n]}\left(1 / K+(1-1 / K)(1-q)^{\frac{w_{i}}{\beta m_{1} / K}}\right) \\
& \leq \prod_{i \in[K / \beta]}(1 / K+(1-1 / K)(1-q)) \\
& =(1-K+(1-1 / K)(1-q))^{K / \beta} . \\
& =(1-q(1-1 / K))^{K / \beta} .
\end{aligned}
$$

The inequality follows from the fact that the function $f(w)=1 / K+(1-1 / K)(1-$ $q)^{\frac{w_{i}}{\beta m_{1} / K}}$ is logconvex and therefore $\prod_{i} f\left(w_{i}\right)$ is maximized on a vertex of the polytope given by $0 \leq w_{i} \leq \beta m_{1} / K$ and $\sum_{i} w_{i} \leq m_{1}$.

Second for any outcome of $Y_{1}, \ldots, Y_{n}$ that satisfies $\varepsilon$, the probability that $S$ misses all indices $i$ such that $Y_{i}=0$ is

$$
\prod_{i: Y_{i}=0}(1-q)^{\frac{w_{i}}{\beta m_{1} / K}}=(1-q)^{\frac{\sum_{i: Y_{i}=0} w_{i}}{\beta m_{1} / K}} \geq(1-q)^{\frac{m_{1}-t m_{1} / K}{\beta m_{1} / K}}
$$

since $\varepsilon$ implies that $\sum_{i: Y_{i}=0} \leq m_{1}-\sum_{i: Y_{i}=1} w_{i} \leq m_{1}-t m_{1} / K$. Hence

$$
\mathbb{E}\left[\bigwedge_{i \in S} Y_{i}=1 \mid \varepsilon\right] \geq(1-q)^{(K-t) / \beta}
$$

Combining the last two inequalities we get that:

$$
P(\varepsilon) \leq\left({\frac{1-q(1-1 / K)}{(1-q)^{1-t / K}}}^{K / \beta}\right)
$$

As noted in [18], by looking at its first derivative, one can show that the function $f_{\delta, \gamma}(q)=\frac{1-q(1-\delta)}{1-q)^{1-\gamma}}$ takes its minimum at $q=q *=\frac{\gamma-\delta}{\gamma(1-\delta)}$ where it has value $e^{D(\gamma \| \delta)}$. Plugging in $\delta=1 / K$ and $\gamma=t / K$, we obtain:

$$
P(\varepsilon) \leq e^{-K \cdot D(t / K \| 1 / K) / \beta}
$$

We will now introduce a lemma that we are going to need for the proof of the theorem 6.1. We will not prove this lemma. For readers interested in the proof we suggest they look at the appendix of [6].

Lemma 6.4. Let $K \geq 2$ and $w_{j}^{(j)}$ be a sequence of vectors in $\mathbb{R}^{n}$ satisfying $w^{(j)} \geq 0$, $\left\|w^{(j)}\right\|_{1} \leq m_{1}$ and $\left\|w^{(j)}\right\|_{\infty} \leq m_{\infty}=\beta m_{1} / K$. Suppose further that $\left\|\sum_{j} w^{(j)}\right\|_{1} \leq$ $k m_{1}$. Let $\left(Y_{i}\right)_{i \in[n]}$ be a vector of i.i.d. random indicator variables with $\operatorname{Pr}\left(Y_{i}=1\right)=1 / K$ and $\operatorname{Pr}\left(Y_{i}=0\right)=1-1 / K$. Then

$$
\operatorname{Pr}\left(\sum_{i \in[n]} w_{i}^{(j)} Y_{i}>(1+\delta) \frac{m_{1}}{K}\right) \leq 2 k \cdot e^{-h(\delta) / \beta}
$$

### 6.1.1 Partition with Promise

Before we begin the proof of theorem 6.1, some notation is need. Even though in this thesis we assume the relations are sets, here we will give a more general analysis for bags.

Let a $U$-tuple $J$ be a function $J: U \rightarrow[n]^{|n|}$, where $[n]$ is the domain and $U \subseteq[r]$ a set of attributes. If $J$ is a $V$-tuple and $U \subseteq V$ then $\pi_{U}(J)$ is the projection of $J$ on $U$. Let $S$ be a bag or $[r]$-tuples. Define:

- $m(S)=|S|$ the size of the bag $S$, counting duplicates
- $\Pi_{U}(S)=\left\{\pi_{U}(J) \mid J \in S\right\}$
- $\sigma_{J}(S)=\left\{K \in S\right.$ | $\left.\pi_{U}(K)=J\right\}$
- $d_{J}(S)=\left|\sigma_{J}(S)\right|$
duplicates are kept, thus $\left|\Pi_{U}(S)\right|=|S|$
bag of tuples that contain $J$ the degree of the tuple $J$

Theorem 6.5. Let $S$ be a bag of tuples of $[n]^{r}$, and suppose that for every $U$-tuple $J$ we have $d_{J} \leq \frac{\beta|U| \cdot m}{p_{U}}$ where $\beta>0$. Consider a hypercube hash-partitioning of $S$ into $p$ bins. Then, for any $\delta \geq 0$ :

$$
\operatorname{Pr}\left(L>(1+\delta)^{r} \frac{m(S)}{p}\right) \leq f(p, r, \beta) \cdot e^{-h(\delta) / \beta}
$$

where the bings refer to the HyperCube partition of $S$ using shares $p_{1}, . ., p_{r}$ and

$$
f(p, r, \beta)=2 p \sum_{j=1}^{r} \prod_{u \in[j-1]}\left(1 / \beta+1 / p_{u}\right) \leq 2 p \frac{(1 / \beta+\epsilon)^{r}-1}{1 / \beta+\epsilon-1}
$$

where $\epsilon=1 /$ min $_{u \in[r-1] p_{u}}$.

Proof. We prove the theorem by induction on $r$. The base case $r=1$ follows immediately from Theorem 6.2 since an empty product evaluates to 1 and hence $f(p, 1, \beta)=2 p$. Suppose that $r>1$. There is one bin for each $r$-tuple in $\left[p_{1}\right] \times \ldots \times\left[p_{r}\right]$. We analyze cases based on the value $b \in\left[p_{r}\right]$. Define

$$
\begin{gathered}
S^{r \rightarrow b}\left(h_{r}\right)=\bigcup_{i \in[n]: h_{r}(i)=b} \sigma_{r \rightarrow i}(S) \\
\text { and } \\
S^{\prime}\left(b, h_{r}\right)=\prod_{[r-1]}\left(S^{r \rightarrow b}\right)
\end{gathered}
$$

Here $r \rightarrow i$ denotes the tuple $(i) . S^{r \rightarrow b}\left(h_{r}\right)$ is a random variable depending on the choice of the hash function $h_{r}$ that represents the bag off tuples sent to bins whose first projection is $b$. $S^{\prime}\left(b, h_{r}\right)$ is is essentially the same bag where we drop the last coordinate, which, strictly speaking, we need to do to apply inductio. Then $m\left(S^{\prime}\left(b, h_{r}\right)\right)=$ $m\left(S^{r \rightarrow b}\left(h_{r}\right)\right)$.

Since the promise with $U=\{r\}$ implies that $d_{r}(S) \leq \beta \cdot m / p_{r}$, by 6.2

$$
P\left(m\left(S^{\prime}\left(b, h_{r}\right)>1+\delta m(S) / p_{r}\right) \leq e^{-h(\delta) / \beta}\right.
$$

We handle the bins corresponding to each value of $b$ separately via induction. However, in order to do this we need to argue that the recursive version of the promise on coordinates holds for every $U \subseteq[r-1]$ with $S^{\prime}\left(b, h_{r}\right)$ and $m^{\prime}=(1+\delta) m(S) / p_{r}$ instead if $S$ and $m$. More precisely, we need to argue that, with high probability, for every $U \subseteq[r-1]$ and every $U$-tuple $J$,

$$
d_{J}\left(S^{\prime}\left(b, h_{r}\right)\right) \leq \frac{\beta^{|U|} \cdot m^{\prime}}{p_{U}}=(1+\delta) \frac{\beta^{|U|_{m}}}{p_{U} p_{r}}
$$

Fix such a subset $U \subseteq[r-1]$. The case for $U=\emptyset$ is precisely the bound for the size $m\left(S^{\prime}\left(b, h_{r}\right)\right)$ of $S^{\prime}\left(b, h_{r}\right)$. Since the promise of the theorem statement with $U=\{r\}$ implies that $d_{\{r\}}(S) \leq \beta m / p_{r}$, by theorem 6.2, we have that

$$
P\left(m\left(S^{\prime}(b)\right)>m^{\prime}\right) \leq e^{-h(\delta / \beta} .
$$

Assume next that $U \neq \emptyset$. Observe that $d_{J}\left(S^{\prime}\left(b, h_{r}\right)\right)$ is precisely the number of tuples of $S$ consistent with $(J, i)$ such that $h_{r}(i)=b$. Using the lemma 6.4 we upper bound the probability that there is some $U$-tuple $J$ such that the above inequality fails. We apply the lemma with $k=k(U), m_{1}=m / K(U)$ and $m_{\infty}=\beta m_{1} / p_{r}$ to say that the probability that there is some $U$-tuple $J$ such that $d_{J}\left(S^{\prime}(b)\right)>(1+\delta) m_{1} / p_{r}=(1+\delta) m / p_{r} k(U)$ is at most $2 k(U) \cdot e^{-h(\delta) / \beta}$. It is easy to see that the conditions to apply the lemma hold.

For a fixed $b$, we now use a union bound over the possible set $U \subseteq[r-1]$ to obtain a total probability that the inequality fails for some set $U$ and some $U$-tuple $J$ of at most

$$
\begin{gathered}
2 \sum_{U \subseteq[r-1]} \beta^{-|U|} p_{U} \cdot e^{-h(\delta) / \beta} \\
=2\left(p / p_{r}\right) \prod_{U \subseteq[r-1]}\left(1 / \beta+1 / p_{u}\right) \cdot e^{-h(\delta) / \beta}
\end{gathered}
$$

If $m\left(S^{\prime}(b)\right) \leq m^{\prime}$ and the inequality above holds for all $U \subseteq[r-1]$ and $U$-tuples $J$, then we apply the induction hypothesis to derive that the probability that some bin that has $b$ in its last coordinate has more than $(1+\delta)^{r} m / p$ tuples is at most $f\left(p / p_{r}, r-1, \beta\right) \cdot e^{h(\delta) / \beta}$.

Since there are $p_{r}$ choices for $b$, we obtain a total failure probability at most $f(p, r, \beta)$. $e^{h(\delta) / \beta}$ because from the union bound we get that this probability is less than the sum of the two failure probabilities. We will omit the exponential part of the probabilities and focus on proving the factor $f(p, r, \beta)$

$$
\begin{aligned}
\operatorname{Pr}(\text { failure }) & \leq\left(2 p_{[r-1]} \prod_{u \in[r-1]}\left(1 / \beta+1 / p_{u}\right)+f\left(p / p_{r}, r-1, \beta\right)\right) \\
& =2 p \prod_{u \in[r-1]}\left(1 / \beta+1 / p_{u}\right)+p_{r} f\left(p / p_{r}, r-1, \beta\right)
\end{aligned}
$$

$$
\begin{aligned}
& =2 p \prod_{u \in[r-1]}\left(1 / \beta+1 / p_{u}\right)+p_{r}\left(2 p / p_{r}\right) \sum_{j=1}^{r-1} \prod_{u \in[j-1]}\left(1 / \beta+1 / p_{u}\right) \\
& =2 p \sum_{j=1}^{r} \prod_{u \in[j-1]}\left(1 / \beta+1 / p_{u}\right) \\
& =f(p, r, \beta)
\end{aligned}
$$

### 6.2 Hypercube with skew

The results that we have presented for the case without skew are very satisfactory and near optimal. This raises the question what will happen to this algorithm if we have skew. As we have pointed out many times to this thesis, it is no longer possible to achieve the same efficient distributions since the lower bounds are different for the case of skew. This however does not mean that we cannot get near optimal results. This time the term optimal does not refer to the expected value $\frac{m}{p}$ of course but to the term we defined as $O p t 2$. This means that we are not trying to approximate the lower bounds and get near optimal results compared to them. In this section we prove just that. This is the main contribution of this thesis. We first provide a proof for the case of 1 dimension and then we provide a proof for the case of 2 dimensions. We wish to generalize these proofs for the case of $n$ dimensions where $n \geq 3$ but this work is still in progress and will be discussed in the conclusion.

Now we can begin presenting the proofs for the case with skew. First we present our proof for a theorem that can be found as weighted balls into bins in the bibliography. The proof is very natural and intuitive from the balls into bins problem we presented in the $3^{\text {rd }}$ chapter. We later proceed with the case of 2 dimensions where the things start to get a little more complicating.

### 6.2.1 1 dimension

Assume there exist a ball with weight more than $\frac{m}{N}$ then we cannot apply the theorem 6.2 . Let $W_{\max }$ be the maximum weight. Since $W_{\max }>\frac{m}{K}$ and that ball has to be put into one bin, the maximum load of all the bins cannot be less than $W_{\max }$. According to the theorem we are going to prove next, in that case, the maximum load of any bin using the hashing algorithm would be $O\left(W_{\max } \log N\right)$ with high probability.

Theorem 6.6 (Heavy Weighted Balls into Bins). Let $S$ be a set where each element $i$ has weight $w_{i}$ and $\sum_{i \in S} w_{i} \leq m$. Let $K>0$ be an integer. Suppose that $\forall i \in S w_{i} \leq W_{\max }$ where $W_{\text {max }}>\frac{m}{K}$. We hash-partition $S$ into $K$ bins. Then for any $\delta>0$

$$
\operatorname{Pr}\left(L_{1} \geq(1+\delta) W_{\max }\right) \leq K \cdot e^{-h(\delta)}
$$

Proof. The worst case scenario for the Load of the bins according to [22] is when all the weights have value equal to the maximum weight $W_{\max }$. So we will prove that the argument holds for that case and thus for all the cases. Since all the balls have weight more than $W_{\max }>\frac{m}{K}$ and the sum of the weights is $m$, there cannot be more than $K$ balls. Since we have less than $K$ balls to distribute into $K$ bins, we can apply the result from the classic balls into bins problem, and get that the maximum number $N$ of balls into every bin is $O(\log K)$ with high probability. To prove our argument we can apply Theorem 6.2 with $\beta=1$ and $m=N$ and $w_{i}=1 \forall i \in S$. Then for any $\delta>0$

$$
\operatorname{Pr}(N \geq(1+\delta) N / K) \leq K \cdot e^{-h(\delta)}
$$

Because $K \geq N$ we can substitute $N / K$ with 1 . Furthermore $L_{1}=N \cdot W_{\max }$ because all the balls have the same weight. So we multiply both parts of the inequality with $W_{\max }$ and we get the final result.

$$
\operatorname{Pr}\left(L_{1} \geq(1+\delta) W_{\max }\right) \leq K \cdot e^{-h(\delta)}
$$

To conclude, let $O p t$ be the optimal distribution we can hope for. In the general case $O p t=\max \left(W_{\max }, \frac{m}{K}\right)$. Using the hash-partition algorithm we proved with Theorem 6.2 and Theorem 6.6 that with high probability we have an $O(\log K)$ approximation to the optimal solution. To be exact, for any $\delta>0$

$$
\operatorname{Pr}\left(L_{1} \geq(1+\delta) O p t\right) \leq K \cdot e^{-h(\delta)}
$$

We can reduce the tuples distribution problem of one dimension to balls into bins. The reductions is obvious. Each different tuple can be considered as a ball with weight equal to the number of times the tuple appears. The total number of tuples is $m$. For the one dimension case, lets assume that we assign values to $X$ and instead of $K$ bins we have $p$ processors that we want to distribute those values. Using this reduction we can conclude
that the hashing-algorithm for distributing these tuples to the $p$ processors will give an $O(\log p)$ approximation ratio.

Having proved the case of 1 dimension with skew we will proceed to expand the proof for 2 dimensions using the theorems above that we have just shown.

### 6.2.2 2 dimensions

We will now study the case of 2 dimensions. This time we will focus directly to our problem and trying to figure out what is happening for the case of skew in 2 dimensions. As we mentioned again, we will provide a novel result, that the hypercube algorithm is optimal within a polylogarithmic factor even for the case of skew in 2 dimensions. Note that the optimality is always compared to the lower bound we proved in the chapter 5.

Assume we have a relation $R(X, Y)$ with $m$ tuples. Let $d_{X}$ be the maximum degree of the $X$ variable, $d_{Y}$ the maximum degree of the $Y$ variable and $d_{X Y}$ the maximum degree of tuples that has same values in both variables. We have $p$ processors again and we organize them in a 2 -dimensional grid with $p_{X}$ columns and $p_{Y}$ rows. Thus is obvious that $p=p_{X} \cdot p_{Y}$. Finally, let $L_{2}$ be the maximum load of any processor after distributing all the tuples. What we want to prove is that the algorithm that is hashing each variable independently, yields a poly logarithmic approximation ratio with high probability. The algorithm is hashing each tuple to one of the $p_{X}$ columns according to its $X$ variable and to one of $p_{Y}$ rows according to its $Y$ variable. As we mentioned before, the optimal distribution we can hope for for the 2 dimensions case is the $\max \left(\frac{m}{p}, \frac{d_{X}}{p_{Y}}, \frac{d_{Y}}{p_{X}}, d_{X Y}\right)$, which we will call $O p t 2$. So basically $L_{2} \geq \max \left(\frac{m}{p}, \frac{d_{X}}{p_{Y}}, \frac{d_{Y}}{p_{X}}, d_{X Y}\right)$. The reason why was explained in the previous chapter in the section of lower bounds. The next Theorem is an extensive proof that proves the poly-logarithmic bound for all the possible degree cases where we have a Set, meaning $d_{X Y}=1$.

Theorem 6.7. Let $S$ be a set of $m$ tuples with 2 dimensions each. Let $d_{X}$ and $d_{Y}$ be the degrees of variables $X$ and $Y$ and $p_{X}$ and $p_{Y}$ the dimensions of the grid of processors such as $p=p_{X} \cdot p_{Y}$. Because it is a set we have $d_{X Y}=1$. Consider a hash-partition of $S$ into those $p$ processors. Then, for any $\delta \geq 0$ :

$$
\operatorname{Pr}\left(L_{2}>(1+\delta)^{2} O p t 2\right) \leq 8 p \cdot e^{-h(\delta)}
$$

Proof. Let us assume w.l.o.g that $\frac{d_{X}}{p_{Y}}>\frac{d_{Y}}{p_{X}}$, where $d_{X}$ is the maximum degree of $X$ and $d_{Y}$ of $Y$. We will call each variable $i$ of $X$ heavy, if $d_{X i}>\frac{m}{p_{X}}$ and light if $d_{X i} \leq \frac{m}{p_{X}}$. The
same goes for $Y$, we call heavy $Y$ those with $d_{Y i}>\frac{m}{p_{Y}}$ and light $Y$ those with $d_{Y} \leq \frac{m}{p_{Y}}$. We will first prove that those tuples that have both variables being light are well distributed with high probability. Then we are going to prove the same for tuples that have at least one of the variables being heavy. Finally, doing a Union Bound we will get our result.

Case $i$ (light): We only have light values of $X$ and $Y$. That case is proven by 6.5. For $r=2$ and $b=1$ we get that

$$
\operatorname{Pr}\left(L_{2}>(1+\delta)^{2} \cdot \frac{m}{p}\right) \leq 5 p \cdot e^{-h(\delta)}
$$

where $\frac{m}{p}$ is the dominating term in that scenario and thus is equal to the $O p t 2$.


Case $i i($ heavy ) : Now, we have tuples that have at least one heavy variable. Lets assume that we have to distribute tuples that have heavy $X$ values. The key observation here is that we can only have a small number of different heavy values. For instance, the number of heavy values in $X$ cannot be more than $p_{X}$ by definition because $d_{X}>\frac{m}{p_{X}}$. Combining that with the fact that we work with a set and we have $d_{X Y}=1$ we get to the conclusion that the maximum degree of $Y$ cannot be higher than $p_{X}$. Now, we can think of doing the hashing of the $X$ variable into $p_{X}$ processors and then each processor hashing according to the $Y$ variable and distributing his own tuples to $p_{Y}$ processors that have the same $X$ axis. Of course the final distribution is the same if we do it all in once but it is easier to understand the proof thinking that way. Distributing according to $X$ and using the Theorem 6.6 we get that

$$
\operatorname{Pr}\left(L_{1 x}>(1+\delta) d_{X}\right) \leq p_{X} \cdot e^{-h(\delta)}
$$

where $L_{1 x}$ is the maximum number of tuples in any of the $p_{X}$ columns. This means that with high probability $L_{1_{x}}$ would not be more that $(1+\delta) d_{X}$. Now we consider the
distribution of each column to $p_{Y}$ processors according to the $Y$ variable where the maximum weight is $L_{1_{x}}$. We can directly apply the Theorem 6.2 using $\beta=1, K=p_{Y}$ and $m=L_{1_{x}}$. Note that in order to use the Theorem we need to ensure that $d_{Y} \leq \frac{(1+\delta) d_{X}}{p_{Y}}$ which is true because $d_{Y}=O\left(\log \left(p_{X}\right)\right)$ after distributing the $X$. The reason why is because the expected number of tuples in each column is 1 value of X which means that the expected degree of $y$ in each column is also 1 . So the biggest degree of $Y$ must be $d_{Y}=O\left(\log \left(p_{X}\right)\right)$ with the same logic. By applying the 6.2 we get that:

$$
\operatorname{Pr}\left(L_{1 y}>(1+\delta)^{2} \cdot \frac{d_{X}}{p_{Y}}\right) \leq p_{Y} \cdot e^{-h(\delta)}
$$

where $L_{1 y}$ is the maximum number of tuples in any processor in one particular column given that the load in that column is at most $(1+\delta) d_{X}$. To find the total probability of all, we do a Union Bound over all $p_{X}$ columns because this result is just for one. We then do an other Union Bound of the event that $(1+\delta) d_{X}$ would be the maximum load in all columns and that there would be a normal distribution to the $Y$-axis : The result is that

$$
\operatorname{Pr}\left(L_{2}>(1+\delta)^{2} \cdot \frac{d_{X}}{p_{Y}}\right) \leq\left(p+p_{X}\right) \cdot e^{-h(\delta)}
$$

We apply the same logic when we have to distribute values with heavy $Y$. There cannot be an $X$ value with degree more than $p_{Y}$ and thus while distributing the heavy $Y$ we get an $\mathrm{O}\left(\log p_{Y}\right)$ maximum degree of $X$ and consecutively the same inequality as the one above but instead of $\frac{d_{X}}{p_{Y}}$ we have $\frac{d_{Y}}{p_{X}}$ which is less than $\frac{d_{X}}{p_{Y}}$ so we can substitute it.

$$
\operatorname{Pr}\left(L_{2}>(1+\delta)^{2} \cdot \frac{d_{X}}{p_{Y}}\right) \leq\left(p+p_{Y}\right) \cdot e^{-h(\delta)}
$$

Using an Union Bound to calculate the probability that both light and heavy values will be distributed well, and the fact that $p_{X}+P_{Y} \leq p$ we get that:

$$
\begin{equation*}
\operatorname{Pr}\left(L_{2}>(1+\delta)^{2} \cdot O p t 2\right) \leq 8 p \cdot e^{-h(\delta)} \tag{6.1}
\end{equation*}
$$

To conclude we proved that with high probability, we have an $O\left(\log ^{2}(p)\right)$ approximation for the case of 2 dimensions.

The key to this proof is to manage to distribute the one variable without having a concentration of same values for the variable. We manage this by applying the theorem we proved for the 1 dimension. Furthermore, we take advantage that there cannot be many
values with high degrees and thus we can handle those few in such way that they will be distributed evenly with high probability. Finally, we take advantage that if many events happen with exponentially small probability, then their union will also happen with exponentially small probability. This means that the chance of diverging from the desired approximation remains small in all the cases.

The next thing we are interested in solving is the case of 2 dimensions where $d_{X Y} \neq 1$. This question is not only interesting to complete the proof for all the possible input we can have for the case of 2 dimensions, but is also a key step in order to generalize the proof for the case of $r$ dimension. We conjecture that for the case of $d_{X Y} \neq 1$ we can still get a polylogarithmic approximation to the lower bound.

So far, the proof of theorem 6.1 guarantees that for the case where $d_{X Y} \leq m / p$ the bound still holds. With our proof of theorem 6.7 we have proved that even for the case where $d_{X Y}>m / p$ we can guarantee the logarithmic approximation as long as the the degree $d_{X Y}$ is less that $\max \left\{\frac{d_{X}}{p_{y}}, \frac{d_{Y}}{p_{X}}\right\}$.

The only case left that we have not proved that this bound holds is when $d_{X Y}>$ $\max \left\{\frac{d_{X}}{p_{y}}, \frac{d_{Y}}{p_{X}}, \frac{m}{p}\right\}$. By solving that case we would have completed the proof for any 2 dimensional input relation and we would have made a key step for generalizing the proof.

### 6.3 Conclusion

In this chapter we presented the main result of the algorithm for the case of no skew and when the skew is under a threshold. Furthermore, for the case of 1 and 2 dimensions we proved that we can get near optimal results even when we have values with degrees that surpass this threshold.

The question we are naturally asking is : can we generalize it to $n$ dimensions where $n \geq 3$ and prove that we get near optimal results compared to the lower bounds of the algorithm? We conjecture that for dimensions, an $\mathrm{O}\left(\log ^{d} p\right)$ approximation algorithm is feasible under any distribution. Can we prove that?

While trying to solve the problem where, in our input, the $d_{X Y}$ is the dominant term of the lower bound, many questions and problems are arising concerning the binary relation with a strong graph-theoretical aspect.

The binary relationship can be represented as a bipartite graph where the X variable are on the left and the Y variables on the right. Each edge in the graph represents a tuple that has the corresponding X and Y variable that the edge connects. Having said that,
given a sequence of values of X and Y , what is the worst edge assignment scenario for that distribution according to a given randomized algorithm? Furthermore, out of all sequences what is the worst sequence case you can have ?

By Solving these problems we kill two birds with one stone. First we contribute to some interesting graph theoretic problems and at the same time we get intuition and one step closer on how to generalize and prove the bound we want.
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## Кечи́ддаıо 1

## Eı $\sigma \alpha \gamma \boldsymbol{\omega} \boldsymbol{\gamma} \boldsymbol{\eta}$














## 






 $\mu \alpha \varsigma$ عívaı $\chi \rho \eta ́ \sigma \not \mu \varepsilon \varsigma . ~ Г ı \alpha ~ \tau о ~ \lambda o ́ \gamma о ~ \alpha v \tau o ́, ~ \alpha v \tau i ́ ~ v \alpha ~ \psi \alpha ́ \chi v о ч \mu \varepsilon ~ \pi \alpha ́ v \tau \alpha ~ \gamma ı \alpha ~ \tau \eta ~ \beta \varepsilon ́ \lambda \tau ı \sigma \tau \eta ~$




### 1.2 Oоıоио́я Поорди́иатоร











## 









 лодоүเбто́v.

## Кецо́ддаıо 2

## Movté $\lambda o$


 ov.

### 2.1 Movt ̇̀ $\mathbf{\lambda}_{\mathrm{o}}$ MPC





 $\kappa \alpha ́ \theta \varepsilon \gamma \cup ̛ \rho о \varsigma ~ \alpha \pi о т \varepsilon \lambda \varepsilon i ́ \tau \alpha \iota ~ \alpha \pi o ́ ~ \delta v ́ o ~ \xi \varepsilon \chi \omega \rho \iota \sigma \tau \varepsilon ́ \varsigma ~ \varphi \alpha ́ \sigma \varepsilon ı \varsigma: ~$




















 $\tau \varepsilon \lambda \varepsilon \cup \tau \alpha i ́ o \varsigma ~ \kappa \alpha \iota ~ \tau о ́ \tau \varepsilon ~ \theta \alpha ~ \varepsilon ́ \mu \alpha \sigma \tau \varepsilon ~ \sigma \varepsilon ~ \theta \varepsilon ́ \sigma \eta ~ v \alpha ~ \lambda \alpha ́ \beta о ч \mu \varepsilon ~ т о ~ \alpha л о т \varepsilon ́ \lambda \varepsilon \sigma \mu \alpha . ~$

## Кечо́ддаıо 3

## 






## 

 Ulman [1] к $\alpha \iota \mu \circ \iota \alpha ́ \zeta \varepsilon \iota ~ л о \lambda v ́ \mu \varepsilon \varepsilon ́ v \alpha v ~ \alpha \lambda \gamma o ́ \rho \iota \theta \mu о ~ \tau \omega v$ Suri к $\alpha \iota$ Vassilviskii [23] $\gamma \iota \alpha$ тоv







 ठıáवтабŋऽ k.



 $\alpha \pi \alpha ́ v \tau \eta \sigma \eta$ бто єрळ́тๆиа $\mu \alpha \varsigma$.

## 








 ठєठоцє́vа.

## 












## Кечо́ддаıо 4

## 






## 




 тıк人́ то тı ко́vعเ:

```
Algorithm 1 Ал \(\lambda \eta \sigma \tau 0\) Iбоऽиүю
    \(i \leftarrow 1\)
    for all \(a \in \operatorname{adom}\left(X_{1}\right)\) do
        if \(L_{(i)} \leq m / p\) then
            for all \(t \in R\) s.t \(t . X_{1}=a\) do
            \(D(t) \leftarrow(i)\)
            end for
        else
            \(i \leftarrow i+1\)
        end if
    end for
```




## 

 $\lambda u ́ \varepsilon \iota ~ \tau о ~ л \rho о ́ \beta \lambda \eta \eta \mu \alpha \varepsilon \xi \iota \sigma о \rho \rho о ́ л \eta \sigma \eta \varsigma ~ л о \lambda v \delta เ \alpha ́ \sigma \tau \alpha \tau \omega v ~ \varphi о \rho т і \omega v ~ \alpha \rho к \varepsilon i ́ v \alpha ~ \xi \varepsilon ́ \rho \varepsilon ı ~ \tau \alpha ~ \beta \dot{\alpha} \rho \eta$

 $\alpha \rho \iota \theta \mu$ о́s $\tau \eta \varsigma \delta \iota \alpha ́ \sigma \tau \alpha \sigma \eta \varsigma \tau \omega v$ ס $\varepsilon \delta \circ \mu \varepsilon ́ v \omega v$.

```
Algorithm 2 A \(\lambda \gamma\) ó \(\rho \stackrel{\theta}{ } \mu_{\circ}\) ऽ VLB
    \(\beta \leftarrow\left(1+\frac{1}{\gamma}\right)^{1 / \Lambda}\)
    for all jobs \(j\) do
        assign job \(j\) to machine \(s=\underset{i}{\operatorname{argmin}} \sum_{k=1}^{d}\left[\beta^{l_{i}^{k}(j-1)+a_{j}^{k}}-\beta_{i}^{l_{i}^{k}(j-1)}\right]\)
        for all k do
            let \(l_{s}^{k}(j) \leftarrow l_{s}^{k}(j-1)+a_{j}^{k}\)
        end for
    end for
```


 ঠúo ठıабта́бєıऽ.

## 






 тทऽ $X \mu \varepsilon \tau \alpha \beta \lambda \eta \tau \eta ́ \varsigma ~ \tau o v \varsigma$.


 $\rho \iota \theta \mu$ оз:

```
Algorithm 32-Balance
    split \(X\) to Heavy and Light values.
    for all \(a \in \operatorname{Heavy}(X)\) do
        apply Greedy Balance
    end for
    for all \(b \in \operatorname{Light}(X)\) do
        for all \(Y \in \operatorname{Light}(X)\) do
            apply Greedy Balance
        end for
        \(\forall X \in \operatorname{Light}(X)\) get the weights \(a_{j}^{k}\)
        apply \(\Lambda\)-VLB to the Light \(X\) Values
    end for
    \(\forall X\) get the weights \(a_{j}^{k}\)
    Apply \(\Lambda\)-VLB to \(X\) value.
```


 عívaı $O\left(\log ^{2} p\right)$ о́лоv $p$ о $\alpha \rho \iota \theta \mu$ о́s $\tau \omega \nu$ vлодоүเбто́v.




 $\lambda v ́ \sigma \varepsilon \iota \varsigma ~ \kappa \alpha \iota ~ л \varepsilon \rho ı л \lambda \varepsilon ́ \kappa \varepsilon \iota ~ \kappa \alpha \iota ~ \tau \eta v ~ \alpha v \alpha ́ \lambda v \sigma \eta . ~$

## Кечи́д $\alpha$ เо 5

## 









## $5.1 \Upsilon \lambda о л о$ í $\Upsilon \sigma \eta \Upsilon \pi \varepsilon \rho \kappa v ́ ß o v \mu \varepsilon$ Hashing









 бขүкєкрццє́vovऽ vлодоүเбтє́ऽ.






## 5.2 Алотє $\lambda \dot{\varepsilon} \sigma \mu \alpha \tau \alpha$

 $\mu \varepsilon ́ v \alpha \chi \omega \rho i ́ \varsigma ~ \alpha к р \alpha i ́ \varsigma ~ \sigma \cup \chi \vee о ́ \tau \eta \tau \varepsilon \varsigma$.










 $\alpha \rho \kappa \varepsilon i ́ ~ \tau \alpha ~ \delta \varepsilon \delta о \mu \varepsilon ́ v \alpha ~ \varepsilon ı \sigma o ́ \delta o v ~ v \alpha ~ \varepsilon i ́ v \alpha ı ~ \sigma \varepsilon \tau, ~ \delta \eta \lambda \alpha \delta \eta ́ ~ v \alpha \mu \eta \nu ~ v \pi \alpha ́ \rho \chi о v v ~ \delta ı \tau \lambda \varepsilon ́ \varsigma ~ \tau \iota \mu \varepsilon ́ \varsigma . ~$



 $\mu \varepsilon \mu \varepsilon \gamma \dot{\alpha} \lambda \eta \eta$ лı $\theta \alpha v o ́ \tau \eta \tau \alpha$.
 paívovtaı otov лívakа:
 $\chi$ ขо́тๆтєऽ

|  |  |
| :---: | :---: |
|  |  |
|  | $O\left(\log ^{d} p\right)$ |
|  | $O(\log p)$ |
|  | $O\left(\log ^{2} p\right)$ |

## Кечо́ддаıо 6

## Елі́добоร

### 6.1 Meג入ovtıкоí $\boldsymbol{\Sigma \tau o ́ \chi o 七 ~}$















 каı үı $\alpha$ ó $\lambda \varepsilon \varsigma ~ \tau ı \varsigma ~ \delta ı \alpha \sigma \tau \alpha ́ \sigma \varepsilon ı \varsigma . ~ \$$

 $\pi \alpha \rho \alpha ́ \lambda \lambda \eta \lambda$ оь к $\alpha \iota \alpha \pi о \delta$ тько́.
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