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Abstract

The majority of the modern high speed (exceeding 100Gbps) fiber-optic networks utilize both
high throughput and higher order modulation schemes to cope with the bandwidth hungry modern
telecommunication needs. A key enabler of such systems is coherent detection and at the heart of
a coherent detection receiver lies the Carrier Recovery sub-module.

While the bandwidth efficiency increases a lot with higher constellations usage (16-QAM, 64-
QAM, 256-QAM etc) the noise tolerance of the link becomes even more critical and Carrier Re-
covery requires state-of-the-art hardware solutions. Unlike in wireless communications where the
Carrier Recovery is accomplished with Digital Phase Locked Loops (PLL) in high speed optical
networks there is the need of high-performance and high-parallelism hardware to keep up with the
increased speeds and overcome the barrier of the limited CMOS circuit speeds.

The current thesis aims at implementing a high efficiency, feed-forward Carrier Phase Recovery
algorithm on an FPGA platform, targeted at 16-QAM real-time Digital Coherent Receivers. The
highly-efficient FPGA platforms give us the opportunity to boost up the speed of our design by
supporting an big external parallelization order.

In the beginning, we compare the industry benchmarks Carrier Phase Recovery algorithms
(Viterbi-Viterbi, Blind Phase Search) with a less popular but highly-efficient alternative (NLS
Estimator). During the comparison stage, we derive its optimal parameters (filter’s type, filter’s
length) through simulation. To facilitate its efficient hardware implementation we perform a poly-
nomial approximation on the core element of the algorithm.

After implementing the algorithm on the FPGA platform we perform various measurements to
evaluate the system’s performance and efficiency.

From the performance investigation we have found that the NLS Estimator algorithm can
be successfully ported on the Virtex-7 Family FPGA platform and it can provide us with high
throughput beyond 46 Gbaud net rate. The system also exhibits good linewidth tolerance since all
of the hardware configurationswe tested presented ...... SNR penalty for 28 GBd and for linewidth
between 200 kHz and 2 MHz which is a safe margin covering more than the bandwidth of modern
External Cavity Lases. All things considered our system implementation can support not only the
current state-of-the-art networks but also the tomorrow’s bandwidth demanding ones (300Gbps

+) while yielding efficient performance and increased flexibility.
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ITepiAnmTinny Andooom

Ta tehevtala ypévia 1 xerion Tou Internet xou twv ddxtuaxdv tépwy (cloud services, mobile i-
nternet, online gaming) napouctdlet eviunwotax) adénomn. Toavtdypova, mapotneeito pio ahhoryf ot
pLomn TS xivnong TG0 N araltnom Yiot YeNnYopoteen TedoPacy 660 xaL 1 YeNoT QPOPNTLY CUGXEUMY
NV €Y0UV XATACTHOEL TOAD To duvox) ohhd xou ampdPAentn. Xe autd to mhalolo, 1) yerion onti-
AWV ETUXOVWVIOY X TOTaL omapolTnTn WOTE Vol X0ALGUOUY Ol ANATHOELS TWY ONUERVOY ARG XalL
HEANOVTIX®Y TNAETXOWVWVIOXGY OixTOwY. Tlpdyuatt, to obyypove ontixd dixtua TEoopépouy TOAD
ueYoNOTERES T UTNTES HETAQOpds Bedopévmy (100-400 Gbit/s avd prixog xduatog) xou anodotixbte-
en xehon Tou dadéoipou edpoug Lavne (bandwidth) oe oyéon e g oupPoatinés TAeTXOWWVIIXES
Lebeic (evolppata, aolppota). Emmiéov, 1 uioVétnomn xouvoTtoumy TEYVOAOYLOY X0l UpYLTEXTOVIXMY
oto olyypove ontixd dixtua (coherent optical communication, flexible optical networks) npoogépet
TN SUVOTOTNTAL YLOL O EUEALXTOL OTITLXS BIXTUOL tatVd VoL BLOYELRLE TOUY TNV BUVOLXT Xol ALEAVOUEYN
Btaduetuoxy) xivnor. Boowxd otolyelo evog euéhixtou omtixol Sixtiou elval oL euExToL, emovopul-
uwlbpevol ortixol noprodéxtec (flexible optical transceivers), txavol va Soyelpto o0y Suvouind Toug
Slardéoigoug BXTUOKOUE TOPOUC AVAAOYA UE TIC AMOUTHOELS TNS TnAemxovwvioxic xivione. Ta tny
ulomoinom evée TéTolou Topmodéxtn eivan amapoltntn 1 xeRon dnelody nhextpovindv (FPGAs, A-
SICs) xodde xan 1 e@oapuoYh e Yngloxic enelepyaciag ofuatog (DSP).

O cOyypovol (coherent) TnAemxoVGVLIXOL BEXTEC UTOPOVY VO TOMATAACIEGOUY TO pUIUS UETEBO-
ong Oedouévwy oTo NN eYXUTEGTNUEVO onTtixd Bixtuo. Autd xodioTtatan duvatd péow g Yerong
LPNAOTEPWY PUINGY BlaLdEPLONS.

O xhaooiéc ontinég (ev€elg xwdxonololy TNy Thnpogopla 6To Pépoy ofua U€ow Tne Slaude-
pwong mhdrouc (ASK elxéva[2.2)), Snhadi) avomapiotoly Ty dngloneh duadud] Tinpogopiar (0 A 1) pe
drapopeTind TAGToC (SnAadh tdom) oto petaddduevo nhextpoparyvnTind xOua. Me autéd tov 1pbrno, o
BEXTNE YENOLHOTOLOVTOS Wiot amthy) SLdTod ) PwToBLOd0U UTOPEL Vo UETAPEJTEL TNV ELCERYOUEVT TANRO-
poplor cUYXHEIVOVTUC TNV TEOOTUTTOUCW TAOY) PE EVOL CUYXEXPULEVO XU TTROXUVOQIOUEVO XATOPAL.

0 0

Baseband
Data

ASK modulaten—\mw

signal

A cos ot A cos ot

Eyhua 1 Apyh hertoupyiog tng dioaudppuwong mhdtoug ASK

Emnpéoteta, ye v yeron vPnhdtepwy puduoy dlaudepunons Uunopolue TAEOV Vo XwOXOTOL-
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fioovue TAnpogopia Gyt wévo oto TAdToc tou H/M xlpoatoc ahhd xou otn @dorn xou 1 cuyveTnTo
tou. 'Etol, eved péow g ontixrg tvag uetadideton o (Blog aptduds xupdtwy, oty npdén Aaufdvouue

TEELo0GTERY) TANROYOELA.

BéBoua, yio TV owoTh xan €yxouer) anoxwdxonolnon authc Tne Thnpogoplag amouteiton 1 yeron
TOANUTAOXOTEPWY XUXAWUATWY 010 3éxtrn. Idavixd, pe tn yenowomnonon ¥npioic enelepyacioc
ofoTog 0 BExTNg AauBdvel To GOVORO TG TANEOPOEING TOU UETABIBOUEVOL XVUATOS Xl UTtOpEl ThéoV
VoL T0 ENMECEPYOOTEL X0 VO TEAYHATOTOWOEL avTloTdiplon gawvouévey énwe (Chromatic Dispersion
(CD), Polarization Mode Dispersion (PMD)) xodc xon vor ANPel T puetadidouevn Slapop@uuévn

Thneogopla amd TN GACT XA TN CLUYVOTNHTA.

Topaxdtey PAénovye eva Topdderyua oUYYEOVOU BEXTN TOU Ypnotonotel autyde Ynpioxy enelep-
yaolo ofgoatog yia Ty anodopufonolincy xo TNV avexTNon Tou GHUUTOG @

,./ Structural Level \.y / Algorithmic Level \.

- Yso© |Y-J' xea* | xof
Front-End Imperfection e =
- . Deskew/Normalization
Compensation Orthogonality Compensation
2.CD Estimation
and Compensation
Channel Impairment T | — ] -
Equalization —r
3. Symbol Synchronization
4.FMD Compensation
and Polarization Demux.
Timing Recov: o - | ey i
B ks 5. Carrier Frequency Offset
Estimation/Compensation
|
6. Carrier Phase
Estimation/Compensation
Carrier Recovery |
Ya Yi xe |xi
\ /' .\o . . /'

Syfua 2: Evdexxtnd, O Baoxég Souuxéc povddeg evdg olyypovou déxtn mou yenowonolel dnplaxt

ene€epyooio oApaToc.

‘Ocov agopd Toug LPNAoTEROUE PUBHOVC XWBXOTIOMNGTE 1) TAEOY EVREWS YENOWOTOLOVUEVY) TEYVIXY
elvow 1 M-QAM xwdxononon. Lty oucia xdde xdua nepléyel TAnpogopla 1660 610 TAdTOC TOLV 660
xoL oTN Qdon tou. Mo edin] Hoppr) auTAC TNS xwdonolnong BAETOUUE TapUXdTw OTNV EXGVAL
([2.5). Zmmv cuyxexpwévn xwdwonoinon, xdlde xiua pépet d0o Poduoic daubdppemone xatd domn xou
évay xatd mhdtog. Kwdixomowdvtag dnAadh v mAnpogopla o€ TE0OEQIC XATAOTACELS UTOPOUUE Vol

petadooupe 2 bit avd H/M xdpo.
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LD 4 Q Ly

(1-1) | 1-1
Wec = Carrier Frequency, | = In phase channel, Q = Quadrature channel

Syua 3: Apyn Aertovpyiag e xwdixonoinone QPSK

BéBaua, mépa amo v QPSK xwdixomoinon undpyouv xou xwdixonotfioels udmidtepwy pududy.
Tétolec pnopel va eivor ov (16-QAM, 64-QAM, 256-QAM xox). Y autéc xwdixonoobvro 4, 5, 6
bits avtiotoiya oe xdde H/M xOua. ‘Oco peyohdtepog eivor o pudude xwdixonoinong 16co wxpdtepo
elvan to emitpentéd MepLdmplo YoplBou xaldde yia Ty Bla .oy b teplocdTep GUUBOAA XwdlxonolvvTaL
oTOV (Bl YWEO YE AMOTEAECUN VoL UELOVETAL 1) LETOED TOUC OmOCTAON).

‘Ocov agopd tov eloepyduevo B6puo 6o ofjua pag €youde xdvel Tig e€hg mapadoyés. Aopfdvoupe
umody udc uévo to VépuBo pdone, o onolog TeoépyeTol amd TNV AcLUPwVia QdoNne Twv laser xadwe
xaL ToV eloepyduevo and to tep3dihov YopuPo o onolog woviehonoteiton we Additive White Gaussian
Noise (AWGN).

Kaddde, 6nwe npoeinoue, xdde laser Sopépel onpoavtixd and xdde dGANO ¢ TEOC TNV EXTEUTOUEVT]
oxtvoBolia To cUoTNUN UToPEREL omd ToV AeYouevo Hopufo gdone. Axdua xou yia laser mou €youv
APAETE MAPATAOLAL CUYVOTNTA , OL UXEES DLlapopéc ot auTHY 0dNYOLY Gt 0ANOIKGY) TOU CHUAUTOS XATE
v avdxtnon tou oto déxtr. H adholwon auty eivon opath| ue ) popen “otpuhluatoc’ Tou aoteptopol
Sradpgwone (@) (Qc aoteplopéc dlopdppmwong EVVoELTaL 1 ovVamaEdoTaoT TOU GUVEAOU TOL dAPABNTOL

TV UETOOOOUEVLY ONUATOY OE TOMXEC CUVTETAYUEVES).

Q

Syfua 4: Yjuo ahhowwuévo e Y6pufo @dong

Eldaue Aowndv tny mpoxTixt eQopUoy) TS oUYyeovne dlodppwong xadde xal To Ueydho x€pdog
Tou auTH] Blvel oe €val omTiNd TAeTxovwVLKS cLoTnua. H alholiwor tne @dong Tou pépovtog Sung
#xOTE ETTANTING TNV AVTICTEOPY| AUTOU TOU (QOUVOUEVOU (OTE VO UTHEYEL ATOBOTIXY AVAXTNON TNG

ninpogoplag. Kadde ol tayltntee yetddoone minpopoplac otar olyypova TAemixovemvioxd dixtuo
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vivovTon 6Ao ol o YEHYORES T AVOhOYIXE NAEXTEOVIXE CUCTAUATA SEV UTOPOUY VO TROCUPIOCTONY
otoug LMAolg puduolc petddoong. Axdua xal ol xAacouxol TPOTOL AvVAXTNONE PAoNS, OTWS oL Bpdy oL
avadpaone Costas, anodetxviovton e&ioou avixavol va oxohoudnocouy Tic cUYyEoves Wioktepa UPmAée
TaryOTNTES.

Yuvunoroyilovtag dha ta mpoexTtedévia, XaToBEVOETOL 1 avdyXn Yol TV yenolonoinoyn cu-
oTudTeY VPNAAC TaydTNTaS Xou oxdua uPniotepne topoAiniioc tne enelepyaoiag. Tétoleg Adoelg
aroteholv ol mhatpdpuec FPGA ol omoleg éyouv, mhéov, éyouv peydho Badud evowudtwong ota
oUYYPOVO TNAETIXOWVOVLOXG cuoTHUOTA LPNAAC anddoong.

To FPGA eivar oty ousia évag cuyxepaouds hoyiomxol xou bAxol. H Suvotdtnta avarnpoypo-
HATIOMEVOS TOUC, axdpa Xl xotd T didpxeta Aettovpylac Toug Ta xahoTobv Tic mhéov BéATioTeg
Mooelc oe eQapuoYEC pe duvoxy) avdteot) Topwy OTwe eival oL GUYYPOVEC TNAETUXOWVWVIAXES EPUO-
wovée. Tupoxdtew (exdva 2.11) Préroupe tnv apyitextovixd evéc FPGA.

m] R ==
B Nl DB CO0D0 o]/ oHb .
ol Qe 60000§) :%_'p

BN oO080 Hi=t

DG ‘[:xf”“ﬁoogooooog ~] D)

PROGRAMMABLE s DO0000D0 o 110 BLOCKS

INTERCONNECT i‘; 00000000 §

(300000000 ¢
00000000
oo S0l e

LOGIC BLOCKS

Yyfuor 5: Mo aponpetinty avamapdotact tng apyttextovixrc evoc FPGA. Yto oyfua gaivovto o
uéen CLB, IOB xadog xan ot tpoypauotilOUEVES ECWTEPIXES BLUCUVDETELS

Ta cuctotind otouyeia evoc FPGA apyxd Siatdocovial xoL TpoTomolodvTal ono Tov YeHoTn Ue
TpoYPUUATIO TG TeoTo. ‘Eneita péow e eyypaphc’ Tou Pnglaxol oyediov oto FPGA ulomololye
otnv oucia éva ASIC ohoxANEwUEVO XOXAWHOL ELBIXME TEOCUPHOCUEVO TNV Aettoupyia Tou entduyo-
Ope. Me autd tov tpdmo elvon e@uxtd vor emTOyOUUE TOAD UEYAAT ToPaAANAlo XU XAT ETEXTACT] TOAD
ueydhee tayitnTeg enedepyaoiac Twv dedouévmwy oe cUYypova ontxd TnAemxowvwviaxd dixtua. To
EMOTNROVIXG TS Tedlo Tar TeEheuTalol Ypdvia EEEpELVATAL EVTOTIXG, XAHMEC OL ToVTNTESC TOV ANALTO-
Ovton oty eneepyaoio xou TN UETOPORd Bedouévwy yeRlouv apTidTepnY TEXVIXWY anodopuonoinong,
ol omnoleg xadloTovton Suvatéc wéoa amd Ty yerion twv apyitextovixwy FPGA.

H napotoa epyacio aoyorelton e tnv pehétn xau v vhonoinor oe apyttextovxr) FPGA evic
ahyoplduou avdxTnong TNE PaomNS Tou PEEOVTOC XVPATOC, TTOL GTOYEVEL OE GUYYPOVA TNAETUXOVGVIAXAL
ovoTAuata LTEE-LPNAGY TayLThHTwY (100Gbps - 400Gbps) .

Trdeyer mAndopa TeX VXY xou ahyoplduny avdxtnong e @dong tTou @épovtog xouatoc. Mia
eldomold¢ dlapopd TV ahyoplduwy Tou UEAETAUE TNV ToEOoUcA, EVAL TO YEYOVOS OTL XAVEVG OA-
yopriupoc dev mepLéyel Bedyouc avddpoaonc. To yopuxtneiotxd autd xahotd toug und e&étaot alyo-
plduouc txavolc va evonuatwloiy oe eva LPNATC anddoone TNAEmXOVLVLIXG cOGTNUA, EV avTIIECEL
ue auTtolg Tou TepLEouY Bpdyouc avddpaong, 6nws o okl dnuoguiic Costas Loop.

M eupéng Bladedopévn teyvixr, ewdixdtepa yioo dloapoppnoeic QPSK amotelel o alydprduog
Viterbi-Viterbi [I]. To oymuotixd didypoppo xon 1 apyn Aettoupylac Tou TopoucldlovTol OTiC Topo-
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*4Tw EUOVECS xa3.2]

1,(1)=1,exp {6, (1) + 6, (i)} 0,(i)

Symbol
arg (*) > Decoding |——»

0=0, (1)+6n(i)

Phase
estimation

- -~ -
- -
- ~~
- -~ o

—»(*)M»Z'i—barg(*)—»+M = 6.=0,(i)

Yyfua 6: Xymuatind didypoppa tou akyopliuov. VV4PE

>
>
>

-
f
'

E) 4-th power -0,

Sy 72 Apyn hertoupyiog tou aiyoplduov VVAPE. Me tnv Owon otny tétopetn dOvaun apopobue
TNV BLILORPOOY) U6 TO GHHUN XL UTOPOUUE VO EXTHCOUNE TNV UmOXMOT TNG QACNS TOU.

Tt vou vomdet Blxoun), 1) ETYELROVYEVY UE TNV TopoVoa UEAETY GUYXELON TNE Tapary SUEVNS axpifBetag
peTo€l Twv ahyopliuwy, Yo oToyebooUUE oy d oTNY BEATIo TOTOMGT TWY ANOTEAECUATWY TOUG. Au-
16 Yo emtevydel péow e BérTioTne pidione Twy tapauétewmy Tou Tic Yapaxtnelilouv. Ot tapductpol

ue tic onoleg Vo aoyorndolpe yio Tov xde ahyoprduo elvor ol TapaxdTe:
o Turoc ®iktpou

1. ®iktpo xwvolpevou péoou
2. ®{Atpo Mnidx
3. ®{ktpo Wiener

o Méyedoc Piktpou

I tov ouyxexpiuévo ahyopruo VVAPE, 6nwe xon yia toug emouevoug anodelydnxe melpouatixd
o6t 1o @lhtpo Wiener éyel tnv xahltepn amoxpior téco oto YopuPo @done 6co xou 6to eninedo tou
onpatotopufixol Adyou.

To @iltpo autd anotelel otnv ovoia éva menepacuévo @idtpo FIR tou omolou ol otadepés a-
TOTEAOUV aptduNTIXES OElég exeTind PELOVUEVES XL CUUPETEIXES WC TPOS TO XEVTEXS onucio Tou

plitpou. H emtuyla tou éyxelton oto yeyovde 6,tL 1 petobuevr onpacio mou diveton oto cOYBola Tou
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AMEYOUV YPOVIXE. amtd TO xevTpxd omnueio e€acpaiilel emtuyéc @uAtedpioua Tou YoplBou xau cuveyn
aviyVEUOT) TV FAAXY®Y OV TEoXahoLVTHL and To YopuBo pdoNC.

BéBoua, 1 yenor tou ot mporypoatixd cusThidota dev cuvntileton xardde Topd TRy emtuy Y Aettovpyla
TOU, OMAUTEL HEYEAT] TOANUTAOXOTNTO GTOV GYEBLIGHUO TOL.

To @ihtpo pmhox xou xvolUevou PEcou TapoLGLAloVTaL OYNUATIXG OTIC TapaxdTe exdves ((3.4]

3.5).
ﬁ Continuous Move

.S1s25s3 S4 s5 sb S7 s8 s9 ...
Window = 3

(S4 + s5 +s6)/3

Eyfuoer 8: Apyn hertoupyiog Tou @iATEoL XVOUPEVOU UEGOU

To ¢ihtpo xwvoluevou uécou mapdyel Eexwpelotd anotéheoyo yia xdde xouwvolplo clpforo mou
ene€epydleton xou avdroya e To Yéyedog Tou unopel vo oxohoudel oe yeyohltepo 1 uixpotepo Padud
™V ooy @doewy. e yevxég ypaupéc Oev €yel ToAUTAOXTY VAOTOMNMOT Xou YIWTH TEOTWATAL O
eappoyéc Pneoxic enelepyaoioc ofuatoc.

sl s2 s3 s4 55 s s7 s8..

Wlndow 2
(s1+5s2)/2
(s3 +s4)/2
(s5 +s6)/2

Eyfue 9: Apym hertovpyiog Tou @iktpou umhox

To umhox giktpo elvon axdua éva anAd otny vAomonon Tou GIATEO, TOL dUWS TAUPdYEL dEXETH
xoAG anoteléopata boov agopd TNy arnodopufonoinoy. H andxpeior) tou BéRaia otov Bépufo ¢pdone
elvow yepdtepn and TNy avtioTolyn Tou GIATEOU XWVOVUEVOU UEGOL.

‘Onwe npoeinope Aowmdy, o ahyoptduoc VVAPE anotekel boviny) Mo, youniic TOAUTAOXOTNTAS
yia orjparto Ye dapdppoon QPSK. Kadde 1 diaudepnon ueyahovel o akydprduog aduvatel vo oviyve-
boel To Mog pdong ool mAov tar GUPPBoR TOU 0o TERIOUOU eV amoBAANOLY TN BlUUOEPWOT) TOUS

4 4 7, ’ ’ 4 ’ ’ 7
ue Vwon oty tétoptn dOvoun. H Aettoupyia tou akyoplduou oe tétolec meplotdoeic anattel TOAD
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peydro uéyedog @litpou yio Ty efoywyr alldhoywy anoteleoudtwy. Auto BéBata anotelel yeydio
petovéxtnua oe wa mdavy vlonolnon oe mhateopua FPGA.

"Evag alyopiduog avdxtnong gdorne gépovtog o onotog Yewpeiton onpeio avagpopds, etvar o ahyopLd-
poc Blind Phase Search (BPS) [2]. Anotekel, pdhiota cuyvéd onuelo cdyxplone o€ EMOTNHOVIXES
MERETEC TNC TEYVIXHC avAXTNONE PAoNG AOYW TWV TOAD XUADY ATOTEAECUATWY TOU.

‘Ocov agopd T hettovpyio tou, o (BPS) apyixd Soupel to tohxd eninedo oe ¢y ywviee eAéyyou.
To cbufBoro Teploteépeton @y, PopES xou Yl xdle Wiot amd aUTéS TG Ywvieg urtohoyiletan 1 andaotaom
and 1o xovivotepo oluBolo Tou actepiopol. ‘Enelta yia vo agoupedel 1 nopaudppwor tou ofjuotog
Aoy e YoplBou, mtpoc¥étouue TNy amdotacn N Sladoyxdv cuUBoiwy Tou €YouV TeploTEUPEl XoTd TNV
Bl yowd. H Béhtiotn ywvia Beioxetar unohoyilovtag to ehdyloto dpolopa auTtehv TV anocTéoewy.

‘Eneita eapuélovye outy| ) Ywvio oe xdde éva and to N dtadoyixd cOuBola. Ltny mopoxdte exdva

(3-12) qaivetor to oynuatind didrypappo Tou akyopiduou.

Xio
block 0: r
7 test phase @, Xy MUX A
Al X
| block1: =N
test phase ¢, Sko
: e
Syl
block B-1: : | minC)
test phase g5, s"“,

decision
Ik—’§ » it

exp {jgs}

Yo 100 Mymuatue] avanopdotact tou alyopiduou BPS yenowonouwsvtag ¢ Ywvieg eléyyou.

T tov (BPS) Beédnre émeita and npocopoudoelc mae 1 Wovix T yia 1o thidog v Yooy
ehéyyou ebvar B = 10 evdd to péyedoc tou giktpou e€optdton and to péyedoc tou Yoplfou oto
choTNuaL.

Yuyxexpyéva to uéyedog tou @iktpou mou bivel To BéATIOTA amoteéopata eE0pTETOL dUETHL OO
10 eninedo goaoixol Yoplfou. (¢ ex tolToL, Yl YounAd enineda gacixod YopUPou, emAéyouue
peydho ueyédn @itpwv xodde étol unopolye vo anofldihovue tov emnpéodeto AWGN d6pufo oand
T0 olbotnua. Avtideta, oe mepintdoelg uPniol @acixol YoptBou yeetalopaote uxpd @liteo €tol
DOOTE VoL AVl VEDOUPE ETAEXME TIG T OTUTEC OANAYES TNE PAOTE TOU PECOVTOC.

To peydho mheovéxtnua tou (BPS) elvar to yeyovde 6t pnopel va eneepyactel tov H6pufo
og onoldhnote cloTNua avelapthtwe Tou puluol doudppwone (16-QAM, 32-QAM xox). 'Etot o
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0extng xodioTotan o ELEMXTOC X TEOCUPUOLEToL OTIC EXAOTOTE AMOUTHOELS TNG TNAETIXOWVOVIOXAS
Cebine. BéBaua, etvon GELo avapopdc mide 0 cuYXEXPLUEVOS 0lYOptdHOoC Elvol 0pXETE TOAUTAOXOG XoHOG
yiot x80e cUYPBolo amoutodvton ToNUdELIYES TEAEELS opoLpEcEWY XAl TROGVECEWY, Ol OTolEC UdhloTa
oEAVOLY AVEAOY UE TNV T TNG TOEAUUETEOV @y xaddS %ol Pe Tov utoxeiuevo pudud Slaudppwong.

Téhog Yo avagepBoiye oe evav odydprdpo mou Baciletan otov VV4APE tpononoudvtac tov Béfota
avdhoya, €Tl Bote va xodioToton duvath 1 yenowonoinoy tou ot dpopphoeic 16QAM [3]. O
ahybprdude autde ovoudletor NLS Estimator xou yprnowonotel v W8éa tne tunuatonoinone touv o-
oteptogol 16QAM. Ilio cuyxexpyiéva to oOuBoha oL Unopoly vor GUUBIAAOLY GTNY extiunon e
pdone tou pépovtog (tor xowd cUuPora e tov actepioud QPSK) amoxtolv emnhéov Bdpoc otny
extiunon e @dong, eved To TAGTOC TV LTOAOITWY cLUBOALY undevileton €Tol OOTE Vo unv uTo-
royiletow oty extiunon e @done. H un yeoupuxdtnta tne ouvdptnong egunrneetel enione otny
napaxdte Aertovpyia. Koadde o YépuBoc AWGN emdpd oe wixpdtepo Bodud ota cOpfoha yeydhou
ThdToug ebvan emduevo o Teheutaia va divouv axplBéotepr extiunon tou gaoixol YoplBou xon w¢ ex
toUTov, dlvovtog oe autd peyailbtepo Bdpog €youpe xahbtepa anoteréopata. H owxoyévelo twv un

Y OUUUUDY CUVORTHOEWY TOREYETOL AN TNV TUEAUXITG CUVELTNOT).

)
Felnl) = 270mm]) — g5 ol o
4mou

71— 8p[n] —p3[n]/o? . —p2 /o2 Qp[n]pc
g1(p[n]) = (=1) 1W6( pinl/o") Z [cos(4(i — 1) g )el P/ )[4(1‘—1)(7)] (2)
Po do €L
6mou o2 ebvan 1 cuVBloOpavon tou YoptBou AWGN, 1,,(z) etvon n nt" Baduod petaoynuatiouévn
ouvdptnot Bessel tou mpdtou eldoug xou S elvon 0 ghvoro Twv M onueiwv Tou aoteplouol. NNy
Tapad e ex6va 11| Brénoupe pepinéc amd TS xaUmOAES TOU TORdYOVTaL Ad TNV TOPATEVe GUVEETNOT

X0l AMOVEUOLY TO XaTdAAnho Bdpoc oe xdde cLpBoho avdhoyo e To TAETOS TOL.

APP estimator symbols magnitude

180 . : : :
SNR=15
160 - SNR=20 e
SNR=22 yd
SNR=24 J
140 p
—— SNR=26 /
—_ ///
120 7
[ e
[&]
(2]
> 100
[
S 8ot
8
=
o 60r
40
20

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
Magnitude (arbitrary scale)

Syfua 11: Oucoyévelo U yeopULX@Y cUVIRTACERY anovourc Bdpouc Tou akyoplduou NLS Estimator.

Kot ot tpeic ahyodpripol mou avolloope Teonyouuévng duvavton vo LAoTointoly GE apyITEXTOVIXY
FPGA. BéBaia, epooov mpdxeiton yio daudppwon 16 QAM xo epoappoyy oe uhninic taydtntog
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dixtua oL TpdToL dvo ahybderduol (VVAPE, BPS) dev elvar ixavol va 8doouv xohd anotedéopota, elte
Novw Ty dopdv aduvopdy touc(VV4PEJelte Aoyo tne peyding moAunhoxdTntag mou onotel 1
ulonoinom touc (BPS).

Hapaxdtey Topouctdloute T oOYXEIOT TwY TEIOY aveTépn ohyoplduwny petald toug 3:23] v
pudud dlaudppwone 16-QAM.

18
100 T T T T
: APP
i — — — Viterbi
BPS
107 ENC J
\\ \
N\ i
&2 !
w 10 i
103 B E
eEE
10.4 L L L L
102 1072 1074 105 106 107
linewidth

Syfuo 12: H enldpaom tou gaocixot Yopiffou otoug teelg aiyopliuoug yio otodepd onuatodopufixd
Aéyo SNR= 20.

Etvar qovepr| n Suopopd mou evtoniletor otnyv oxplfelo Twv AnoTEAECUITOV XAl 6TV VoY1 6TO
eninedo gaoixol YopiBou yia toug Tpelc ahyopldpous. Apyixd o VV4PE 8ev pag diver xadolou
XOAG AMOTEAEOUATO XOU ATEYEL APXETS ANO TIC XOUUTOAES TwV GAAwY duo Aéyw Tng aduvauiag Tou vo
Aertovpynoel owotd yio 16-QAM. Aro tnv dAAn o NLS estimator qatvetar vo mopouotdlel yeydin
avoy®) oto goaoixd Y6pufo xou emmAéov qotvetar vor axohovdel opxolVTRS xohd TV xopmdAN Tou
BPS. Mnopotpe miéov, e€apmvtac and tny olyxeton tov VV4PE, va e€etdoouye avolutixdtepa tnv
axp(Belo TWV ATOTEAEOUITWY TRV CUCTNUATWY ToL Yenotwomowly toug NLS estimator xouw BPS. H

c0YXELOT AT QUUVETOL OTNV TOEUXATL ELXOVA
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. . .
10 10 10 108 102
linewidth

Syfua 13: Iooduvaixée xaumdieg Tou gacwod Yoplfou ot oyéon ue to onuoatodopuPixd Adyo Yo
toug ahyopidpouc BPS (Soxexoppévn yeaups) xou NLS Estimmator (cuveyhc ypouun)

B)énouye Aowmév o 1 yenowonoinon tou adyoplduouv NLS Estimator elvon txavi vo amogépet
amoteléopata cuyxplowo we autd tou BPS yio ofuota pe dioudppwon 16 QAM. H Omoapén tne
TANOOEAC YN YRV XoTUAGOY BéBona Yo anoteréoel oxdmeho otnyv anodotixy| vhomoinon tou
akyoplduou oty mhatpdpuo FPGA vy autd mpotelvoupe v nopaxdte Paoixr| tponomoinoy ylo

AOYOoUC euxohiog uhomolnong TNg eQaproYTC.

H vhomolnomn tne mapamndve OOYEVELIS TWV UN) YRUUIXDY CUVIRTHCEWY 0To LA Yo oy Buvaty
HE TNV anoVhxeVoT) Toug Ye Wiar Sout| pviung. BéPoua o mivaxag mou meptéyel To onpeio TV XUUTUALY
et wéyedog 301 x 5000. Anotedelton and 301 pn yeouuxée xopumOies (o yioo xdde Ty tou SNR
amo 10 eie 40 ye hentopepetoxdtna 0.1) ol onolec hayBdvouy 5000 StapopeTinéc TYéS TAATOUC OTOV
¥ GEovo mou xupaivovton (amd 0 éwe 5 pe hentopepedtnta 0.001). Eivon gavepd 611 1 npoonéhaon
wo Tétotag uvAung dev emopxel Yo T eniteudn ToyUTATOY aVGOY va uTooTNE{EouY Tic cUYYPOVES
tnhemowvoviaxég unodouéc. H ameudelag vhomolnon g ouvdptnone oto LAé gaiveton e&loou

BUox0AN xordidg TEOXELTAL Yiol Uil TpoToTtoiNpéVY cuvdptnor Bessel pe évtovn un yeoupudtnta.

H 18¢0 hewdi mlow and v amhodoteuon v viomonong elval 1 ToAvwvLUXY TeocEyYLlon. Av
OUEPTOVPE XEVE XOUTOAY GOV Lol TUNHATIXAS YRoxY) cuvdpTnoT (aroteloluevn and tpel eudeiec)
16T pag dlveton 1 duvatéTNTa Vo Tpooeyyloouvue xdlde wa and autég Tic eudeleg ypouuxd pe éva
TOANUGVUPO TpMToL Boadpod. BéBoua ot 1806 cuvieheotéc mou Ya npoéxuntay and 301 xaundiec (ue
6 ouvteheotéc N xde war) elvon évag TOAD peydhog aprdude. H npocéyyion medtou Baduol goivetat

otV mopaxdte exdva 4.2}
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NLS Estimator Function

0.35 T T

031
APart | B Par CPart /
alx+pl j2x+p3 a3x+H3
0251 / §
02} / -

015 o 4

00 05 1 15 2 25 3 35
3 I Magnitu
(a1l [a2] a3 |
B1h (B2] B3 |

Eyfuo 14: Kdde tudua tne ouvdptnone npooeyyiletonw amd €va mohudvugo mpdtou Baduol apold

anotehel plo eudeia.

F(*) imposed weight

0.05

—

45 5

‘Etol unopolue var xatophyYOUUE GE ULl €X VEOU TONUWYLULIXY Ttpocéyyilom. Auth tn gopd do o-
HUBOTIOLCOUPE TOV XGVE GUVTENEG TH TUARATOS TNS XAUTUANG UE TOUG AVTIO TOLYOUC GUVTEAEGTEG TWV
EAA0V xoumLAGY (xdde TuRua anotehelton and duo cuvieleotée epbdoov TpooeyyioTnre we eudeia).
‘Etou éyovtog 800 oivoha and cuvteeotée yia xdlde tuhApo Yo xatahiyope oe €€1L Tivoxes Ue cUVTEAE-
o Té¢ ou Vo TEPLEYPAUPAY avd VO TNV AAAXYY) TWV CUVTEAECTWY TOU TUAUATOS YLl SLPORETINES TWES
Tou onpatoBopufeod Adyou. Autd To BelTEpO GTABIO TREOGEYYLIONG QPUIVETOL GTNY TOROXETE EXOVA

4.3
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Syfua 15: Kdde opildvtiog 6-0Tnhoc mvaxos ovamaploTd ot XodmtUAY. Miat oixoYEVEld v XaUmTUAGY

QVOTTOPLOTATOL OO EVaL THhvool i X 6

H ex véou mohuwYLUIXY TEOGEYYIOT OUTOY TWV TIVAXMY UELWVEL Bpao TXd TOV aptiud TV GUVTE-

AEC TV, EVE TAUTOY POV Hoc EMTEETEL Yvwpilovtag wévo 1o mAdtog xou to SNR xdlde ocuyfdiou va

OMOXTHOOUPE Uiol TROCEYYIoTIXY Ty TNS ouvdptnong avddeone Bdpoug. H mowdtnta tne mpooéyyi-

one PéPoua e€aptdrton and to Bordud TV TOAVOVUXGY TEOCEYYICEWY TOU TRHOTOU Xl Tou delTepou

otadlou Tou meplypdPopE O TEVE.

To onpeio oo onolo anogacicope vo ywploovue oe TuHUoTo xdde xaumOAn amodelyTnxoy Yetd

an6 TPOCOUOLOCELS T TEETEL Vo elvar Tt 21 = 0.723, 2z = 1.170. Enlong, o Bodude npocéyyiong tneg

xdde xaumOANG Tou BEUTEPOL ETUMEDOU EMAEYTNXE UETA and GUYXELOT GAWY TwV Baduny and mewTou

uéypl xou dexdtou. Iapaxdtw @aiveton 1 oyedlaon TWV IGOBUVOLOY XAUTUAGY @aoxol FoplBou

oe oyéon e 10 onpatodopufind AoYo Yl Tov apyixd ahydetdud xadig xou yio TNy exBoyH Ue TNV

TpocEyYLon 8elTEpoL GTadlou PE TOALGOVLIO TEKTOoU Bardpod Tou Tehxd eivol 1 EMAOYYH Hog.
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53 Original Vs Approximation Contour
T T T T

22

20

19 i 4

BE

181 2

17F

16

15

14 1 1 1 1
108 107 106 1078
linewidth

Sy 16: Iooduvauixéc xoundhec @aoxod Yopldfou oe oyéon ue to onuatodopuPixd Aéyo. H
XOUTOAT) UE TN Dloaxexoupévn Yeouun etvar o aAyOptdoc HE TNV TOAUWVURLXY TROGEYYIOT) EVE) 1) GAAT
elvan 1 xhaoowr| exdoyr| Tou ahyopliuou.

Ané tnv mopamdve ypopu| tapdoTao (exdvafd.13) etvon gavepd o N mpocéyYion e TOAUGYLLO
npTou Borduol divel apxetd xada anoteréopata. O tehixdc mivoxac TwV oUVTIEAECTOV and TOUC
omoloug avoxataoxeLdlovye Tic xaUnUAeS €xel péyedog pohic 2 x 6 = 12. Eva tétoo péyedoc elvan
eixola Sayelpiowo oe uio viomoinon yioo FPGA xodde xan 1 edpeon tou Bdpouc tou cupfolou
amotehelton and pior amhy} TEAEN UEPLXDY TOAAUTAUCLOCUMY o TPOCUECEWY, X4TL To onolo Unopel va

vhonotnel cpxeTtd anodotind xat Yeyopa 0To UMXé Péow Tne mopaxdte cuvdptnone(ediowon|3) .

(p11* SNR + p12) * Mag + (p22 + pa2) (3)

omou SNR 71 tiuy) tou onpatodopufxol Aéyou xou Mag to mhdtog tou eloepyduevou cuuBéiou.

‘Eyovtag hotndv pewdatet Ty toAuthoxdtnta evog xplowou onuelov tou alyoplduou NLS Estima-
tor umopolue vo Tpoywerioouue otny vhonoinon awtod ot That@opua FPGA. H apyitextovixs| tou

GUGC THUATOG TIOU UNOTIOLACOPE TIopOUGLALETOL TAEAUXETE.
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CORDIC

(Cartesian -> Polar)

Phase Multiplier l

NLS Magnitude
Scaling

CORDIC
(Polar -> Cartesian)

NLS Magnitude
Weighting

Phase Multiplier l

CORDIC
(Cartesian -> Polar)

Phase Unwrap .

Symbol
Recombine

CORDIC
(Polar -> Cartesian)

Eyfua 17 Anodn tng apyiteXTovnic Tou GUOTAUATOE Tou LAoTotoope oTny Thatgdeua FPGA

‘O)o 10 cbotnuo vhonotiinxe auyds o Yhdooo VHDL evdy 6ho tar petoBintd otouyeio (6mec
piktpa) xodide xon tar onueior Tou emAéape va eAéyyoupe to TARDoC Twv bit mou enclepydlovtan
elvon duvaxd dlaop@olueva xal optlloueva amd to yenotn. ‘Etol gridaue eva yenotxd Suvouixod
epyohelo xavd va yoc Bondoel va peiethooupe oe Bdloc %ot Vo TpOoCUpUOCOUYE T1 GUUTERLPORE TOU
ouoTAUaToS oTiC BéATIoTEC cUVIXES AetTtoupyiag.

Aol vhomodnxe xou eAéyyInxe 0 xOBxaC Yiar THY 0pYOTNTO TWY ATOTEAECUATOY ToU EeXvion-
HE TNV mpooTdielol Vo TUPUAANAOTIOCOUPE TNV dpYLTEXTOVIXT| Tou cucThuatos. Kadde ol Uoteg
ouyvotnteg Aettovpyiag mou xohimtel éva FPGA Sev Eemepvoiv ta 400 — 500 MHz efvon emttanctixny o-
Vé&yun vo auoouue Tov puiud eneepyaciog Bedouévwy Tou CUGTRUATOS HECK TNE TaPUAANhoTOINCHC
Tou.

BéBawa, 1 mopaknhonoino VO CUGTAUATOS OTEYEL AEXETA OO TOV ATAY) AVTLY papY) %o BlacUVOEDT)
TV SOPXOY Tou Uovadwy. Idwaltepn Yehétn mpénel Vo YIVEL Yld UTOPOVEBES TOU CUCTAUATOS TWVY
onolwv o amoteAéouoTa EMBAAAOUY plar oxéon PeTald TV ElOdwY TOUG. LNV TopoUca PERETN
Tétoleg povddee ftav 1 Eedinhwon @dong phase unwrap xaddc xaL T0 QUATEARIOUO TWY GUUBOAWY.

Evdeutind Yot Tapouctdcoupe TNy apyttextovixt| tne povddoc phase unwrap (emévo [5.13).
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Syfuo 18: H apyitextovixy| tng napahAnionoinuévne povédag phase unwrap yua Badud noparinio-
noinong p = 4.

H povddo auth anautel xdde @domn nouv unohoyiletar ecwtepind va yvwpeilel 1o nponyoluevo and
AUTAY OTMOTEAECUO YLOL VoL UTTORETEL VO UTONOYICEL GWOTA TNV UETATOTION PACTC.

Agot eléyydnxe n opdr Aettovpyia Tng TopdAAning didtadng Tou cucTAUATOg Yo cuveyioaue pe
v npoondieia BeATioTONOMONE TOU UE OXOTO VoL TopdyouUe UPMAY) axp{Bela e cuVBUAGHO U LPNAY
tayOtnTa eneepyooiog. Auto, 6mwe tpoeinayue €yive ye tn Bordela otadiwy nepixomic Twv bit e€66ou
AnO GUYXEXPHIEVOUS XATUYWENTEC TOU CUCTHUATOC.

Agotl mepapatiotixaue pe Ty mapayouevn axpiBeta xatoliaue o€ oplouéva oeT omo bit ta
omnola Yo e&€dryel 1) xdde uToUoVAdL TOL CUCTAPATOS oV oG eacparilouv Aettovpyia pe BlapopeTnhc
oxp(Betag amoTEAEOUATO XO XAT EMEXTACT BlopopeTixy| enidoom wg npog Ty taydTNnTo enedepyaciog

dedouévev. Autd @aivovtal oTov TopaxdTe Tivoxa.

Bits mou tepixoéntovton
Kadiog oyediaoyot | Eisodog | Méyedog ouvteheotdy | CORDIC-1 | NLS [ CORDIC-2 | ®irtpo | CORDIC-3 | Symbol Recombine | CORDIC-4
1 10 6 0 5 1 2 2 2 2
2 10 6 0 5 1 3 2 2 2
3 1 12 1 7 1 3 2 2 4
4 10 6 0 5 2 2 2 2 1
5 11 6 1 5 1 2 2 2 2

IMivoxag 1: Emeypévo oet and bit nou Yo nepixonodv yia va Tpocdhdcouy 6To GUGTNHA ERQACT) OTNV

axpBeta TV anoteAecudTov 1 oto puluod enelepyaciug dedouévamy.

Ytg endpeveg oeideg howndy G extedel oTadland xal avahuTXdS 1 a€LOAGYNOY TOU GUC THUATOC
W< TPOS TNV axelBeld TV AMOTEAEGUATWY Tou ot oyéom Ue To VewpnTd LOVTEAD XM xou 1) UEAETT
NG anéboaNg MOV UTOEEL VoL UoC TUREYEL OE OYEDN UE TIC OMAUTACELS TV GUYYPOVOV TNAETLXOVWVLA-
AWV CUCTNUATWY.

Apywnd, o&ilel vo Tovicoupe Twe OAEC OL TPOGOPOUOGELS AELTOURYINS TOU GUGTAULATOC TROYUATO-
noudnxay ye tnv owxoyévelr FPGA Virtex-7 tne etanpelog Xilinx. Xuvenog, xdie yopaxtneiotixd
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T0U oUCTAUOTOC UTopel var ahhdEeL Ye xah0Tepa 1 YELPOTERY AMOTEAECUATA AVAAOYOL TEVTOL UE TNV
YEYOWOTOLOVUEVY) TAATPORUAL.

Aol perethildnxe Bieodixd 1 cuumeplpopd Tou akyoplduou oe oyéorn ue Tov apltud Twv bits
oxpifetac mou autds YpeldleTon Yior Vol avomopao THOEL OTOLONTOTE TOGOTNTO XOVME XAl Yot VO ENO-
YO TOTIOLAOGEL TOUS YPNOULOTOLOUPEVOUS TOPOUG, EMELTA TEOY WENOUUE GE GUYXPLOY] TOU UAOTOLNUEVOU
ovoThuatog pe to Jewentind povtého e Matlab.

Topaxdte pnopodue vo SLAMGTOCOVUE TS 1 MEAETN Hog Topryoye €va cUVoAo AOoewy To omolo
pnopel va wirioet To cUoTNUA oE SlaopeTixd onueio Aettoupyiag mapéyovTog pog Etol apxety| euehi&ia.
SUYXEXPUEVOL Ol TUEAXETE XAUTOAES TEPLYPAPOLY TNV ETBOOY TOU CUOTAUATOC GE OYECT YE TO
Pewpnund yoviého. Mnopolyue vo S0UUE K Tol BLUPOPETIXG CET BLUULORPHOCEWY TURAYOLY BLUPOPETLIXA

anoteAéoUATO.

Matlab Vs VHDL (SNR = 20)
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Iopomdve, urogolue va dolue Twe €xel exheydel éva onuelo Aettoupyiog yia to cbotnua. e autd
T0 onuelo Aertovpylag mhplnxay ol petprioelc oL aopolv TN cLYVOTNHTA AetTovpYlac xat To puiud
eneepyaoioc dedopévwv and to clotnud poc. H petoxivron touv onuelouv Aetoupyiog umopel vo
GUVETAYETOL XOAUTEQELUDT] ] YELPOTEREUCT] TWV YAUPAXTNELOTIXWY TOU CUGTHUNTOS GE GUVAQTNOT VT
UE TIC PETPIXES TIC omolec houfdvoupe neploadtepo Lt 6w poc (axpifelo anoteheoudtov, ToydTNT
xo oLYVOTNTOL Aettovpyiog).

To anotehéoyota TOU APoOEOUY TN cLYVOTHTA AetTovpylac xou to pulud Sxivnone Bedouévev

TapoucLdleTal 6Tov TapaxdTe Tivaxa [6.44

Enidooeic ‘ Tlapotrienon ‘
Kwdixdg oyedaopol | Méyiotn ocuyvotnta povol pipeline | Meyiot e€wtepnn mapadknhio | Meyioto Baud rate Puktpo
1 300.3 MHZ 105 31.5 I'B% 32 tang
2 303 MHC 119 36.1 I'BS 32 tang
3 300.3 MHZ 84 25.2 I'Bb 32 tomg
4 333.3 MH{ 140 46.6 I'Bd 16 tong
5 333.3 MH{ 139 46.3 I'Bd 16 Tomg

IMivaog 2: Alopopetinés UAOTOLAGELS TOU GUGTAUNTOS Xl Ol aVT{OTOLYEC CLYVOTNTEC AelToupylag

xad¢ xon o péytotor puduol eneepyaciog dedouévemv.

Etvar epygavéc moe 1o olotnua uropel vo Aettoupyfoel oe opxetd uhnrole pudpolc petddoong.
Mrnopei enlong va YaunAGoeL TNy oL VOTNTA X0 TNV eEWTEPXT| TOU TURUAANALY ETOL OTE VoL XATaPEREL
VO TOPAYEL TO oXELBY] AMOTEAEGUATA AVAAOYOL UE TIG AVEYHES TOU TNAETUXOVWVIAXO) GUGTHUATOC.

Extoc amo ty eyy0nTal TV XAUTUAGY 0T0 VewpnTixd YoVTEAO xou TN oLy voTnTa Aettovpyiog,
elvon emtoxTind vor e€etdoovpe xou Ty nowh (penalty) tou SNR. Auth n nocédinta Selyvel L nto-
00 evépyelog o TEETEL Vo DUMAUVACOUPE €TOL (OGTE PE TO LAOTIONUEVO GUGTNHUA VO TUPAYOUME To

anoteréopato Tou YewpnTeol wovtéhou. Ou Tipée auTég YuivovTal OTOV TOROXETE VXA,

Eri{doon
Kwdixdc oet | 100 kHz | 2 MHz
1 0.3 dB 0.2 dB
*3 0.5dB | 0.3dB
4 2 dB 1.6 dB
“5 1.7dB | 1.3dB

Hivoxag 3: H tyuh tou SNR nou amoutelton yla ver emtiyoupe anotéreopa BER (oo pe 1 x 1073 yio

BrapopeTixéc Tiwée gaotxol Yoplfou. H dlagpopd unohoy(leton Bdon Tou YewpenTixol poviéhou.

Yuvoilovtog, Unopolue Vo BIATOTMOCOUPE TG O OAEC TIC TEPLTTWOELC UTOPOVUE Vo dlahé€ouue
XATOLO APYLTEXTOVIXG OYEBLaoU Aettoupyiag Tou va hog Bivel Tor emuunTd AmoTEAEGUATO. OL BLaPOEES
oe SNR tn¢ tééng tou 0.2 eivon pndopvée xon mpoc@épouy Ueydin oflomotio oto clotnua. Amo
™V dAAN, ol peyahltepee TéS onualvouy Ty un oxpBéotatn Aettovpyia, ohAd Ol CUYXEXEWEVOL
oyedloouol TpocPépouy TayUTATES EBOOEL 6TO TED(D TNS cLYVOTNTOS Xat Tou pLiHoL enelepyaociog
OEBOUEVLV.

Yty mapodoo epyasion vhonotfoaue éva LPNhwy emdooewy akydprduo oe apyttextovixr FPGA
ToU €YEL TN BUVATOHTNT EVOWUITWONG O GUYYEOVOUS THAETUXOWOVIOXOUE BExTee. O oyedlaouoc

EYWE UE YVOUOVA TNV gVeAEld Xou TNV TEOGUPUOCTIXOTNTO X oUTO QAvVIXe OTIC Towiheg AvoelC
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nou 8oy €tol Mote Vo cavonooly TANdoeo TNAETXOVLVIUXOY avayxoy. O ahyodprduoc NLS
Estimator anotelel, Aowndv wa BEATIOTN Adom yior ToyOTOT xou axeBric avdxTnoT gdong pépovtog
o€ €Vl GUYYPOVO TNAETUXOVOVIOXS GUGTNUAL.
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Chapter 1

Introduction

In the recent years the use of Internet services and telecommunication resources (cloud services,
mobile internet, online gaming) presents a tremendous increase. This massive exchange of infor-
mation demands the extensive use of fiber-optic infrastructures to support the needs of today’s
and tomorrow’s telecommunication networks.

The modern optic networks offer not only higher data transfer speeds (100 - 400 Gbit/s) but also
more efficient utilization of the existing bandwidth in comparison with the conventional telecom-
munication links (wired, wireless). What more, the adaptation of state of the art technologies in
the optic networks (coherent optical communication, flexible optical networks) paves the way for
more flexible networks, able to manage the dynamic and ever increasing internet traffic.

As stated above the coherent detection technology has been leading the telecommunication
field the recent years. A coherent optical transmission system is characterized by its capability
to do coherent detection, which means that an optical receiver can track the phase of an optical
transmitter (and hence phase coherence) so as to extract any phase and frequency information
carried by a transmitted signal [4]. This way, by changing one or more properties (i.e. amplitude,
frequency, phase) of each wave we can ”"pack” more information together. Modulation techniques
define which of the properties are being manipulated. Higher order modulation schemes allow more
information to fit into a single radio wave. In other words, higher order modulation equals more
bits per wave. This is a powerful way of improving spectral efficiency [5].

Nevertheless, the disadvantage of higher order modulation is that the data becomes more
susceptible to noise and interferers since the receiver must accurately detect more discrete phases
and amplitudes of a signal. In order to achieve compensation for waveform distortion as well as
improve both receiving sensitivity and frequency utilization coherent detection technology employs
digital signal processing techniques. Considering this need the use of high performance computing
is considered a key enabler in high order digital coherent modulation systems.

The established platform in the world of digital signal processing are FPGAs (Field Pro-
grammable Gate Arrays). In terms of their size and processing speeds, modern FPGAs have
attained a level that makes it possible not only to perform individual mathematical operations
but also to accommodate entire DSP algorithms. At the same time, leading manufacturers have
released tools that specifically support the development of digital algorithms for FPGAs.

Because of their size and the components they contain, FPGAs now offer a wide variety of
interesting possibilities in the field of digital signal processing. The difference between the classical
solution - using a Digital Signal Processor (DSP) - and implementation on an FPGA lies in the fact
that the DSP has to be programmed in Assembler or C whereas FPGA algorithms are described
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in VHDL. While a DSP works through its program more or less sequentially, an FPGA maps the
entire algorithm at the hardware level [6].

To sum up, FPGAs seem the ideal candidate to push the modern sophisticated high speed and
increased bandwidth networks to their limits, providing a ”fertile soil” for the steady advance of

the telecommunication field.

1.1 Motivation and thesis objectives

The telecommunication evolution from TDMA, to WDMA and lastly to digital coherent de-
tection has without any doubt given us the opportunity to scale up the transmitting data rates
resulting in faster, more cost effective and quality communication experience.

As the properties of a single transmitted waveform (amplitude, phase, frequency) carry useful
information (coherent detection) the receiver has to decompose the received wave and make sense
of the transmitted data. This effort though is far more complex than detecting the amplitude of the
wave and producing an 1 or a zero accordingly (direct detection). In fact, the more information is
packed in one signal the less noisy it has to be and the more the signal has to be digitally processed
so as to correctly decode it.

This notion shows a clear direction of embedding dsp processing in the receiver side of a network.
A specific problem the receiver has to tackle is the recovery of the phase information of a signal.
That recovery, which will be explained later in more detail, suffers from a specific kind of noise
called phase noise which is introduced by mismatching local oscillators (lasers) in the transmitter
and receiver sides. A lot of effort has been placed lately in clever approaches to eliminate the
phase noise embedded in a signal. Nevertheless since coherent technologies shape and probably
will shape the networks of today and tomorrow there is a lot of space for experimentation and
progress in this field.

To sum up, in the particular thesis we will study the problem as well as implement in hardware
fabric a specific Carrier Phase Recovery algorithm.

More specific this thesis is aiming at :
e Studying and understanding the various algorithms used in Carrier Phase Recovery.

e Evaluating their performance taking into consideration their potential complexity in a hard-

ware implementation.

e Comparing the above algorithms with a low complexity but high performing CPR algorithm
(NLS Estimator) on a theoretical level.

e Slightly altering some of the algorithm’s characteristics aiming at an efficient hardware im-

plementation.
e Implementing in an FPGA platform (Virtex - 7) the NLS estimator CPR algorithm.

¢ Fine-tuning some crucial algorithm’s parameters (input/output bit widths) in order to achieve

better results.
e Parallelization of the system’s structure to exploit the full capacity of the FPGA device.

e Evaluating the algorithm’s results in the hardware implementation taking into consideration

the system performance and precision.
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e Comparing the experimental results with other similar endeavors and conclude to some ob-

servations.

1.2 Outline of the thesis

In chapter 2 we will provide some theoretical background mandatory to understand the progress
of this thesis. Specifically, key aspects of optical communications (coherent detection, laser phase
noise, principles of digital modulation etc) as well as basic operating principles of FPGA architec-
ture will be explained in detail.

In chapter 3 we will introduce and analyze two baseline Carrier Recovery algorithms along
with our proposed NLS Estimator algorithm. Their theoretical performance, based on Matlab
simulations, will be assessed and their basic parameters (filtering type, filtering length etc) will be
calibrated for optimal performance.

Chapter 4 will be dedicated in a key insight we applied in the NLS estimator algorithm that
dramatically limits its complexity while retaining its good performance.

Following, in chapter 5 we will present the whole process of implementing the algorithm on the
FPGA platform. The whole pipeline will be presented in detail both in its single and parallel form.
At the end of the chapter we will compare the FPGA experimental results along with the theoretical
ones (derived from MATLAB) and present trade-offs between performance (operating frequency,
maximum throughput, consumed power) and algorithm precision (maximum BER achieved).

Finally, in chapter 5 we present the conclusions made through the course of this thesis, as well
as some suggestions for future work.

Chapter 6 will be dedicated in the bibliography used for the realization of this thesis.






Chapter 2

Theoretical background

2.1 Coherent Optical Communications

2.1.1 Basic Operating Principle

At its most basic, coherent optical transmission is a technique that uses modulation of the
amplitude and phase of the light, as well as transmission across two polarizations, to enable the
transport of considerably more information through a fiber optic cable.

To clarify the operating principle of the coherent optical communication concept, consider
two traveling electromagnetic waves, with carrier frequencies fs and fj, respectively from two
independent laser sources, labeled the received signal and the local oscillator signal, respectively.
The waves propagate in the same direction with identical states of polarization (SOP). Therefore,
the electric fields of the two waves can be treated as scalars and they are denoted by ﬁs(t) and
ﬁlo(t) respectively.

For simplicity, it is assumed thatﬁs(t) and ﬁlo(t) are both unmodulated (CW) sinusoidal

signals

E(t) = 24/2Ps coswst + P

(2.1)
Ej,(t) = 24/2P;, coswiot + i

where P;, P, are the average optical powers, w, and w, are the angular carrier frequencies and
¢s and ¢y, are the initial phases of the received signal and the local oscillator signal, respectively.
In the previous formula, intensity and phase noises of the lasers are neglected.

The electric field of the combined signal impinging upon the photodiode, at a single detection
point, can be written as the superposition of the electric fields of the received signal and the local

oscillator

Er(t) = Es(t) + Elo(t) (2'2)

The photodiode is modeled as a square-law detector which responds to the square of the electric
field

i(t) = R(E,(1)%) (2.3)

where R is the responsivity of the photodiode and the angle brackets denote time averaging

over an interval proportional to the response time of the photodiode.
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By substituting Egs. into Eq. and using trigonometric identities, we obtain the
following expression for the photocurrent in the absence of noise

i(t) = R[Ps + Pio] + 2R/ Ps P, coswrpt + ¢rpt (2.4)

where

wrr = 27(fs = fio)
¢IF = Cbs - ¢lo
In the Eq[2.4 above the first term represents the direct detection term whereas the second term

(2.5)

represents the coherent detection term.

It is observed that Eq. is the sum of three terms due to the direct-detection of the received
signal and the local oscillator signal, and their mixing (coherent detection term), respectively.
The latter preserves the information transferred by the amplitude, the frequency and the phase of
the received signal. Therefore, this type of detection can be used in conjunction with amplitude,
frequency or phase modulation formats. In addition, the amplitude of the coherent detection term
depends on the power of the local oscillator, which can be made very large. This is the reason for

the improved receiver sensitivity exhibited by coherent detection.[7]

2.1.2 Homodyne Receiver

Homodyne detection refers to the case that wyr = 0. The photodiode current from the homo-

dyne receiver becomes

I(t) = 2R/ PPy, cos ¢ — 910 (26)

So it is possible to estimate the phase noise ¢;, and restore the signal complex amplitude
through digital signal processing on the homodyne-detected signal given by Eq. This is the

basic idea of the “digital coherent receiver”.[§]

2.2 Digital Signal Processing on Coherent Receivers

Coherent detection and DSP were the key enabling technologies in the development of 100G
optical transmission systems. 400G systems will continue this trend with DSP playing even more
ubiquitous role at both transmitter and receiver.

As far as the receiver is concerned, the major advantage of receiver-side DSP stems from the
ability to arbitrarily manipulate the electrical field after ADC enabling sampled signals in the
digital domain. As shown in Figure the fundamental DSP functionality in a digital coherent
receiver can be illustrated by the following flow of steps from structural level and algorithmic level
of details. Firstly, the four digitized signals (i.e. in-phase (I) and quadrature (Q) components for X
and Y polarization) after an ADC are passed through the block for the compensation of front-end
imperfection equalization. The imperfections may include timing skew between the four channels
due to the difference in both optical and electrical path lengths within the coherent receiver. Then,
the clock recovery for symbol synchronization can be processed to track the timing information of
incoming samples.

Then, the frequency offset between the source laser and the LO laser is estimated and removed

to prevent the constellation rotation at the intradyne frequency. Finally, the carrier phase noise is



2.3 Principles of Digital Modulation 7

estimated and removed from the modulated signal, which is then followed by symbol estimation

and hard or soft-decision FEC for channel decoding.

/" Structural Level \ /- Algorithmic level\

lvso- ] Yor ‘ xea | xo
1. Deskew/Normalzation
Orthogonality Compensation

I I |

2.CD Estimation
and Compensation
Channel Impairment T T ) I .

Equalization

Front-End Imperfection
Compensation

| 3. Symbol Synchronization

| I | |
4.PMD Compensation ‘
and Polarization Demux.

Timing Recovery 11 [T
S. Carrier Frequency Offset
Estimation/C i
| | | ]
6. Carrier Phase
Estimation/Compensation
Carrier Recovery ‘
va |vi  |xa |x

3 P o

Figure 2.1: The basic building block algorithms of a integrate coherent DPS receiver

2.3 Principles of Digital Modulation

Here, we briefly present the operating principles of the basic digital modulations.

2.3.1 Amplitude Shift Keying

1 0 0 1
Baseband L

Data

signal

Acosot 0 0 Acos ot

Figure 2.2: Operating principle of the amplitude shift keying (ASK)

e ASK demonstrates poor performance, as it is heavily affected by noise and interference
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2.3.2 Frequency Shift Keying

Baseband 1 0 0 1
Data
signal
fs fo fo f,

where f,=A cos(o.-Ao)t and f,=A cos(o,+Ao)t

Figure 2.3: Operating principle of the frequency shift keying modulation (FSK)

e Bandwidth occupancy of FSK is dependant on the spacing of the two symbols. A frequency
spacing of 0.5 times the symbol period is typically used.

e FSK can be expanded to a M-ary scheme, employing multiple frequencies as different states.

2.3.3 Phase Shift Keying

Baseband
Data 1 0 . 0 1

signal

S, Sy S s,

where s,=-A cos ot and s,=A cos ot

Figure 2.4: Operating principle of the phase shift keying modulation (PSK)

e Binary Phase Shift Keying (BPSK) demonstrates better performance than ASK and FSK.

e PSK can be expanded to a M-ary scheme, employing multiple phases and amplitudes as

different states.
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2.3.4 Quadrature Phase Shift Keying

L1 4 Q .y

Even Data

¢1-1) | (-1
Wec = Carrier Frequency, | = In phase channel, Q = Quadrature channel

Figure 2.5: Operating principle of the Quadrature phase shift keying modulation (QPSK)

e Quadrature Phase Shift Keying is effectively two independent BPSK systems (I and Q), and
therefore exhibits the same performance but twice the bandwidth efficiency.

Here Quadrature means that the signal shifts among phase states that are separated between

90 degrees. Each of the channels above modulates a single-carrier.

2.3.5 M - Quadrature Amplitude Modulation

It is simply a combination between amplitude modulation (ASK) and phase shift keying (PSK).
By defining different levels of amplitude as well as different levels of phase and mixing them together
we get a higher order constellation diagram thus representing a higher order modulation format. In
the current thesis we will study the 16-QAM modulation format. Such a modulation gets produced
by having a modulation alhabet of 4 bits thus resulting in 16 symbols, each of whom encodes 4
bits.

16-QAM Constellation Diagram

Quadrature
o

In-Phase

Figure 2.6: Example constellation of 16 QAM modulated signals. The groups of four bits are

presented on top of every transmitted symbol.

e Carries higher data rates than ordinary amplitude modulated schemes and phase modulated

schemes.
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e However the points are closer together and they are therefore more susceptible to noise and
data errors.

To provide an example of how QAM operates, the constellation diagram above (fig shows
the values associated with the different states for a 16QAM signal. From this it can be seen that

a continuous bit stream may be grouped into fours and represented as a sequence.

2.4 Gray Encoding

The idea behind the Gray coding is that you are minimizing bit errors by causing adjacent
words to only be one bit off from their neighbors. That way, a bit of noise that’s only enough to
push the received signal over by one spot in the constellation only causes a single bit error.The idea
behind the Gray coding is that you are minimizing bit errors by causing adjacent words to only be
one bit off from their neighbors. That way, a bit of noise that’s only enough to push the received
signal over by one spot in the constellation only causes a single bit error. In the following figure
we can see a Gray encoded 16-QAM constellation where every symbol differ from its neighbor by
just one bit.

Q

A
0000 0100 1100 1000
o 010 O
0001 0101 | 1101 1001

y

0011 0111 1111 1011

0010 0110 1110 1010

Figure 2.7: An example of a gray encoded 16 QAM constellation. Neighbors differ by just one bit.

2.5 Laser Induced Phase Noise

Laser phase noise is caused by spontaneous emission, and is modeled as a Wiener process:

6(t) = [ S (7)dt 2.7)

where ¢(¢) is the instantaneous phase, dw(7) is frequency noise with zero mean and auto correlation
Rswsew(T) = 2mAvd(7). Tt can be shown that the laser output Eg(t) = Ae/“<()+¢(!) has a Lorentzian
spectrum with a 3-dB linewidth Aw.

The term “linewidth” for lasers actually describes how stable the semiconductor laser’s phase
is.

It has been shown that laser linewidth is inversely proportional to output power, so it is desirable
to operate the TX and LO lasers at maximum power, attenuating their outputs as required.

Phase noise is an important impairment in coherent systems as it impacts carrier synchroniza-
tion. In noncoherent detection, the carrier phase is unimportant because the receiver only measures

energy. In DPSK, information is encoded by phase changes, and only needs to be small enough
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such that the phase fluctuation over a symbol period is small. We know that the baseband signal
is modulated by ¢/*® . In the absence of other impairments, this manifests as a rotation of the
received constellation.

This rotation has an angular speed of 2 An for every T seconds (where 1/T denotes the symbol
rate). Thus, the strength of the phase noise will depend on the product AnT and a larger value
of AnT means a faster changing carrier phase.[9]

Carrier synchronization is required to ensure ¢(t) is small so the transmitted symbols can be
detected with low power penalty. Since phase noise is a Wiener process with temporal correlation,
it can be mitigated by signal processing.[10]

The result of a phase noise contaminated signal is visible in the figure below.

1'6-QAM99nuo'dluion oaw-m Phase Noise contaminatted signal

n-Phase n-Phase

Figure 2.8: A 16 QAM constellation before and after being altered by phase noise.

2.6 Additive White Gaussian Noise

A coherent optical system is corrupted by Additive White Gaussian Noise (AWGN), which
includes amplified spontaneous emission (ASE) from inline amplifiers, receiver LO shot noise and
receiver thermal noise. In the canonical transmission model, we model the cumulative effect of
these noises by an equivalent noise source referred to the input of the receiver [10].Therefore, by
averaging the carrier phase over many symbol intervals, it is possible to obtain an accurate phase
estimate. Fig shows the effect of filtering the signal to supress the AWGN noise.
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Carrier-phase fluctuation

M " . /\ /“1‘.}

including ASE noise Ve M Al
| J’I | 4 ”\' |

1

M7l v rai |
U v/ Ln [v' f
(a) A

1 4
Phase estimation with S Phase estimation with
optimized filtering excessively tight filtering
(b) (c)

Figure 2.9: Effect of filtering the signal for AWGN supressing. In (a), the received signal is
contaminated by AWGN noise. In (b), optimum filtering of the signal improves the SNR (signal to
noise ratio), while it accurately tracks the phase fluctuation. On the other hand, in (c), excessively

tight signal filtering proves to be unable to track the changes of the carrier phase.

The noise impact on a constellation of 16-QAM is also visible on the figure below.

16-QAM Constellation Diagram

Signal C by AWGN noise

Quadrature

Quadrature
adraty

3 2 4 0 1 2 3
In-Phase

In-Phase

Figure 2.10: A 16 QAM constellation before and after being altered by AWGN noise.

2.7 Digital Electronic Systems

In the world of digital electronic systems there are three basic kind of devices. Memory, micro-

processor and logic devices.
e Memory devices store random information such as the content of a database.

e Microprocessors execute software instructions to perform a variety of tasks such as processing

a word document.

e Logic devices provide specific function such as data communication , signal processing, timing

and control operations and almost every other function a system must perform.
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The logic devices are further subdivided into two main categories. Those are

e Fixed logic devices in which as the name suggests the circuits embedded are permanent and

once manufactured they cannot be changed.

e Programmable ones. These devices can be changed by the user at any time thus ending in

an altered circuit which can perform various tasks.

In the recent years there has been many engineers developing applications on programmable
devices and especially on a specific type of device called FPGA (Field programmable Gate Array).

2.7.1 Field Programmable Gate Arrays (FPGA) Architecture basics

FPGA stands for Field Programmable Gate Array. An FPGA is a component that can be
thought of as a giant ocean of digital components (gates, look-up-tables, flip-flops) that can be
connected together by wires. The code that you write makes real physical connections with wires
to perform the function that you need. What makes FPGAs special is that they are very good
at performing a large number of operations in parallel (at the same time). They are used in
high-speed, high-performance tasks such as image processing, telecommunications, digital signal
processing, high-frequency stock market trading, and many others. The basic building blocks of
an FPGA are the following:

e Configurable Logic Blocks (CLBs). A CLB consists of registers (memory), MUXs and Com-

binatorial Functional Units.

¢ Configurable Input-Output blocks (IOBs). I0Bs are an arrangement of transistors for con-
figurable IO drivers and surround the above explained CLBs.

e A metal network for interconnecting the CLBs (programmable interconnect). These are
unprogrammed interconnection resources on the chip which have channel routing with fuse

links.

\\'\\ o O O G B O O3 9
Sl DB CO0000 .
ng&oaono&'
OB 00000 S
o Mas”fﬁ 300000000 S| T~ i)
AMMABL
INTERCONNECT ﬁgggggggg% /0 BLOCKS
““§00000060§
0y TR0 o
e jj[ /10 6 00 £ I3 0 613 613
;4&; /
il

LOGIC BLOCKS

Figure 2.11: A higher level abstraction of an FPGA device with visible CLBs , IOBs and pro-

grammable interconnect as described above.
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2.7.2 FPGA advantages and disadvantages

The use of such devices can have a great impact on the development of a product or the

implementation of an ides. Specifically :

e Design cycle is significantly reduced. An engineer can programm the actual chip in a matter

of seconds or minutes rather than weeks or months required by mask designed parts (ASICs)

e Since no custom mask tooling is required it saves a lot of cost.

They are low risk and highly flexible devices.

Suitable for prototyping.

e FPGAs are inherently parallel and have very efficient hardware.

On the other hand there are also some drawbacks in the use of FPGAs.

e Operating speed is comparatively less than CPUs, GPUs or ASICs.

e The circuit delay depends on the performance of the design implementation tools.

e The design and debugging time is far more time consuming comparing to CPU or microcon-

troller programming paradigms.

2.7.3 FPGA Applications

FPGA design can be applied to almost every aspect of embedded device design and some of its

main application areas are:
e Low cost customizable digital circuitry
e High performance computing.
e Evolvable hardware. Evolvable hardware is when hardware can change its own circuitry.

e Digital Signal Processing (DSP).

2.7.4 Merits of FPGA use in DSP Applications

There is an increasing tendency to choose modern FPGA platforms over traditional DSP pro-
cessors in high-speed telecommunication networks. In many cases, today’s systems are so complex
that single-DSP implementations have insufficient processing power. At the same time, system
architects simply can’t afford the costs, complexities and power requirements of multiple-chip sys-
tems.

FPGAs have now emerged as a great choice for systems requiring high-performance DSP func-
tionality. In fact, FPGA technology can often provide a much simpler solution to difficult DSP
challenges than a standalone digital signal processor.

The main advantage to digital signal processing within an FPGA is the ability to tailor the
implementation to match system requirements. This means in a multiple-channel or high-speed
system, you can take advantage of the parallelism within the device to maximize performance, while
in a lower-rate system the implementation may have a more serial nature. Thus the designer can
tailor the implementation to suit the algorithm and system requirements rather than compromising

the desired ideal design to conform to the limitations of a purely sequential device. Very high-speed
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I/0O further reduces cost and bottlenecks by maximizing data flow from capture right through the
processing chain to final output.

On the contrary, DSPs are limited in performance by clock rate and the sequential nature of
their internal design.

To sum up, it seems that the use of FPGA in modern telecommunication applications is manda-
tory. In the heart of these high-performance and noise-intolerant applications lie the digital co-
herent receivers used in fiber-optic networks for high order modulated signals. (CD and PMD

compensation, Symbol synchronization, Carrier Recovery etc).

2.7.5 Related work on Carrier Phase Recovery and FPGAs

During the recent years there has been a great deal of research regarding embedding FPGA
in the future fiber-optic telecommunication systems. Especially, concerning the field of digital
coherent communications and more specifically the Carrier Phase Recovery problem, we will briefly
present some of the most notable and recent work that has been carried out.

In many works we have encountered the implementation of digital phase locked loops (DPLL).
While faster than their alternatives (all analog PLL) the phase locked loops are not preferred for
use in burst transmission systems due to their high internal transition delay. Contrary to the phase
locked loops, pure feed-forward structures provide phase estimates without any transition delay.
In addition coherent receivers with PLL have more stringent linewidth requirements making their
exploitations in modern high-speed high-linewidth systems impossible. With the ever increasing
computational power of FPGA devices a feed-forward CPR system can be successfully implemented
yielding not only high-performance but also high-precision results. We will briefly mention some
of the most notable and similar researches that have been carried out by other teams.

In [I1] a phase locked loop for 16 QAM modulation has been implemented in an FPGA platform.
The maximum operating frequency achieved was 150 Mhz which translates to a throughput of 15
Msamples/s.

Another endeavor of implementing a PLL on FPGA can be seen in [12]. The team implemented
the PLL on a Cyclone IV fpga platform (from Altera). They achieved a 101.3 Mhz maximum
operating frequency while occupying the following resources at the FPGA fabric.

e 2 % (1867) LEs

e 2 % (1859) Combination Functions
e <1 % (936) Logic Registers

e 2 % (12) Embedded multipliers

Additional work in the field of QPSK modulated signals can be seen at [I3]. The team im-
plemented the Viterbi-Viterbi 4th power algorithm and achieved an operating frequency of 2.8
Gbps while having a BER floor of 1.210~7. The signals transmitted were in a dual polarization
multiplexing mode.

A particularly interesting work has been carried out in [14]. They have implemented a low
complexity alternative of the classical the Blind Phase Search algorithm resulting in a hardware
performance of 38.4 GBd for QPSK modulated signals. The architecture could process 128 symbols
in parallel with a maximum operating frequency of 300 Mhz. This implementation was realized
in a Virtex - 7 device using the xc7vx690t part. The hardware requirements of a full system for

QPSK signals were claimed to be
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o 11.58% (50181) Slice LUTs
e 6.83% (59197) Slice Registers
e 0% DSPs

The SNR penalty for a QPSK constellation is claimed to be below 0.5 dB for the required SNR
at a BER of 1073 and laser linewidths below 2MHz in 28GBd systems. For 16 QAM the penalty
was shown to be below 2.3dB.



Chapter 3

Carrier Phase Recovery

Algorithms Presentation

Phase noise can prove to be destructive for a telecommunication system. It makes the intact
transmission of information from the transmitter to the receiver impossible. Much debate and
scientific research is going on in the reverse of this phenomenon. In this chapter we present the
reader with three phase error correction algorithms. The thorough description of each algorithm’s
operating principle is combined along with the improvement of its performance. The latter is

accomplished through experimentation with its parameters.

3.1 Viterbi - Viterbi 4th power estimator (VV4PE)

3.1.1 Algorithm’s description

This algorithm is essentially an indent of the classical Viterbi - Viterbi algorithm [I]. A simple
schematic design of the algorithm is presented below (figure . In the current study the applied
modulation is QAM and more specifically QPSK (4QAM) and 16QAM.

I, (1)=lb“,exp_/{(;’\(/)Jr()”(/i)} o, (i)

Symbol
arg(*) > Decoding |——»

0=0,(i)+6,(i)

Phase
estimation

[— (‘)M L > arg (*) = *M | 4.=06,())

Figure 3.1: Algorithm’s schematic diagram VV

For a better understanding we present the algorithm’s operating principle.(figure ) .

17
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Figure 3.2: VV operating principle. By exponentiating the signal at the fourth power we manage

to strip the underlying modulation and measure the added phase noise.

As we note from the figure above the algorithm has an inherent 7 symmetry. This fact
justifies its use in 4QAM and 16QAM constellations even if its performance in 16QAM will be
later proved to be inadequate.

Let the signal output from the transmitter be
re = ape’®* +ny, k=0,1,...,.N—1 (3.1)

where ny, represents the additive white Gaussian noise (awgn) superimposed at the signal through
the transmission channel.

After exponentiation we get:

(r)* = (ape?® +ny)? (3.2)

and subsequently

rd = Y% 4 m, (3.3)

The amplitude ay of the signal equals to 1. Moreover the AWGN (Additive White Gaussian
Noise) ny, is removed from the system. This happens because the phase estimator described above
makes up a filter which affects the signal phase for 2N + 1 discrete values.Acquiring the signal
phase and dividing it by four in order to counterbalance the effect of exponentiation, we are able

to get an estimation of the symbol’s phase #*¥. A mathematical form of the phase estimation at
the k¢, block is described below:

o =340 Y 1D (3.4
l:Sk

where M represents the filter’s size and sy is the index of the first symbol belonging to the ki,
block.

The operator £(-) at the eq gives us an estimation of the phase at the interval [0, 7].
Therefore we conclude that choosing a big value for the M variable can eliminate the awgn but
on the other hand it dooms the system to produce a bigger error in the phase estimation especially
when the phase noise is big and therefore it alters the phase accordingly fast. This observation
drives the need to perform an investigation on choosing the most efficient filter length in order to

not only eliminate the awgn but also protect the performance of the system from the phase noise.
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3.1.2 Phase Unwrap

The symbols thus obtained have the phase ambiguity by 7/2 because we cannot know the ab-
solute phase. It is important to note that the data should be differentially precoded. Differentially
decoding the discriminated symbol after symbol discrimination, we can solve the phase ambiguity
problem although the bit-error rate is doubled by error multiplication. The phase estimate . (7)
ranges between —m /4 and +m/4. Therefore, if 0,.(i) exceeds m/4, the phase jump of 7/2 occurs
inevitably as shown in Fig

Correct
course

(Unwrapped
6 phase) /

Chosen
cours

dM| — ——— ———— ———.

Figure 3.3: Phase jump and its correction during the phase estimation process. The correct course

of the phase drift is determined by removing the phase jump.

To cope with this problem, the correction for the phase jump is done by obeying the following

rule:

T
p =05+ 5 |Adn —1] = Agln]] (3.5)
This adjustment ensures that the phase estimate follows the trajectory of the physical phase

and cycle slips are avoided [?].

3.1.3 Fine tuning of VV4PE algorithm parameters

The VV4PE algorithm parameters that need to be further investigated for the system’s im-
provement are the following:

e Filter’s type

1. Moving average filter
2. Block filter
3. Wiener filter

e Filter’s length

To begin with, we will investigate the behavior of the algorithm using a 4QAM modulated
signal. Our findings will be further assessed with 16QAM modulation which is eventually our

implementation aim.
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Filter’s type

As stated above we are choosing between three rather simple but powerful approaches for

filtering out the phase noise of the symbols.

A Moving Average Filter is a widely used filter in the domain of signal processing. It is a
simple approach that outputs great results. It is optimal for reducing random white noise (which
is the case for the random walk phase noise) and it has a rather simple design. Its functionality
can be summed up in the paragraph below supported by the figure [15].

C} Continuous Move

...S51s25s3 S4 s5 s6 S7 s8s9 ...
Window =3

(S4 + s5 + s6)/3

Figure 3.4: Moving average filter’s operating principle.

Given a series of symbols and a fixed subset size (filter window), the first element of the moving
average is obtained by taking the average of the initial fixed subset of the symbol series. Then
the subset is modified by ”shifting forward”, that is, excluding the first symbol of the series and
including the next symbol following the original subset in the series. This creates a new subset of

symbols, which is averaged.

On the other hand a Block Filter is a filter averaging the symbols in its window range but in
a slightly different manner (as presented in the figure below).
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Figure 3.5: Block average filter’s operating principle.

The difference with the rolling average filter is that the filter window in this case is not ”rolling”.
That means that the output is one average value for every N-values contained inside the filter

window.

Last but not least Wiener Filter and more specifically its FIR approximation, is in terms of
simulation the best filtering algorithm we applied at the incoming signal. And that is, because
Wiener-filter coefficients consist of two exponentially decaying sequences that are symmetric about
the center of the filter. That attribute , in our case proves to be really important since the filter
gives decreasing emphasis to the phase estimates that are temporally far away from the symbol
which the system is now processing. That way the fitter dumps excessive white noise superimposed
at the signal while at the same time it tracks successfully any rapid or slow change the phase might
exhibit.

From a hardware implementation point of view though, one has to take into account different
metrics and attributes of the filter. A Wiener Filter might be the best filter in terms of performance
but it lacks design simplicity. Unequal coefficient values, especially exponentially decaying ones
pose a hurdle to the hardware designer. One that he is not willing to surpass if the performance

gain is not going to be astonishingly lower than with the other filters.

On the other hand moving average, and block average filters are relatively easier and cheap to
implement in hardware. The moving average though might require slightly bigger effort but they

both remain a good trade off between hardware simplicity and good performance.

A comparison of the filtering techniques can be shown below at the figure [3.6] It is clear that
the lowest value achieved by all 3 filters is quite the same they differ greatly in another domain.
It is evident that the Wiener filter behaves better in terms of linewidth. For a higher linewidth
value Wiener produces acceptable results (less than 1072). Then comes the moving average filter

and the least good behavior is produced when using the block average filter.
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Figure 3.6: Plot of the BER value produced while utilizing different filtering techniques. While all
the filters have the same minimum value the Wiener one outperforms the others in the linewidth

domain.

Filter’s length

Having discussed upon the filter type we can go on investigating the effect of the filter length
at its performance. Intuitively, we expect the filter’s length to be indirectly proportional to the
linewidth. The higher the phase noise (the lower the linewidth) the smaller the block size should
be. As explained before, the phase noise is a random walk process. With amplified noise one
should keep the filter small in order to track the phase changes successfully along the incoming

symbol series.

On the other hand when the signal does not suffer from high phase noise then by making the
filtering window bigger we guarantee less white noise present at the signal.

In the figures and below we can see the curves showing the optimal filter value ,which
is of course the value that minimizes the BER value.



3.1 Viterbi - Viterbi 4th power estimator (VV4PE)

23

SNR= 40, Linewidth= 1.000000e-02

BER

0 5 10 15 20 25 30 35 40
Window Size

(a) Optimal Length = 2

SNR= 12, Linewidth= 1.000000e-04

4
[
4 10

0 5 10 15 20 25 30 £ 40 45 50
Window Size

(b) Optimal Length = 27

Figure 3.7: Optimal filter length

During this process we noted that the optimal value depended more upon the linewidth value

and less upon the SNR value. That means that the values computed for the filter’s length are not

optimal since those depend on both the SNR and the linewidth values. Nevertheless, they fit our

needs since they produce good results without needing the computing power that an optimization
problem with many parameters needs. That is evindent from the curves below (ﬁgures 3.8D)).
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(a) SNR = 13, Linewidth = 1-10~3
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(b) SNR = 14, Linewidth = 1-1073

Figure 3.8: The optimal filter length hardly changes while varying the SNR value. The BER on

the other hand is getting better.

Here we can see a table (table3.1]) containing the computed near-optimal number of filter taps

for a range of linewidth values.
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Optimal Filter Length (VV4PE)

High Linewidth Mid Linewidth Low Linewidth
10" 1072 [ 107 [ 107* [ 1075 | 106 | 107 [ 1078 [ 107
| 2 [ 3 | 7 | 2n [ 37 ] 70 ] 6 | 63] 63 ]

Table 3.1: Near-optimal number of filter taps for the various linewidth values.

We clarify again here that the search for the near-optimal values has been based on keeping
the SNR value stable and varying the linewidth value. This of course produces sub-optimal results
but we accept the values produced since we noticed that the system’s filter length gets affected
more by the linewidth and less by the SNR.

Combining the above computed parameters we get the following contour plot for a system using
VV4PE and 4QAM modulation.
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Figure 3.9: Contour plot showing the relationship between the algorithms performance in combi-

nation with laser linewidth and SNR. Colored lines represent a constant value of BER

3.1.4 Performance on bigger modulation schemes

As stated before the performance of the VV4PE algorithm proves to be sub-optimal for higher
modulations such as 16-QAM. That is of course expected since the basis of retrieving the phase
error lies upon the modulation stripping. That is done by exponentiating the symbol to the fourth
power as analyzed before. The problem is that a 16-QAM constellation will not have all of its
points lying in the equidistant 90 ° axes. That way the fourth power operation will not strip the
modulation from these symbols entirely but it will leave them symbols lying above or below the

axis line even if they do not contain any phase noise. The problematic symbols are shown in the

figure below.
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Figure 3.10: The symbols indicated with red circles are the ones unable to strip their modulation

with the fourth power operation.

From the table[3.2]below it is evident that a VV4PE algorithm operating on 16QAM modulation

needs really big filter values that make the use of such an algorithm non-viable.

Optimal Filter Length (VV4PE)
High Linewidth Mid Linewidth Low Linewidth
101 [ 1072 [ 1072 [ 107* [ 1075 [ 105 [ 107 [ 1078 [ 10~?
[ 95 | 95 | 95 [ 95 [ 110 | 126 | 150 [ 163 | 165 ||

Table 3.2: Near-optimal number of filter taps for the various linewidth values of a 16QQAM modu-
lated signal using VV4PE algorithm.

The contour plot below (figure [3.11)) proves that even with those big filters the system needs
significantly lower linewidth noise in order to yield acceptable BER values. That means a lot more
cost for a hardware implementation , since the lower linewidth is achieved with more precise and

thus more expensive equipment.
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Figure 3.11: Contour plot showing the relationship between the algorithms performance in combi-

nation with laser linewidth and SNR. Colored lines represent a constant value of BER

3.1.5 Conclusions about Viterbi Viterbi algorithm

Viterbi - Viterbi algorithm proves to be a simple yet powerful solution to perform phase error
correction. Its simplicity is though its greatest drawback since it is inadequate to yield reliable
performance for higher than 4QAM constellations. Yet the idea of modulation stripping, which
will be shown later, along with some modifications can churn out great results even on higher order
constellations.

3.2 Blind Phase Search

3.2.1 Algorithm’s description

Blind phase search algorithm is a forward error correction algorithm. Viewed from the control
system point of view it does not contain any feedback path. In the figure below (fig3.12) we
present the schematic diagram of the algorithm .
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Figure 3.12: Carrier phase recovery using B test phase angles

At first, the incoming signal Zj is rotated B times at ¢, angle units per time.
b T e, B-1) (3.6)
(pb - B 2 ) PR .
We then compute which is the closest constellation point at the already rotated symbol, as well as

its squared distance from it.

|dio|” = | Z exp(jop) — Xipl? (3.7)

The angle for which we get the minimal total distance is the optimal rotation angle. To reduce
the effect of noise in our system we take the sum of 2V + 1 consecutive distances rotated by the
same test angle (block filtering).

N

Skb = Z |d—n s (3.8)

n=—N
As mentioned before the sum sy j represents the the optimal rotation angle. The latter acquires

a unique value at a window of 2IN + 1 symbols.
Two of the most important algorithm parameters are :

e The number of test rotation angles B

e The block filter’s length N
At the next chapter we will experiment with those parameters and end up with their optimum

values.
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3.2.2 Fine tuning of BPS algorithms parameters

In this section we will investigate the optimal parameter values for the algorithm. We are
starting by experimenting with 4QAM modulation and we will go on discussing bigger modulation
schemes like 16QQAM. In general, blind phase search algorithm is operating greatly independent of
the modulation scheme as we will show later.

As stated at [2] the ideal values for the filters half length is derived from the product of laser’s
linewidth with the symbol rate. A value range of N = 6,...,10 is considered to be a fairly good
choice. So we start experimenting by setting the filter length to N = 10. By sweeping the various

values of B we get the plots below (fig and fig|3.13b)).

SNR= 11, Linewidth=5.000000e-04 SNR= 12, Linewidth=5.000000e-06

BER

(a) SNR =11 Linewdith =15-10"% (b) SNR=12 Linewdith =5-10"6

Figure 3.13: System BER results for various values of test phase angles (B).

We note from the figures [3.13a] and [3.13F] that the value B= 10 gives us really good results
at the simulation. This is the value that seems to set the BER value to a stable point. We also

observe that increasing the number of test phase angles does not improve the actual BER value
achieved. This is due to the fact that choosing a specific value of B, big enough to produce an
acceptable value of BER, means that we have ”sliced” the cartesian plane enough and any further

”slicing” by increasing B will not improve the performance dramatically.

After settling with a value for rotation test angles it is time to improve the algorithms filter.

Intuitively we claim that its should be indirectly proportional to the laser linewidth.

Indeed from the figures below we note that in order to obtain optimal results the
filter length should dynamically vary according to both the linewidth and the SNR values. Like in
the VV4PE algorithm above a more naive search has been done to investigate some near-optimal
results varying only the linewidth for a stable SNR value since the main factor affecting the filter
length is linewidth. Those values are presented in the table below .
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Figure 3.14: BER results for various values of filter length N

Optimal Filter Length (BPS)4QAM
High Linewidth Mid Linewidth Low Linewidth
10 [ 1021073 [ 107* [ 10° [ 105 [ 1077 [ 10-° | 1077
[NANA] 5 | 14| 36 | 38 | 56 | 66 | 72 |

Table 3.3: Near-optimal number of filter taps for the various linewidth values. Values "N/A”

indicate the fact the for these linewidth values no SNR value no matter how big could give us an

acceptable BER value.

By simulating a carrier phase recovery system having the parameters computed above and

implementing the BPS algorithm we get the following contour plot.
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Figure 3.15: Contour plot showing the relationship between the algorithms performance in combi-

nation with laser linewidth and SNR. Colored lines represent a constant value of BER

3.2.3 Performance on bigger modulation schemes

Observing the algorithm we can deduce the feasibility of its successful operation not only on a
4QAM modulation like above but also in higher modulation schemes like 16QAM. That is indeed
true since the algorithm itself is not depending on any specific information from the underlying
signal modulation but it is rather treating every modulation scheme with the same manner no
matter if it contains 4 signal states (4QAM) or 16 (16QAM) or even 32 (32QAM).

That way by applying the same method as for 4QAM we derive the optimal test phase angles
number (fig|3.16)), an optimal filter length table (table and the respective contour plot showing
the relationship of linewidth and SNR (fig [3.17).
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Figure 3.16: BER results for various test phase angles B. We note a bigger optimal value of B =
18

Optimal Filter Length (BPS)16QAM
High Linewidth Mid Linewidth Low Linewidth
101 1072 [ 1072 [ 107* [ 1075 | 106 [ 107 [ 1078 [ 10~°
[NANA] 6 | 12 ] 20 | 28 [ 49 [ 66 | 75 |

Table 3.4: Near-optimal number of filter taps for the various linewidth values. Values "N/A”
indicate the fact the for these linewidth values no SNR value no matter how big could give us an

acceptable BER value.
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Figure 3.17: Contour plot showing the relationship between the algorithms performance in combi-

nation with laser linewidth and SNR. Colored lines represent a constant value of BER

3.2.4 Conclusions about BPS algorithm

As seen before the algorithm’s simulation provides us with good results. BPS is an algorithm
operating in a purely feed forward manner and not containing any feedback path. Feedback can
be a dissuasive factor for a system that needs to provide a real time response and used in the
realm of optical communications. The biggest advantage of BPS is surely its universality when it
comes to the different modulation schemes. It is indeed possible and viable to use BPS in QPSK,
16-QAM, 32-QAM and also in bigger modulation schemes (symmetric or even non symmetric).
Its drawback, though, in comparison with other carrier phase recovery algorithms is its advanced
complexity. BPS is a ”"brute force” algorithm requiring many computations for every incoming

symbol, especially in high noise conditions where we need a big number of test phase angles.

3.3 NLS Estimator

3.3.1 Algorithm’s description

In this section we are going to analyze a low complexity, yet powerful blind feed forward
carrier phase estimator. The proposed estimator represents a generalized form of a low SNR-
approximation of the maximum likelihood (ML) estimator, that was originally proposed by Viterbi
and Viterbi(VV4PE) as a blind carrier phase estimator for fully modulated phase-shift keying (M-
PSK) transmissions [16]. During Viterbi and Viterbi algorithm analysis we bumped into an obstacle

while trying to move on to higher than 4QAM constellations. The fourth power operation was
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not enough for a symmetric 16QAM constellation due to its indisposition to strip the modulation
format off the symbols not lying in the equidistant 90 ° axes. Such schemes, therefore rely on
alternative methods such as QPSKpartitioning [I7] or the computationally intensive Blind Phase
Search (BPS) algorithm mentioned before [2].

In this algorithmic approach we can at first denote the complex signal transmitted from the

transmitter side as a. + jb. = pcej¢c

After fiber transmission and intradyne detection, the transmitted symbols are corrupted by
AWGN and phase noise due to the combined linewidths of the free-running Tx (transmitter) and
Lo (Local Oscillator) lasers [3]. Following ideal symbol clock recovery and equalization in DSP,
the received noisy sequence at times ¢ where t = nTs(n € Z) can be denoted in polar form as

x[n] = p[n]e’?"]. In the proposed scheme, a nonlinear transformation is applied to x[n]:

yln] = F(p[n])e?*l"! (3.9)

The resulting complex signal, y[n], is then passed through an FIR filter (we will discuss on its
type later) w[k], with L coefficients. The phase estimate at the n — A received symbol (where

A= %) is then given by:

On — Al = fa,rg{z wlk]y[n — k|} (3.10)

in Eq F(-) is a non-linear function that is dependent on the modulation format. When con-
sidered in the context of the overall algorithm, it constitutes a weighting function that determines
how much each received noisy symbol contributes to the final phase estimate, depending on its
magnitude. The fig below shows plots of F(+) as a function of the received symbol magnitude
for 16-QAM and several SNRs. Clearly, the phases of symbols having magnitudes between =~ 0.7
and 1.2 do not contribute at all to the final estimate; this is because they belong to the middle
ring of the constellation, with phases that do not lie on equidistant 90 ° axes. In contrast, only
the symbols belonging to the innermost and the outermost rings are assigned weights toward the
final estimate, as each of these rings forms a QPSK subset. Consequently, the multiplication of the
phases of these symbols by 4 in Eq. results in complete modulation stripping, thus allowing

carrier isolation and accurate phase tracking [3].
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Figure 3.18: F() output values and the corresponding 16QAM symbols color highlighted according
to the weight given to them by F()

Fig. depicts noisy 16-QAM symbols, with the weights applied by F(-) indicated by varying
color intensities. Clearly, the middle ring symbols are disregarded (These symbols correspond to
the middle near zero region of fig. . The plot also illustrates another aspect of the non-linear
function: Even amongst the symbols that do lie on the equidistant 90 ° axes, those with higher
magnitudes contribute more to the final estimate than the symbols with lower magnitudes. The
intuitive explanation is that the phase error due solely to AWGN is lower for higher-amplitude
symbols (1 < 62 in Fi. The estimate from higher magnitude symbols will therefore be
more accurate, and giving more weight to this will yield better estimation.

3.3.2 Fine tuning of NLS algorithm parameters

The function F(-) that minimizes the asymptotic covariance of the phase estimator is given by

the equation

g2 (pln)
Bl = 300D — g5 1D @10
where
n(pln]) = (-1 RIS feos(ai — 1)1,y (P00 (312)
Po b EB

where 02 is the AWGN covariance I,,(z) is the n'* order modified bessel function of the first
kind and S is the set of M constellation points.

With the aid of numerical computation environment and by the use of the above equations
we get a matrix with the necessary values of the F'(-) function for SNR = 10...40dB
which is an adequate range for both the lowest and highest BER values possible.

The algorithm parameters that affect the performance of Fapp estimator are

e Filter’s type
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1. Moving average filter
2. Block filter
3. Wiener filter

e Filter’s Length

e Output scale of the F(-) function

Filter’s type

In its essence Fapp algorithm shares high resemblance with VV4PE algorithm which we an-
alyzed in a previous section. Having covered the same comparison at that exact section we can
safely conclude about the performance of its type of filter. We expect Wiener filter to yield the
best performance, at the cost of an overall bigger complexity. On the other hand the simpler
filters (moving average, block) produce again a sufficiently good BER so as to consider a hardware
implementation using them.

More specifically we can see in the plot below the performance of the three aforementioned

filters and the comparative advantages among them.

20
10° T T T T T
Block
Wiener
Moving Average
10 F z
102 F 3
©
i}
m
100 F 3
104 F —_—
10-5 1 1 1 1 1
102 103 10 10°® 10°® 107 108
linewidth

Figure 3.19: Plotting linewidth versus BER for all three filters (SNR = 20). A clear performance

gain is noted for Wiener filter followed close by the moving average filter

While the performance gain is by far in favor of the wiener filter we note that in terms of
linewidth performance the less simple moving average filter does not differentiate by a big per-
formance gap. In fact both filter have identical performance up until linewidth = 1073, From

linewidth values less than that one moving average filter moves towards the block filter BER value
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whereas wiener filter creates a big gap of circa one order of magnitude. Although we should not

forget the much simpler design of the moving average filter comparing it to the more complicated.

Filter’s length

Having decided upon the filter’s type (moving average) we move on to decide upon the optimal
number of taps it should contain. But that is not a one size fits all answer. The performance of the
system and also the filter relies not only on the linewidth of the laser but also on the respective SNR
for that linewidth. So for every linewidth-SNR pair there is presumably a filter length value that
minimizes the system’s error and provides us with optimal results. The table below presents
us the values that we computed making the simplification, which holds true, that the main factor

affecting the filter;s length is the linewidth of the system.

Optimal Filter Length (APP Estimator)
High Linewidth Mid Linewidth Low Linewidth
10 102107 [ 10* [10° [ 106 | 1077 [ 10-% [ 1077
| 2 [ 5 | 1n | 2 [32]7 |79 | 79[ 7]

Table 3.5: Near-optimal number of filter taps for the various linewidth values.

The figures and below show some of the curves dictating the optimal values for the
filter at the respective linewidth.

SNR= 19, Linewidth= 1.000000e-04 SNR= 19, Linewidth= 1.000000e-07
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(a) Optimal Length = 25 (b) Optimal Length = 79

Figure 3.20: Optimal filter length

Lastly, in the figures and below we note that while the shape of the curve stays
the same as the SNR changes , the BER value achieved is improving. This makes evident that the
main factor affecting the optimal filter length and generally the performance of the system is the
linewidth and not the SNR.
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Figure 3.21: The optimal filter length 11 stays intact while varying the SNR value. The BER on

the other hand is getting better.

By combining the above computed parameters we present a contour plot showing the rela-

tionship between SNR and Linewidth for a carrier recovery system of 4QAM modulation that is

implementing the NLS estimator algorithm.
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Figure 3.22: Contour plot showing the relationship between the algorithms performance in combi-

nation with laser linewidth and SNR. Colored lines represent a constant value of BER

The optimal length of the filter for every linewidth value has been computed by a imposing a
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linear interpolation to the optimal values found before.

3.3.3 Performance on bigger modulation schemes

Although the operating principle of the APP algorithm does not prohibit it to perform phase
error correction on higher constellations the scope of this research is targeted at 16QAM and we

are going to limit our investigation to this modulation.

3.3.4 Conclusions about NLS algorithm

To sum up, the APP estimator algorithm provides a powerful yet simple alternative to the
algorithms mentioned above. Its genius nature gets rid of the problems caused by the points
not lying in the equidistant 90° axes while simultaneously exploiting the modulation stripping
property of Viterbi and Viterbi algorithm. Its results seem really promising at first but it needs to
be evaluated together with the benchmark algorithms (BPS, VV4PE) in order to conclude about
its usefulness. The figure below gives us a bird eye view of the APP estimator algorithm behavior
both on the linewidth and the SNR domain.

3.4 Comparison of the presented algorithms on 16QAM mod-

ulations

As we have already mentioned the purpose of this thesis is the implementation of the novel

Fapp carrier phase estimator algorithm at a 16QAM modulation scheme.

For this reason and to sum up the previous investigation findings, we will now present a com-
parison of the above algorithms. This way we will obtain a theoretical insight on the relative
performance between the Fapp algorithm and the commonly used Viterbi - Viterbi 4th power

estimator and Blind phase search estimator.

A first glance at the comparison of the carrier phase estimation algorithms is presented below

(fig [3.23).
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Figure 3.23: Linewidth versus BER plotting for all three estimator algorithms.

We immediately note the bad behavior of Viterbi - Viterbi algorithm in the linewidth domain.
Especially in the high linewidth range (linewidt > 10~%) the latter gives BER values way above the
acceptable BER values (i.e values < 1072). On the other hand moving to the lower linewidth range
the three algorithms present good BER values ~ 2 - 1074, The NLS estimator though, produces
the same if not better results for low linewidth values.

It is now evident, that the Viterbi algorithm does not pose a viable solution for a carrier phase
recovery algorithm at the 16QAM modulation scheme. Its overall performance, especially in the
high linewidth range , where good performance is mostly needed, is a prohibitive factor for a

telecommunication pipeline implementation.

Finally to see both Fapp and BPS in full scale comparison we present the contour plot (fig
3.24)) of linewidth versus SNR for both the above algorithms.
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Figure 3.24: Contour plot of linewidth versus SNR for APP (continuous line) and BPS (dashed

line).

From the plot presented above we can clearly see that whereas APP does not outperforms BPS
on most cases (though it does performs better for on less noisier environment i.e lower linewidth) it
does provide surprisingly good results given the lower complexity of it comparing it to the ”brute
force” costly BPS algorithm. All things considered it is definitely worth trying a hardware porting
of the algorithm into an FPGA architecture in order to further asses its weaknesses and strong
points.

However before getting to the hardware system design we should pay close attention to the
form of the algorithm. Since, we set sail to this journey with implementation efficiency into mind
we will firstly try, in the next chapter, to modify and simplify the algorithm so as to present more

hardware friendly features needed for a successful hardware implementation.
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NLS EStimator Polynomial

Approximation

4.1 Introduction

Every algorithm, especially a computational intense one (i.e DSP algorithms) needs extensive
study in order to be able to port it successfully in the desired application specific architecture.
Either targeting DSP’s or FPGA’s the individual building blocks of the algorithm have to be

simplified in a manner suitable for hardware implementation.

At a first glance the algorithm we chose, which is of course APP estimator, seems to rely heavily
on a QPSK partitioning scheme. This is used, as mentioned above, to evaluate a relative weight for
every input symbol according to its magnitude. Different magnitudes get amplified differently.This
is achieved through a rather complex mathematical formula that seems to oppose the simplicity

notion we embraced above.

Mathematical functions are implemented in hardware in a couple of ways. The first and more
frequently used is the lookup table method. This technique might be adequate for a couple of
outputs but in our case we have to deal with one function per SNR value (each of them covering
the whole magnitude axis). With such a large matrix, we could right away forecast a system

bottleneck located just at the reading and writing operations on the latter one.

Another obvious solution would be to directly implement the mathematical function in hard-
ware. But by taking a look at it one notices right away many ”unwanted” terms like trigonometrical
functions, divisions, exponential, powers and so on and so forth. Those kind of operations may be
fast and painless in a general purpose processor but they truly become a designers nightmare in
hardware. As we said above, our goal is to simplify as much as possible the algorithm and that

necessarily means favoring, summations, subtractions and low memory usage.

So, the path we choose to take is the function approximation one. By that I mean that our
ultimate goal was to end up with a set of coeflicients, precise enough to let us adequately describe
every function while having a small impact on the memory and computational logic. All the specific

information on that subject are going to be presented to you on this chapter.

41
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4.2 Visualizing the problem

The function we are going to evaluate is described by the equations [3.11] and [3:12] as presented

on the second chapter.

We are seeking a way to approximate the function family presented below whose members are
implemented through the APP estimator Bessel function described above.

NLS Estimator Function Family
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Figure 4.1: The APP estimator functions family. Each single curve represents a specific SNR value.

4.3 Method of polynomial approximation

We note that each function has 3 distinct parts. Let’s call them A, B and C respectively. The
A part spans from zero magnitude up until approximately 0.7.

The magnitude takes values from 0 up until 5. The normal 16QAM constellation has its outer
symbols at the magnitude = 3. The reason the magnitude values are extended until 5 is due to
the noise impact on the signal.

The C part spans from approximately 1.2 till the end. All that is left is the B part which seems
to be constantly zero.

Therefore every part of the function can be described by some coefficients (i.e a straight line
possibly which is described by a first order polynomial). So we could approximate all three parts
and make a matrix holding those coefficients. From then on it would just be a matter of reevaluating
the line equations and getting the value for the point in question just by providing the magnitude
in the equation.

Suppose we have n SNR values. Then the matrix size would be n x 6 where 6 = 3 x 2. 3 is
for the number of partitions of every function (i.e A, B, C) and 2 are the first order polynomial

coefficients (as in a straight line ay + /). An example is shown in the figure below.
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NLS Estimator Function
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Figure 4.2: Every piece is being approximated by 2 coefficients since it is a straight line.

F(*) imposed weight

5 2

35

But still we have 3 pairs of coefficients for every function. That means that for a family of n
functions we construct a matrix of n rows (one for every SNR value) and 6 columns (as in the
example before). That process is shown in the figure below.
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Figure 4.3: Every horizontal 6-column table represents a curve. A family with n curves is repre-
sented by a table n x 6.

If we isolate the coefficients « and 3 of a single partition then we can see that they also form

a curve respective to the SNR values. An example can be seen below.
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Figure 4.4: Sweeping over the coefficient values of a specific partition we get this plot. Each curve

corresponds to a specific coefficient (here o and f).

By linear approximating those curves we get n coefficients for every curve (where n is the order
of the polynomial approximation we perform). If we do this for every partition we get a matrix
whose size is 3 X m X n where m is the polynomial order of the 1st approximation and n is that
of the 2nd approximation accordingly. Now we can see the potential shrink of the initial matrix if

we choose the right values for the approximations.

4.4 Reconstruction of the function from its coefficients

In the previous chapter we described the method to minimize the APP estimator function into
a coefficient table smaller than the initial one. Here we are going to describe the way that every
symbol will get its responding APP estimator value from the reduced coefficient table. As we
already mentioned there are two approximation stages in our algorithm.

The first one gives m + 1 (where m is the order of the 1st approximation) coefficients for every
SNR value, for every function partition.

The second one approximates the plots like figure above (for every partition) and produces
another set of coefficients n + 1 (where n is the order of the 2nd approximation). So the final
matrix will be of length matriz size where

m =first approximation polynomial’s order,

n =second approximation polynomial’s order

and matriz size= 3(01 + 1) x (02 + 1)

and the function to evaluate the APP value will be derived from the following equation
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(C(m+1)P(n+1)(SNR)(m+1) + C(m)P(n+1) (SNR)(m) + ...+ Cop(n+1) (S’NR)O)mag"
+ (€m0 P (SNR)™ 4 ¢y pn(SNR)™ + ..+ copn(SNR) ymag™ ™! + ...+
(Cms1)Po(SNR) ™Y 4 ¢,y po(SNR)™ + ... + copo(SNR))mag®  (4.1)

where mag is the symbol’s magnitude value
,SNR is the signal’s SNR value
and P is the part of the function the current symbol is at.

As seen at the equation [I.I] above the APP estimator value is being computed by replacing the
values of SNR and magnitude in the polynomials. At first, though, we must decide on which part
(A, B or C) of the function is our symbol lying. The magnitude of the incoming symbol shows us

the partition and the matrix gives us the respective coefficients for that partition.

4.5 Choosing the breaking points for approximation

The first choice we have to make even before starting the approximation and the evaluation of
the results is to decide how many and where are the breaking points of the function. As it was
clear from the start we choose to separate the function in three partitions (fig [4.2). That means
we have to deal with three breaking points. They should be located where the functions exhibits
its discontinuities. By examining the figure we conclude that the first breaking point should be
around (719...723) whereas the second one should be located at circa (1169...1175).

We could describe beforehand the possible behavior of the coefficients in order to recognize the

fitting breaking points as soon as we see the coeflicients matching our forecast.
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Figure 4.5: In the plot we can see the breaking point areas. Also the part C seems to have a

negative 3 coefficient. We can also see the partition slope’s ordering in respect to their values.

Watching the plot above we can deduce that the first order coefficients of all three parts should
be steadily increasing curves with that of the C part being the biggest one. The B part curve
should be almost zero at all points.

On the other hand the zero order coefficients exhibit different behavior. That of the B part
should also be near zero at all points. A part should have a small positive coeflicient whereas the
one of the C part will probably have a small negative coefficient as we can see from the figure
As stated before we will approximate each part as a 1st order polynomial which means that we
will have 2 coefficients for each line (i.e ay + 53).

4.6 First stage approximation

Having approximated the APP function partitions we present you with three possible breaking

point choices.

Breaking points

Breaking point 1 ‘ Breaking point 2

| 720 \ 1173 |
| 722 \ 1171 |
| 723 \ 1170 |

Table 4.1: Possible breaking points of the APP estimator function.



48 Chapter 4. NLS EStimator Polynomial Approximation

4.6.1 Optimal breaking point choice

After the approximation we noted that the 1st order coefficients exhibited similarity in all 3
cases. Their behavior was as depicted in figure

Coefficient 1 grade

0.25
A Part
B Part
02 C Part
0.15 -
01}
0.05 - /
. - o
_005 1 1 1 1 1 J
10 15 20 25 30 35 40

SNR

Figure 4.6: The behavior of all 1st order coefficients in all three breaking point couples seemed
both identical and close to the behavior predicted.

Due to the similarity of the 1st order coefficients the choice regarding the optimal breaking
point will be made after examining the Oth order coefficients. Those vary greatly between the 3

breaking point choices.
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Figure 4.7: Behavior of Oth order coefficient on the 1st breaking point couple.

The zero order coefficients seem different from the ones expected. Specifically the B part one
exhibits a large drop in its value which is probably due to inappropriate breaking points.
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Figure 4.8: Behavior of 0th order coefficient on the 2nd breaking point couple.

Even in this breaking point couple the zero order coefficient of the B part exhibits a large

positive slope on its last points. That is a clear indication that we have to decrease the second
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breaking point by some points.
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Figure 4.9: Behavior of Oth order coefficient on the 3rd breaking point couple.

Lastly, the combination of 723 — 1170 seems to be the closest one to our forecast. The difference
is at the zero order coefficients, since the first order one more or less stayed the same for all
three cases. The zero ones, though, behave almost like we previously discussed. All three are
straight lines, each of them increasing or decreasing according to its respective part at the estimator
function.

4.7 Second stage approximation

After having decided upon the order and the breaking points of the first stage we can go on
with the second stage approximation as we have analyzed in the beginning of this chapter.

At this point the only decision that has to be made is the order of the second polynomial
approximation. From the form of the curves we conclude that a second order approximation will
produce a sufficient fitting goodness.

A comparison of this fitting will be made in order to choose the most appropriate one. The
efficiency of a hardware implementation lies upon not only the efficiency of the approximation but

also its potential complexity when translated into hardware.

4.8 Goodness of fit

As expected, the bigger the approximation order, the better the goodness if fitting. We present
some results with the figures below.
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Figure 4.10: The 1st order coefficients approximated by 1st and 3rd order polynomials respectively.

2 2
; SR~ ; E——=—)
= ;;/‘: gEs— -‘///
0= ——— = 0 =
1 1
2 2
3 3
4r -4
5 5
" . : . . . - . . . . .
10 15 20 25 30 35 40 10 15 20 25 30 35 40
(a) Polynomial order = 1 (b) Polynomial order = 3

Figure 4.11: The Oth order coefficients approximated by 1st and 3rd order polynomials respectively.

As we can see from the figures (4.11a] [4.10a} [4.11b|and |4.10b)) above the zero order coefficients,

since they are partially straight, are approximated successfully even by the 1st order polynomial.

On the other hand the 1st order, since it is a curved line, needs a bigger order polynomial like the
3rd.
The actual estimator functions (approximated and original) are presented below (4.12aland [4.12b))

for polynomial orders (1, 5).
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(b) Polynomial order = 5

Figure 4.12: The actual APP estimator function plotted alongside its approximation for polynomial

orders 1 and 5 respectively.

4.9 Original vs. Approximated

Though the goodness of fit maybe a good indicator of how well approximated is the estimator

function, the final and most important metric should be the actual BER difference between the
approximated NLS estimator and the original function. The next plots are going to present this

difference in order to end up with a choise about the approximation order.
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Figure 4.13: The contour plot of Carrier phase recovery using the
approximation. (Approximated with 1st order polynomial)
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Figure 4.14: The contour plot of Carrier phase recovery using the original APP estimator and its

approximation (Approximated with 9th order polynomial)

From the plots above (figures and [4.14) we see that even though the 1st and 9th order
approximation has a big gap in terms of goodness if fit, they exhibit the almost the same BER

behavior. They both have values really similar to the original function.

4.10 Conclusion

To sum up, we conclude that the NSL estimator can be successfully approximated while de-
creasing the overall complexity of the system. That is possible with a 2-stage approximation.

At the first stage we partition the function in 3 parts ans we approximate each part with a
straight line (i.e 2 coefficients). Putting together those coefficients for every partition we come up
with some curves again. Then we repeat a polynomial approximation and the coefficients we are
left with populate the final matrix.

From the simulation we saw that even with a 1st order approximation of the second stage we
get good results that are really close to the original non-approximated function.

The reason that even the 1st order approximation yields good results, despite its non optimal

goodness of fit relies on the next factors.

1. The breaking points were chosen accurately and the curves of the Oth order coefficients exhibit

a linear behavior.

2. The Oth order coefficients are approximated good even by a 1st order polynomial due to their

linearity
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3. It seems that since the 1st order coefficients steadily grow as the SNR grows then the NLS

estimator produces good results.

4. Getting good results is more closely correlated, up to a point, with having the right form of
the weighting function than with actually being extremely close to the original NLS estimator

function.
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FPGA System Design

5.1 Introduction

Up until now, we have theoretically studied and derived the optimal characteristics of a Carrier
Phase Recovery pipeline operating with the NLS phase estimator algorithm. This system was
implemented in VHDL language with the use of Vivado 2016.2 tool of Xilinx. In the next pages
we are going to analyze the implementation of each hardware module that our system constitutes
of.

5.2 Pipeline Overview

Phase
Unwrap

Cartesian

Figure 5.1: A higher level of abstraction overview of the Carrier Phase Recovery pipeline.

The figure above depicts an overview of the system implemented in the FPGA architecture.
Each of these blocks was either further analyzed to hardware sub-modules or merged with other
modules to finally form another alternative view of the system from the hardware implementation

perspective.

95
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Figure 5.2: A higher level of abstraction overview of the Carrier Phase Recovery pipeline.

The schematic diagram 5.2 above depicts the NLS carrier phase recovery pipeline at a hardware
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module level. It is the structural model of our VHDL architecture. Each of the blocks will be

separately analyzed and discussed in the following sections.

5.3 Hardware Modules

5.3.1 Valid output and System reset Control module

NLS System Pipeline

Enable
Control Unit

System Enable

Input

System Valid Output

Figure 5.3: The module that is responsible for signaling the output for valid signal according to
the input.

In order to avoid unnecessary delays in our circuit and since the majority of the hardware
modules are purely computational and thus do not need any specific enable or reset logic we
provide the valid signal to the output bypassing the main pipeline. A shift register with latency
equal to the pipeline latency shifts the enable signal to the system output. In case the module
receives a reset signal it immediately clears the pipeline of any remaining signal making the data
present in the pipeline useless since they will not be accompanied by a valid output signal. This

way the enable signal has to travel only through a shift register and not to every module.
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5.3.2 Coordinate conversion module

Real
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Magnitude

Real

CORDICIP

Prepare Input
Interpret Output
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Phase
Imaginary

Imaginary
Phase

LI

Figure 5.4: The CORDIC IP (cartesian to polar) and some mandatory modules for the input
format and output translation.

As we stated before the conversion between Cartesian and Polar coordinates in our system is
realized via the CORDIC algorithm. CORDIC stands for (Coordinate Rotational Digital Com-
puter) and it is essentially an effective algorithm to implement trigonometric functions with limited
computational complexity, since all the trigonometric numbers are compute with the use of Look-
up tables. The specific component is imported as a ready IP in out system and is parametrized
via the system generator GUI of Xilinx Vivado.

The prepare input module is important to form the input operands in the form acceptable by
the CORDIC IP.

Lastly the interpret output module helps us in the separation of the output word of CORDIC
into the two components (here phase and magnitude).

The same layout of modules is further used in every conversion of Polar to Cartesian and vice
versa. The only difference is that the IP used for each conversion is different and requires different
parametrization from the user (figure [5.5).
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Figure 5.5: The CORDIC IP system generator GUI.

Component Name | translation_cordic_0

Configuration Options AXI4 Stream Options

Configuration Parameters
Functional Selection Translate v
Architectural Configuration | Parallel v
Pipelining Mode Optimal v
Data Format SignedFraction v
Phase Format ScaledRadians v
Input/Output Options
Input Width |11 [8-48]
Output Width | 10 [3-48]
Round Mode | Truncate -

Advanced Configuration Parameters

Iterations 0
Predision 0
Coarse Rotation

Compensation Scaling | BRAM

All the parameters get defined from here.

An important note is that our whole design gets rid of the need to do computations with the

m quantity. That happens since the CORDIC gives us the option to get all the results in scaled

format. That means that a phase of 2.77 would be represented as 2.7.



60 Chapter 5. FPGA System Design

5.3.3 NLS Magnitude Scaling

p22 p21 Magnitude SNR pl2 pll
| .
Resize Resize
Multiply Adder 2 Multiply Adder 1

Multiply Adder 2

= Resize function

= Absolute value
a = Register

Figure 5.6: The magnitude scaling module. This module implements the magnitude scaling ac-
cording to the QPSK partition.

As described on chapter 3, this module implements the function responsible for the ” weighting”
of the symbol magnitude. The function is described below.

(p11 % SNR + p12) * Mag + (p22 + p22) (5.1)

5.3.4 Phase Multiplier

524 | Y| e

Figure 5.7: The phase multiplication module. After the multiplication the phase must be scaled
down to the boundaries dictated by the CORDIC module.

The mandatory multiplication by 4 happens by just left shifting the phase 2 places. Then, a
mapping of the phase back to the [0, 7] has to be done to assure the CORDIC’s valid operation.
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In fact since we work with scaled radians as a format the necessary mapping has to be done in the

[0, 1] region.

The mapping follows the following algorithm.

—{ Phase * 4

Yes

No

Yes

Ma ke integer part
-1

Make integer part
o

Figure 5.8: Flowchart algorithm making the phase mapping of the multiplied phase.

5.3.5 Symbol Filter

Unfiltered Real

Unfiltered Imaginary

Figure 5.9: The symbol filtering schematic.
part.

Real Filter Filtered Real

Imaginary

Eilter Filtered Imaginary

We need a module both for the real and the imaginary
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The symbol’s real and imaginary parts are passed through the moving average filter. The filter’s

purpose and functionality has been already discussed in the previous chapter 2.
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5.3.6 Phase Unwrap

Previous Current

Figure 5.10: The phase unwrap module schematic. The flow as well as the operations happening

on the data are clearly depicted.
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The phase unwrap schematic above operates as you can see on an incoming stream of data.
The function implemented is the one following

p=05+ gma;[n — 1] — A¢[n]] (5.2)

5.4 Single Pipeline

The modules above, when connected successfully, implement the carrier phase recovery algo-
rithm. As stated the whole system is synchronous and fully pipelined. That means that after the
data has passed through the pipeline we get 1 output at every clock cycle. The aforementioned
modules have latencies described by the following table

H Hardware Module | Latency Cycles H
CORDIC 0 n+4
NLS Magnitude Scaling 13
Phase Multiplier 13
CORDIC 1 n+4
Symbol Filter 2
CORDIC 2 n+4
Phase Unwrap 5
Phase Mapping 3 + (filter delay - 1)
Magnitude Shift Register 2

Table 5.1: Number of latency clock cycles of the various modules present in our design. The n in
the CORDIC modules means the number of latency cycles that is reported by the system generator
tool and depends on the number of bits it internally processes.

5.5 Pipeline parallelization

Though the single pipeline functionality might be acceptable, it surely lacks the optimal op-
erating frequency. With a single pipeline, no matter how ”fast” our design is we cannot obtain
optimal results, since the telecommunication field requires very high operating frequencies. Even
the state-of-the-art FPGA designs hardly reach 700 or 800 MHz which is an unacceptable frequency
for high-speed fiber-optic systems.

The answer lies in the massive parallelism we can achieve through an FPGA architecture. With
a precise enough algorithm, that is also efficiently paralleled we can achieve frequencies orders of
magnitude greater than a few MHz.

5.5.1 Parallel Architecture Design

Most of the modules present in our pipeline can operate on data regardless of the knowledge of
any other preceding or following data. In a parallel implementation those modules get just copied
across the parallel branches and pose no other challenges.

Other modules though, like the phase unwrap, pose some difficulties in the process of embedding

them in a parallel system. The latter for example requires knowledge of all the other branches
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results. The need of inter-branch communication arises and we realize that such modules require

specific custom design in order to be used in a parallel structure.

In the following schematics we show the architecture of the parallel implementation of the phase
unwrap and the symbol filter modules.

w
-

CORDIC CORDIC CORDIC
T T T
(NS * h (NS * h (N * ] e

FILTER

Parallel to Serial

Figure 5.11: The overview of the architecture of the parallel pipeline. We can see that the modules
of the filter and the phase unwrap have a unifying parallel architecture unlike the others which are

just multiplied by the parallelization order we want to achieve.
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5.5.2 Phase Unwrap Parallel Architecture

M
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<
=Threshold Comparator
= Adder

u = Register

Figure 5.12: The parallel architecture of phase unwrap module. Here the parallelization factor is

p=4

In the schematic above we see the proposed parallel architecture of the phase unwrap

module. It can support any order of parallelization.
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Figure 5.13: The operating principle of the parallel architecture of Here the parallelization
factor is p =4
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From the figure[5.13] we can see the data flow in the parallel architecture. At first the threshold
comparator outputs the difference between the previous and the current symbol. This can take
3 values —1,0,1. After we have to compute the inner sum for every n symbols, where n is the
parallelization order. At last the final iner sum of every block of inner sums has to be fed to the
next block. That is crucial in order to keep the information about previous sums. The final output

is summed again with the initial symbol and the unwrapped phase is produced.

5.5.3 Symbol Filter Parallel Architecture

The design of the symbol filter may seem rather simple at first but it contains some tricky
parts. The challenging part is that a filter may have 2 degrees of freedom. The filter length, as
well as the parallelization order. This fact makes the architecture design harder to implement since
the design should be dynamic reconfigured in both axis. Both the y one (parallelization order) and
the x one (filter length).
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Figure 5.14: The parallel architecture of moving average filter. The parallelization order is p =5
and the filter length is n =4

In the figure above we depicted the architecture of a moving average filter for a paral-
lelization order of p = 5 and a filter length of n = 4. Those 2 parameters can change their value
according to our needs and this gives us a great advantage on tailoring the design to perfectly
fit our needs. As we have noted before though, the filter length parameter will only take values
which are power of 2 since the optimal values found are close to powers of 2 and the performance
gap is not that big. The gain from such an approach is that we do not use any hardware module
for the divide operation (which is a great advantage) and therefore we save on valuable hardware

resources and coding complexity.

5.6 Design Verification

A very important part of every hardware design stage is the design verification. Fortunately
VHDL provides us with the ease of creating fully custom testbenches to test our design’s function-
ality.

In order to accelerate the process we have created a verification workflow that utilizes the
Matlab environent in order to create inputs and asses the outputs of the Vivado testbench that is
simulating the actual hardware. That way we could compare the actual results derived both from

theoretical simulations on Matlab and from behavioral simulation on the hardware.
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5.6.1 Gluing together VHDL and Matlab

In order to obtain the BER result of the VHDL code we had to combine the operation of VHDL
and Matlab. The workflow was as it follows.

5.6.2 Feeding VHDL with input symbols

Testbench

VIVADO!

1.45 +0.54i
0.25+0.98i
1.35-0.56i
-1.49 +2.09i

ustmrn

e

Figure 5.15: The matlab noisy symbols feed the VHDL through files read by the testbench. Then

the latter goes on computing the output symbols.
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5.6.3 Interpreting VHDL output with Matlab scripts

Testbench
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Figure 5.16: The output of the VHDL system is written to an output txt file. Then matlab scripts

read that input and interpret it accordingly to produce BER results.

To sum up, we have designed ,implemented and verified the correct function of a fully-parametrized
and fully-parallelized Carrier Phase Recovery hardware module. Its performance, its compliance
with the modern telecommunication standards as well as its comparison with related work are

going to be assessed in the next chapter.
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Experimental Results

This final chapter focuses in evaluating the FPGA implemented system regarding the perfor-

mance and the accuracy that it is able to provide in a real telecommunication system.

6.1 Synthesis and Implementation

After deriving the pruning configuration sets we continued with the synthesis and implemen-
tation of the system in the FPGA platform. This process is crucial to evaluate the performance
along with the precision that the system yields and the trade off between them. The target de-
vice is Virtex - 7 family FPGA board and the part number is xc7vh580thcg1155-2G which has
an underlying technology of 28nm. The speed grade of the specific board is among the fastest in
the Virtex - 7 family. It has to be noted that the results we will present here correspond to this
specific device and therefore any experiments attempted on better or worse boards can possibly
yield better or worse performance accordingly.

The synthesis and implementation work flow was mostly a trial and error procedure. After each
run we evaluated the resulting operating frequency and applied corrections to further improve the
results.

Our aim was mostly oriented at obtaining a high frequency design able to accommodate the
high speeds that are mandatory for the fiber-optic networks.

The main correcting actions we had to take were limited at adding registers in the output
of modules as well as in some critical paths in order to pass some timing barriers. After each
correction, we had to check the functionality of the system again to ensure we are still getting the
optimal results.

The implementation strategy was most of the times set at the ” Performance Explore” or ” Per-
formance Extra TimingOpt” selections which produce elevated performance in the cost of more
utilized FPGA fabric.

6.2 Performance Oriented Improvements

6.2.1 Dynamic Range Study

When dealing with a constrained precision system such as a fixed point FPGA implementation
then we have to know the dynamic range of our algorithm. Dynamic range is in fact the extreme

values that the algorithm is able to process and output. By being aware of these extreme states

71



72 Chapter 6. Experimental Results

we can correctly define a finite number of integer bits that the system needs in every stage of its
pipeline. The following table has been populated after Matlab simulations that have been carrier
out with two different input sets. One produced a very high AWGN noise while the other induced
a big phase noise in the system. This way we test the extreme values in every state of our system.
The first input set with high AWGN is this one:

e SNR = 17.2dB

e Linewidth =1 x 107¢

e Filter Length = 45

e Symbols = 1 x 10°

The second set with high laser phase noise is this one:

SNR = 23dB

Linewidth =1 x 1073

Filter Length = 10

Symbols = 1 x 108

The output of the system for both cases was BER= 1 x 102 which is the lowest possible value
we consider for the system to operate. To sum up, by examining the worst case scenario with
the lowest SNR possible we will get the extreme values that we have to consider at the system
simulation. The table [6.1] below shows the results.

H Pipeline Stage I Min Value | Max Value | Integer Bit Width H

Input ~ —1.7 ~ 1.7 2
CORDIC-1 (Magnitude) ~ 1.8 - 2
CORDIC-1 (Phase) 1 - 3
NLS Magnitude Scaling 0 ~ 0.01 1
CORDIC-2 (Real) ~ —0.01 ~ 0.01 1
CORDIC-2 (Imaginary) ~ —0.01 ~ 0.01 1
Filter (Real) ~ —0.053 ~ 0.0052 1
Filter (Imaginary) ~ —0.049 ~ 0.005 1
Phase Unwrap (Internal Accumulator) r —22 ~ 30 7
Phase Unwrap (Output) ~ —11 ~ 15 6
Output ~-—14 ~ 1.3 2

Table 6.1: Dynamic Range of the various processing stages of the algorithm and the required
integer width.

The values for the integer bit widths above have been incorporated in out system. The only
exception was that for the input and output widths we had to provide 3 bits in order for the
CORDIC Xilinx IP to operate succesfully, since if provided with two input bits the might be
unknown behavior at the output [18§].
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6.2.2 Register Pruning

In order to be able to dynamically diverge from a precision oriented system into a performance
oriented one we have implemented a 8 stages of register pruning. This structure gives us the
ability to truncate the registers present in the pipeline so as to minimize the hardware utilized
by our design and therefore gain more performance. Of course this performance is gained in the
expense of less precise outputs. Nevertheless, the ability to make compromises between accuracy
and performance is able to drive a design in its ideal operating point as dictated by the context in
which it is used (environment noise, laser linewidth level, desired accuracy etc).

Below we can see the pipeline module that every pruning stage was inserted at. These places

are:

e The input registers of every CORDIC IP core.

The output registers of every CORDIC IP core.

The output registers of the NLS Magnitude Scaling module.

The output registers of the moving average filter.

The output registers of the phase unwrap module

The output registers of the phase recombine module.

Each register, starting from the first modules of the pipeline and proceeding to the last ones,
was set to a fixed value and the BER output was assessed after VHDL simulation with the help of
MATLAB (as described in the previous chapter). Iterating through the whole pipeline we derived a
variety of different pruning ”sets” each one yielding different accuracy results while using different
number of registers.

In the following table [6.2] we present some of the sets that were found to provide good perfor-

mance while not using a big number of registers throughout the pipeline.

Bits to Truncate
ID | Input | Coefficient Width | CORDIC-1 [ NLS [ CORDIC-2 [ Filter [ CORDIC-3 | Symbol Recombine | CORDIC-4
# 1 10 6 0 5 1 2 2 2 2
#2| 10 6 0 5 1 3 2 2 2
#3 11 12 1 7 1 3 2 2 4
# 4 10 6 0 5 2 2 2 2 1
#5| 1 6 1 5 1 2 2 2 2

Table 6.2: Chosen sets of register widths that will be evaluated for their performance versus

precision trade-off.

6.2.3 Filter’s Role In Performance

While evaluating the system’s precision we had to change the filter length according to the
ideal value for the specific SNR - Linewidth combination. As mentioned before, the filterin our
system is designed to operate with a window that is always a power of 2 (i.e 2, 4, 8, 16, 32, etc).
So the ideal length always moves up or down to match a power of two. As an example we present
the Matlab Filtering window Vs. VHDL filtering in the table below.
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Linewidth 8x1072% | 5x1072 | 1x1073 | 8x107% | 5x107% | 1x107% | 8x 1077

Filter (Matlab) 5 6 11 12 15 25 70

Filter (VHDL) 4 8 8 16 16 32 64

Table 6.3: The scaling up or down of the FPGA filter regarding the ideal value from simulation.

Due to this diverge from the ideal filtering lengths there is some loss in precision which is
counterbalanced by a simpler design and therefore a better performance. That happens because
a normal filter, able to have any length would require a divider circuit to handle lengths that are
now a power of two.

Therefore, in our performance evaluation we have sometimes set the upper filter length to be
16 taps. This way we sacrifice precision but we gain a lot of performance since the 32-tap filter for

the parallel design has decreased throughput performance.

6.3 Combined Simulation and Results

In this chapter we are going to present our findings regarding the hardware simulation for the
various configuration sets. We will investigate not only the systems precision but also the systems
performance and its behavior under the effect of phase noise and AWGN.

In the next figure[6.1] we present a comparison plot between the Matlab full precision simulation
curve with the hardware derived curve (set # 4). We define the specific configuration as the lower
limit (less precise) of our system. This choice will be later justified as we are going to present its

linewidth tolerance and power penalty values.

Matlab Vs VHDL (SNR =20)

T T T ™3

Matlab(64-bit)
VHDL (#4)

107 B

100

10‘5? = E

106 107

Lad a4 4 4 3 i | PR i | P
1073 104 1073
Linewidth

106 Lt

Figure 6.1: Plot showing the Simulation curve versus the VHDL curve # 4 for SNR = 20 dB.

After implementing in FPGA the specific configuration we derived its hardware utilization [6.2
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graph. It is visible that in our design the most used resource are the LUT’s and in many cases this

high utilization is the factor that we cannot push our design to a higher performance.

Utilization - Post-Implementation

LUT A 91%
LUTRAM A 24%
FF 58%
BRAM - 74%
DSP 25%
101 13%
BUFGY 1%

T T T T 1

0 25 50 75 100
Utilization (%)

Figure 6.2: The utilization graph for the # 4 configuration set as produced by the Vivado Imple-

mentation process.

A schematic overview of the device utilization can be seen at the next figure [6.3] The light
blue areas symbolize the utilized fabric while the dark blue areas indicate the unused fabric. We

can clearly see that our design has used most of the FPGA fabric.

Figure 6.3: The FPGA device (Virtex-7) utilization as shown from the Vivado Implementation

tool.

In the previous paragraphs we presented the performance of set # 4 alone. In the next figure
we present various hardware configurations, that were presented in the table We have
chosen our configurations so that their performance and precision spans throughout the desired
solutions space. As solutions space we define a space where hardware configurations not only
provide BER < 1x 1073 for the desired linewidth-SNR combination, but also demonstrate elevated
performance (> 25GBd throughput rate). This way we will derive various configurations which

will provide a flexible solution set so as to be able to operate under variable noise environment.
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Matlab Vs VHDL (SNR = 20)

Operating Peint Line 4e-6
10°3F

- M = Matlab(64-bit)

—@—VHOL(#S) ]
s \VHDL (#4)
e \/HDL (#3)
i \/HDL (#2)
et \/HDL(#1)

N.......' B e e

106 10”7

( Allcurves 'I

More Phase Noise

.

CeesessscscececscnnocncncecocnneeeFionons

ewidth
71, 72,83

Less Phase Noise

Smaller Filter Bigger Filter
Higher Throughput Smaller Throughput
BER as shown

;

Less Phase Noise
Same Filter

Same Throughput
BER shift upwds

Figure 6.4: The plot shows all the BER curves for the configurations presented above along with
the operating point line.

At the plot above we note that curve # 1 seems to go below the Matlab curve for low linewidth
values. This BER value can be explained for the system gives only =~ 15 wrong bits at the output
when linewidth is 8 x 1078, A BER value is reliable when in produces hundreds of wrong bits
(> 200) In order to obtain reliable BER results at this point we have to simulate the system with
more than 108 symbols which is really computing intensive and out of the scope of this thesis.

At a first glance we notice two teams of curves. The more precise ones (closer to the theoretical
optimal), and the less precise ones (shifted upwards and more far from the Matlab curve). This
is logical since for the curves # 4 and # 5 we defined the maximum filtering length to be 16-taps
which is of course sub-optimal in the low linewidth cases. When our system’s noise is mainly
AWGN then a bigger filter means better suppression of AWGN noise since the phase is no more
rapidly fluctuating.
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The more precise curves (# 1, # 2 and # 3) are derived from a configuration where the filter
followed the optimal length at every case (as described on the section about filtering above). This
way the curves do not exhibit a floor but steadily increase their performance as the linewidth
decreases.

Those filter choices though, affect the systems performance in terms of maximum achievable
frequency and throughput.
In order to asses the performance we choose the operating point at

e Linewidth = 4 x 1076 (as presented in fig. [6.4))

The table below presents the performance results for the above stated operating point.

Performance ‘ Note
Configuration ID | Single Pipeline Max Frequency | Max Parallel Pipelines | Parallel Pipeline Max Baud Rate | Filter
#1 300.3 MHz 105 31.5 GBd 32 taps
#2 303 MHz 119 36.1 GBd 32 taps
#3 300.3 MHz 84 25.2 GBd 32 taps
# 4 333.3 MHz 140 46.6 GBd 16 taps
#5 333.3 MHz 139 46.3 GBd 16 taps

Table 6.4: Different hardware configurations and their respective performance for the specified

operating point in terms of parallelization, maximum frequency and throughput.

In the table we notice the maximum filter length described above. The performance gap between
the two teams (optimal fltering, sub-optimal filtering) is visible. Both of the configurations using a
16-tap filter produce a throughput rate beyond 46 GBd while on the other hand the configurations
with optimal filtering yield a less fast design operating from 25GBd up to ~ 36GBd.

The laser linewidth chosen for the operating point translates to (112 kHz for 28GBd throughput)
which describes an ECL laser well within the range of the modern commercially available ECL
lasers. If the phase noise were greater, the the operating points would move up the respective curves
(to the left) yielding less performance but potentially producing better throughput rate (since
bigger phase noise demands smaller filter which in turns means better achievable throughput).

On the other hand, with a smaller phase noise, the operating points of curves (# 4 and # 5)
would just move to the right maintaining the throughput (since the filter length would not change)
while those of the curves (# 1, # 2 and # 3) could either operate with the same filter, and therefore
maintain their throughput, but produce a less precise result (curve would shift upwards), or use a

bigger filter, and therefore stay on the plotted curve, but lower their data rate performance.

To sum up, in our design we had the opportunity to choose either between a more performance
oriented configuration were we will get potentially worse BER, values (like sets # 4, # 5) or aim for
a more precise and accuracy oriented implementation that however provides us with lower baud
rates (configurations # 1, # 2 and # 3). This flexibility of system reconfiguration for different
environment is a powerful feature that adapts the system at a potentially changing environment.

Another important factor we have to we have to take into account in our design’s evaluation is
its power penalty (or SNR penalty) respective to the theoretical simulation. . This issue is going

to be discussed in the next section.
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6.3.1 SNR Penalty

This metric describes the amount of power we have to provide to our system, with reference to
the power provided to the theoretical model in order to achieve the same BER value. As a ceiling
for a successfully operating system we define a BER value of 1 x 1073,

We defined the limits of our laser linewidth values to be 100 kHZ and 2 MHz. The upper limit
(2 MHz) is quite big for a modern commercially available ECL laser (normally 100 - 300 kHZ)
but we wanted to test our system for a worst case scenario with big phase noise. The lower limit
(100 kHZ) is a good value to test our smallest power penalty with, though state-of-the-art lasers
can produce a much smaller phase noise. All things considered the values that are going to be
presented here are the limits for the system’s performance and provided with better quality lasers
(less noisy) the system exhibits a significantly smaller power penalty.

In the table below we can see the SNR penalty values that the system exhibits for different
linewidth values for a FEC limit of 1 x 103 with a 11 % overhead.

Performance
Configuration ID | 100 kHz | 2 MHz
#1 0.3dB | 0.2dB
# 3 0.5dB | 0.3dB
# 4 2 dB 1.6 dB
#5 1.7dB | 1.3dB

Table 6.5: The SNR penalty required for every hardware configuration to achieve a BER equal
to 1 x 1073 for different laser linewidth values. The penalty is calculated with respect to the
theoretical limit calculated with Matlab.

We notice that the system exhibits its maximum power penalty value for the # 4 configuration.
That is expected since this configuration, along with the # 5, are the ones tailored for better
performance than BER results.

The fact that the system under better linewidth conditions exhibits worse SNR penalty can
be attributed to the fact that since our configurations are operating with fixed filter length they
cannot improve their values when phase noise becomes negligible and AWGN governs the system.
At that point the filter needed is exceeding 64 taps and such a filter would be a performance
bottleneck for our system.

To sum up, we notice that we can choose to operate either with high precision or with high
performance.

All things considered, we proved that the implemented FPGA design gave us the both the
power to create a functional design and the flexibility to tune it according to our needs (precision,
throughput rate).
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Conclusions

In the current thesis we presented, assessed through simulations and finally implemented on
an FPGA platform a hardware-efficient and high-performance carrier phase recovery algorithm
aiming at state-of-the-art digital coherent 16-QAM receivers.

The implemented system was designed from scratch at VHDL code and is fully-parallel and
fully-parametrizable. That was the key enabler to explore the infinite hardware configuration
schemes and present the ones that are capable of either opting for higher performance or aiming
at high output precision. Moreover, with some design compromises that undoubtedly made the
algorithm hardware friendly we were able to achieve operating frequencies of up to 333 MHz and
external parallelization order of up to 140, thus fully exploiting the parallelism and adaptability
that FPGA platforms offer.

This way ,our carrier phase recovery implementation operates at a throughput rate beyond
46 GBd which is considered state-of-the-art even for today’s telecommunication standards. With
such a throughput rate, and provided that we proved the successful implementation of a dual
polarization system, our design could be used for systems operating beyond 300 or even reaching
400 Gbps with the use of super-channels in backbone fiber interconnects. The design is also
able to yield negligible power penalty ,with respect to the theoretical limit, such as 0.2 dB even
for incredibly noisy lasers (with linewidth of 2MHz and throughput rate of 28 Gbd). All those
features make the system an ideal candidate for a next-generation highly-efficient digital coherent
receiver fro 16-QAM constellations.

To sum up, we proved that the NLS Estimator algorithm, slightly altered by our polynomial
approximation, becomes a low-complexity but highly efficient algorithm able to provide great
results, comparable with the widely used industry benchmark (Blind Phase Search algorithm).

A future project could be the actual FPGA implementation of the algorithm and embodiment
in an optical pipeline n order to experiment with real telecommunication data. Another interesting
and potentially prosperous endeavour, would be the partial reconfiguration of the FPGA platform
so as to fully alter its configuration in real-time and thus be able to adapt to different environments
(more AWGN noise present, more phase noise present, demand for higher throughput) and yield
the required results without wasting any power or system resources from the telecommunication

system.
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