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ITepiindm

O ypayuixol emitoyuvtée otny dedvy BiBhoypapla avogpépovton ¢¢ Linacs (ou-
vtéueuo tou 6pou linear accelerators) Xtic pépec pog undpyouv téve and 20.000
Yoouuxol emtoyuvTéS Tayxoouiwe Tou Boloxouy eQupudyY 6TV EgEuva, TNV LATEL-
x1) xou TNy Blounyavio. H cuyxexpyévn dimhwuatixd epyacio tou unoBAfdnxe otny
Ly on) Hhextpohdywv Mnyavixov xon Mnyovixov Hiextpovinwy Troloyio 1oy tou
Edvixo0 Metoofou ITohuteyvelou exnovidnxe ue Bdon tny epyaoia wg Technical
Student tou cuyypagéa oto Kévtpo Iupnvixwy Epeuviv tne I'evedne (CERN)
10 Odo o OxtodBploc 2015-AexéufBploc 2016. Xe auto T SLdCTNUA O CLYYEA-
(PEAC OUUPETELYE OF TMPWTOTOPA EPEUVNTIXG  project OTWC TO TEMOTO MUY XOOUIWS
Radio Frequency Quadrupole (RFQ) vpniodv cuyvothteoy ota 750 M Hz xa 1o
commissioning tou véou yeauuxol emtoyuvth) Linacd. To CERN, anotehel 1o
HEYOADTEQO EQEUVNTIXG XEVTPO TOU XOGUOL Xal ATOTEAE! TO WOAVIXOTERPO TEPUSHANOY
Yior MEAETES o EPEUVAL T8V GTOUS Ypouuxoug emtayuvtéc. H epyaoia umopel va
Ywelotel o 600 Pépr. 110 TEWTO PEPOG ToEOoUCLALoVTaL oL BAUCIXEC apyEC Oy EBIUCHO-
0 TWV YRUUUIXOY ETULTUYUVIGY, EVE 6TO OEVTERO HEPOS TEQLAUUBAVETOL TO AOYLOULXO
oL VAT TUYINXE 1) SUVTNENITXE Yol TIC TEOCOUOLOGELS, TNV BIEEAYWYY| XxaL AVIALOT)
METENOEWV.

‘Ocov agopd T OYEBLACTIXES UPYEC XAl TNV UEYLTEXTOVIXY| EVOC YROUUIXO) ETiL-
TOUVTH UTOpoUUE Vo OTREPOUUE TIC TPoooy T Uag o€ dUo cpwthota. o) Ildg 1
TRy OUEVT) LoYUC XOU T NAEXTEOUOY VTS Tedior Btaryedvta uéoa oTor G Tolyelor TOU
ETUTAYUVTY, OTIC NAEXTROUNYVINTIXEC XOLAOTNTES" X0l ﬁ) Iog pla 0€oun cwuatidiwy
umopel vo petagepiel amd To €va dxpo Tou EMTAYUVTH GTO GO YWEIC VoL Yodél o
OLYYEOVIOUOC PETOED TWV COUATIOIY X0 TWV YPOVOUETABANT®Y TEdiwY uéoo oTig
AOWNOTNTES" AUTE To EPWTAUATA XUAOVUICTE OMAVTACOUUE GTNV TOEOVCA EPYITTL.
To TEtTO KEPAAALO EIVOL L0l ELCUYOYT) OTIC EYXATUC TUCELS X0k TA TELRUUATO TOU
CERN. Y7o 8eUtepo xe@dhono mopouctdlovial ol AUOEC TwV EEIGHOEWY TWY
H/M %updtov 610 e0WTEPIXO TWV EMTOYUVTIXGY XOLAOTHTWY X0l 0L BIEXELOT) TOUC
oe TE, TM xat otdoyou 1| cuveyolc xipatog poall pe Tic Qopuoyés Toug. Zexi-
VOVTAG omod TIC xuuaTixég e€lowoelg Tou Mazwell ovalntoOue apuovixéc ympoypo-
Vixéc AoElC Yo TNV pop@n) Twv medinv. H napdypagoc 2.3.1 tapovoidlet v yoppt
TV €EIGOOEWY YLl TNV TO ATAY| HOPYT| ETLTAUYLYTIXHAS XOLNOTNTAS, TNV pillbox cavity
eV 1) Topdypapog 2.4 Topouctdlel avaALTIXG Tal PEYEDT TOU Y ETOYOTOLOUVTOL Yol

TNV TOGOTIXOTONOY] TWV GYEDLAC TGV ATUTACEWY EVOS VEOU ETLTAYUVTH.



H teheutaio mapdypagoc nopoucidlel ta xuplotepa €01 XONOTNTWY UE TIC To-
poAAoYEG Toug o TO TEDLO YErong Toug. O BLUPOPETIXES UTUTACELS KAl EQPUQUOYES
YLOL TNV ETUTAYUVOT] TV CWUATIOWY X0 TNV Hop@T TwV Tedlwv 0d1yolv o dlapo-
eeTEC unyovixéc vhoroiroele. apouotdlovton avahuTixd oL GruayTIXdTEPOL TUTOL
(DriftTubes, I H — Structure xat ouleuyUéves xo\OTNTeS) Xou diveton WBLaitepn o-
VaPOEd GTO GYEBLIOUO, TIC LXAVOTNTESG X0l TIC LodNuaTinég eELOWOELS TOU BLETOLY TNV
Aertovpyio twv Radio — Frequency Quadrupoles (RFQ) eved yiveton pior cOvToun
ELOAYWYT) OTIC QUOLXES XU UNYUVIXES IOLOTNTES TWV UTEQUYWYLUWY ETLTAYUVTEOV.
To tplto xepdiaio mpoomadel vo amavtioel 610 BeOTEPO EQMTNUA TOU TEVNKE
TOEATAVE, TEQLYRAPOVTAUC AETTOUEPMS TIC Paciéc EELOMOELS TOL BLETOLY TNV XIVNoM
TWY OWPATIOIWY oTa eyxdpota xo Sty enineda tng xivnong. To xepdhoo Lexvd
amb TNV AmAY| OYECT TG BLYAUNG TTOU BEYOVTOL TA GLHATIOW amd To TEdlo ot xorTa-
Afyer vor oulhtar Tepimioxa @atvopeva Tou Topouctdlovial 6T SleLdivoELS xivnotg
TouC.

O unteinde QopUAOUOS YLol TNV TEPLYRUPT| TNG QUOIXTG TWV CWUATIOWXOY Ot-
ouwV dradpopatiCel xevTend pOAO GTNY AVAAUGCT] TWY QUVOUEVLY GTT)V UTONOYIOTI-
X1} HOVTEAOTIOMGOT Xl OTNY AVETTUEN AOYLOUXO) TROGOUOWCEWY. LTO YWEO TWY
PACEWY 1) OECUT ATEOVILETOL UE TNV LOPPY| WLog EAAEUYNG o Evar YapaxTNELO TIXO
TodTxo g uéyedog ebvan ) emittance mou expedlel TNV dlaomopd TNg déoung YR
a6 1o PapUXEVTEO TNG %ot OmOTEAEL PETEO TNG EMLPAVELNG TIOU XUTUAAUBAVEL 1) ENAEL-
n oTOV YOEO TWY PACENMY. AQOL UEAETACOUE AVORUTIXG TNY XIVNOT] TRV OWUATIOIWY
0TO EYXUPGLO ETUMEDO TNG XIVNOTE XATUAYOUUE GTO GUUTERACUA OTL 1) xivnoT TwY
cwuatidlwy elvon ptar TahdvTwor Tou ovoudleTon BrTateovixy| TaAdVIwoT).

TNV GUVEYELL UTIOPOVUKE VO AVUAUCOUUE TA POVOUEVA TIOU TIERLYPAPOLY TNV XV
o1 0TO dlauxeg ETUNEdO NG xivnong, To onolo anoteAel onuavTind onueio YeAETng
xodog elvon 0 eNINESO TOU TEAYHATOTOLEITOL 1) ETULTEYUVCT] TV COUATIOIWY. Duvn-
Vileton oTouc ypopuxole emttayuvtéc o dEovag tng déoung (o dZovag xata Pixoug
TOU OTOlOU TUPOUGCLALETAL ETLTUYUVCT| TNG Béopng) vo TowtiCetan Ue Tov dfova 2.
Hoapouctdletar avahutixd 6 Tpomog Ye Tov omoio druioupyeiton xar diotnpeiton o
CUYYPOVIOUOC AVAUECH GTO TEDID Ko T OWUATIOWL, O UNYAVIONOS TNG ETLTAYUVOTG
xou 1 avéhuor euctddetag Tne xivnome.

To xe@diowo 4 mpoomadel Vo xaTUdEEEL TOV TPOTO TOL OL TPV OYE-

OLao TG apyéc xou e€lotaoelg eqapuolovton otny edln oto CERN pe Aemtouepy



TEQLYQAUPY| TOV YEUUUXDY ETULTOYUVTMY TOU EEEUVITIX0) XEVTEOU UE WOLXUTERT) EUPIUOT)
otov véo Linacd. Tlopoucidlovtar 0 avoAuTIxd ToL UG TUTIXG UERT) TWV EV UTNeECiaL
emtoyuvtoy tou CERN, Linac2, Linac3 xa. Linacd eve v Aoyoug TANROTNTOG
TOEOUCLALETOL O TEWTOS YEAUUUIXOS EmiToyuvTAc Linacl. ¥toyoc elvan vo mapou-
OLIGTOUY PEUAIC TIXES TIEQITTWOELS ETUTOYLVTWY 1) Btadacta xou to trade — of fs
AVAPESH GTA OYEDLY, TOUC GTOYOUS XOL TNV OLXOVOUOTEYVIXT) UEAETN YLt EVAV VEO
ETUTOYUVTY).

To teAevtala xe@dhona anoteholy TNy gpyacio Tou YeAPOVTOS WS UEAOG
tov BE — ABP — HSL section tou CERN. H mohumAoxOTNTA TWV QOUUVOUEVGY
TIOL TOEOUGIALETOL XOTd TNV BLB0CT Uiog BECUNG UECO amd EMTOYLVTIXG GTolyElol
TEOTAGOEL TNV oVaY XY YLt AvaTTUEY Xou YPNoT AOYIOUIX0) TOU UoG Topéyouy Tol
xotdAAnA o epyokeior xon opriunTixég Yedddoug Yo TNV TEOCOEYYICTIXY AUGT TV
elloOoenY TNg xlvnong. XT1o medlo TNG QUOIXHAC CLUATIBXWY BECUMY, Ol TEOCO-
HOLOOELC PE aUTOUC Toug %wdWeS TalCouv xadoploTixd pOAO GTNV XATAVONOT) ol
EQAQUOYT| TV PUOIXGOY VOUWY TOL BLlEToLY TNV Acttoupyio Toug. ‘Otay wAdue yio
EVOLY ETUTOYUVTT] OL TPOCOUOUOELS UTEGEQYOVTAL O OAEC ToL GTABLL, AT TOV OYEDL-
oub xaL To commissioning UEypeL TNy Aertoupyla xou TNY cUALOYT| xou emelepyaoia
oedopévwy. To Aoyiouixo mou Yo avahuiel xou Yo yenowonodel oc authv Ty
epyaoio etvon To "T'ravel” | to mpdypauua dienaprc ue To Yerotn ” PathManager”
%G TO AOYLoUIXO GTUTIOTIXG avdAvoTS ogaudtwy ” Delta” To beam dynamics
hoywouxd Travel xou Path Manager eivon o&lomiota UTOAOYIGTIXE EpYOAElol TTOU
YENOWOTOL0VTOL omd O Tal UEAT) TOU section yio TIC AMUEAiTNTEC TEOGOUOLWOELS
TOL AMATOVVTAL YLl TNV EPELVA GTOUC YRuUUX0oUE emiTayuvTéc. Koo xadixov vtov
1) CLVTHENOT), 1) AVATTUEY XL 1) ETLTAYLVOT] TOL XWX xS xan enBAedm Tng véag
€xdo0mg oL BlopoLpdo TxE oTo section o Mdptio tou 2016. To "Travel” eivou éva
Aoylopixd aviyveuong couatdiwy yeouuévo oe yhwooo Fortran90 amoteAoluevo
am6d TANYGE UTOAOYIGTIXGY POUTIVWY ot duvouxr) BlaclvoeoT) petoll Toug. Emi-
mpooveta to "Path Manager * ypoupévo oe Visual Basic topouctdlel xou emiTpénel
™V Oleloywyr| mpocopowoewy ano to " Travel” ce éva mo QUG TEp3dAAOY Yol
T0 Yo,

[Swodtepn avdAuon xan HEAETY €YLVE OTIC POUTIVEC TOU XWOIXA TOU OEYOVTOL GOV
eloodo Evay ydeTn NAEXTEOHAYVNTIXO) TEBIOU X0l TEOCOUOLOVOUV TNV %ivnon Twv

cwuatdioy péoa armo autd. Ilapouctdletar xou avolleTon B1EL00IXd O TEOTOC WE



Tov omolo To MEdYEaU SloxpttoTolel To TEdlo xou AUVEL TIC EELOMOELS XIVNoNG UE
apriuntixég pedodoug. To xepdiono autd Eueve cav documentation GTo UEAT TOU
section yiot Vo SIEUXOADVEL TNV XATAVONOT) TwV EPYULOUEVWY GTO UEANOV.

Yta mhadolor Tou €pyou Yl TV cuvThenoT xot BeATon TOU AWOXO TEAY M-
TOTOWUNXOY EXTETUUEVES OVUAUCELC TNG CUUTEQLPORAS TOU Yo GUYXPIOEIC UE TO
Matlab yio medio ue BtapopeTiny| euxpIvELd xoun BLaPoPeTIXG opliud cwuatdiwy. Ta
CUUTEQAOUATA TTOU TEOEXUY EBELYVOY TNV avaryXT) Yol XATOLEG ahhory€g xon PeATi-
MOOELS GTOV XWOOWA OIS BLoPVWOELS OTIC EELOMOELC TNS TEOYIAS TWV CWUATIOWY TNG
0éounc xan oTny eneepyacio Twv LToloyloTixwy onueiny. Emnpdodeta, oahhoyég
TpaypatoTo|dnxay oe BLAPORES XAPTEC Xl POUTIVES TOU AoYLOULXOU GANOTE Yiol Ao-
Youg dtopdwong xou GALOTE Yo AOYoug BEATILONE TwV AMOTEASOUUTWY. MTO TEdlo
NG AVATTUENG TOL XWOLXAL TO AOYLOUXO UTOREL TAEOV VoL TPOCOUOLOVEL pepperpots
xow RFQs yenowonolvTtag To ydeTn Tou nhextpodayvntixou toug mediou. To
pepperpot Vol Ulal GUOXELY| TIOU YEYNOHIOTOLEITOL EVPEMS YLt TNV METENOT oL TNV
extiunon tne emittance o éva onueio tTng emtoyLvTnhc didtadne. H mo onuavtixy
TeocU XN 6TO AOYLoUXO elvon efvar 1) Ve pouTival TOU ETUTEETEL TNV TEOGOUOIWOT
Radio — Frequency Quadrupoles dapécou Tou medlaxol toug ydetn. Agopur yia
TNV TE0c U7X auTH ETAEE O GYEBIAOUOC XKoL 1) XUATAOHELT| TOL TeWTOoU RE'Q) uhnidy
ouyvothtwy ota 750 M Hz yio wtpwée egupuoyés otny adpovixn Jepameio. To
RFQs yenowonotodvial 6TIC YoUUNAES EVEQYELEC OTNV EQEUVAL XAl GTIAVIAL OTNY LATEL-
xn) xou TNV Blounyavia. 26td00 1) Yeron eoupeTixd UPNAGY cuYVOTATOLY Yo RFQ)
odrjynoe oty dnuovpyia evog pe uxpés dlaotdoelg tou Cuyilel uévo 220 xhd xon To
XAvEL XUTAAANAO Yo Yehom ot TéToleg epappoyée. To emactatind autd RE'Q) @tdvel
oe evépyeta b MeV oe dbo pdhic pétpa napouctdlovtac transmission 30 %. Extoc
amd TNV adpovixy) xapxivixt Yepamneta urnopel va eyxotacTtodel oTa vocoxouela yio
NV ToEAY WY looToTwY Yoo PET scanning xodog xou yia Ty napaywyr Teyvitiou
X0l VETEOVIWVY Yiot GANES EQUQUOYES.

‘Eva omd to o evotagpepovta xadixovia fTay 1) avdhuon Tou xmowa yia tidovd
bottlenecks xou xoduoteprioelc mou ad&dvouy Tov ¥Edvo extéleong xan vor avaln-
TYOOUUE TEOTIOUC YO TNV AVTLHETMOTILOY| TOUC.

Or TeyVinéc oL €QUEUOCTNXAY PEIWOTAY TOV YEOVO TWV TPOGOUTOLOCEWY Xl O-
ofynoay otnv vea Exdoon tou Travel —"Travel 4.0.8” xou ” Path Manager 2.8.5”
TOU BLOOLRAoTNXE OE OhOXANEO section tov Mdptio tou 2016. Anuovpyrinxe



xou Otoveur0n To TaxéTo eyxaTdoTaoNG TNE VEOS €xdoone oy TepLAopfdvel exTOg
amo T BUO TEOYEUUUNTA TO AOYLoUXO avdhuong o@aludtey Delta to mpdypauuo
avéivong Beam Iteration v.1.0 o amapaitnto documentation émwe eniong xou
xatdAAnAo topadetypota. H tedevtala napdypagoc tou méuntou xegaiaiou mTapou-
oldlel Tov TeOTO Ue Tov omolo yenoworowjinxe to Path Manager xa. to Travel
oto commissioning tou Linacd. T tnv e&étaon peahio Tinodv oevaplonv eTAEYTN-
X0V VO THPOUGLIC TOUY TROGOUOUMOELS TIOU apopOLY To commissiontg stage oto 100
MeV oyetwnd pe tny exxivnon wwv DT'L tanks.

To Tehevtaio xcpdiao Tephoufdvel TNV oyedlaor eVOg TAHEWS AUTOUATOMO-
TOTIOWNUEVNG EQPUQUOYHC TOU AoBAVEL UETEHOELC XOll UVUXUTUOXEVALEL TNV YUEAUXTY)-
ploTixn ENhewdn Tng déopng (emittance reconstruction) otov Linac3. O npdteg
TORAYEAPOL TOU XEQPAUAAOU ovaADOLY TNV UEVOBO VIXATUOXEUAS TNG BECUNE TTou Vo
yenooroinel, To onueio Tou emToyLVTH TOL Vo TEAYUATOTOLETOL 1) AVAXATOUGHELY
TOUC Ol GYEBLAG TIXOUC Ol UMY OVIXOUE TEPLOPLOUOUE TTou ETEeTE VoL Angdoly urn” ddny
YLOL TNV EQUPUOYT auToU Tou project otov Linac3. XNy cuveyelo Tou XEQuAolou
Topouctdlovial To 6pYovo UETENOMG o avahbovTon Sle€odixd To TOAVETITEDO BixTUO
HETEO00TG TANPOPOELOY Xl OEBOUEVLY amtd Ta low — level nhextpovixa TOU ETLT-
YLVTH UEYPL TIC EQOPUOYES 0TO XEVTEo eAéyyou. H eqopuoyy| yeauuévn o YAwooo
Java xar vhomonuévn Tédvew oto framework tou Inspector anotelel To avtixelue-
Vo tou VvEag onuocicuong amo toug , Eupavourh Teayavd, I'ewpyio Boulyopdx,
Veliko Atanasov Dimov Alessandra Lombardi , Giulia Bellodi xoaw Evdyyeho
I'alr mou Beloxeton oe Sladixacio ExBoong TNV GTLYUNA TOU YRAPOVTOUL AUTES OL Y-
ES.

Aé€eic Khewdrd: INoopuindg Emtayuvtrc, Avdmtuén Aoyiouxo0, Puoir Loua-
TIOLXWY DEOUWY ,NAEXTEOUNYVNTIXEG XOLAOTNTES X OYEdloTiXeS apyes, CERN,
Trohoylotind Epyodeio, Aoyiouxd Travel, PathManager, ERIS,
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Life has no meaning a priori. It is
up to you to give it a meaning, and
value is nothing but the meaning

that you chooose.

Jean-Paul Sartre
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Abstract

The word Linac is an abbreviation for Linear Accelerator. Nowadays 20.000 Linacs
are in use, finding applications in Medicine , Industry and Research. This thesis
which is submitted to School of Electrical and Computer Engineering of National
Technical University of Athens for the acquisition of the diploma of Electrical and
computer engineer was written during the Technical Student internship at CERN
where the author was involved at eminent and innovative projects such as the
first ever 750MHz RFQ (Radio Frequency Quadrupole) and the commissioning
of the new Linac , Linac4. CERN is the biggest research center in the world,
providing state-of-the-art accelerator infrastructure thus leading the progress at
the domains of physics and technology. Because of that fact, constitutes the ideal
environment for studies on linear accelerators. The first two chapters of this
thesis are trying to shed light to the design principles of a Linac. For clarity
we can divide the design of such a complex structure to two questions: a) How
the power and the field are dissipated with minimum losses inside the cavity ?
and b) How a particle beam can be transferred inside the cavity without losing
the synchronicity between the particles and the field? The first chapter is an
overview of CERN facilities and experiments. The second chapter debates how
an accelerator is designed from the electromagnetic waves point of view. First
of all, presents a cursory overview of different type of Linacs and their historical
origins. The rest of the chapter is dedicated on how the electromagnetic waves are
produced and propagate inside the cavity which will guide the particle beam. In
more detail, the solution of the electromagnetic wave equations inside the cavities
used for acceleration and the distinction of their operating modes to Transverse
Electric (TE) and Transverse Magnetic (TM), standing and traveling wave modes
with their field of use. Sub-section 3.2.1 presents an example, the form of solution
of the electromagnetic field components inside a simple cylindrical pillbox cav-
ity. Section 2.4 is dedicated to the fundamental design parameters of accelerating
structures. The last section of this chapter presents the most commonly used
particle accelerating and focusing structures, as far as their design and field of
application.

Chapter 3 answers the second above question, concerning the beam dynamics

design of the cavity describing in detail the transverse and longitudinal parti-
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cle’s motion. The chapter starts from the Lorentz force, the energy gain in a
cavity, goes through the particle coordination system and the formalism of their
equation of motion and ends up discussing phenomena such us space charge and
radio-frequency defocusing.

Chapter 4 debates in a more detailed way the Linacs at CERN and their ele-
ments, giving more weight to new Linear accelerator Linac4. Aim of this chapter
is to show how the design principles described in the previous part of this thesis
find application to a real machine meeting CERN needs.

Chapters 5 and 6 present the work done by the author as a member of BE-ABP-
HSL group during the Technical Student contract. PATH Manager and Travel are
the simulation tools used by the BE-ABP-HSL group members for their work on
linacs. Chapter 5 presents the maintenance and development of this software
until the release of the new version of the code at March 2016. During this pe-
riod the source code and the physics in the software routines where screened for
the detection of possible bugs and mistakes and various changes and corrections
where applied. In the development domain, Travel can now simulate Radiofre-
quency quadrupoles via their fieldmap as well as pepperpots. In addition efforts
were made for the reduction of the simulation time. Travel and PathManager
now provide the vital tools to simulate RFQs supporting the work of the section
stuff at the design, construction and commissioning of the first ever 750MHz RFQ
designed by section leader Alessandra Lombardi. The last part of chapter 5 shows
the use of the new PATH Manager version to the 100 MeV commissioning stage
of Linac4 for the phase scans of the DTL tanks.

A different project is presented at chapter 6 :the development of a new control-
room application at Linac3 for prompt emittance reconstruction using the quadrupoles
variation method. The application changes the strength of quadrupoles of a triplet
at Linac3 LEBT and reconstructs the beam emmitance before the triplet.this ap-
plication is the subject of the new publication from Emmanouil Trachanas, Geor-
gios Voulgarakis, Veliko Atanasov Dimov, Giulia Bellodi, Alessandra Lombardi
and Evangelos Gazis that is under the publish procedure while these lines are
written [64].

16



Keywords: CERN, Linear Accelerators, Medical and Industrial Applications,
E/M waves and Cavities, Design Principles, Transverse and Longitudinal beam

dynamics, Linac4, Simulation Tools, Software Development and Maintenance,
Travel, PathManager, ERIS.

17



Contents

1 Introduction

2 Linac Architecture

2.1. Historical Milestones .

2.2. Linac Supporting System . . . . . . .. ..o

2.3. Electromagnetic Waves and Cavities . . . .. ... ... . ... ..
2.3.1 Field in a Cylindrical Pillbox cavity . . . . . . . .. .. ..

2.4. Design Parameters of Accelerating Structures . . . . .. ... ..

2.4.1 Average axial electric field: . . . . . . ... ... ... ...
2.4.2  Shunt Impedance: . . . . . . ... oL
2.4.3 Quality factor (QF): . . .. .. ...

2.4.4 Filling Time: .

2.4.5 Transit Time Factor . . . . . . . . . . . . . .. ... ...

2.4.6 Duty cycle . . .
2.4.7 Kilpatrick Effect

2.5. Accelerating and Focusing Structures . . . . . . ... .. ... ..

2.5.1 Drift Tube . . .
2.5.2 IH-Structure . .

2.5.3 Coupled Structures . . . . . .. ... ... ... ... ..
2.5.4 Radio-Frequency Quadrupole . . . . .. ... .. ... ..
2.5.5  Quadrupole Magnets . . . . . ... .. ... ... ... ..
2.5.6  Superconducting Cavities . . . . . . .. .. .. ... ...

3 Beam Dynamics Theory
3.1. Relativistic Equations

27

30
30
32
33
36
38
38
38
39
40
40
41
41
41
42
42
43
45
49
ol

55



3.2. Lorenz Force . . . . . . . . . 55

3.3. Energy Gainonan RF Gap . . . .. ... ... ... ... .... 56
3.4. Particle Coordinate System . . . . . .. .. .. ... ... .... Y
3.5. The matrix Formalism . . . .. ... ... ... .. ... ..... 58
3.6. Beam Dynamics Parameters . . . . . . . ... ... ... ..... 60
3.7. RF Transverse Defocusing . . . . . . .. ... ... ... ..... 62
3.8. Longitudinal Beam Dynamics . . . . ... ... ... ... .... 63
3.9. Theseparatrix . . . . . . . . .. ..o 65
3.10. Space Charge . . . . . . . . ... 66
Linacs At CERN 69
4.1. Linacl . . . . . . . . e 69
4.2, Linac2 . . . .. 69
4.3. Linac3 . . . . . . .. 71
4.4. Linacd . . . . . . . e 72
Simulation Tools 82
5.1. The Travel Code and its GUL . . . . ... ... ... ... .... 82
5.2. Performing Simulations . . . . . . . ... ..o 85
5.2.1 FODO Simulation with PathManager . . . . . . . . .. .. 86
5.3. Structure of thecode . . . . . . . ..o 89
5.3.1 Field Interpolation . . . . . . ... ... .. ... ..... 91
5.3.2 Integration of equations of motion . . . . . . .. .. .. .. 94
5.4. Code Optimisation . . . . . .. .. ... ... ... ... ..... 96
5.4.1 Corrections to the Particles Trajectory . . . . . .. .. .. 96
5.4.2 Computational Step Modifications . . . . . . . .. ... .. 97
5.4.3 Corrections to time evaluation . . . . . . . . ... ... .. 98
5.4.4  Corrections to reference particle Trajectory . . . . . . . . . 99
5.4.5 Interpolation Routine . . . . . . .. ... ... ... ... 100
5.4.6 Modifications tocard 8 . . . . ... ..o 102
5.5. Code Development . . . . . . . ... ... ... 102
5.5.1 Emittance Measurement with Pepper Pot . . . . . . . .. 102
5.5.2  The Pepper Pot Routine . . . . . ... ... ... ..... 104
5.5.3 The High Frequency RFQ for Medical Purposes . . . . . . 106

19



5.5.4 The new RFQ Travel Card . . . . . . ... ... . ..... 108

5.5.5 Towards a faster code: . . . . . ... ... 0oL 110

5.5.6  Sampling Methods . . . . . .. ... ... ... ... .. 112

5.5.7 New Card Properties . . . . .. .. ... ... ... ... 114

5.6. Results of Modifications . . . . . . .. .. ... ... ... ... 114
5.7. Linac4 100 MeV comissioning . . . . . . . . . ... ... ... .. 118

6 Emittance Reconstruction Application at Linac3 124
6.1. Introduction . . . . . . . .. ..o 124
6.2. Quadrupole Variation Method . . . . . . . ... .. .. ... ... 124
6.3. SEM grid and Data Processing . . . . . .. ... ... ... ... 129
6.3.1 Secondary Electron Emission Grid . . . . . ... ... ... 129

6.3.2 Statistical Profile Processing . . . . . . ... ... ... .. 129

6.4. Inspector Framework . . . . . . . ... ... ... ... 130
6.4.1 CERN infrastructure . . . . . . ... ... .. ... .... 130

6.4.2 Inspector . . . . . ... ... 132

6.4.3 Inspector Services . . . . . . .. ... ... 133

6.5. ERIS[64] . . . . . . . 135
References 141

20



List of Figures

1.1

2.1
2.2

2.3
2.4
2.5

2.6
2.7
2.8
2.9
2.10
2.11

2.12

2.13

2.14

2.15
2.16

Cern Accelerator Complex [5]. . . . .. . ... ... ... 27
The Cockroft-Walton accelerator [6]. . . . . .. .. ... ... .. 30
A modern induction Linac that exploits the Maxwell’s laws for

creating an electric from a magnetic field [9]. . . . . . ... ... 31
The Wideroe Linac [9]. . . . . . . ... ... L. 31

Thales TH1801,Multi-Beam Klystron (MBK), 1.3 GHz,117 kV [11]. 32
Created by Dr. Ray Kwok at San Jose State University shows the

contour plots for the first Transverse Electric (TE) and Transverse

Magnetic (TM) modes of a cylindrical cavity. [50] . . . . . . . .. 35
A 3D model of a pill box cavity [49]. . . . ... ... ... ... 36
Iris loaded Cavity. [20] . . . . . . .. ... oo 38
Linac 4 drift tube prototype [28]. . . . . . . ... ... ... ... 42
An TH drift tube at CERN [30]. . . . . .. ... ... ... .... 43
An TH structure showing the field distribution [31]. . . . . . . .. 43
An incision design of an Side-Coupled-Linac with the major and

coupling cavities. One can notice the nosecones at the beam axis

apertures for strengthening the electric field [9]. . . . . .. . . .. 44
A Coupled-Cavity-DTL with the distinguished focusing quadrupoles

inside the intertanks of drift tubes [9]. . . . .. ... ... 45

A four vane structure RFQ at Cern. Other major layouts for RFQs

are the rods, split, coaxial, double-H . . . . ... ... ... ... 48
The four-rod RFQ and the DESY RFQ2 [35]. . . ... ... ... 48
Quadrupole Magnets . . . . . . . ... ... 50
The FODO lattice for beam manipulation with two focussing quadrupoles

at edges and one defocussing in the middle [38]. . . . . ... ... 51

21



2.17

2.18

2.19

3.1
3.2
3.3
3.4
3.5
3.6

3.7
3.8

4.1

4.2

4.3
4.4
4.5

A simplified diagram of an SRF cavity in a helium bath with RF
coupling and a passing particle beam [39]. . . . . ... ... ... 53
A photograph of the nine-cell niobium resonator for the TESLA
Test Facility. At the right beam port the opening for the input
coupler can be seen [42]. . . . . . ..o 53
Other Superconducting cavities (spoke, HWR, QWR). These struc-

tures require a beta range greater that 0.1 and are ideal for contin-

uous wave proton acceleration [9]. . . . ... 54
RF Pillbox cavity and its Axial electric field [57]. . . . ... ... 56
Definition of the particles coordinates . . . . . . . . . ... .. .. o7
Phase Space Ellipse anf its parameters . . . . . . ... ... ... 61
Operational Modes and their synchronicity Conditions [36] . . . . 63

Synchronicity and bunching of the particles in an RF E/M field [9]. 64

The manipulation of beam shape inside an alternating accelerating

field [9]. . . . . o 64
The axial electric field, the potential function and the separatrix . 67
Space Charge fields. . . . . . . . . . ... ... ... 68

The Linac2 layout at CERN. One can recognize the RFQ at the
beginning of the acceleration line, and then the drift tubes until
the end of the room (orange cavities) with all their supporting
systems for vacuum, cooling and RF excitation. At the center of
the picture Richard Scrivens and Christian Mastrostefano of BE-
ABP-HSL group with the Duoplasmatron ion source for Linac 2. [44] 70
The Linac3 Layout. At the right part of the picture is the source
in the cage and the spectrometer. At the foreground, the LEBT,
the RFQ, the MEBT and the IH tanks of the structures can be

recognized. [47) . . . ... 72
The full Linac4 Layout. [47] . . . . . ... ... ... ... .... 73
An incision of the adopted design of the source [56] . . . . .. .. 74

The detailed design of the Low Energy Beam Transport Line, with
the solenoids, the steerers, the pre-chopper and the diagnostics [56]. 75

22



4.6

4.7

4.8
4.9
4.10

5.1
5.2
5.3
5.4
2.5
5.6
5.7
2.8
2.9
5.10

0.11

0.12

5.13

5.14

The Linac4 assembled RFQ. The RF and vacuum ports at RFQ
body are distinguished [56]. . . . .. ... ...
A 3D model for the Linac4 MEBT with the matching section (4
quadrupoles plus buncher cavity),the beam chopper (2 quadrupoles
with chopper plates inside), the buncher cavity plus quadrupole
plus dump (for the chopped beam), and an additional matching
section (4 quadrupoles plus buncher cavity) [56]. . . . . ... ..
Linac4 Drift Tube under assembly [55]. . . . . . ... .. ... ..
A 3D model of one CCDTL module for Linac4 [56]. . ... ...
The PIMS prototype designed and built at CERN [54] . . . . ..

The graphical user interface of Travel Code PATH Manager

The command line Prompt of Travel . . . . ... ... ... ...
The Beam Generation Menu of Path Manager . . . . . . .. ...
A typical Beam Line file . . . . . ... ... ... ... ......
BeamLine used for the PathManager FODO project . . . . . . . .
Element Menus at Path Manager . . . . . .. .. ... .. ... ..
Phase Spaces for the input beam for the FODO example. . . . . .
Travel Beam line file for the FODO example . . . . . ... .. ..
The rms size of the beam inside the FODO structure. . . . . . . .
3D schema of the input field map with the mesh points along the
three axis and the computational points. . . . . . . .. ... ...
The Interpolation Cube. . . . . . . . .. ... .. ... .. ....
Comparison Plot of the average output energy of particles versus
the number of computational steps in the code when moving in a
3D RF fieldmap. . . . . . . . ...
Schematic view of the beam bunch with the relation between the
particles . . . . . . . L
Output Average Kinetic energy as function of the field length before

and after modifications . . . . . . . . . ...

23

76

77
78
79
80

83
83
84
85
86
87
87
38
89

90

92

97

98



5.15

5.16
5.17
5.18
5.19
5.20
5.21
5.22
0.23
5.24
2.25

5.26

5.27
5.28

5.29

5.30

5.31

5.32

5.33
5.34

2.3

9.36

A schematic view of changes applied to the reference particle trajec-
tory. The indexes IX | IY,IZ for the definitions of the closest mesh
points to particle are shown. The dotted line corresponds the old

mesh points used by the previous version and the continuous one

indicates the corrections on the trajectory of the reference particle.

This frog was uploaded via the project menu. . . . . .. ... ..
The pepper pot Measurent Device total set-up. [62] . . . . . . ..
The pepper pot mask in Linac3. [59] . . . . ... ... ... ...
Values for card 72. . . . . . ..o
The Input beam used for the Pepper Pot Simulations. . . . . . . .
Beam Line file for the new Pepper pot card. . . . . . . ... . ..
Pepper Pot output beam. . . . .. .. ... ... ... ... ...
Pepper Pot Properties window implemented at Path Manager. . .
The iterative process for the RFQ simulations. . . . . . . . . . ..
The RFQ field (plotted with Matlab) and the field symmetry of the

Output Phase Spaces of the card 55 and new card 71 validating the
accuracy between the twocodes. . . . . . .. ... ... ... ...
Every modulated cell is divided to two accelerating gaps. . . . . .
E. As a function of field length for initial and interpolated field for
x=y=0. .
The different format of input field map in case of the changing step
along z axis. . . . . ...
Beam Line file for the card 71. . . . . . . . . . ... ... .. ...
Input Beam Phase spaces . . . . . . . .. ... ... . .......
Comparison of the results between the PARMTEQ and New Travel

Transmission versus the phase for the case that the DTL Tanks I[,II
ATC OTL .+ . o v v e e e e e e
Average Kinetic energy (MeV) versus the phase for the case that
the DTL Tanks ILIlareon . . . . . . . . ... ... ........
Transmission and Energy versus the length for DTL tanks [,IT on

24

100
101
103
103
104
105
105
106
106
108

109

112
112

113

113

114

115

117
118

118

119
119



5.37
5.38
9.39

5.40
5.41

6.1
6.2
6.3

6.4

6.5
6.6
6.7
6.8
6.9
6.10
6.11
6.12
6.13
6.14

6.15

6.16

Optimized RMS envelope for DTL Tanks I, ITon .. . . . . .. .. 120
Beam line with Tanks I, IT ,IIT of the DTL on. . . . . . . ... .. 120
Transmission and Average Kinetic energy versus the phase for all

the tanks of the DTLon . . . . ... ... ... ... ....... 121
Transmission and Energy versus the length for DTL tanks ILITIIT on.121
RMS envelope for all DTL tankson. . . . . ... ... ...... 122
The Quadrupole Variation Method [57].. . . . . ... ... .. .. 125
The Quadrupole Variation Method plots [65]. . . . . . ... ... 127
The reconstruction place at Linac3 with the corresponding lengths

of quadrupoles and drifts. . . . . . ... ..o 128
Linac3 technical design with the exact place of the emittance re-

construction inside the whole structure. . . . . . . . . ... .. .. 128
A SEM grid [57]. . . . . .. 129
ASEM grid. . . . . . .. 130
CERN data transfer layer Architecture. . . . . . . . . .. ... .. 131
Inspector and Inspector Services Servers Flowchart. [72] . . . . . . 134
An Inspector application for the RF control of Linac4. [74] . . . . 134
The ERIS Logo. . . . . . . . . . . .. . 135
ERIS algorithm flowchart. . . . . . .. .. .. ... ... ... .. 135
The central panel of the application. . . . . .. ... .. .. ... 136
Monitoring ERIS services. . . . . . . . . ... ... ... ... 137
The "Expert Mode" panel, with the preset values, Validation Lines,

and part of pulse captured by the SEMgrid. . . . . ... ... .. 138
Horizontal SEMgrid Measurements. The operator can drag the

mouse and process the acquired data in order to exclude unwanted

values. . . .. 139
The panel with the results of the process for the two planes. . . . 139

25



List of Tables

4.1
4.2
4.3
4.4

5.1
5.2
5.3

The Beam Parameters of Linac4 [48]. . . . . . ... ... ... .. 73
Source characteristics of DESY RF source [56]. . . . . . ... ... 74
Linac 4 MEBT characteristics [56]: . . . . . ... ... ... ... 78
Linac 4 DTL parameters [57]: . . . . .. .. ... ... ... ... 79
Input Beam Parameters: . . . . . .. .. ... ... ... ... . 115
Tanks [LITon: . . . . . . . ... ... 122
Tanks LILIIT on: . . . . . . . . . .. .. ... ... ... ..... 123

26



Chapter 1

Introduction

CMS

LHC

2008 (27 km)
- Ng[‘th Area
AlLICE e LHCb
0 T140 TT41
SPS 4“iﬁg=!>
neutrinos
h — ATLAS
AN CNCS
'I'I’BO\ Gran Sasso

AD
1999 (182 m)|
e - BOOSTER

1972 (157
‘TR KEPEIRETAD) ISOLDE
¥y O

p

n-ToF 4 PS

p 1959 (628 m)
LINAC 2 (
neutrons »
G Leir
HINAC S 2005 (78 m)
lons —}
» p(proton) » ion » neutrons » P [(antiproton) —-B— proton/antiproton conversion  » neutrinos  » electron

LHC Large Hadron Collider SPS  Super Proton Synchrotron PSS Proton Synchrotron
AD Antiproton Decelerator CTF=3 Clic Test Facility CNCGS Cern Neutrinos to Gran Sasso  I1SOLDE  Isotope Separator Online DEvice

LEIR LowEnergylon Ring LINAC LINear ACcelerator n-ToF~ Neutrons Time Of Flight

Figure 1.1: Cern Accelerator Complex [5].
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The acronym CERN stands for “Organisation Européenne pour la Recherche
Nucléaire” - European Organization for Nuclear Research. Established in 1954,
CERN is the largest particle physics Laboratory in the world located at the
city of Geneva near Franco-Swiss borders. CERN provides the particle accel-
erators,detectors and the technology needed for the high-energy physics research
with the aim to cast light to the fundamental structure of the universe. Numerous
experiments are being held at CERN with accelerators and detectors focused on
different fields of physics created by international Collaborations. Accelerators are
used to accelerate the beams to high-energies before their collision with another
beam or a stationary target. Detectors are used to observe and record the results
of the collisions permitting to improve our knowledge and our theories on the
ways that particles interact according to the fundamental laws of physics. CERN
consists of 22 members states, and has 2,513 permanent stuff members and 12,313
fellows,associates and students representing hundreds of universities and research
facilities worldwide.

In order to reach so high energies the charge particle beams must go through
accelerator stages in order to end up at the Large Hadron Collider (LHC) Ring.
The proton beam source comes from a simple bottle of hydrogen gas and once
produced at the ion source they get injected to the next accelerator [2].

The CERN Accelerator chain consists of [1], [2], [3] :

e Linac2 which accelerates protons to 50 MeV for injection to Proton Sy-
chrotron Booster (PSB)

e Linac3 which accelerates heavy ions for injection to Low Energy lon Ring

(LEIR)

e Low Energy Ion Ring accelerates the ions injected from Linac3 and trans-
ports them to the Proton Synchrotron. This accelerator is the successor of

the Low Energy Antiproton Ring.
e Booster accelerates the particles to 1.4 GeV

e Proton Synchrotron (PS) which accelerates the particles to 28 GeV and

injects them to Super Proton Sychrotron
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e Super Proton Sychrotron which has diameter of 2 km and initially de-
livered protons at 300 GeV and then updated to 450 GeV. It has been
used as proton-antiproton collider and as accelerator providing electrons
and positrons for LEP and after of LEP decommissiong used for feeding

protons and heavy ions the Large Hadron Collider.

e LHC: Large Hadron Collider is the final stage of the acceleration chain at
CERN and the largest particle accelerator in the world. It has 27 km cir-
cumference and it is constructed 100m beneath the ground. LHC accelerates
proton beams up to 7 TeV for each beam before colliding them to the sites
of the detectors. LHC has also the ability to accelerate Lead ions (Lead
Ion Runs one month every year.). Experiments on the LHC (CMS, ATLAS,
LHCb ,MoEDAL, TOTEM, LHC-forward) consist of different technologies
and study the particle collisions from different aspects. It is easily assum-
able that the enormous amount of data created by the collisions are being
processed with the help of a worldwide computational grid. LHC is a state
of the art machine, which accelerates 2 particle beams at different parallel
pipes at opposite direction. The pipes are at ultrahigh vacuum and the
beams are guided from strong magnetic fields produced by superconducting
magnets [3].

Other accelerators and experiments which complete the accelerator chain are
Antiproton Decelerator (AD) used for the research of antimatter, ISOLDE
which is used for the study of unstable and novel nuclei and CLIC test

facility which studies the possibility of construction of an electron-electron
linear collider at CERN sight.
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Chapter 2

Linac Architecture

This chapter presents the basic types of linacs as well as their elements, design

parameters and solution for the electromagnetic fields.

2.1. Historical Milestones

Linacs can generally be divided in two categories:

Static linacs: which are operating with
static electric fields. However their capabilities
are limited due to electric field breakdown at a
low energy point. The most renown example is
the Cockroft-Walton accelerator. In 1928-1932
John Cockroft and Ernest Walton accelerated
protons to 400 kV , enough to split the lithium

atom. Nowadays they are still used at the ini-

tial points of acceleration as pre-injectors [7],

Figure 2.1: The Cockroft- [9].

Walton accelerator [6].
Time Vaying Linacs:

e Induction linacs: When a beam with a certain current travels through a
beam pipe induces a current on the walls that it is opposite to the direction

" can cause problems to

of motion. This effect known as "beam loading '
the structure and beam stability. That effect leads to the fact that com-
mon accelerator structures cannot handle high intensity beams. In these
applications which require high currents an induction linac can be used to
surpass the beam loading effect. In induction Linacs an applied time varying

magnetic field inducts an electric field which accelerates the particles [8], [9].
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Figure 2.2: A modern induction Linac that exploits the Maxwell’s laws for cre-

ating an electric from a magnetic field [9].

e RF Linacs: Where the particles are Accelerated by time varying radio-
frequency electromagnetic fields. First Gustav Ising proposed in his paper
the first accelerator that used time-varying voltage in 1924. It was until
1928 when Rolf Wideroe build the first drift tube accelerator (Figure: 2.3)
using a 25 KV oscillator at 1 MHz to achieve final energy of 50 KeV with
potassium atoms. The problems of the Wideroe accelerator where the long

gap distances at low frequencies and high power losses at high frequencies
[10], [29].

RF
Generator

h————T

Particle | | ~]—~ | —~ | — —~ Lol
| | L JlI 1L |
Source — e~ ~ = —

Figure 2.3: The Wideroe Linac [9].

In 1931-1934 E.O Lawrence and D.Sloan at Berkeley managed to accelerate
Hg atoms to 1.26 MeV via a Wideroe type linac with an RF oscillator of
7 MHz. At the same time General Electric Company and L. Snoddy at
University of Virginia accelerated electrons from 28 keV to 2.5 MeV. The
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breakthrough in the design of Linacs came with the Alvarez design at 1945; a

design that is the most popular amongst research centers around the world.

As the acceleration energy increases the drift length becomes longer. Exempt

from that at high frequencies a Wideroe Linac radiates a large amount of

power and presents a capacitance behavior resulting in great losses. The

innovation at Alvarez design was that the tubes are placed inside a single

resonant cavity introducing an inductive load at the system and fed by a

single RF Source [10].

2.2. Linac Supporting System

Figure  2.4: Thales
TH1801,Multi-Beam  Klystron
(MBK), 1.3 GHz,117 kV [11].

The general layout of Linac consists of the
particle source, the accelerating cavities and
the supporting system. Various elements can
be added depending on the Linac application.

The support systems of a Linac contain
the vacuum system, the water colling system
that ensures the operation at proper temper-
atures and the RF system. The RF system
is responsible for delivering the necessary mi-
crowave power for the particle acceleration.

It is comprised by the RF source (exam-
ple: magneton or klystron -see Figure:2.4),
waveguides for the transmission of the
power,circulators. that control the RF power
flow and protects the device from the reflected
power, a modulator for providing the current
and voltage pulses to the RF source, and a high
power load to absorb the reflected power. Fi-

nally a Automatic Frequency Control (AFC) is

used as control system to adjust the frequency of the RF source to the one of the

cavity [25].
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2.3. Electromagnetic Waves and Cayvities

It is well known from the Electromagnetic field theory that we can categorize
the waveguides to Transverse Electric (TE) and transverse Magnetic(TM) modes.
We remind that in TE modes the electric field is perpendicular to the direction
of motion and at TM modes the magnetic field is perpendicular to the direc-
tion of motion. The accelerating cavities are just waveguides with the following

categorization:
e TE mode:

— RFQ
— IH (Interdigital-H Structure)

e TM mode:

— DTL (Drift Tube Linac)
Cavity Coupled Linac (CCDTL)
PI Mode Structure: PIMS

— Superconducting Cavities

Furthermore RF accelerators are often operate in standing wave or in traveling
wave mode. Each mode has its own characteristics and is chosen depending the
application energy and the accelerated particles. Standing waves are often used
in synchrotrons and storage rings in order to compensate for the synchrotron ra-
diation loss. Furthermore standing wave mode can accelerate oppositely charged
beams traveling in opposite directions. The Traveling wave accelerators are cate-
gorized through their characteristics to constant-shunt impedance and constant-
gradient structures and used for light particles such as electrons.

Ther are many types of standing wave Linacs, for example are constructed by
several coupled cavities fed by an RF source (klystron) in the middle of the device.
The fields propagating inside the cavities and they are reflected at the conducting
walls of the Linac. The waves are propagate an reflected several times, creating
standing-wave pattern. In the traveling wave Linacs the RF excitation is placed

at the beginning of the structure, and the waves created propagate until the end of
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the structure, where they absorbed with no acceleration or exit and get absorbed
by an external resistive load.

Starting from the wave equations for the fields:

>FE

V2 E - He g = 0 (2.1)
2
VIH - ,ueaaf =0 (2.2)

where u, € are the magnetic permeability and electric permitivity respectively. The

solution of fields inside a cavity has the following form:
E(7 1) = E(7)e (2.3)
H(7,t) = H(T)e (2.4)

Where the vector 7 represents the spatial vector. The spatial and time compo-
nents of the fields are not conjugated and are subject to the boundary conditions:

E =0 (2.5)
B.=0 (2.6)

It is proven that assuming homogeneous and isotropic material with harmonic

functions, the spatial components of the fields obey the Helmholtz equation:
V2 + kje,p, ¥ =0 (2.7)

where the wavenumber kq is defined as:

2

k’o = T y kg = w2€0/L0 (28)

The general solutions of the equations may get simplified exploiting the geom-
etry of the accelerating cavity. The solution for the first T'E,,,,, T'M,,, modes in

cylindrical cavities are shown in Figure: 2.5:

34



{7) TMay

{(14) TEq2 (15) TM 1z

Figure 2.5: Created by Dr. Ray Kwok at San Jose State University shows the
contour plots for the first Transverse Electric (TE) and Transverse Magnetic (TM)

modes of a cylindrical cavity. [50]

References for this chapter: [10], [12], [13], [14], [15], [16], [17], [19], [20],
[21], [22]
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2.3.1 Field in a Cylindrical Pillbox cavity

To enlight more the procedure of the field equations extraction from Helmholtz
equation the example of a simple cavity is presented in this section. The comp-

nents for the fields in 1'M,,,, modes in a simple pillbox cavity may get simplified to:

E. = kicosk,zJ,,(kyr)cosnd (2.9)
E, = —kikosink, zJ, (kor)cosnd (2.10)

nkl

Ey = —sinkyzJ,,(kor)sinnd (2.11)
r
H. =0 (2.12)
i nk

H, = —ZLOHTJn(kgr)sinnG (2.13)

J
Figure 2.6: A 3D model of a pill Hy = —ZkaJ;(kgr)cosne (2.14)

box cavity [49]. It is known that:

Zo = |22 (2.15)
€0

where J, is the Bessel function of order n and the fields satisfy the boundary
conditions at the boundaries along z direction of the device 0,1 and « the boundary

along radial direction :
E.=FEy=0forz=0 andz=1 (2.16)

Ez=FEy=0 forr=a« (2.17)

In the TE, TM definition the index n indicates the order of Bessel function, p the
number of zeros of the Bessel function and q the number of maxima of the field
in 7 axis.

A Electromagnetic field in a drift tube behaves like the T mode where the

field has only two components:

E. = Jo(kr), Hy = —%Jl(kr) (2.18)
0
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The stored energy in a cavity is defined:

WS:H/|H|2dvzf/|E|2dv (2.19)
2 Jv 2 Jy
then the losses are defined by :
1
Py= = / R,H*dS (2.20)
2 Js

where R, is the surface resistance for a layer of unit area and skin depth o:

1 1
R,=—, 0=
oo Vruo f

where o is the material conductivity and f the RF frequency.

(2.21)

Two important magnitudes which play a major role in case of particle acceleration

with traveling waves are the phase and group velocity.

dw

UgToup = % (222)
w

Uphase = E (223)

The group velocity is equal to the energy flow of in the waveguide and the uppqse
indicates the rate at which the phase of the wave propagates in space.

In order to have a propagating wave in the cavity it must:
Uphase > C (2.24)

In order to achieve a proper acceleration then we have to reduce the phase velocity
of the cavity to the velocity of the particles (u < ¢). To achieve this, discs or irises
(Figure:2.7) should be mounted at the structure. It is obvious that, at this point
the solutions to the Maxwell equations should change to obey to the new periodical
boundary condition. Other methods to reduce the u,pqse 0f the electromagnetic

fields in the cavities are the helix, split ring, and Quarter wave designs.
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Figure 2.7: Iris loaded Cavity. [20]

Reference for this section: [10], [29]

2.4. Design Parameters of Accelerating Structures

The figures of merit that play a major role in the design of the Linac are

presented to these section:
2.4.1 Average axial electric field:

L
Ey = l/ E(0,0,z)dz (2.25)
L Jo

Average axial electric field, (units: V/m) describes how much field is available for

acceleration and depends on cavity geometry , resonant mode and frequency [9],
[10].

2.4.2 Shunt Impedance:

The shunt impedance (unit: €2) inside the RF cavity is defined as:

_ 20 (2.26)



Where V} is the effective acceleration voltage and P,; the dissipated power. Shunt
Impedance is an important magnitude in Linac design and the goal is to achieve
high shunt impedance with low surface field [9]. A convenient formalism in ac-
celerating structures with multiple cells is the shunt impedance per unit length
(units: 2/m):

V2 L [(Q
Zy =L =F2= [ = 2.2
‘" Lp P (m) (2.27)
or ,
dL
7, = F2— 2.28
l Ode ( )

where L is the cavity length and Ej is the average field.

Shunt impedance defines the ratio of the average electric field squared to the
power per unit of length dissipated on the walls surface. Shunt impedance de-
pends only on cavity mode and geometry and gives an estimation on how well we

concentrate the RF power in the useful region [9], [10].

A more useful tool is the effective shunt impedance:

L
ZT* = (EOT)QF (2.29)

Where the T is the transient time factor defined in equation (2.35).

The effective shunt impedance measures if the structure is optimized and adapted
to the velocity of the particle being accelerated. If we neglect the reflected EM
waves at the beam line and the power loss through the transmission, then the
power from the RF source is consumed in the acceleration and on cavity walls [9],
[10].

2.4.3 Quality factor (QF):

QF defines the ration of stored energy to the power loss in the wall in one RF
period. Q is function of the frequency, geometry and of the surface resistance of
the cavity material [9], [10].

- (2.30)

Where Wj is the stored energy in the cavity,
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2.4.4 Filling Time:

L
tF—/ dz (2.31)
0

Vg(2)

where u, is the group velocity of the EM field.
For traveling wave (Equation:2.31) It expresses the time needed for the elec-
tromagnetic field to fill a cavity of length L. For Standing wave (Equation:2.32)
expresses the time it takes to the field to decrease by a factor of 1/e after the

cavity was beam filled [9], [10].
2Q

» (2.32)

192

2.4.5 Transit Time Factor

Transit Time Factor defines the ratio of the energy gained in the time varying
RF field to that in a DC field of the same strength. Thus, it is a measure of the
reduction in energy gain caused by the sinusoidal time variation of the field in the

gap and depends only in the particle velocity and gap length [9], [10].

L/2 L/2
[ E(0, z)coswt(z) dz [ E(0, z)sinwt(z) dz
yp—— tang—L 2.33
- L/2 — tang L/2 (2.33)
[ E(0,z) dz | E(0,z) dz
—L/2 —L/2
Beacause E(z) is usually an even function, we have,
L/2
0= / E(0,z) dz (2.34)
—L/2
The Transient time factor equation simplifies to:
L/2
[ E(0, z)coswt(z) dz
L2
T= = (2.35)
[ E(0,z) d=
—L/2

40



2.4.6 Duty cycle

A linac will take the continuous particle beam coming out of an ion source,
bunch it a given RF frequency and then accelerate it up to the required final
energy. In general, Linacs are pulsed accelerators: the beam is generated by
the source and then delivered to the users in pulses of a given length (between
few microseconds and few milliseconds) at a given repetition frequency f (usually
between 1 Hz and 100 Hz). The product of pulse length and repetition frequency
is the duty cycle (or beam duty cycle, to distinguish it from the RF duty cycle
which is always higher). A linac can as well operate continuously, producing a
constant stream of particles: in this case the duty cycle is 100%, and we call it a

continuous wave (CW) Linac [27].

2.4.7 Kilpatrick Effect

When the electric field in the cavity reaches an certain critical value an electric
arch can be caused. The field breakdown is described by an empirical equation
by W.D Kilpatrick in 1957 [9]:

—4.25

24.67 \/f = E exp B (2.36)

where F, is the critical value for the electric field and f tha RF frequency. Nowa-
days, due to advanced processing methods materials and vacuum supporting sys-

tems we can reach a value of up to several Kilpatricks [9].

2.5. Accelerating and Focusing Structures

The next step on a Linac design is the choice of accelerating elements, a
complicated procedure that requires extensive comparisons of the parameters of
the cavities to fit in the designed parameters, the design goals and the available
budget. Usually the parameters taken into account into this stage of design are:
Particle type (mass and charge), the ratio of the speed of particles compared to the
speed of light (), the beam current, the duty factor(pulsed, CW),the frequency,
the energy and the operational constraints. More details on the operation mode

and beam dynamics are given to next chapter.
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2.5.1 Drift Tube

Using RF fields at long cavities poses the problem of particles’ deceleration
because of the alternation of the field. The problem is solved with the drift tubes.
Drift tubes are metallic cylindrical chambers that shield the particle from the outer
field.

There are different geometry design for the
drift tube cavities which exploit the same prin-
ciple. One of the most popular designs is the
one made by L.Alvarez in 1945 [10] who put
the drift tubes inside one single resonant cav-
ity in way that the field in the gaps between
them has a zero phase difference.When two or
more cavity gaps are adjacent to each other the

resulting current is zero at the common walls

between them, thus the common wall becomes
Figure 2.8: Linac 4 drift tube useless. The length of the drift tubes is increas-
prototype [28]. ing as the particles are accelerated in the case
of protons and ions. The principles of opera-
tion is simple: The particle are injected to the
structure in a way that when the field is decelerating the particles are inside the
drift tubes which act as Faraday cages and feel no force. On the other hand when
the field is accelerating the particles are in the gaps between the drift tubes and

gain energy [9], [10].

2.5.2 TH-Structure

The Interdigital-H structure is ideal for low energy ion acceleration (small
shunt impedance for low § and frequency range). The Interdigital-H structure
is a TE-mode cavity that resembles Alvarez drift tube from a geometrical point
of view. Although, their significant difference is the alternate disposition of the

stems.
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Figure 2.9: An IH drift tube at CERN
[30].

The IH structures are distinguished by
the small transverse dimensions and
their high performance on low energies.
Due to their magnetic field pattern the
lowest operational mode for a cavity
with N accelerating gaps is the m—m /N
mode. The acceleration is performed
by the well concentrated electric field
created by the intense currents flow-
ing at stems.As shown in Figure: 2.9
Far from the stems and drifts the mag-

netic field is parallel to the cavity walls.

Near the stems and the walls the magnetic field is dominant and decays un-

til the center of the beam pipe, where the region is dominated by the electric

field [31], [32].

Figure 2.10: An IH structure showing the field distribution [31].

2.5.3 Coupled Structures

Even we optimize the design parameters in our structure ( high Q with a excel-

lent material and a high Shunt Impedance) we are limited by the acceleration we

can deliver to the cavity. Even we use the best vacuum conditions the acceleration
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is limited by the breakdown of the electric field at the certain voltage (Killpatrick
effect). Moreover we have to synchronize the RF excitation of the cavity to the
bunch of particles. A better approach is to feed successive accelerating cavities
that are coupled together with a RF source. We can imagine the coupled cavi-
ties with their mechanical analogous; two pendulums connected with a spring of
strength k. From now on k will be called coupling factor between the cavities. As
it is known from the oscillation theory the coupling of N accelerating cavities has
N different modes of oscillation with their individual frequency. The frequency
of the cavity is chosen by adjusting the RF generated power to a frequency of
one of N modes of oscillation. The use of multiple successive cells to accelerate
to bigger energies the frequencies of the modes are getting closer and closer then
at this particular point the 7/2 mode is the one that has the greatest bandwidth
from the oscillation modes. The unique characteristics of this excitation mode
has led to its adoption to various designs. It is important to mention that when
the cavity is excited in the 7/2 mode every second cavity has no electric field
and does not contribute to the acceleration. Although they play a major role in
the dispersion of the RF power along the cavities. A proper solution is to make
these secondary cavities smaller. These accelerators are called on axis bi- periodic
linac. Linac can be even shorter if we move the coupling cavities and put the
on the side away from beam channel. This is the principal configuration on the
Side-Coupled-Linacs (SCL) [9], [25].

ACCELERATING
CAVITY

COUPLING
CAVITY

Figure 2.11: An incision design of an Side-Coupled-Linac with the major and
coupling cavities. One can notice the nosecones at the beam axis apertures for

strengthening the electric field [9].
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Figure 2.12: A Coupled-Cavity-DTL with the distinguished focusing quadrupoles
inside the intertanks of drift tubes [9].

The are two kinds of coupling;:

e Electring Coupling : The successive cavities are coupled by the electric field

through the coupling apertures at common axis.

e Magnetic Coupling: In order to achieve magnetic coupling, holes are opened
to the common wall between two adjacent cavities , where the magnetic field

is dominant [25].

2.5.4 Radio-Frequency Quadrupole

RFQ is an Linac component that brought
revolution to the operation of hadron and ion
Linear accelerators. RFQ is extremely useful
at the first stages of acceleration of ions at low
velocities because it accelerates ,focuses, and
bunches the beam. The RFQ was invented by
Kapchinskiy and Tepliakov and outcasted the

need to use DC beam injectors at the Linac.
The RFQ permits the propagation of the beam with RF fields and it consists of
four vanes or rods (depending on geometry) were alternating voltage is applied and
changes sign from one vane to another. The alternating voltage creates transverse
RF electric fields which focus the beam. The RFQ vane are modulated in order

to create the longitudinal field needed for acceleration. More specifically the
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potential on the axis is influenced more from the electrodes that are closer to the
axis than the others that are further, thus if a sinusoidal modulation is presented
along the axis this will create an alternating accelerating electric field.
The general solution of the potential function along this structure contains infinite
terms, although with a specific choice on the vane geometry a solution with only
two terms is a good approximation [33], [34], [35] :

Vo

U(r,0,z1t) = —

2 a

X H 0520 + AIO(k:r)cos(kz)] sin(wt + @) (2.37)

the dimensionless constants A,X are defined:

~ Iy(ka) + Io(kma) B m? —1
— m2ly(ka) + Iy(kma) ~ m2ly(ka) + Iy(kma)

The focusing factor B is:

(OGO ) e

and the acceleration efficiency is :

(2.38)

m?—1 T
FE T = 2.4
0 m?1y(ka) + Ig(mk;a)VZB/\ (2.40)
and their relation:
2
Iy(ka) + Io(mka) m?—1 Io(ka) = 1 (2.41)

m2Ily(ka) + Ip(mka) — m2ly(ka) + Iy(mka)

Where the first term is the focusing efficiency and the second term the accelerating
efficiency.

The quantities presented are defined as : « is the bore radius (aperture), 3,y
are the relativistic parameters, f the RF frequency, I the modified Bessel function,
k the wave number, A the wavelength, m the electrode modulation factor, and the

factor -~ the quantities of the injected particle.
0

The equations used from now on and the beam dynamics theory are explained in

the next chapter, although their adjustment to the RFQ is presented at this point
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for a complete description of this accelerating structure.
The fields and the geometry of the RFQ are chosen in order to provide acceleration

and the equations of motion at the longitudinal plane are:

d(Wd—_ZVVS) = qE T (Io(kr)cose — cospy) (2.42)
d(gb - ¢s) _ QW(W - Ws)
dz  — meBA (243)

when —7 < ¢s < 0 we have simple harmonic motion with the wavenumber:

T2 qAVolo(kr)sin(—¢s)

mc? N2

kP = (2.44)

the quantities with index s are referred to the reference particle. As for the

transverse beam dynamics the equation of motion is :

X k2A
T+ qmav;) + 1 4mV0 cos(kz)|zsin(wt + ¢) =0 (2.45)

if one uses the well known trigonometric identity cos(wt + ¢)sin(wt + ¢) =
[sing + sin(2wt + ¢)]/2 we obtain the Mathieu equation which a solution with

good approximation is:
x = cos§Ut[1 + esin(wt + ¢)] (2.46)

where the amplitude € is approximately :

o1 X1\
T I mea? (2.47)
and : ) )
1| gXV; k*VyAsi
e Lo gk Vodsing (2.48)
2 | mwa? 8m

where the first term represents the quadrupole focusing and the second term rep-

resent the RF defocusing.

The third merit of the RFQ is that provides beam bunching.The conventional

way to bunch a beam is to use RF buncher cavities before the injection to the
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Figure 2.13: A four vane structure RFQ at Cern. Other major layouts for RFQs

are the rods, split, coaxial, double-H

Figure 2.14: The four-rod RFQ and the DESY RFQ2 [35].

Linac. Although RFQ provides adiabatic bunching which has the advantage to
collect a large fraction of the beam, split it into well-shaped bunches resulting
in good beam quality. The basic principle for the bunching at the RFQ is the
following, we inject the beam at low energy and we adjust the synchronous phase
around 7/2 , where we have the biggest separatrix to collect the beam and the
particles together. As we move inside the RFQ we increase gradually the syn-

chronous phase to achieve acceleration and reduce the bunching.

48



2.5.5 Quadrupole Magnets

In 1945 E.M. McMillan and V.I Veksler discovered the phase focusing. In
1949 Nicholas Christofillos conceived the idea of strong focusing; the effect of
beam converging when passing from alternating gradients fields. These ideas
led to the development of various magnet structures (dipoles , quadrupoles, sex-
tupoles, octupoles) for manipulating the beam [37]. In 1952 J. Blewett discovered
electromagnetic quadrupoles which will be described more in detail (see Figure:
2.15):

In order to solve the RF defoccossing problems caused by the beam propagation
one can either use the RF fields, exploiting some characteristics of the incompat-
ibility theorem , solution that is not too practical. The most common way to
cope with RF defoccusing is to use periodic structures of quadrupole lenses.The
quadrupoles are placed inside the Drift tubes at DTL’s and at the intertanks in

CCDTL’s. In an ideal quadrupole we have a constant quadrupole gradient:

0B, 0B,
= = 2.49
oy ox ( )
If a particle moves along the beam line z the Lorenz force is :
F, = —quGz , F, = quGy (2.50)

if the F, is negative and the F} is positive the quadrupole focuses in x and

defoccusses in y plane. The gradient is defined :

By
Qo

G (2.51)

where the By is the pole tip field and the aq the pole tip radius.The gradient has

units T/m and is equivalent:

G 2ponl

2.52
o (252)

Where 1 is the magnetic rigidity , n the number of windings in coils, I the current

through the windings and «q is the pole tip radius.
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Pure quadmpole, NI tums/pole

(a) Quadrupole magnet field lines (b) A Quadrupole Magnet

Figure 2.15: Quadrupole Magnets

A magnitude that also plays a major role is the quadrupole strength k :

k=-G 2.53
; (2.53)

given in m~2 , where p is the momentum of the particle. Because the quadrupoles
provide focusing only in one plane , a lot of quadrupoles are combined in the
accelerators in order to achieve transverse focusing to both planes. The combi-
nation of the quadrupoles is either periodic or quasi periodic. The most common

combinations are FODO , FOFODODO and FDO doublet [57], [36], [37], [9]
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Figure 2.16: The FODO lattice for beam manipulation with two focussing

quadrupoles at edges and one defocussing in the middle [38].

2.5.6 Superconducting Cayvities

The need to minimize the power loses and maximize the power transferred
to the beam to achieve higher energies led to the application of superconducting
phenomena to accelerating cavities. The superconducting systems for accelerators
started to appear at early 70’s and gained ground rapidly in the realm of particle
research. The drawbacks are the need for cryogenic system and the meticulous
control and maintenance of the structure. Superconducting cavities have been
proved to operate at higher gradient, lower AC power demand and more favor-
able beam dynamics conditions than comparable normal conducting resonators.
The are several materials, where Niobium is the most distinguished operated in
temperatures of few K (1.8 or 2.4 Kelvin) that are in use in numerous research
facilities around the world with the prospect of the industrialization of the super-
conducting linacs. The main advantage of superconducting accelerating structures
is that they enable high gradients under CW operation (10 times greater) and offer

freedom in the design of the cavity. Although there are some major drawbacks:

e 'Quenching’ : Thermal instabilities often produce heat and finally drive the

superconductor to lose its superconducting behaviour.

e Field Emission : Field emitted electrons are accelerated by the electric field ,
impact at the cavity walls producing heat with «-radiation, leading to lower

Quality factor of the structure.
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e Multipacting : Multipacting stands for multiple impact electron amplifi-
cation , a phenomenon of resonant multiplication of electrons under the
influence of RF fields. Electrons created by the hitting of particles in the
cavity, resulting in secondary accelerating electrons creating a chain reaction

and under the ideal circumstances a particle avalanche [39], [40], [41], [42].

The superconductors are categorized to Type I , which includes pure elements
(lead indium , etc.) and Type II which includes the niobium and all its alloys. In
superconductors theory the surface currents are carried by the Cooper pairs, thus

one can define the surface resistance Rpgcg which is proportional:

—1.76T¢

Rpes oc N w?e (2.54)

Where A\p, is London penetration depth,w the frequency of the field , the path of
single electron, and 7T, the critical temperature of Superconductor. A magnitude
called residual surface resistance is caused by material impurities , froze-in mag-
netic flux and lattice distortions. The power needed for a superconducting system
is drastically reduced, including the cryogenic system , compared to normal con-
ducting cavities leading to quality factors of 10'° order. The total cryogenic power
is given by:

P = Psatic + Ppos + Presidual (2.55)

where the Py.. are the static losses , Pgog the losses due to surface resistance
and P,.siqua are the losses due to residual surface resistance. Furthermore, the
used RF magnetic field should stay below the critical value H. due to Meissner

effect in Type I superconductors:

H.(T) = H.(0) (1 - (%2)) (2.56)

The behaviour of type II superconductors is different, because the magnetic flux
is going in and out producing heat, in a field value spectrum called Shubnikov
Phase:

H.=\/H.Hs (2.57)

the core of semiconductor is starting to get penetrated above the value of H.
with magnetic flux tubes of field strength of H.. The remaining material stays

at the superconducting phase [42].
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Figure 2.17: A simplified diagram of an SRF cavity in a helium bath with RF

coupling and a passing particle beam [39].

Figure 2.18: A photograph of the nine-cell niobium resonator for the TESLA
Test Facility. At the right beam port the opening for the input coupler can be
seen [42].

53



Figure 2.19: Other Superconducting cavities (spoke, HWR, QWR). These struc-
tures require a beta range greater that 0.1 and are ideal for continuous wave proton

acceleration [9].
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Chapter 3

Beam Dynamics Theory

This chapter provides the essential theoretical background behind the opera-
tion of the linear accelerator Machines. It will concern only Linear accelerators
and not circular machines as their operation and theory are outside the aim of this
thesis. The following chapters will shed light on the goals of the beam dynamics

studies.

3.1. Relativistic Equations

The well know Lorenz relativistic factors g,y are defined:

U 1
f==
c

T E

where u is the speed of the particle and c the speed of light.

(3.1)

The Kinetic energy of the particle in special relativity is defined as the difference

between the total and the rest energy:
EKinetic == (7 - 1)m062 (32)
Finally, the momentum in relativistic terms is written:
p = ymofBc = gE (3.3)
where E is the total energy [57], [36] [10].

3.2. Lorenz Force

One of the basic equations in this study is the Lorenz force, the force that a
charged particle receives when moving through Electric and magnetic fields [57],
[36].

F=¢E+dxB) (3.4)
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It is known that:

_d(yW)
F=m - (3.5)

If we combine equations 3.4 , 3.5 we find the basic equation that describes the

movement of the particles inside the field:

md(zﬁm —¢(E + 7 x B) (3.6)

3.3. Energy Gain on an RF Gap

E(0,2)

z=0 -L2 L2

Figure 3.1: RF Pillbox cavity and its Axial electric field [57].

The energy gain of a particle in an RF gap is :

L/2
AW =q / E(0, z)cos(wt(z) + ¢)dz (3.7)

—L/2

which becomes after a simple trigonometric transformation:

AW = ¢VyTcosp (3.8)

Where q is the charge, Vj the effective axial voltage and T the transient time
factor [10].
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3.4. Particle Coordinate System

The coordinates of the particles in beam are relative to the coordinates of the
reference particle. Reference particle is an ideal particle in synchronism with the
RF fields that moves in the center of the beam pipe.

Every Particle in the beam dynamics is fully described by a one- column matrix
which contains the positions and divergences at both transverse planes ( x-x’,y-y’)
the position along the beam axis z and the factor % which describes the deviation
from the reference particle momentum:

M=z 2 y ¢y =z %]T (3.9)
Instead of the z coordinate we can use the A¢ and instead of momentum AW
which are the phase and energy from difference the reference particle respectively.

The definition of the divergences is :

/ Pz Dy
o =Pz Dy 3.10
dz 4 dz ( )
x'=dx/dz b

Figure 3.2: Definition of the particles coordinates

The following two equations express the relationship between the z coordinate

and phase, and phase-energy:

BA
=——A 11
2=~ AP (3.11)
Ap v AW

w1 312

Where f3, v are the relativistic factors [57].
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3.5. The matrix Formalism

Starting from the equation of Lorenz force assuming linear beam dynamics
(forces are linear proportional to the position. The equation of motion of the
particles can get simplified to with some approximations to the Hill’s equation

and describes a pseudo-harmonic oscillations called betatron oscillations:
v+ Kau=0 (3.13)

The equation of motion in transverse planes

Fg resembles the differential equation of the har-

- / monic oscillator, where u can be both x,y
' Coupling has not been taken into regard
leading to the fact that the equations of mo-
tion are uncorrelated in both planes. Not ev-
ery element obeys this principle (for example
solenoids present correlation). This principle

plays a major role in the equations of this sec-

tion. For every element in a linear accelerator
that follows this principle we have the following

solutions of the equations of motion:

(u’(2)> (C'{L(z) S,;(z)> (%(Z)) (3.14)

where u,u’ can be x,y and x’,y’ respectively. The general solution of this equation

Jfor example for x transverse plane , has the form :

2(s) =/eB()cos(6(s) (3.15)
the phase is given by : y
o(s) = 35 (3.16)
We can define also :
a(s) = —@ (3.17)
142
s) =~ (318)



a, B, are called Twiss parameters, whereas € is called emittance (see next sec-
tion)

This kind of elements can be represented by this 2 x 2 matrix.Generally we can
combine these matrices on a 4 x 4 matrix that can include coupling effects. Fur-
thermore these matrices can be extended to include more information for the

particles” movement such is energy,longitudinal position, spin vector etc. :

x(2) Cu(2) Si(2) 0 0 xo(2)
7'(2) Ci(z) Si(2) 0 0 7o(2)
o |7 o 0 o se || we (819
y'(2) 0 0 Cy(z) S,(2))] \yo(2)

As it is easily understood, the element acts like a system with a transfer ma-
trix which transforms the initial positions and divergencies (with 0 indexes) at
the entrance of the element to the ones at the exit of the element.

for Various beam manipulating elements we the folowing matrices:

e Drift Space: Any Drift Space with length 1 can be easily described by the

following matrix formulation:

u(z)\ (1 1Y [uo(2)
()= ) () .

e Quadrupole Magnet: The matrix formalization for a quadrupole in the fo-

u(2) _ coso \/%singb uo(2)
(u’(z)) (—\/Esz'ngb cos¢ ) <u6(2)> (3:21)

where k is the quadrupole strength, ¢ =+/kl where 1 is the length of the

quadrupole.

cusing plane is:

These matrices are called transfer matrices, and if we have a beam line with
multiple elements with their transformation matrices R; where j = 1,2,3... the
number of elements . Then, the full transformation matrix is [57], [36], [10], [24] :

N =RR_,..R (3.22)
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3.6. Beam Dynamics Parameters

In order to observe the behavior of the beam we use the transverse ( x-x’
(horizontal), y-y’ (vertical)) and A¢ — AW plots which are called phase-spaces.
From phase-spaces we can evaluate emmitance which is given by the following

equation:

€rms =4/ (@?)(22) — (z2')? (3.23)

where,

@) = 5 S = (@) (3:24)
(@%) = 3 St~ @) (3.29

N
(w2') =+ S = (@) — () (3.20)

Emittance indicates the quality of the beam and it is the region occupied
by the beam in the phase-space plots. In that way, it is easily understandable
that we define three independent emittances. Emittancce depends on the source
characteristics and on other effects during the beam transfer. The rms emmitance
is a statistical magnitude that expresses the spread of the beam particles around
their varycenter. [57], [10], [24]

The function of the rms envelope is an ellipse:

v(s)z® + 2a(s)za’ + B(s)z”? = € (3.27)

The parameters «, 3, v are the Twiss parameters and from them we can construct

the beam matrix.

oc=¢ [ p —oz] = [(x2> <xx’>] (3.28)

—a oy | @) (@)

From the matrix formalism of the 3.31 we can easily derive that:

e = det(o) (3.29)
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Figure 3.3: Phase Space Ellipse anf its parameters

Furthermore the area covered by the beam is A = me
The transfer and the beam matrix (which describes the rms values of the distri-

bution) are connected under the following equation:
o1 = RopR’ (3.30)

Emittance has dimension of length or length times angle (mrad). Liouville’s the-
orem states that, under the influence of conservative forces, the particle density
in phase space is invariant [24]. It follows that €.,,s of the distribution in a phase
space is constant. Emittance is preserved only in linear systems, (systems where
the external forces acting on the beam are linear), but when particles are acceler-
ated the values used so far to describe the transverse emittance (x,x’,y,y’), don’t
preserve the numerical emittance value if the velocity is changing. Indeed, the ac-
celeration process modies only the longitudinal component of the velocity so that
the angular divergence decreases as the velocity increases, which means that the
emittance decreases during acceleration. In this case the unnormalized emittance
is considered Therefore it is more convenient to define the so-called normalized
emittance which is not affected by acceleration, since it uses the transverse mo-
mentum variable instead of the divergence. The normalized emittance is related

to the unnormalized one by the following expression:
€ = Prye (3.31)
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where (3, are the relativistic factors, and € is the unnormalised emittance. [57],
[36], [10], [24], [26]. The maximum emittance that an beam transport element is

able to transmit is called acceptance.

3.7. RF Transverse Defocusing

A principle named the incompatibility theorem suggests that when we have
longitudinal acceleration and stability this results in defocussing forces on trans-
verse planes. When a particle propagates through an RF gap it feels also an radial
kick from electric and magnetic fields. The field variation in time, the increase
of the velocity of the particles across the gap and the radial particle distribution
across the gap are the causes of this phenomenon called RF defocussing.

For example we can write the transverse momentum impulse to a particle delivered

by the RF fields of a synchronous traveling wave:

D — (B~ feBy) =~ ~ BEIL(ED)ETsing  (332)

where Ej is the axial electric field , T the transit time factor and I; the 1%¢ order

modified Bessel function. Finally with the index s we separate the relativistic
factors of the particle from the synchronous ones. K is defined:
27

K= (3.33)

The RF defoccussing is greater at low velocities and is getting lower as we reach

the relativistic limit as the electric force is cancelled by the magnetic force . The
Laplace equation in the cavity gives:
0*V N 0*V n 0*V
Px  Jx  0%x

The Earnshaw’s theorem states that the potential cannot reach a maximum or

=0 (3.34)

minimum at the empty space. As a consequence in our case if the longitudinal
forces provide focusing at a given point, the two transverse-force components
cannot both be focusing at the same point. Moreover in a 1956 paper Panofsky and
Wenzel considered the transverse momentum imparted to a fast particle moving

parallel to the axis of the cavity a relation called Panofsky-Wenzel theorem :

pL = <g> /Ol(—i)VlEzdz (3.35)
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Where 1 is the cavity length. The Panofsky-Wenzel (PW) Theorem was origi-
nally used to describe the relationship between the longitudinal and transverse
wake fields produced by a beam as it travelled through a device. A particle, as
it travels through a device and encounters an aperture (or some other perturba-
tion), generates a wave excitation that can produce an integrated longitudinal and
transverse momentum kick [10], [24], [9].

3.8. Longitudinal Beam Dynamics

As equation 3.5 indicates the responsible field for the acceleration is the elec-
tric field. In order to achieve proper acceleration the particles must remain syn-
chronous to the field. The synchronicity condition depends strongly on the oper-
ational mode of the accelerating structure. We call operational mode the phase
difference between two consecutive cells in an accelerating structure. For example
in a Alvarez Drift Tube Linac two consecutive gaps have zero phase difference
between them. Thus, Drift Tube Linac is an 0 (or 27) mode, with a synchronicity
condition:

A
L= f}% = Be= = B (3.36)

where u is the particle speed, frr the RF frequency and A the wavelength.

IA

z

3)
mode n/2 L= T\ mode L=

Figure 3.4: Operational Modes and their synchronicity Conditions [36]

As the figure 3.6 indicates the reference particle is exactly synchronous with the
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Synchronous Part.

RF Signal
E; /

/ \ RF Phase (°)
-90 -45 1] \ a5 90 135 180 225
/ Late Part.

Early Part.

Figure 3.5: Synchronicity and bunching of the particles in an RF E/M field [9].

RF field. That means that a particle of the beam that comes after the reference
particle feels a force that tends to compensate this phase difference from the refer-
ence particle, and absorbs more energy from the field. Similarly an early particle
absorbs an slight lower amount of energy in order to come closer to the refer-
ence particle. With this simple principle we achieve acceleration and longitudinal
focusing of the beam as it propagates through the RF cavities. Likewise, The
alternation of the electric field causes different effects on the beam in a 27 RF
period [10]:

RF Signal
EO

Acceleration
& Debunching

Acceleration
& Bunching

RF Phase (°)

-as 135 . 1#0 225
Deceleration 1 Deceleration

& Debunching i & Bunching

Figure 3.6: The manipulation of beam shape inside an alternating accelerating

field [9).
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At this point two important figures of merit can be presented:

Longitudinal Phase advance per unit of length:

2nqEgT'sin(—¢s)
koy = .

and the Longitudinal Phase advance per period [NSA]:

2mqE T N2 Asin(—o¢,
aoz:\/ Tz sin(=9.) (3.38)

mc25573

Where the index s refers to the reference particle quantities. Ey is the average axial

electric field, T the transient time factor,\ the wavelength and 3, vtherelativistic factors

3.9. The separatrix

When designing an accelerator one must make sure that the particles in a
bunch stay in stable trajectories. The movement of a particle inside an alternating
RF field produces oscillations on phase and energy, an energy which is easily
evaluated in linacs and depended on the structure geometry. As mentioned above
, in order to achieve the proper focusing and bunching of the beam we take
advantage of this synchronicity between the oscillations of the RF field and the
reference particle. In that way the early particles compared to the reference feel
a smaller field and the later ones feel a greater field. This fact lead in stable
bunches of particles near the reference particle [57], [36], [10], [24], [26]. The
difference equations for the energy change of a particle compared to reference
particle are:

A(W; — W) = qE T L(cosp; — coseps) (3.39)
(Wi — W)
chﬁjs/Bis

if we make the variables continuous , by assuming that we have a continuous field

A(¢; — ¢5) = —2mN (3.40)

we obtain the differential equations of motion:

d<Wz - WT)

p = qE T L(cosp; — cosoy.) (3.41)
s
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A= 0s) __, (Wi=W))

ds me2\

53
If we differentiate 3.42 and replace it at 3.41 we obtain the second order deiffer-

(3.42)

ential equation for motion:

(gb ¢s) d(gb _ ¢s)

qE()T
+3 2ﬁ2|: ( sﬁs)] |:T:| +27Tm02)\

L2l @) (cosp — cosgs) =0

(3.43)
Solving the equation we obtain the Hamiltonian of the system (typically the en-

ergy) which contains the terms of kinetic energy and the potential.

(sing — ¢cos(¢s)) = (3.44)

2033A L me?

We introduce the ¢, AW plot below showning some phase space trajectories. The

2 W —-Ww.,1* qE
W{ 14_6]0

boundary trajectory which distinghish the stable from unstable movement it is

called the separatrix ,and satisfies the following equation:

quT

2
o [W—WS] qET —(sing, — $scosgs) (3.45)

25272)\ + mgg (Sin(b—d)COS((bs)) -

The stable area inside the separatrix is called the bucket [57], [36], [10], [24], [26].

It is clear that the max energy corresponds for ¢ = ¢ :

mc?

20 E,T B33\
Wnaz :\/M(cﬁscos@ — sings) (3.46)

Tmc?

3.10. Space Charge

One more phenomenon which must be taken into consideration in our studies
is the repulsive forces between the particles of the beam due to their charge state.
Space-charge depends on beam distribution and intensity and affects the beam
dynamics (cause of emmitance growth). In more detail, if we want to estimate
the magnitude of this force we can follow this simple procedure: Assuming to have
a beam with volume (1) and linear (\) density propagating in a cylindrical beam
pipe. Then this moving beam has a current density J.

All the three densities are connected to each other under the following equations:
A\ = T1a’n J =un = Pen (3.47)
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Separatrix i
AY

Figure 3.7: The axial electric field, the potential function and the separatrix .

By applying Gauss and Ampere laws to surface S and volume V:

ﬁﬁﬂ:m/sjﬁ /Sﬁ-cﬁ:% pdV  (3.48)

n_ o Ar
Eomr =1 E, = 3.49
= o = el (3.49)
A
271 Bppi = pioJmr? = By = pr = EET (3.50)

2reca? ¢
From the Lorenz force equation we estimate the force exerted from the space

charge to a particle:

F, = e(B, — feBy) = = 2"

(3.51)

V2 2mey o?
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Figure 3.8: Space Charge fields.

As we can see from this equation the repulsive force is inversely proportional to

72, so0 it decreases as the velocity increases.
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Chapter 4

Linacs At CERN

This Thesis is focused at Linacs and their Basic elements, thus Linacs at
CERN will be discussed in detail at this chapter. Linear accelerators are the
first accelerator stages at the large CERN accelerator chain and often are called :
"injectors". There are two operating hadron Linacs at CERN (Linac2, Linac3) ,
and Linac4 is at the commissioning stage. Furthermore, there are designs and Test
facilities for a Compact Linear Collider (CLIC) and various designs of accelerators

for medical applications.
The CERN hadron Linacs are described below:

4.1. Linacl

Linacl was the first linear accelerator of CERN, it was fully commissioned
in 1959 when delivered 50 MeV protons to PS. Linacl accelerated also light ions
(deuterions, alpha particles, oxygen , sulfur ions for fixed target experiments at
SPS. Linac 1 was replaced at 1978 by Linac2. [45]

4.2. Linac2

Linac2 is the current accelerator for the injection of protons along the entire
CERN accelerator chain. The proton source is a bottle of hydrogen at the begin-
ning of the accelerator. Hydrogen atoms pass through an electric field to separate
the atom from its electrons, permitting only at the protons to enter at the accel-
erator. Linac2 will end its service and will retire at 2020 when it will be replaced
by Linac4. Linac2 gives at the entrance of the Booster pulsed beams of up at 175
mA at 50 MeV. The ion source is a Duoplasmaton giving a beam current of up
to 300 mA connected to the hydrogen bottle. The preinjector for the Linac2 is
4-vane RFQ (93 kV injection energy , output energy 750 keV) which replaced the
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initial 750kV Cockroft-Walton preinjector directly connected to the DTL tanks.
The complete Layout of Linac 2 is shown in the Figure 4.1.

When Linac2 replaced Linacl offered an increase at current and pulse length
by a factor of 2 when simultaneously increased the reliability and reduced main-
tenance. Until now, Linac2 counts more than 30 years in service, although the
need for its replacement is now present to achieve higher values of Linac energy

and due to various problems that affect its operation. [44], [46]

Figure 4.1: The Linac2 layout at CERN. One can recognize the RFQ at the
beginning of the acceleration line, and then the drift tubes until the end of the
room (orange cavities) with all their supporting systems for vacuum, cooling and
RF excitation. At the center of the picture Richard Scrivens and Christian Mas-
trostefano of BE-ABP-HSL group with the Duoplasmatron ion source for Linac
2. |44]

Thus, in June 2007 Cern approved the construction of the 160 MeV Linac4

which is placed in a new building parallel to the present Linac2 location.
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4.3. Linac3

Linac3 injected its first beam to PS booster at on June 1994 and is built
inside the linac 1 hall. The goal from its design was to meet the expectations of
light and heavy ions experiments on CERN Linac3 was constructed to accelerate
lead ions to the energy of 4.2 MeV /u; The ion beam is produced by an Electron
Cyclotron Resonance Ion Source (ECRIS) by a microwave heated plasma. After
the extraction of the beam with the energy of 2.5 keV /u there is the LEBT were the
mixture of lead charge states (also there is an oxygen beam created by the oxygen
supported plasma which is used for the ionization of the pure lead) are separated in
a spectrometer. After the spectrometer the beam is ready for the injection into the
RFQ (2.66m long, 101.28 Mhz) with a pair of solenoids and a triplet of quadruples.
The output of the RFQ is ions of energy of 250 keV /u which are injected to the next
stage the MEBT. The Medium Energy Beam Transport contains four magnetic
quadrupoles and a four gap RF cavity. The magnetic quadrupoles match the
beam to the tanks and the RF cavity matches the longitudinal parameters. The
last part of Linac3 is an IH-Structure 8.13 m long which accelerates the beam to
4.2 MeV /u. The IH is constructed by 3 cavities one with the frequency of the
RFQ and the rest two at the operational frequency of 202.56 MHz. To achieve
the focusing of the beam there are four triplets of quadrupoles two at the first
cavity and one between each gap of the IH cavities. In addition to the Linac3
elements there are diagnostics performing the vital measurements at Linac3. [47].
The Linac3 inside its hall is shown in Figure: 4.2
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Figure 4.2: The Linac3 Layout. At the right part of the picture is the source
in the cage and the spectrometer. At the foreground, the LEBT, the RFQ, the
MEBT and the IH tanks of the structures can be recognized. [47]

4.4. Linac4

Linac 4 is located in a new building in an underground tunnel connected to
the PSB. The building contains the RF equipment the power supplies and the
electronics for the new accelerator. The new Linac is expected to increase the
brightness of the Proton Sychrotron Booster by a factor of 2 making feasible the
increase of the LHC luminosity in the future. The main Linac4 parameters are
based on the requirements for PSB injection. The beam dynamics are adjusted to
the needs of the LHC while the number of ions per pulse are defined by ISOLDE
experiment. The operating frequency of Linac4 is dictated by the RF equipment
available from LEP and the RFQ. The Linac architecture (total Linac length
86 meters) is similar to the modern Linacs with the source (45 keV) the RFQ
(3 MeV), the chopper lines and the accelerating structures (DTL (50 MeV | 7
CCDTL modules up to 102 MeV and the PIMS (Pi-mode cavity) cavity which
deliver the beam to final energy. After the PIMS there is the injection line to PSB.
It is essential to mention that, the Linac4 is operating with low duty cycle (0.1%),
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although the elements are designed for high duty cycle (10%) to support the future
CERN projects for the Superconducting Proton Linac (SPL) that it is designed. In
more detail, most of the hardware components (accelerating structures, magnets,
RF high-power components, etc.) will be built for high duty cycle operation,
while electronics (power supplies, etc.) and infrastructure (cooling, electricity)
will be dimensioned for the low duty cycle in order to adjust Linac 4 to the futute
plans. [52]

45keV 45keV 3MeV 3MeV 50MeV 102MeV 160MeV
| } ! } !
| H- |7 LEBT [*{ RFQ [ MEBT [ DTL [ CCDTL [ PIMS
RF Low Radio MEBT Drift Tube Cell-Coupled II-mode Structure
Volume Energy Freguency 11 Quads Linac Drift Tube 12 Modules
source beam Quad. 3 Cavities 3 Tanks Linac 12 Quads
+ transport 2 Chopper 114 PMQO 7 Modules
postacc 2 solenoid units. 1EMQ 21 Tanks
21 Quads
352.2MHz 352.2MHz 352.2MHz 352.2MHz 352.2MHz
1.9m 1.8m 3m 3.9m 19m 25m 22.9m

Figure 4.3: The full Linac4 Layout. [47]

The Linac beam parameters are the following:

Ton species: H-
Output energy: 160 MeV
Bunch frequency: 352.2 MHz
Max. rep. rate: 2 Hz
Beam pulse Length: 400 @ s
Chopping scheme:
(transmitted bunches/empty buckets) 222/133
Mean pulse current: 40 mA
Beam power: 5.1 kW
N. particles per pulse: 1.0 x10*
N. particles per bunch: 1.14 -10°
Beam transverse emittance: 0.4 pmm mrad
(rms)

Table 4.1: The Beam Parameters of Linac4 [48|.
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The RF structures of the accelerator perform at the frequency of 352.2 MHz
reusing some infrastructures from LEP in general, klystrons, circulators, and
waveguides.

Linac 4 Source: The beam parameters needed for Linac4 did not match
to the existing sources designs. Furthermore designing and constructing a new
source needs an extensive time period and it is not guaranteed that will reach the
desired values. For that reason CERN decided to adopt an existing design and try
to improve it. The requirements of the new accelerator Linac4 and the detailed
comparison of the available sources’ technologies led to choice of the DESY RF
source (Figure: 4.4) as the H- source of the accelerator. It is an RF volume source,
which operates without cesium to avoid beam line pollution with the lifetime of

25000 hours [56]. The characteristics of the source are the following:

Table 4.2: Source characteristics of DESY RF source [56].

Extraction Voltage: 35 kV
Beam Current: 40 mA
rms normalised emittance: 0.25 7 mm mrad

repetition rate: 2 Hz

Although, Linac4 requires higher output current which will be achieved with
special RF generator produced at CERN. The source was modified to achieve
output energy before the RFQ at 45 KeV

EXTRACTION -
PLASMA REGION

H,* +e >H +H-

Figure 4.4: An incision of the adopted design of the source [56]
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Linac4 LEBT: The basic role of the LEBT (Low-Energy-Beam-Transport)
which is connected the source is to provide the necessary beam matching to trans-
fer the beam from the source to RF(Q. Furthermore contains diagnostics to monitor
the operation of the source. [57] The mechanical design of the Linac4 LEBT is
showed below in Figure 4.5. The big emittance and divergence of the beam ex-
tracted from the source pose the need of using large-diameter solenoids to achieve
the focusing of the beam. Furthermore 2 sets of horizontal and vertical steerers

are used for the steering of the beam at the acceptance of the RFQ [56].

908

STEERER

FARADAY CUP VALVE

STEERER
I

SOLENOID 1 PRE CHOPPER SOLENOID 2 =
—fl=0 =
%
SEMGRID [
= | TRANSFORMER

1 RFQ MATCHING
1787 PLANE

Figure 4.5: The detailed design of the Low Energy Beam Transport Line, with
the solenoids, the steerers, the pre-chopper and the diagnostics [56].

Linac4 RFQ: The Beam Dynamics of the RFQ were extensively analyzed
with PARMTEQM code. In order to avoid the design of the new RFQ CERN
decided to sign a collaboration with French IPHI (Injecteurs de Protons de Haute
Intensite) for the construction of the RFQ. CERN modified the RF(Q designed by
IPHI, resulting in a RFQ 3 meters long with 78 kV intravain voltage and surface
field of 34 MV /m (1.84 bigger than the Kilpatrck limit). The RFQ of the Linac 4
takes the beam from the ion source (45 keV ) and accelerates it until the energy
needed for the injection at the DTL (3 MeV) . It operates at the frequency 352.2
MHz and is designed with higher duty cycle 10% [56].
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Figure 4.6: The Linac4 assembled RFQ. The RF and vacuum ports at RFQ body
are distinguished [56].

The minimum value for the aperture a of RFQ is 0.18 ¢cm and the maximum
modulation factor m is 2.38. The whole RFQ cavity is made of three sections of
one-meter long. The structure contains 32 round apertures for the tuners and four
rectangular placed at the second section to host the RF inputs in order to achieve
the RFQ accelerating field. At the first and the last section of the RFQ there are
eight circular apertures for the vacuum pumping ports. A representation of the
mechanical design of the Linac 4 RFQ is shown in Figure: 4.6 [56].

Linac4 MEBT (Medium Energy Beam Transport): An essential element
of the modern accelerators is a chopper line which is often placed after the RFQ
where the energy is still low, to achieve the minimum voltage and length of the
chopper line. The MEBT of Linac4 consists of 2 chopper plates eleven quads and
three cavities. (matching section-chopper-buncher cavity and dump -matching
section). The mechanical design is shown at the Figure: 4.7. The chopper line
contains a electrostatic beam deflector followed by a dump and its basic role is to
stop selected sequences of beam bunches. It is substantial for these bunches to
be cleared out at this point with low energy (because of low induced radiation)
as they can cause losses at higher energies. This phenomenon is present when we
inject beams bunches at the frequency of hundreds of Hz to accelerator parts that
have frequency at the range of few MHz. In detail the chopper creates "holes"
in the beam which are timed to the rise-time of the distributor of the PSB. In
theory the, voltage limit of the deflector of the chopper line and the radiation
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for the dump of the beam dictate chopping at low energy, although this method
poses difficulties to the design of the initial DTL tanks and in addition to the
space charge effects at low energies, they lead to the increase of the chopping
energy. For that reason the 3 MeV RF(Q output energy had been chosen as the
right balance. Exempt from that, a chopper must clean the first few tens of ps of
the beam that are not stable. Also the chopper structure includes diagnostics and
optical elements which are substantial to transfer the beam and match it from the
exit of the RFQ to the entrance of the DTL. [56] [57].

Figure 4.7: A 3D model for the Linac4 MEBT with the matching section (4
quadrupoles plus buncher cavity),the beam chopper (2 quadrupoles with chopper
plates inside), the buncher cavity plus quadrupole plus dump (for the chopped
beam), and an additional matching section (4 quadrupoles plus buncher cavity)
[56].

The most essential constraint on the design of the chopper requires the rise
time of the chopper to be smaller than the time between the two bunches. For
the frequency of Linac4 (352 MHz) we require a rise-time of 2 ns. The bunches
deflected by the chopper end-up to a dump with a shape of a cone. [56]
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Table 4.3: Linac 4 MEBT characteristics [56]:

Efective chopper Length: 800 mm
Deflection Angle: 5.7 mrad

Linac 4 Drift Tube:
The DTL of the Linac4 has length of 19m and consists of 3 tanks which output
the beam at 50 MeV. The Linac 4 DTL is shown in Figure 4.8. The RF power will
be sent into the DTL from the tank klystrons. The first tank has 5 fixed tuners
and the next ones 10 fixed tuner to adjust the electric field in the cavity with
precise. Tank one uses only one klystron while the second and third tank use 2
klystrons. To keep the tanks on frequency during operation we use one movable

tuner per tank [56].

Figure 4.8: Linac4 Drift Tube under assembly [55].

One of the most important elements on a DTL is the kind of magnet it uses.
Depending on the requirements different kind of magnets can be implemented.

The inability to create a low cost, high duty cycle, high gradient electromagnet
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(EMQ) fitting in the tanks of the the new Linac led to the adoption of Per-
manent Magnet Quadrapoles (PMQ). The PMQs have smaller diameters allowing
smaller drift tubes leading to higher shunt impedance and less RF power [56].

The first drift tubes of the structure were lengthened to reduce transit time
factor and the synchronous phase of the first DTL can be set to the spectrum
—35°0 — 24° to gain more space for the first quadrupoles. Then the synchronous
phase is kept up at —24° until the end of the tanks with a high accelerating
gradient to reduce the DTL length [56].

Table 4.4: Linac 4 DTL parameters [57]:

Cavity Length (m) 3.90 7.34 7.25
Cell per tank 39 42 30
Average accelerating field (MV /m) el h 3.3
Synchronous phase (deg) -35 to -24 -24 -24
Focusing scheme FFDD FFDD | FFDD
Quadrupole magnet length (mm) 45 80 80

Linac4 Cell Coupled Drift Tube Linac (CCDTL):

Figure 4.9: A 3D model of one CCDTL module for Linac4 [56].
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Above the energy of 40 MeV different Linac structures are preferable due to
their advantages (construction, cost, alignment tolerances, maintenance, space for
diagnostics) compared to the DTL. Linac 4 uses a CCDTL which operates at the
frequency of 352 MHz.This layout was adopted because it permits the accelerating
tanks to contain 2 drift tubes which are connected by coupling cells. Between the
two tubes the quadrupoles are placed resulting in a structure with focusing period
of 75\. The total length of the structure is 25m and we have 7 modules meaning
, 21 tanks (every module is fed by one klystron and contains 3 tanks) and 21
Quads (Electromagnetic Quads adopted). [56]. The mechanical design of only
one CCDTL module is shown in Figure: 4.9 Pi-Mode Structure:

Figure 4.10: The PIMS prototype designed and built at CERN [54]

The PIMS (PI-Mode-Structure) is the last structure of Lina4 with a total
length of 21.5 m and consist of 12 modules (every module has seven cells) . The
cell length is constant in each module but it changes from module to module
as the particle velocity increases. PIMS (see Figure 4.10) accelerates the beam
from 100 to 160 MeV. Initially the designers of Linac4 had adopted a SCL as the
last stage of acceleration. However even with 20% smaller shunt impedance from
the SCL the PIMS was chosen. This was because the PIMPS operates at 352.2
MHz as the other structures instead of the SCL that needs the double frequency
leading to complication of the RF system. Moreover PIMS need only 84 cells
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instead of 400 for the SCL minimizing the construction cost and tuning effort.

Between the tanks there are electromagnetic quadrupoles for transverse focusing
of the beam. [53] [56]
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Chapter 5

Simulation Tools

As it is mentioned above the matrix transformations are applied when we
only have linear forces. Although the complexity of the phenomena that take
place when a beam of particles propagates through various accelerating elements
(such as space charge between the particles) makes necessary the use of simulation
programs which provide us various numerical methods for the approximation of
the solution of the equations of motion. In the field of particle and accelerator
physics , simulations with these codes play a major role in our understanding
and application of the beam dynamics laws. When we deal with an accelerator,
the simulations interfere at all the stages from design and commissioning until
the operation. The particle tracking code used in this thesis is the multi-particle
tracking code Travel with its Graphical User Interface PATH Manager and the
error study program Delta. This program includes space charge effects, pion decay
and the process of mapped electromagnetic fields. During the Technical Student
internship at CERN the author was in charge of the maintenance and the devel-

opment of this code offering vital assistance to the members of HSL section.

5.1. The Travel Code and its GUI

Travel is a multi-particle tracking code which is written in Fortran 90 language
and consists of various routines that are connected to each other. It is fully
designed and developed at the BE-ABP-HSL section at CERN. Travel and its

GUI PATH Manager are a powerful and complete code for simulating beams
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Figure 5.1: The graphical user interface of Travel Code PATH Manager

Figure 5.1 presents the PATH Manager Workspace. The workspace permits

beam information. At Figure 5.2 the interactive screen of Travel is shown.

7| Travelexe chopper_in_30mA_centered.dat RFQ_to_100MeV_bench.in o FE ==

s

WELCOME TO TRAUVEL 4.88 MARCH 2@i6

— BEAM FILE SUCCESSFULLY READ — FILE CLOSED
PROGRAM EXECUTION — INITIALISATION
PROGRAM EXECUTION — READING INPUT DECK
PROGRAM EXECUTION — CALCULATING

6 — ELEMENT T¥.

8 - ELEMENT

18 - ELEHEN}

1
18 - ELEMENT TYP

Figure 5.2: The command line Prompt of Travel

The code takes as input the following files:
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the visual representation of accelerating elements as icons which define a beam
line. Right click on each element reveals their menu with their properties. The
first icon from the left is the input beam. Path Manager offers the possibility
to either import a existent project or create a new one. At the top of the main
window there is the header menu that controls the program and the right side

there are the phase spaces of the beam after each element with all the necessary



¢ Beam File:

The file that contains the necessary information about the beam in the

simulation. We can create this file in Path Manager which has a special

menu (Figure 5.3) for this option, permitting the creation of a file that

includes all the characteristics of the beam such as :

kind and number of

particles, energy, momentum, frequency, distribution, initial displacement

etc. The extension of the beam file is .dat in order to be an input to Travel

code. Other commonly used extensions for Beam files are .dst and .txt.

5 Edit Beam Generation @
Beamn Mame
Particle Kind
¢ Particle " lon(g

Tope [Custom - Mazs [g GeY v Eharge o

Beam Parameters
Frequency [p MHz - i Momentum [ Gey - | /T
Synchronous Phase [ rad - " Kinetic Eneray o GeY
Bizam Distribution
MNumber of Particles |4 " Binomial + Gaussian KA " Unifarm
Diztribution Options
Transverse input |Courant Snyder v
Longitudinal input [Courant-Srpder
Transverse Planes
U‘x,x‘ o Bx,x‘lu |"“ ﬂ ! |rad j Ek,x'ln |"“ ﬂ - |rad j
a,, [o B, 0 [m [ /f=d ] €0 [m = [ed ~]
Longitudinal Plane
O g |0 Bygn 0 [rad ~] /[Gev ~] €,4,[0 [ad ~|  [Gev +]
Oy e 10 Boce 0 Jrad -] / fBev | Eguel0 (E I I T
ok | Cancel |

Figure 5.3: The Beam Generation Menu of Path Manager

e BeamlLine file:

The beam line file contains all the elements that are needed for the trans-

portation and guidance of input beam. Moreover contains vital information

about the space charge, the kind of input and output plus other features
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of the program. The detailed explanation of the elements and features are

described in the Latest version of Travel Manual. [58|

Depending on the elements specified in the Beam Line file the program calls
various routines during the execution and simulates the propagation of the beam
through the chosen elements. At Figure 5.4 a typical Beam Line File is presented.
The numbers at the left part are called "Cards". It is now clear that every feature
of the code and accelerator element has its own routine (Card) with the proper
equations. The structure of the program offers a vast spectrum of possibilities and
choices, permitting the simulation of complex accelerating machines in a simple
way. Path Manager interface is created with Visual Basic 6.0 and contains the

same features and elements as Travel in a more user-friendly way.

| cell_5-111 - Notepad

File Edit Format View Help

39" nput.txt’;

34 1 'EM30Outoff.xls’;

33 1 '"AvgOutoff.xls’;

2400000000 0;

23 1000 "step";

71 0.46859999 "2001_points_lquadrant.ef3" 90 1 0 |

36" field_map_end_of_111.txt";

SENTIMEL

Figure 5.4: A typical Beam Line file

5.2. Performing Simulations

One can choose where the execution of the simulations will take place (Travel
or Path Manager) . Path Manager and Travel are connected with each other with
the generation of .dll files created during the phase of the compiling. Running
a simulation in Travel is the same procedure as in Path Manager but without
the visualization of the procedure. A simulation in Travel is executed if all the

necessary inputs (Beam file, Beam Line and other input files) are in the same
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folder. A batch file at the same folder starts Travel.exe and supervises execution.
The command line of Travel appears with the information of successful inputs and
message that a simulation is in progress. Once we have results depending on what
kind of output commands we have in Beam Line file (the output files can be for
example, beam files in .dat, .txt or .dst formats or excel files) Travel generates the
files at the same folder with the data. Moreover two additional files are created:
Deadray.xsl that contains the information for the lost particles and a simulation
log ,Travel Out.txt.

5.2.1 FODO Simulation with PathManager

Proton Beam | Drift 1 | Quadrupole | | Drift Il |

v v : v
) | ) | ) |
| | |
_ _ _

Quadrupole Il | Drift Il |
v G w

L m
L m

Figure 5.5: BeamLine used for the PathManager FODO project

In order to cast light to the characteristics of the code a simple example of
simulating a proton beam through a FODO structure will be given. In Figure 5.5
the beam line of this example is presented. The icons represent the accelerating
and focusing elements. For this example, we will use three drifts of 5 cm each and
two quadrupoles. "Quadrupole I" has length 5 cm , aperture radius of 1 cm and
it is focusing with field strength of +10 kGauss. The second quadrupole has the
same characteristics however, it is defocussing with field strength of -10 kGauss.
Below at Figures 5.6(a), 5.6(b) the menus of the two elements are presented, and
appear with right click on the corresponding icon. For the drift tube the only
input value is the length. The quadrupole needs as inputs the length, the pole-tip

field and the pole-tip radius aperture. Moreover it has advanced options for the
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B3 Edit Quadrupole Element

[E=E R =

Basic: Optiars | Advanced Options |

B3 Edit Drift Elernent

[E=N o =X
Criift Mame 'li OQuadupole Name [EREEMaEl

Length (005 m v
Length [0.025 m v Pole-Tip Field Strength [ KGau =

FoleTip Fadus of Apetture [T [om =

Ok | Cancel |

Cancel

o |

(a) Drift Menu (b) Quadrupole Menu

Figure 5.6: Element Menus at Path Manager

For this example we constructed a 50.000 particle, 352 MHz proton beam of 3
MeV initial energy with Gaussian Distribution. The Courant-Snider parameters

of the beam at transverse planes (we do not consider longitudinal plane) are the

following:

X [rad] x 1063

¥ [rad] x 1052

Number Lost -0

16D 0 o« 20668E0
o . 2088550 B - 1s0ssED
: 180%6E1 12.00 HCenter: -2.5G4138E-22
12.00 -2500223E-21 ¥ Cemer: -3.112961E-20
7162348E-20 R
200 [ Total: 2.07MSIES
.00 [~ Total: 20B4746E-6 [ 95.4%: 17563616
[ 954 177242566 [ 90.0%: 1376MSES
[~ 90%: 1380095E-6 [ e8.3%: 7178000E.7
[ 683c: 71650257 600 v RMS. 2000E7
M : S.000E-7
G = Particles out -
Particles out
I e DOUED
[ oe: Do0OED
3.00 Transmission : 100.00%
3.00 Transmission 10000%
Background
Background 000 [ a—
000 ac El
Particles
[EET— - | e =
—5.00
—3.00
0 —s.00
-2.00 —s.00
—~12.00) —12.00
—~15.00) —15.00)

(a) Phase Space of input beam at horizontal plane

068 035
¥ [m]x 1063

(b) Phase Space of Input beam at Vertical plane

Figure 5.7: Phase Spaces for the input beam for the FODO example.
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-2.0665 m/rad

Bewr | 0.15095 m/rad

€’ 0.3 mm-mrad

Qyy | 2.0665 m/rad

Byy | 0.15095 m/rad

/ 0.3 mm- mrad

The phase spaces of the input beam are presented at Figures 5.7. Path Man-
ager plots the phase spaces of the beam besides the beam line. The beam line file

for the simulation at Travel is:

M:| fodo - Notepad
File Edit Format View Help

34 1 'PATHRMS.XLS ' ;
33 1 'PATHAVG.XLS ' :
23 20;

3 0.025;

5 0.05 1010000 ;
23 20;

3 0.05;

23 20;

5 0.025 -10 1 0000 ;
23 20;

3 0.025

SENTINEL]

Figure 5.8: Travel Beam line file for the FODO example

As before mentioned its line represents a command to the code to call certain

routines. The routines that control the procedure are the TravelMain and RayRun
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routine. The first two lines define the kind of outputs. After the execution Travel
will create two files as excel files (.xls extension) with the Average and RMS values
of the simulation. The card number 23 followed by a number define the number of
computational steps in which each element is divided. More computational steps
make the simulation more accurate sacrificing simulation time. The codes 3, 5
correspond to drifts and quadrupoles respectively with all their input parameters.
Finally the statement SENTINEL informs the program that the beam line file has
finished. Below we represent the results of the simulations, x,m,.s, Yrms e€nvelope
for the FODO lattice where the focusing effects of the structure are marked via
the plot window of PATH Manager:

3.50E-04

0%20%op
o o
3.00E-04 S S
& o
o o
o
o o
(o]
2.50E-04 S (o}
0
o (o]
o
5 o]
o (o8
— 2.00E-04 OO
E O
£ o)
3 o o
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£ N 0
RMS
= 150604 ') Q Y [m]
o &
o o)
o o]
Opo® Q

1.00E-04
5.00E-05

0.00E+00
0.00E+00 5.00E-02 1.00E-01 1.50E-01 2.00E-01 2.50E-01
Length (m)

Figure 5.9: The rms size of the beam inside the FODO structure.

5.3. Structure of the code

This thesis is focused on studies of the Electromagnetic field processing rou-

tines of the code, with the aim to correct possible mistakes that affect the results
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and use the code to simulate for the first time the new high frequency RFQ devel-
oped at CERN. At this section we are going to present the structure of the code
when it process a field map.

Travel gives us the opportunity to simulate the movement of a particle through
an EM field (field map). The core of the program splits to two parts, firstly it
evaluates the movement of the reference particle and then proceeds to all the
particles of the beam. This is in agreement with the basic principle of beam
dynamics that we evaluate all the coordinates of the beam particles are relative
to the reference particle’s coordinates. The key words for this section (see Figure
5.10) are the "mesh points" points with the field values of the discritized input
field (black dots) and "computational points" , points that we divide the field for
our calculations, depending on the accuracy we want (red dots). Between them ,

the movement of the particle will be simulated.

\f¥

Figure 5.10: 3D schema of the input field map with the mesh points along the

three axis and the computational points.

The code processes the field between two computational points and then re-

peats the same procedure until the end of the field map. Next step is to determine
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how many and which mesh points are between this segment; this is the role of
the indexes along x,y,z axis . Once we find the mesh points we process the move-
ment of the reference particle and the whole beam between the segment which
is defined by the two computational points. Every particle is described by two
vectors (? = [zyz]" and 7 V.V, V.]") for position and velocity respectively.
The global velocity is defined:

V = fc (5.1)

where (3 is the relativistic factor and c the speed of light. The components along

the axis are defined: "
V, = (5.2)

/1 + .73’2 + y/2

where x’,y’ are the divergences of the particle at, x,y plane respectively are defined:

Ve =2V, (5.3)

V, =4V, (5.4)

At this point we have to determine also the border values of the field at x and y
axis, in other words the field borders.

The borders help us to determine if the particle is flagged dead or not during its
movement inside the field. Now, after the necessary definitions inside the particle
loop, the next step is to start the calculations in our discretized field. We have
the x, y, z position for the particle and points with the values of the field (mesh
points). We have defined which mesh points are near our particle at the current
moment so we will use their information for the interpolation. Thus, we construct
a cube [see :Figure 5.11| which contains the particle and the eight closest mesh
points at the vertexes. Once the cube is constructed, their field data will be used

to calculate the force received by the particle.

5.3.1 Field Interpolation

The most significant part of the code is the interpolation and integration rou-
tine. As we mentioned before, we use the information of the cube vertices to
calculate the forces along the x,y,z axis. We make an estimation of the force ex-

erted to the particle, depending on the position of the particle inside the cube.
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Every field value is participating to the evaluation of the field at the particles’
position multiplied by a weighted factor given by the ratios:

(Xa s Ya)
(x3,¥3)
4 (Xg, Y8 )
(x7,¥7) A
(%, v:) NS
A pitx,y,ZJ -l
4 9
(X, ¥s) (:G.Ys)

Figure 5.11: The Interpolation Cube.

Aratio = y—h (55)
Ys —

Bratio = o (56)
Ya — Y2

Xratio = — (57)
To — Iq

Then, we use the ratios to estimate the components of the field at point A (E;j i

is component index and j the point index) :,

1

Euo = 5{(1 - Aratio) (Eml + Em5) + ATatiO(E$3 + E937>} <58)
1

Ey, = 5{(1 — Aratio) (Ey1 + Eys) + Aratio( Bys + Ey7)} (5.9)
1

E..= 5{(1 - Aratio) (Ezl + Ez5) + Aratio(Ez3 + EZ7)} (51())
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Similarly at point B:

1

Ezb = 5{(1 - Bratio) (Ex2 + Ex6) + Bratio(Ex4 + E{L‘S)} (511)
1

Eyb = 5{(1 - Bratio)(EyQ + Eyﬁ) + Bratio(Ey4 + Eys)} (512)
1

Ezb - 5{(]— - Bratio)<Ez2 + Ez6) + Bratio<Ez3 + EZS)} (513)

The final estimation for the field components at particles’ position is concluded

after multiplication with the X, ,s0:

El‘ = (1 - Xratio) X E:ca + X’ratioEatb (514)
E?J = (1 o XTtltiO) X Eya + XratioEyb (515)
EZ = (1 - Xratio) X Eza —I— X’r‘atioEzb (516)

We only chose to describe the evaluation of the electric field components, since
the procedure for the magnetic field components is exactly the same.
If the field is a RF field we have to multiply the above-mentioned values with the

following factors known from the theory:
cos(2xmx fxT) (5.17)

sin(2xmx fxT) (5.18)

where T is the elapsed time. Also for RF fields we have to update the phase at

each iteration. At each turn the elapsed time is updated:

A¢

Ti=Tit 5
1—'—2><7r><f

(5.19)

The phase changing of each particle is relative to the phase changing of the refer-
ence particle:
Agbl = A¢i—1 +2 X7 X f X (At — Ato) (520)
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The integration Length L is defined as shown in Figure 6.11. Starting from that

point the time integration step is defined:

L
AT = — 5.21
. (521)

5.3.2 Integration of equations of motion

The last part of the code is a time integration routine. At each the Lorenz
force equation is integrated to obtain the new velocity and position of the particle.
Starting from the equation of Lorenz force and assuming that the longitudinal
velocity is relativistic and much smaller in transverse direction (constant 7 along

transverse direction) one can derive the equations for forces on three axis:

E =m0 (5.22)
F,= mv% (5.23)
E, = mfyd;f + V* 362? (5.24)
or else,

d;f = W%(Ez +V,B. - V.B,) (5.25)
% = mi,y(Ey +V.B, - V,B.) (5.26)
d;f = miws(Ez +V.B, — V,B,) (5.27)

if we differentiate these equations we obtain the acceleration equations:
oo = #(cﬁa FRAEWVELVY) — BV, - EVV))  (5.29)
oy = #((m FRE(VE+VE) - EV,V. - EV.Y,)  (5.29)
0 = S @R+ PR+ VA = BV FVV)) (530
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To solve the differential equation we use the Second order Runge-Kutta- Nys-
trom approximation method. The code uses a routine (DRKNYS-separate .f90
file) which takes as arguments the time integration step, the elapsed time, the
position and the velocity, the components of the field and one of the routines DIF-
FEQEB, DIFFEQE, DIFFEQB depending on the kind of field. These routines
contain the Lorenz force equation which will be integrated and they calculate the
acceleration. Then the DRKNY'S uses them to calculate the new velocity,position
and acceleration via second order Runge-Kutta-Nystrom method.

The DIFFEQ routine take the time,the velocity and the position and calculates
the acceleration at each step.

As the mathematical theory of this method implies if we use the second order
method we have to estimate at the positions T, T+AT/2, T + AT.

First Step: The first call of the DIFFEQ is with arguments T,X,V and F then

the routine returns the acceleration depending on them a; so:

AT AT?

AT

Second Step:
We call the DIFFEQ routine with 7" + %,xl, v; and we calculate the new ap-

proximation of acceleration as:

AT
Third Step:
We call the DIFFEQ with 7'+ AT/2, z1,vs to find the a3:
AT
U3 = U+ AT(I:; (535)
Fourth step: The last call is with T'4+ DT, x3,v3 and the function returns the
Qy:
AT AT?
r=x+ ATV + 7@4 + 6 (a1 + (lg) (536)
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AT
V=V -+ T(al + ag + CL4) (537)

The last two equations are the approximation for the position and the velocity
according to second-order Rungem Kutta-Nystrém method.

The basic principle of the code is that we evaluate the quantities of the particles
compared to the quantities of the reference particle.Before the particle loop we
process the reference particle. The reference particle moves on the center of the
field. The procedure of tracking is exactly the same as the one described above
about the particles. The only difference of course,is that we do not construct a
cube around the particle because its movement is one dimensional but a linear

segment for the interpolation.

5.4. Code Optimisation

During the Technical Student internship at CERN the primary task of the
author was to provide the simulation tools that will help and support HSL sec-
tion in their work. It is essential for a code for accelerator physics, which runs
complicated and time-consuming simulations to be fast and accurate. Under that
prospect the primary goal was to improve the time of the simulations and the
accuracy of the results. Secondary, changes implemented into various routines
at Travel in order to correct and ameliorate the results. These changes will be

presented in this section:

5.4.1 Corrections to the Particles Trajectory

The previous version of the code did not permit the movement of a particle
at the edges of the field; a fact that resulted slightly lower transmission from the
predicted. Comparison of output beams with other simulation codes indicated
the need of changes in the solid algorithm. Changes where implemented in the
code in order to permit the movement at the boundaries and improve particle

transmission upgrading the Travel’s accuracy.
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5.4.2 Computational Step Modifications

Too large computational step in the Beam Line file (Card 23) led to the mis-
calculation of energy on RF fields. This happens because there must be at least
one mesh point between two computational points. A routine was added to the
code in order to implement this constrain to the simulation. In case someone
fills too large computational step , automatically the program limits the num-
ber of computational points in accordance with the above mentioned principle.
The maximum number of computational points is the half of the number of mesh
points in the field. If we set a bigger value at card 23 then the program limits it to
this maximum value. Figure 5.12 presents the uncontrolled energy augmentation
as a function of increasing computational steps that was observable before the
modifications. The blue line indicated the results after the modifications. The

output energy must remain constant as function of computational steps.

0.001

0.0008

0.0006 e e

Final Energy (GeV)

0.0004

0.0002

o 100 200 300 400 500 600

Number of Steps (Space charge)

Figure 5.12: Comparison Plot of the average output energy of particles versus the

number of computational steps in the code when moving in a 3D RF fieldmap.
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5.4.3 Corrections to time evaluation

The previous version of Travel when simulated beams through RF fields was
losing the synchronicity between the field and the particles. Changes to the equa-
tions of time where implemented in order to achieve the proper synchronicity and
the correct energy results. All the values, including phase and time (needed for
integration) of a particle are evaluated with the reference particle as reference.
There was a need for changing the equations on the code , because they were
leading to wrong results. Equation 5.38 gives the time after the application of
correction at each calculation; which is the sum of the calculated time to the pre-
vious computational step plus the change in time which is given with respect to
the phase difference between the current particle and the reference particle Ag:
A¢

Ti=Tiit 5
S

(5.38)

The Figure 5.13 shows that an error to time evaluation to the previous version
of the code led to the inversion of the beam bunch. The late particles became
early and the early ones late. Finally, Figure, 5.14 shows the output energy as a
function of field length of a beam of 1000 protons (350 MHz) inside a 50cm RF
field. At 5.14(a) the loss of the synchronicity between the particles and the field
is clearly visible before the modifications.

Late Particle Reference Particle Early Particle

/ /

A

N

Figure 5.13: Schematic view of the beam bunch with the relation between the

particles .
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Figure 5.14: Output Average Kinetic energy as function of the field length before
and after modifications

5.4.4 Corrections to reference particle Trajectory

The previous version of Travel was using different mesh points (see Figure
5.15) for the calculation of movement of the reference particle. Substitution of
these mesh points with the correct ones (index corrections) led to more accurate
results. Below at 5.15 the schematic view of changes into the code are are shown.
The dashed line indicates the wrong trajectory used by the old version of the
code and the continuous one the correct trajectory of the reference particle at the
center of the beam pipe after the modifications.
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Figure 5.15: A schematic view of changes applied to the reference particle tra-
jectory. The indexes IX ,IY,IZ for the definitions of the closest mesh points to
particle are shown. The dotted line corresponds the old mesh points used by the
previous version and the continuous one indicates the corrections on the trajectory

of the reference particle.

5.4.5 Interpolation Routine

In order to achieve more accurate results it was essential to check the defini-
tion of the integration time used by the integration routine.The velocity of particle
which moves from one point to another changes and this affects the integration
time defined as the integration length divided by the velocity. The code used for
the division the velocity of the particle at the initial point of segment on which
the particle is moving. This assumption that the velocity stays constant during
the move at the segment gives us an approximation of the result. To improve the

results a better approximation of the velocity was needed. Firstly a prediction,
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based on energy gain, for the velocity at the end point of movement was made.
After that step the velocities at initial and final position are summed and then
divided by two. The interpolated velocity is used at the definition of the integra-

tion time to improve the results. The procedure described above is the following:

Vi
Br=— (5.39)
&
_ (5.40)
NTVER |
El =m Xy (541)
AE = qFL (5.42)
Ey=FE,+AE (5.43)
Es
= — 5.44
2 m ( )
Ba =v/72? — 1/72 (5.45)
Va=p2 xc (5.46)
_hth (5.47)
2
L
AT = — 5.48
y (5.48)
1 2
B: B2
Y1 Y2
Vl VZ
L
\‘-—__-—-/
AE. AT

Figure 5.16: This frog was uploaded via the project menu.
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5.4.6 Modifications to card 85

The card 85 at Travel changes the «, 3 of a phase space ellipse, keeping the
normalized emmitance constant. The card, however seemed to change also the
beam center while it was not supposed to. The equations to card 85 where changed
as below in order to avoid the center changing. Matrix equation 5.49 shows the

transformation of the phase space ellipse from the initial ag, 5y to the new values

aq, 51:
x \/ g_é 0 r—x
] T ag—aq Bo / ! T (549)
. VBB B & *

For testing it we used a initially shifted beam from the center and aplied card

SREEST

85in order to change the ellipse parameters, but keep the center of the ellipse the

Salne.

5.5. Code Development

5.5.1 Emittance Measurement with Pepper Pot

Pepper Pot is a commonly used device for four-dimensional emittance mea-
surement. Pepper Pot is a rectangular device with holes of a certain diameter at
x and y axis. At Linac3 there is only one column of holes (Figure: 5.18) that
scans the beam during the measurements. Pepperpots cut an incident beam into
small pieces (beamlets) which each has a low space charge. Then the measure of
the image of this beamlet is performed after a convenient drift space whose length
is proportional to the beam energy. The holes of beamlet define precisely the
transverse position and the drift space turns the divergence of the particles into a
transverse distribution. By scanning the row of holes across the beam and acquir-
ing the image of the beamlets at each stage, using a MCP and a CCD camera,
one obtains the particle distribution in phase space. [59] [60] [61]
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Figure 5.17: The pepper pot Measurent Device total set-up. [62]

Figure 5.18: The pepper pot mask in Linac3. [59]

103



5.5.2 The Pepper Pot Routine

The new card for Pepper Pot was applied to Travel and Path Manager (Figure:)
to assist the effort of Linac 3 in emittance reconstruction via this technique. The

new card has the number 72 and takes the following inputs as parameters:
1. Number of holes along x axis
2. Distance between the center of the holes along x axis in mm
3. Number of holes along y axis
4. Distance between the center of the holes along y axis in mm
5. Radius of holes in mm

All the parameters are shown in the following schema:

O

DX

O

DY

O
o O

O

O O O

>

X

Figure 5.19: Values for card 72.

The pepper pot is automatically adjusted to the center of the beam line. The
routine implemented in the code is fast and innovating because for every particle
of the beam finds the closest pepper pot hole and checks if the particle passes
or not. The new routine was excessively tested also with Matlab using a 30000

particles H~ beam. At Figure: 5.22 the output beam of this example is presented.
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Xmax =3.352 mm Ymax =4.320 mm

Figure 5.20: The Input beam used for the Pepper Pot Simulations.

Below we present an example of the new card with odd number of holes along

x axis and even number of holes along y axis with 0.5 mm distance between them

[ File Edit Format View Help
72 3 0.5 4 0.5 0.1;

and 0.1 mm radius.

37 'OUT.dat’;
38 'OUT.dst';

SENTIMNEL

Figure 5.21: Beam Line file for the new Pepper pot card.
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Figure 5.22: Pepper Pot output beam.
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Figure 5.23: Pepper Pot Properties window implemented at Path Manager.

5.5.3 The High Frequency RFQ for Medical Purposes

In the frame of the program for medical applications CERN has designed
and constructed a compact 750 MHz RFQ to be used as injector for hadron
therapy Linacs. Generally RFQs are the preferred injectors at low energies but

they are rarely used for medical and industrial applications. Outside scientific
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grounds cyclotrons are more preferable because they have been industrialized since
a long time and present low cost, and a vast spectrum of knowledge in design,
construction and maintenance. Although the reach of higher frequency range,
leading to lower dimensions and cost put the RFQs back to the game. This
revolutionary RFQ 5.24(a) reaches the energy of 5 MeV only in two meters | is
highly modular consisting of four modules of 0.5 m each equipped with 12 tuner
ports and one RF input, weighting only 220 kg. Although the hadron therapy
requires a low duty cycle, this innovative RFQ is designed with duty cycle of 5%
in view of other uses. The beam dynamics and RF design have been optimized to
shorthen the total length and to reduce the power consumption. Furthermore it
has been designed regarding that the beam will be injected into a higher frequency
structure (A great example is the TULIP (Turning Linac in Patient) project at
CERN). The transmission is only 30% due to the choice of limiting the longitudinal
emittance at the end of the RFQ. Exempt from hadron therapy this extremely
compact and low-cost RFQ can be installed at hospitals for the production of
isotopes for PET scanning and other emerging techniques (two RFQs in cascade
reaching 10 MeV), and for Te production for SPECT tomography (two RFQs
followed by a DTL). Production of brachytherapy isotopes, neutrons, and compact
ion beam analysis can be accomplished by this new design. To conclude this
revolutionary RFQ can be an essential part of a compact light weighed system at

hospitals meeting all the requirements, leading to the outcast of cyclotrons. [63]

L=2m

Freq.= 750 MHz

W_in = 45keV

W_out = 5 MeV

Input /Output peak current = 100 / 30 A
Transmission= 30%

Peak RF power = 400 kW

Max. duty cycle(max)= 5%

(a) First module of the new HF RFQ [63] (b) Parameters of the 750 MHz RFQ [63]
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5.5.4 The new RFQ Travel Card

In the framework of the beam simulation campaign that followed the design of
this RFQ it was essential for the Travel Code to be able to process and simulate
RFQs. Thus a new routine was implemented in the Travel source code that can
be used to simulate RFQs through their field maps.

PARMTEQ Field Solver e

Wane _) E/M _’ Particle

Geomerry . Iracking
L Field

Figure 5.24: The iterative process for the RFQ simulations.

The new routine is able to take and store only the first quadrant of the field as
an input and depending on the particle position , using the RFQ field symmetry
, can evaluate the interpolated field value of all the four quadrants.

During this procedure the vane geometry of the RFQ was obtained by the simu-
lation program Parmteq and fed into HFSS (Field Solver) in order to obtain the
electromagnetic field. Then the file is used as an input to the Travel code. This
iterative process (Figure: 5.24) indicates the detailed procedure during the design
of the new routine which was tested thoroughly with different beams and field
maps in order to investigate properly its properties.

The main goal during the implementation period was to obtain the same accuracy
compared to the other field processing routines and simultaneously diminish the
simulation time of the whole structure. As a first step the scan of the code and
detection of the delays as well as the invention of a way to overcome them was

the primary concern .

108



SRR

FRERERNNN NN
SRR AN

oo

% 254

S

A e e

i

T e e s w e
AR i e

Figure 5.25: The RFQ field (plotted with Matlab) and the field symmetry of the
RFQ.

As before mentioned this new routine uses only one quadrant of the fieldmap
(Figure: 5.25) and exploits the RFQ field symmetry to evaluate the field in other
quadrants. Then the code processes the field and tracks the particles with the
same procedure mentioned at 6.3 . This permits to overcome the basic delay of
the code which is the input and processing of a large field map file. Furthermore
in order to make the field file even more compact and less memory consuming
a header was implemented for the coordinates of the mesh points exploiting the
fact that the step between the mesh points along the three axes is constant . As
shown in Figure: 5.26(a) the old field map had six columns. Three columns for
coordinates along x,y,z axis and the last three with field values F,, E,, F,. In
5.26(b) the new more compact field map is presented. The file has only the one
fourth of the total values and the three first columns where erased and changed

with a three- line header. The header has the following form:
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Tmin

Tmazx

Ymin

Ymaz | dY

Zmin

Zmaz | Az

where the the index (,,;,) indicates the minimum position of the field point
along the axis, the (,,4,) the maximum position , and the third column gives the
step between the points of the field along the corresponding axis. As the step
between field points is assumed constant in all axis from this header we can easily

derive the coordinates of the field points.

File Edit Format View Help

j new_10cm - Notepad

File Edit Format View Help

-0. 00260000000000 -0.00260000000000 0.00000000000000
0.00260000000000 0.00260000000000 0.09984980000000
0. 00020000000000 0. 00020000000000 0. 00023060000000
16786973.34661 -16737790.73735 B85477.78409
18571258.11618 -16702888.63438 71547.62056

x(cm) y(ecm) z(cm) Ex(V/m) Ey(v/m
-0.26000 -0.26000 0.00000 -957650.89751 950854, 66865 -5422.23223
0124000 -0. 26000 0100000 ~1002955.02308 952248.40794 ~174394.51266
-0.22000 -0.26000 0.00000 -1024134.77545 955494.60600 -342469.36435
0120000 0. 26000 000000 -1021635. 65710 960389, 30195 50744555512
-0.18000 -0.26000 0.00000 -996019.26106 966699.77475 -666902.89603

-0.02000 -0. 26000 0.00000 -150390. 11733
0 -0.26000 0.00000

00 569687.05786 100397824735 -1294105, 60928
€88794.82195 997086.09633 -1199005. 93064
793051.32235 989542.59947 -1086636.43161
33900 981660.22942 -958995. 85081
948528.60929 973910.18434 -518343.67654
996019, 2610¢ -666902, 89603

E
2
3
2
¥

i 24000 0.00000 -990313. 63285 1004835.15972 4 1
-0.16000 -0.24000 0.00000 -942016.84726 1010254.09829 -644654.82845
-0.14000 -0.24000 0.00000 -873375.69379 1016438.54730 -783474.48222

(a) The old field map .

These changes led to a 83% reduction in field map file size making the simu-

lation faster.

D> Ez (Vv /m)

20847772.69956 -16822211.41954 34033.05433
22345955.33500 -16934024.26668 57262.12716
24684240.10087 -17353352.44603 101651.15573
27013226.94847 -18728543.86327 -466318.64347
29838959.81243 -20857817.68236 -217409.26958
32179817. 26860 -24197749.43557 -64399.54874
-0.00000 -0.00000 0.00000

-0. 00000 -0.00000 O.00000

-0. 00000 -0.00000 O.00000

-0. 00000 -0.00000 O.00000

-0. 00000 -0.00000 O.00000

0.00000 -0.00000 0.00000

0. 00000 -0.00000 O.00000

0. 00000 -0.00000 O.00000

0. 00000 -0.00000 O.00000

0.00000 -0.00000 O.00000

0.00000 -0.00000 O.00000

-32179817. 26860 -24197749.43557 -64399.54874
-29838959. 81243 -20857817.68236 -217409.26958
-27013226.94847 -18728543.86327 -466318.64347
-24684240.10087 -17353352.44603 101651.15573
-22345955. 33500 -16934024. 26668 57262.12716

(b) New field map.

5.5.5 Towards a faster code:

One of the most challenging tasks was the investigation of the code for possible
bottlenecks and delays that augmented the simulation time and search ways to
optimize it. The old version of the code scanned all the field to find the mesh
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points that are close to the particle. Instead of that a more fast and direct way of
detecting the closest points was implemented exploiting the position of the par-
ticle. Furthermore in case of the RF(Q there is no need to study the magnetic
field. Thus the calculations for magnetic field that existed in the Travel routines
was not implemented in the new routine leading to less memory allocation. Ex-
cessive testing with field maps with different number of mesh points and beams
with different number of particles indicated the high dependency of the simula-
tion time on the number of particles, posing the need to adopt different techniques
on the code at the future (multicore Processing, multithreading, optimized com-
piler). The testing of the new code went through a dual procedure. First set of
tests were performed with a 50.000 particles proton beam passing through fields
with different number of mesh points. Comparison of the old and the new code
indicated the same accuracy (Figures: 5.26, ??7) among results and a time gain
of approximately 23 %. Second series of testing where performed with beams
with an increasing number of particles being fed in a 5000 mesh points field map.
Again, the results were very satisfying concerning the output values leading to a
time gain of 21%. The Series of testing led to the experience that the simulation
time increases with higher rate in the increase of particles in a beam, than in the
increase of the mesh points along a field. Furthermore our optimisation effort in
calculating the field indexes led to the uncoupling,to some degree, of the simula-
tion time from the increasing number of mesh points. Below an accuracy test of
a 50.000 proton beam in an 10cm RF field i shown. Matlab was excessively used
to compare the results of the new (Card 71) and old Travel Routine (Card 55)
for processing field maps. Figure: 5.26 shows the complete agreement in output

phase spaces.
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Figure 5.26: Output Phase Spaces of the card 55 and new card 71 validating the
accuracy between the two codes.

5.5.6 Sampling Methods

Figure 5.27: Every modulated cell is divided to two accelerating gaps.

Exploring the possibility of processing different kind of field maps with Travel
code was also at the center of interest. Until this point all the considered field
maps were with constant mesh step along z axis. That means that the shorter
modulated cells of the RFQ have fewer and the bigger cells have more sampling
field points. What if we try to use a field with changing step along z axis in
a way that every cell has a constant number of mesh points? Every modulated
cell of the RFQ has been split to two accelerating gap (Figure: 5.27). In the
first module of the RFQ we have 111 accelerating cells. That means in the case
of constant sampling step along z axis the initial cell corresponds to 8 sampling
points and the last step to 45 sampling points. Different format of field maps

were generated with Matlab via an interpolation method called Piecewise Cubic
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Hermite Interpolating Polynomial (PCHIP). The plots of the interpolated and the
initial field components can be seen in Figure: 5.28. Studies and Simulations with
the code indicated good agreement in the results when we use above 40 points per
cell. A reason for that is the misestimation of the calculations to the last bigger
cells compared to the constant step where we have 45 points at the last cells.
For these studies we used a different kind of field as shown below. An additional
column has been added to the modified field map with the alternating step along
z axis (Figure:5.29).
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Figure 5.28: E. As a function of field length for initial and interpolated field for
x=y=0.
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File Edit Format View Help

26000000000000 0. 26000000000000
02000000000000 0.02000000000000

00000 0.00000 0.00000 -5740.44521

00000 142986.72664 0.00000 4476.06955

00000 283494.18835 00000 35054.82325

00000 419081.58526 00000 85654.06233

00000 547153, 40846 00000 155666. 25682

00000 665415.16258 0.00000 244160.55977

00000 771728.76270 00000 350106.58954

00000 863894.10769 00000 472317. 81460
00000 940136.62827 00000 609260.66247

00000 998061.21918 00 759386.55354
1036767. 84458 0 00000 920900.33418
00000 1054147.71132 0.00000 1091795.58875
00000 1049180.83571 0.00000 1270481.62812
00000 1020383.49057 0.00000 1454855.62253
00000 0.00000 -142865.47526 -15977.63522
00000 143014.48909 -142916.29304 -5772.50204
00000 283505.69983 -142871.434584 24811.20851
00000 419030.28244 -142858.44685 75423.94339
00000 547112.35863 -142896.08793 145384, 85409
00000 665338.65454 -142994.02430 233881.03160
00000 771626.38408 -143166.98294 339824.18398
00000 863734.60224 -143517.73810 461967.03234
00000 939688.03899 -143956.68444 598866. 34755

o000 00
=}

0000000000000 000000000000
=}
=}
=1
=}
(=}

Figure 5.29: The different format of input field map in case of the changing step

along z axis.
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5.5.7 New Card Properties

The new card (named card 71 ) takes as an input the following parameters:
1. Number of card (71)

2. Computational Length

3. input field Name (Usually with the .ef3 format but also .txt is compatible).
4. Initial Phase

5. Electric Scale factor

6. Even or Uneven z flag

The last parameter is the one that permits to the code to know the format of the
input field map. Zero corresponds to input field map with constant step along z
axis and 1 to input field map with changing step along z axis. An example of a

beam line file with the new card 71 is shown below:

| cell_5-111 - Notepad

File Edit Format View Help
I

39" input.txt’;

34 1 '"RMSOutoff.xls';
33 1 "AvgOutoff.xls';
24 00000000 0;

23 1000 "step™;
71 0.468599939 '2001_points_lquadrant.ef3" 90 1 0 ;

36'Tield_map_end_of_111.txt";

SENTINEL

Figure 5.30: Beam Line file for the card 71.

5.6. Results of Modifications

Below the results of the codes are presented. Figure: 5.31 has the phase space

of the input beam followed by the Table 5.1 with the beam parameters. Figures:
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5.32(a), 5.32(b) have the output phase spaces of the first module of the RFQ from
Travel code and PARMTEQ code followed by their parameters (Figures: 5.32(c),
5.32(d)). A comparison of the given plots proves the successful implementation

of the modifications. All plots are given using the Plotwin software:

Fiafilinn < CEA D Sk aley
Ela: 00 =]  MNEOD ; SO003 | M0

W) - X{mrad) ; ‘W) - Y e
60 [
3
40— —4
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E -4
03
-204 N
404 2.2
603

Figure 5.31: Input Beam Phase spaces .

Table 5.1: Input Beam Parameters:

Parameters JANC AN 4
Emittance 0.0417 0.0417 0.0

(rms) (m - mm - mrad) (m - mm - mrad) (7 - deg - MeV)
Beta 0.0134 0.0134 0.0

(mm/7 - mrad) (mm/m - mrad) (m-deg- MeV)

Alpha 0.4321 0.4321 0.0
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(b) Parmteq Reference Results
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Figure 5.32: Comparison of the results between the PARMTEQ and New Travel

Release

All the modifications applied to old and new routines led to the correction

and amelioration of the results, and release of the new Travel (4.0.8) and Path

Manager (2.8.5) Versions in March 2016. The installation package was created and

distributed to all the members of HSL section to support their work on Linacs.

This new Release includes also Delta Error Study Program, Beam Iteration v1.0

(program for Parameter Scan and forward method) Beam Converters and their

Manuals and various examples. Furthermore includes a FORTRAN timer the open

source ptime.exe which permits the calculation of the time of the simulations.
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5.7. Linac4 100 MeV comissioning

Travel and PATH Manager played a major role in all the commissioning stages
of Linac4. Here at this chapter some simulations during the 100 MeV comissioning
will be presented regarding the start up of the DTL tanks. During the start-up of
the machine the DTL tanks operational phase must be set. The tanks are turned
on one-by-one and at each step the phase is scanned in order to investigate in
which phase value the transmission is maximum and check if the beam can be
passed intil the measurement bench. At each step,if there is need, the values of
the electromagnetic quadrupoles are modified to fine-tune the transmission until
the measurement bench. For the scan of the phase in the window —180° — +180°
the Beam Iteration v.1.0 program was used. Simulations indicated that the beam
cannot reach the measurement bench (0 % transmission for any phase value) in
the cases that only the MEBT is on and all the tanks until the measurement bench
are off. The same effect appeared when the MEBT and the tank I of the DTL are
on. Modifying the values of the electromagnetic quadrupoles did not ameliorate
the results. Below the case that MEBT, DTL Tanks I,II are on is presented .
These phase scans plots with transmission and energy respectively are shown in
Figures 5.34, 5.35:

’ T
DTL

Figure 5.33: Beam line for with MEBT Tank I and IT on.

sion (%)

nsmis:

Tra

-10
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Figure 5.34: Transmission versus the phase for the case that the DTL Tanks I,IT

are on .
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Figure 5.35: Average Kinetic energy (MeV) versus the phase for the case that the
DTL Tanks I,IT are on .

The optimized transmission (after the modification of the quadrupoles) and

the energy versus the accelerator length plots are:
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(a) Optimized Transmission versus the beam line  (b) Average kinetic energy versus the beam line
length length

Figure 5.36: Transmission and Energy versus the length for DTL tanks I,II on
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Figure 5.37: Optimized RMS envelope for DTL Tanks I, IT on .

L ¥ J
DTL

Figure 5.38: Beam line with Tanks I, IT ,III of the DTL on.

At Figures: 5.38, 5.39(a), 5.39(b),5.40(a),5.40(b) the same procedure is pre-
sented for all the DTL tanks on. At all the cases the transmission and energy is
measured at the test bench and the plots presented are after the fine tuning of the
electromagnetic quadrupoles. For the second case when we have all the tanks of
the DTL and after the fine-tuning of the quads we manage to have a transmission
of 93% and average output energy of 50 MeV. Below at the tables the optimum
values for the electromagnetic quadrupoles that exist between the elements in the

beam line are shown.

120



60

40

\ s
\
S u
= ] z L
= 70 AN ]
_ gz 30 T i
& 60 - g;
§ - 2
] 50 E
E £
i = 20
g
]
30
10
20
10
o
° 0 5 10 15 20 25 a0 5 40
-200 -150 -100 -50 0 50 100 150 200
Phase (deg) Phase (deg)

(a) Transmission versus the phase for the case that the (b) Average Kinetic energy (MeV) versus the phase for the
DTL Tanks I,ILIII are on case that the DTL Tanks LILIII are on

Figure 5.39: Transmission and Average Kinetic energy versus the phase for all the
tanks of the DTL on
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(a) Optimized transmission versus the beam line length for all DTL tanks on.
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Figure 5.40: Transmission and Energy versus the length for DTL tanks I,ILIII on.
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Figure 5.41: RMS envelope for all DTL tanks on.

Below at the tables 5.2, 5.3 the optimum values for the electromagnetic quadrupoles
that exist between the elements in the beam line are shown. The first column of
the tables has the location of the electromagnetic quadrupoles, the second the

code name of each quad and the last two columns contain the fine-tuned quad

strength and current.

Table 5.2: Tanks I.IT on:

Location Quad  Strength Quad Current
(T/m) (A)
DTL1 L4D.MQF.0210 -20.937 82.93
DTL-CCDTL TL4C.MQF.0110 -18.806 73.99
CCDTL1 L4C.MQD.0210 13.120 51.58
CCDTL2 L4C.MQF.0310 -12.306 48.89
CCDTL3 L4C.MQD.0410 11.670 46.19
CCDTL4 L4C.MQF.0510 -11.424 45.25
CCDTL5 L4C.MQD.0610 10.800 42.74
CCDTL6 L4C.MQF.0710 -13.52 03.71
CCDTL-PIMS L4P.MQD.0110 6.54 25.61
PIMS1 L4P.MQF.0210 -9.03 35.66
Test Bench 1 L4P.MQD.0310 9.3 36.82
Test Bench 2 L4P.MQF.0410 -3.28 13.05
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Table 5.3: Tanks [ILIII on:

Location Quad  Strength Quad Current
(T/m) (A)
DTL1 L4D.MQF.0210 -20.937 82.93
DTL-CCDTL L4C.MQF.0110 -18.806 73.99
CCDTL1 L4C.MQD.0210 13.120 51.58
CCDTL2 L4C.MQF.0310 -12.306 48.89
CCDTL3 L4C.MQD.0410 11.670 46.19
CCDTL4 L4C.MQF.0510 -11.424 45.25
CCDTL5 L4C.MQD.0610 10.800 42.74
CCDTL6 L4C.MQF.0710 -10.593 42.09
CCDTL-PIMS L4P.MQD.0110 10.803 42.31
PIMS1 L4P.MQF.0210 -22.000 86.87
Test Bench 1 L4P.MQD.0310 22.000 87.10
Test Bench 2 L4P.MQF.0410 -12.000 47.73
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Chapter 6

Emittance Reconstruction

Application at Linac3

6.1. Introduction

Aim of this chapter is to present the design and operation of a fully automa-
tized application for the emittance reconstruction of the beam at Linac3 LEBT.
The first sections emphasize on the emittance reconstruction method used: the
quadrupole variation method, the place of the reconstruction ,the specificity of
the machine and the physical and mechanical design constraints that had to be
taken into consideration for the implementation of this project at Linac3. Section
6.3 enters at the realm of the beam instrumentation field, with the presentation
of the SEM grid as a beam measuring device and the procedure that is followed
for the data processing. Sections 6.4 have more technical character describing in
detail the CERN data transfer infrastructure and the application design frame-
work. The last sections are dedicated to the presentation of the new application

named ERIS, with technical details and measurement results.

6.2. Quadrupole Variation Method

The retrieval and knowledge of the phase space along the beam line is vital
for the particle accelerating structures during their design and operation. Several
techniques exist to measure and reconstruct the emittance of the beam at a certain
point of the structure. The method used for this application is the quadrupole
variation method where the emittance can be reconstructed by measuring the

beam profile while varying upstream quadrupole magnets.
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Figure 6.1: The Quadrupole Variation Method [57].

As shown in Figure: 6.1 the Twiss parameters (011, 012, 092) of the beam at
point R can be calculated using 3 or more measurements at the SEM-grid at
point M with different settings of the up-stream quadrupole magnet. The are
numerous variations of this technique using more quadrupoles or more more SEM
grids for the reconstruction (multi-screen techniques). For the case of Linac3 a
triplet of quadrupoles will be used together with drifts and a SEMgrid for the
profile measurements. The real beam size of is not easy to get evaluated due to
the noise in measurements and the tails of the beam distribution. On the other
hand the rms beam size is less sensitive to errors, and therefore it is used for
the emittance reconstruction. It is important to note before we proceed that this
method is applicable only if the space charge effects are considered negligible.

The beam matrices of the beam at the reconstruction and measurement point
are connected with equation (3.30): [64], [65], [66], [67], [68], [69], [70], [71],

O'M:%O'RmT

At this case the R is the transfer matrix between the point of reconstruction and
the point of measurement. The first element of the beam matrix is the square of

the measurement beam width. More analytically:

mfms = 0{‘{1 = %%laﬁ + 29‘{11%120?2 + 9%%20;; (6.1)
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where the exponents ™, correspond to the beam matrix elements at the mea-
surement and reconstructing point respectively. it is clear that three different
beam width measurements are needed to solve the system of equations and fully
define the beam matrix at the reconstruction point. For a set of n measurements

(n > 3), we define the vectors:

1M
011 Q
oM 011
M 11 R _ Q
> = . , XU = o5 (6.2)
Q
WM 022
011

and:
M (1) 2941(1) ME(1)

A= z : : (6.3)
Ri(n) 2R%u(n) Riy(n)

then the equation 6.1 for n measurements can be expressed:
M= Ax9 (6.4)

This overdetermined system can be solved with least squares fitting method:

N 2
X% = Z ol — 2R%,(1)o1) — 2R (i) Rua(i)oty — Ry (i)ogs (6.5)
i=1
The aim to minimize X2 is met when the derivatives with respect to the coefficients
that have to be evaluated are zero:

2 2 2
oXx —0, aizo’ ai:o (6.6)

dolt dol ol

Using the linear least squares fitting method, the beam matrix at the recon-

struction point can be derived from the following equation:
YR = (AT At ATSM (6.7)

Once the vector ¥ is defined we have all the elements of the o matrix. The
parameters of the ellipse and the emittance can easily be deducted from the equa-
tions (3.28), (3.29):

€ = det(o)
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Each measurement of beam width gives a set of parallel lines in the phase

space tangent to the beam ellipsoid with equations:

xi = 9%11:1: + %HZE/ (68)

rms

—;s = Rz + R’

rms
where the exponent ? corresponds to the i measurement. The results of the
calculations and measurements are shown in the left of Figure: 6.2; a retrieved
ellipsoid (equation of ellipse is the equation: (3.27) ) in phase space enclosed by
tangent lines (Equations: 6.8) corresponding to the set of measurements:

-4
4 x 10
o Data
3 L —flt
E |
bx
1 L
L L L L L O L L L 1
-0.4 -0.2 0 0.2 0.4 1.8 2 2.2 2.4 2.6
X (mm) g (T/m)

Figure 6.2: The Quadrupole Variation Method plots [65].

On the right plot of Figure: 6.2 a comparison of the simulated X2 fit and the
measured points provides useful information about the quality of the reconstruc-
tion acting as a figure of merit for the quality of the reconstruction at the given

measurement points.

Bellow at Figure: 6.7 the Measurement and reconstruction point at Linac3 are

shown:
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Figure 6.3: The reconstruction place at Linac3 with the corresponding lengths of
quadrupoles and drifts.

The recostruction takes place at the Low-Energy-Beam-Transport (LEBT) of
Linac3 (marked point at the Lina3 design blueprints) - Figure: 6.4 .

3 ¥ g
;‘?g @f@&

Figure 6.4: Linac3 technical design with the exact place of the emittance recon-

struction inside the whole structure.
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6.3. SEM grid and Data Processing

6.3.1 Secondary Electron Emission Grid

A SEM grid as its name proves exploits the phenomenon of the secondary
electron emission (Emission of electrons from a surface due to impact with a
beam). It is constructed as a rectangular frame with parallel and crossed wires
inside . When a particle passes electrons are created from the wires ,a current
that it can be measured indicating the density of the particles hitting the wire.
With the SEM grids we measure the beam profile but we have to screen every
wire individually, thus we need a number of out data channels propotional to the
wires. The following figure shows a SEM grid with crossed horizontal and vertical
cables for horizontal and vertical beam profile respectively. The distance between

the stripes affects the resolution of the measurement [57].

Figure 6.5: A SEM grid [57].

6.3.2 Statistical Profile Processing

The deduction of beam width (z,.,5) from the measured profiles is done by sim-
ple statistical calculations on the obtained distributions. An obtained distribution

of the signal strength along the wire is like in Figure 6.6:
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Figure 6.6: A SEM grid.

The mean value and the dispersion are given from the classic statistic equa-

tions: N
Z@': TS
p= St (6.9)
> e Si

S si(a — p)?

Trms =4/ 011 = N (610)

D i1 Si

6.4. Inspector Framework

6.4.1 CERN infrastructure

In order to control the large number of complex devices and machines CERN
has a three layer architecture that controls and monitors the data transfer from
the low-level circuit logic until the level of the CERN Control Center (CCC) [64],
[72], [73], [74]:

1. Device Layer: Its the first and basic layer where all the devices are lo-
cated.The devices communicate with the upper next layer in hierarchy us-
ing the FESA framework (Front End Software Architecture). A physical
device is assigned to a rack and connected with a computer using the FESA

framework.

2. Middle Layer: The front end computer transfers the device data to the

Middle Layer for processing. Furthermore it processes all the operator com-
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mands and stores the settings sent to the devices. It is the layer that ef-
fectively connects the physical devices with the operators. It communicates
with the front-end computer using JAPC (Java- API-Application Program-
ming Interface for Parameter Control). The middle layer transforms the
data given from the high-level control of the devices to low-level settings for
the devices.

. Application Layer: At this layer all high-level applications used by the
operators are contained. With these applications the operator can control a
device, make measurements, and depict vital device information and setting

,exchanging data with the Middle Layer.

Q
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Figure 6.7: CERN data transfer layer Architecture.
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6.4.2 Inspector

L 0.4

& Inspector

s

Inspector is a graphical framework that permits the design of User Interfaces
for the control of a device inside CERN grid. It permits a easy, flexible and fast
design of a GUI without any prior-programming or design knowledge. Inspector
facilitates the control of a device and the depiction of the vital operational machine
information. The framework is characterized by the term data-driven. That means
that the user selects the value that wants to visualize or change and drags-and-
drops it to the panel in accordance with the data type. It offers a vast spectrum
of possibilities permitting to perform complex control of the accelerator chain
devices in a simple way. Inspector has a client-server architecture and uses a
proxy to communicate and pass data to the available corresponding servers. The
flexibility and the adaptability of this framework offers the possibility to create
new servers depending on the needs and transfer the data to other ones in case of
server failure. There are three kinds of servers: data for direct data, synthetic for
real time evaluation of data and logging & alarm servers. The rapid prototyping of
this framework, permits the handling of applications and algorithms developed at
different environments and programming languages (such as Matlab ,C, Python)
with no effort. Furthermore it contains a Warning system which can alert the
operator on the cell phone or mail on the situation of the devices and a Equation
Editor that allows to process data from different sources in real time. Last but
not least the powerful data processing tool Blueprint embeds high-level scripting
and Python support in a visual way. [64], [72], [73], [74]:

132



6.4.3 Inspector Services

Inspector permits to the operator to monitor a device and perform calcula-
tions and measurements. Although, to implement more complicated procedures
and execute complex algorithms the development of the Inspector-Services ex-
tension was of crucial role. A service is a code, which implements and executes
an algorithm. The underlying implementation of the Inspector Services frame-
work is done in Java, thus a service can be designed using any Java development
IDE (such us Eclipse or NetBeans). Services along with the Services Toolkit that
permits to implement complex and demanding mathematical expressions in an
easy and fast way create a powerful tool for data processing. In addition Services
Toolkit aids to the data sharing and communication between different Services,
monitors the execution flow as well as the input and the output on the Inspector
panels. After the design process the Service is stored to Service Code Repository
and installed on dedicated servers (Service Servers) from where it can be deployed
and executed. Inspector panels and designed user interfaces allow access to the
Service Code Repositories and the dedicated server from any computer. The base
philosophy of the Inspector and Inspector Services is the centralized installation,
instantiation and execution of the services and the decentralized client control,
establishing a client-server interaction. There are two kinds of Service servers:
Services Repository Servers which contain the source codes of the services
and Services Execution Servers. Each one of them has its own proxy that for-
wards the request from the Inspector Workstation to the corresponding Server as

shown in Figure: 6.8
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Figure 6.8: Inspector and Inspector Services Servers Flowchart. [72]

Inspector permits the design of various front-end applications with great visu-
als and customization as the one at (Figure: 6.9) for the monitoring of Linac4 RF
system. The user drags and drops the data that he wants to visualize and takes
valuable information. The panels are aesthetically attractive, highly interactive
containing clickable and blinking areas that trigger an action upon different kinds
of clicks.

Figure 6.9: An Inspector application for the RF control of Linac4. [74]

At the right the Synthetic Devices List (global variables for drag-and-drop)

and the Services panel is shown permitting access to Services Servers and Data
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Server via the creation of Data or service requests (see Figure: 6.8). At the top
of the screen there is the menu Toolbar with all Inspector settings. [72], [73], [74]:

6.5. ERIS [64]

ERIS

[y Emittance Reconstruction
Intergrated Software

Figure 6.10: The ERIS Logo.

ERIS: (Emittance Reconstruction Integrated Software) is an application (col-

lection of Services) that automatize the emittance reconstruction at Linac3 as

described in the 6.1 section. The application sets the values of the scanned

quadrupoles takes the measurement profiles on the SEM grid and reconstructs

the emittance before the quad triplet. The detailed algorithm flowchart is shown
below at Figure: 6.11:

[ Stepl \

Step II (Quad Settings) Step VI \

(Post Measuzement)

Step IV (Set- ;\Isasurement)\ /SEP V (Reconstruction)

Expert Mode
Manual Settings

File Saving *

Quad Setting:
o Acquisition Check
. Quadrupoles Validation
Plane Selection ;

SEMgrid Motor Control
Deflectors OFF
Pl Mo

+Parabola

Emittance Reconstruction 'I

Machine

Intervention

Return Linac3 to
Initial Sate
Preset Values

Figure 6.11: ERIS algorithm flowchart.
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The graphical user interface (GUI) of the application as launched from the

Linac 3 control room is shown in Figure: 6.12.

& -= Inspector 2.2.27 - ERIS & B

esrozny our SBNGY 7100

Setup
Scan Settings: Eomer Reconstruction:
Alpha:  -3.880 Beta: 1.339 ./5imra¢ EmMittance (norm) 0.208 . ;im mrad

QFNOS
Horizontal

Reconstruct

FINISHED_OK.

Quadrupole Strength (A)

ontal

Figure 6.12: The central panel of the application.

At the top left side there is a blueprint design of the Linac3 LEBT showing
the quadrupole triplet, the drifts, the deflectors and the SEMgrid. By double-
clicking on each of the elements vital information regarding the acquisition values
of quadrupoles, the deflectors’ state and the SEMgrid motor position are showed.
In general , for normal data acquisition the deflectors must be OFF to avoid emit-
tance growth of the beam, the SEMgrid motor in place "IN" and the input values
from the quadrupoles must agree with the acquired values. The GUI is completed
by the control buttons of the application on the left side and the plotting section
on the right. The plotting section shows the reconstruction results and the «,
B and normalized emittance € only for the current plane. Horizontal and verti-
cal reconstruction results appear together by clicking on the button "More" (see
Figure 6.16 ). The operator, in order to monitor the correct instantiation and
function of the project services has to press the "Services" button inside the ERIS
logo area; a log panel appears with details for the correct instantiation of applica-

tion services. The Services states are: Running,Finished OK, Halted, Stopped,
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Error. The operator can monitor whether everything is ok with the services and
the machine or if an error appeared, in that case exception handling routines are

called to prevent and avoid possible unwanted situations.

Services - Inspector

ERIS Services:

QuadValuesFill FINISHED_OK
QuadrupoleValuesValidation FINISHED_OkK
ChanClick FINISHED_OK
SemgridMeasurement HALTED

EmittanceReconstruction FINISHED_OK
FileS5ave FINISHED_OK
FileLoad FINISHED_OK
FileSave

FileLoad

SemgridMeasurament

Figure 6.13: Monitoring ERIS services.

A measurement starts with the choice of one kind of particles (Lead 29T (Pb
297), Argon (Ar) and Xenon (Xe). The first step of the algorithm is to choose
a plane for the reconstruction (horizontal or vertical). At this point the front-
end operator has two options: either to choose the preset settings for the three
quadrupoles or click on the "Expert mode" button and enter them manually by
hand or via a stored file (see Figure 6.14). The preset values (QFN05, QFNO3
buttons) are four sets of quadrupole strength values that scan the first or the
third quadrupole of the triplet for horizontal and for vertical plane. These set-
tings were chosen after detailed analysis of previous LEBT transverse emittance
reconstruction measurements at Linac3. Once the values of the quadrupole cur-
rent are chosen, the operator has access to the validation chart inside the expert
mode window. The validation chart matches and shifts the sets of parallel tangent
lines to the axis origin. The angle distribution of the lines is a figure of merit for
the quality of the reconstructed emittance and a cross-check for the operator that
the chosen values are reliable for the reconstruction. Moreover the expert mode
contains the part of the pulse that is captured by the SEMgrid. By default the
program uses the first 200us of the pulse (50 first gates- gates are 4us separated)
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for calculations but the operator can modify it from the expert mode, leading to
recalculations with the desired gates. The application stores the SEMgrid data
for every gate for every wire for the total of six measurements. Then the signals
are averaged on the gates to extract the profiles on Figure: 6.15. The operator
has the possibility to process the obtained profiles with the exclusion of certain
wires with the definition of a certain area by clicking the middle mouse button
and dragging on the measured profiles. At each processing step the results on the

plotting windows are refreshed.

Quadrupole Gradient Validation Validation Plot

B Edit Mode

0 1
50.0 (

34,0

42,0

AAA AAA
Auto Gate stanGate O EndGae 45
vy

Figure 6.14: The "Expert Mode" panel, with the preset values, Validation Lines,
and part of pulse captured by the SEMgrid.

With the click on the "SCAN" button the chosen values are set to the quadrupoles,
the SEMgrid motor moves the SEM grid inside the beam pipe, the deflectors are
turned off and measurements are starting to appear inside the measurement pro-
files windows of the corresponding plane (see Figures: 6.15 for horizontal plane).

A window of 2 sec was given between two SEM grid measurements in order to
avoid possible errors.

Finally, the reconstructed emittance ellipse within the tangent parallel lines and
the comparison of the x,,,, points with the X2 fit are shown in the main menu of
the application along with the «, 8,y and emittance values. After a measurement
the machine is returned to its initial state (SEMgrid out, Deflectors’ state: ON

and quadrupoles on their initial values). Finally, by clicking on "Save" button the
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operator can save two files (for horizontal and vertical plane) with the SEMgrid
Measurements, the Processed Measurements, the gates used for sampling and the

used quadrupole values in a desired Path.

Horizontal - Inspector

SEMgna Profiles for Horizontal Plane

p
Yok
Wire Position (cm) ™

.
—
e R . . N Position )] . .,

[ List of Properies | |

|

Signal Strength J b / Signal Strength
| Feoa -

pogaet
e

y .

«" Wire Position (cm) *ea., «" Wire Position (cm) “se

40 30 20 0 0 W0 20 30 40 40 30 20 10 0 10 20 30 40 -40 30 20 10 0O 10 20 30 40

Figure 6.15: Horizontal SEMgrid Measurements. The operator can drag the

mouse and process the acquired data in order to exclude unwanted values.
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Figure 6.16: The panel with the results of the process for the two planes.

ERIS is a powerful, aesthetic and fast diagnostic tool for transverse emittance

measurements and reconstruction on Linac3; operating at the crucial point of
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Linac’s LEBT, where the characterization of the beam after the source is of es-
sential need. The undisputed assets of this application are the measurements and
reconstruction in unprecedented time, the flexibility and the possibility to make in-
stantly calculations that would need hours of post processing or beam time. The
user-friendly interface that permits the operation even from non-experts places
ERIS amongst the highly innovative applications on beam instrumentation field.
Furthermore it presents high adaptability and can be easily transferred with a
minor amount of changes to other accelerators and applications, whereas the ex-

tracted data can be fed to other analytical tools. [64]
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