

E日vıxó Meтбóßıo Пo入utexveio
$\Sigma \chi о \lambda \dot{\eta}$ Е $\varphi \alpha \rho \mu о \sigma \mu \varepsilon ́ v \omega \nu$ М $\alpha \theta \eta \mu \alpha \tau ı x \dot{\omega} \nu$ каı $\Phi \cup \sigma เ x \omega ́ \omega \nu$
Eлıбтпu＇́s


EKE $\Phi$ E＂$\Delta$ пиóxpıтos＂
Ivのтıтоúto Пирทレเxท่s xal




# To $\mu o v \tau \varepsilon ́ \lambda o ~ S a c h d e v-Y e-K i t a e v ~$ 

МЕТАПТऽХІАКН $\Delta$ IП $\Omega \Omega$ MATIKH ЕРГА $\Sigma I A$<br>TOY<br>$\Delta H M O \Sigma \Theta E N H$ ӨЕОФIлОПОฯ＾O؟

Елıß入е́ $\pi \omega \nu$ ：Níxos＇Hpү६ऽ

'I have noticed that even people who claim everything is predetermined and that we can do nothing to change it, look before they cross the road."
Stephen Hawking, 1942-2018

## Euxapıのтiعร



 ठı́́pxєı $\alpha$ єx








#### Abstract

The subjects of this Master thesis is to study the Sachdev-Ye-Kitaev (SYK) model, focusing on the Conformal Field Theory aspect, viewing it through the AdS/CFT correspondence. This particular model presents some very interesting features and thus attracted a lot of attention. It is now solved and there is ongoing research for its bulk dual.

To begin, the two-point and four-point functions are presented and from the latter the operators of the model are deduced. These Green's functions are studied in the IR limit where conformal symmetry is emergent. Then, the 6 -point and 8 -point functions are presented along with their features that make the model solvable.

Moreover, the effective action of the model and its symmetries are discussed along with certain reparametrizations and their physical meaning as Nambu-Goldstone modes. After presenting their Schwarzian action and a brief introduction to the quantum butterfly effect, the chaotic behaviour of the model is discussed. Finally, a brief discussion concerning the bulk dual and SYK-like models is presented. In the appendices, an introduction to conformal symmetry and the OPE expansion is given and also technical computations are included.
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$$
\begin{equation*}
H=\frac{1}{4!} \sum_{j, k, l, m}^{N} J_{j k l m} x_{j} x_{k} x_{l} x_{m} . \tag{1}
\end{equation*}
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$$
\begin{equation*}
H=\frac{1}{\sqrt{N M}} \sum_{i>j}^{N} J_{i j} \mathbf{S}_{i} \mathbf{S}_{j}, \tag{2}
\end{equation*}
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## Chapter 1

## Introduction

### 1.1 Origin and Motivation

The Sachdev-Ye-Kitaev model was recently proposed by A. Kitaev [1]. It a quantum mechanical model with quartic all-to-all interactions between $N$ Majorana fermions. Its Hamiltonian is

$$
\begin{equation*}
H=\frac{1}{4!} \sum_{j, k, l, m}^{N} J_{j k l m} x_{j} x_{k} x_{l} x_{m} \tag{1.1}
\end{equation*}
$$

It can be thought as variant of a model proposed by Sachdev and Ye [15], which was introduced to describe a Heisenberg magnet with random all-to-all interactions. The Hamiltonian of the Sachdev-Ye (SY) is given by

$$
\begin{equation*}
H=\frac{1}{\sqrt{N M}} \sum_{i>j}^{N} J_{i j} \hat{\mathbf{S}}_{i} \hat{\mathbf{S}}_{j}, \tag{1.2}
\end{equation*}
$$

where the operators $\hat{\mathbf{S}}_{i}, \hat{\mathbf{S}}_{j}$ obey the $s u(M)$ algebra and the coefficients $J_{i j}$ are random numbers chosen from a normal distribution and denote the strength of the interactions. The SY model is solvable at $N \rightarrow \infty, M \rightarrow \infty$ and was first discussed in connection with holographic correspondence in [31], where Sachdev showed a close correspondence between holographic metals near charged AdS black holes and the fractionalised Fermi liquid phase of the lattice Anderson model.

The SYK model becomes solvable in the $N \rightarrow \infty$ limit, where the Feynman diagrams consist of melonic diagrams for the two-point function and ladder diagrams for the four-point function. Consequently, it is possible to derive relatively simple expressions for the Schwinger-Dyson equations of the two-point and the four-point functions.

At low energies (IR limit), the two-point functions are solvable and exhibit conformal symmetry, which, however, is broken at higher energies.

The conformal symmetry and its breaking at higher energies is also present at the four-point function.

Furthermore, by studying the out-of-order-time correlators it has been shown that the Lyapunov exponent that characterizes the chaotic behaviour of the system takes its maximum value, $\lambda_{L}=\frac{2 \pi}{\beta}$. It has be shown that this is the maximal allowed Lyapunov exponent for a large number of quantum systems, such as the large $N$ systems of which the SYK model is an example [9]. The same bound is saturated by a black hole in Einstein gravity [11].

The maximally chaotic behaviour, the exact solvability and the similarities between the two- and four-point functions of a $1+1$ dimensional Schwarzschild black hole and those of the SYK model, led Kitaev to propose this model as a holographic dual of a Schwarzschild black hole in $1+$ 1 dimensional spacetime that is asymptotically $\operatorname{AdS}$ [1].

The proposed duality between the SYK model and black holes is an example of the AdS/CFT correspondence, a conjectured duality between strongly coupled gauge theories and gravitational theories on the AdS spacetime. The conjecture was introduced in the groundbreaking paper "The Large $N$ Limit of Superconformal field theories and supergravity" by Maldacena [18]. The main claim of AdS/CFT correspondence is that the generating functionals of strongly coupled gauge theories and gravitational theories on the AdS spacetime are equal [29]. Although the AdS/CFT correspondence has not been proven rigorously, it allows the study of strongly coupled gauge theories by considering weakly-coupled gravitational theories on the AdS spacetime and vice versa. This is useful because the perturbation methods do not work with strongly-coupled systems due to the lack of a small expansion parameter.

As a tool of investigating black holes, the SYK model has a few problems. One of the main problems is that real quantum systems do not have random interactions that are averaged over a probability distribution. Therefore it is not immediately clear if the SYK model can be used to investigate subtler properties of black holes. Recently, a tensor model without these random interactions has been proposed $[4,5]$, which shares the most important features of the SYK model without having random interactions.

One final remark, is that the SYK model can not be thought as and example of $A d S_{2} / C F T_{1}$ as as we will see the conformal symmetry is spontaneously and explicitly broken. The appropriate way to study the model is to consider it as a $n A d S_{2} / n C F T_{1}$, where $n$ stand for nearly. Then the bulk dual is thought to be a $n A d S_{2}$ model which exhibits the same symmetry breaking pattern [12, 23, 24].

### 1.2 Outline of this thesis

The focus of this Master thesis is the CFT aspect of the SYK model. In chapter two, we study the two-point function and show, using standard perturbation techniques, that in the large $N$ limit the only contribution to the two-point function comes from melonic diagrams. Taking advantage of this property we derive the Schwinger-Dyson equations and then study the IR limit of these equations. We prove the emergent conformal symmetry of the S-D equations and its spontaneous breaking by the chosen ansatz.

In chapter three, we study the four-point function and the ladder diagrams, which are the only ones that contribute to the four-point function. Then, by using conformal symmetry in the low energy limit, we compute all the relevant quantities (such as the eigenfunctions/eigenvalues of the Casimir and the kernel) that lead us to a final expression for the four-point function. Throughout this chapter as we will mention we avoid the $h=2$ contribution that leads to divergences, but in the end we present a short discussion/review of this particular contribution based on [2].

In chapter four, we present and discuss the six- and eight-point function, or equivalently the bilinear three- and four-point function respectively. For the six-point function we categorize the contributing diagrams to contact and planar diagrams and present the contribution of each one. Considering the eight-point function, we make a short discussion about how one can produce all the relevant diagrams for all 2 n -point functions by cutting the vacuum melon diagram. Then, we present the contributing eight-point diagrams along with their interesting fact that they are completely determined by quantities already computed in the two-, four- and six-point functions. Based on this result, we discuss how such a fact implies the full solvability of the SYK model. More technical details for the topic presented in this chapter can be found in [13].

In chapter five, we study the effective action of the model which is derived by performing the annealed disorder method which practically means that one directly averages the partition function. Then, by integrating out the fermion fields and introducing the bilocal field $G, \Sigma$ we find out the the model becomes classical in large $N$ and the effective action gives the already derived S-D equations. Then, we prove the $\mathcal{O}(N)$ symmetry of the action of the model and derive the conserved current only for the free action since the interaction term is bilocal and thus the Noether theorem is not valid.

In chapter six, we study the fluctuations of the bilocal fields or their reparametrizations. Before that, we prove rigorously the emergent conformal symmetry of the action in the IR limit and discuss the reason it is explicitly broken away from this limit. Then by considering the fluctuations of the bilocal fields we end up with an action that its zero modes turn to be eigenfunctions of the kernel with eigenvalue one. These are exactly the eigenfunctions that lead to a divergent four-point function. We discuss
the physical interpretation of these zero modes as Nambu-Goldstone modes. Then, by imposing some qualitative argument we find that the action of these reparemetrizations is the Schwarzian derivative.

In chapter seven, we present a review of the basic concepts of quantum chaos, the scrambling of information and the conjecture about a universal bound on the Lyapunov exponent. Equipped with these tools, we study the out-of-time-order correlators of the SYK model, only to find out one of its most important features: its maximally chaotic behaviour.

In chapter eight, we shortly present some intriguing variants of the SYK model along with their advantages and problems. Then, a short discussion is made about the active research for the bulk dual for the model under study and finally we end the main part of this master thesis by providing some conclusion about the hallmark features and the problems of the SYK model.

In appendix $\mathbf{A}$, we review the basic aspects of conformal field theory as its features are heavily used throughout this work. Although, the context presented in this appendix can be found in many excellent textbooks and lecture notes, this appendix helps towards one of the main goals of this thesis, its completeness. In appendices $\mathbf{B}, \mathbf{C}$, we have included some technical computations that would disorient the reader if they were included in the main part. Finally, in appendix D, we present a short discussion about spinor representations in various dimensions and how we can find the appropriate representation for the SYK model.

## Chapter 2

## Basic aspects of the Sachdev-Ye-Kitaev model

### 2.1 Introduction to the SYK model

The SYK model is a quantum mechanical model in $0+1$ dimensions that consists of a Hamiltonian with random all-to-all interactions between $N$ Majorana fermions ${ }^{1}$. The Hamiltonian is given by

$$
\begin{equation*}
H=\frac{1}{4!} \sum_{j, k, l, m}^{N} J_{j k l m} x_{j} x_{k} x_{l} x_{m} \tag{2.1}
\end{equation*}
$$

The Majorana fermions $x_{i}$ obey the anticommutation relations $\left\{x_{i}, x_{j}\right\}=$ $2 \delta_{i j}$, from which we can deduce that these operators are dimensionless and that $x_{i}^{2}=1$. Regarding the variable $J_{j k l m}$, it is randomly drawn from a normal/Gaussian distribution and it is time independent. This means that we study a model with quenched disorder. These variables have dimension of energy.

We can show that $J_{j k l m}$ is completeley antisymmetric because

$$
\begin{aligned}
J_{j k l m} x_{j} x_{k} x_{l} x_{m} & =\frac{1}{2}\left(J_{j k l m} x_{j} x_{k} x_{l} x_{m}+J_{k j l m} x_{k} x_{j} x_{l} x_{m}\right) \\
& =\frac{1}{2}\left(J_{j k l m} x_{j} x_{k} x_{l} x_{m}-J_{k j l m} x_{j} x_{k} x_{l} x_{m}\right)
\end{aligned}
$$

and for this sum to be different than zero we must have $J_{j k l m}=-J_{k j l m}$. This property of antisymmetry holds for all possible pairs of indices. It is important to mention that these variables vanish if 2 or more indices are the same.

[^0]The $J_{j k l m}$ are drawn from a distribution with

$$
\begin{equation*}
P\left(J_{j k l m}\right)=\sqrt{\frac{N^{3}}{12 \pi J^{2}}} \exp \left(-\frac{N^{3} J_{j k l m}^{2}}{12 J^{2}}\right) \tag{2.2}
\end{equation*}
$$

where $J_{j k l m}^{2}=J_{j k l m} J_{j k l m}$ and $J^{2}=\sum_{j, k, l, m}^{N} J_{j k l m} J_{j k l m}$. To compute the average $\overline{J_{j k l m}}$, we will integrate over the probability distribution (with no summation over the indices):

$$
\begin{aligned}
\overline{J_{j k l m}} & =\int_{-\infty}^{\infty} d\left(J_{j k l m}\right) J_{j k l m} P\left(J_{j k l m}\right)= \\
& =\sqrt{\frac{N^{3}}{12 \pi J^{2}}} \int_{-\infty}^{\infty} d\left(J_{j k l m}\right) J_{j k l m} \exp \left(-\frac{N^{3} J_{j k l m}^{2}}{12 J^{2}}\right)=0
\end{aligned}
$$

as an odd function integrated on a symmetric interval. Moreover, we compute

$$
\begin{aligned}
\overline{J_{j k l m}^{2}} & =\int_{-\infty}^{\infty} d\left(J_{j k l m}\right) J_{j k l m}^{2} P\left(J_{j k l m}\right)= \\
& =\sqrt{\frac{N^{3}}{12 \pi J^{2}}} \int_{-\infty}^{\infty} d\left(J_{j k l m}\right) J_{j k l m}^{2} \exp \left(-\frac{N^{3} J_{j k l m}^{2}}{12 J^{2}}\right)=\frac{3!J^{2}}{N^{3}}
\end{aligned}
$$

where we have used the Gaussian integral $\int_{-\infty}^{\infty} d x x^{2} e^{-a x^{2}}=\sqrt{\frac{\pi}{4 a^{3}}}$. So, we have

$$
\begin{align*}
\overline{J_{j k l m}} & =0  \tag{2.3}\\
\overline{J_{j k l m}^{2}} & =\frac{3!J^{2}}{N^{3}} \tag{2.4}
\end{align*}
$$

The Lagrangian (in Euclidean space) of this model is

$$
\begin{equation*}
L=\frac{1}{2} x_{j} \frac{d x_{j}}{d \tau}-H \tag{2.5}
\end{equation*}
$$

Using the Euler-Lagrange equations and the anticommutation relations of the fermions we have:

$$
\begin{align*}
& \frac{d L}{d x_{j}}-\frac{d}{d \tau}\left(\frac{d L}{d \dot{x_{j}}}\right)=0 \\
& \Leftrightarrow \frac{1}{2} \dot{x_{j}}-\frac{1}{3!} J_{j k l m} x_{k} x_{l} x_{m}-\left(-\frac{1}{2} \dot{x_{j}}\right)=0 \\
& \dot{x_{j}}=\frac{1}{3!} \sum_{k l m} J_{j k l m} x_{k} x_{l} x_{m} \tag{2.6}
\end{align*}
$$

### 2.2 Two-point function

The two-point Green function in Euclidean space is defined as:

$$
\begin{equation*}
G_{i j}(\tau) \equiv<T x_{i}(\tau) x_{j}(0)>\equiv<x_{i}(\tau) x_{j}(0)>\theta(\tau)-<x_{i}(0) x_{j}(\tau)>\theta(-\tau) . \tag{2.7}
\end{equation*}
$$

An important quantity that we will use from now on, is the normalized trace of the above two-point function. We will denote it as:

$$
\begin{equation*}
G_{0}(\tau)=\frac{1}{N} \sum_{i=1}^{N} G_{0, i i} \tag{2.8}
\end{equation*}
$$

The generating functional for the free Majorana fermion is given by (where $J_{j}$ is a source):

$$
\begin{align*}
Z_{0}[J] & =\int D x_{1} \ldots D x_{N} e^{-\int d \tau\left(\frac{1}{2} x_{j} \frac{d x_{j}}{d \tau}+J_{j} x_{j}\right)}  \tag{2.9}\\
& =N e^{\frac{1}{2} \int d \tau d \tau^{\prime} J_{k}(\tau) \Delta\left(\tau-\tau^{\prime}\right) J_{k}\left(\tau^{\prime}\right)}
\end{align*}
$$

The propagator $\Delta\left(\tau-\tau^{\prime}\right)$ satisfies the equation

$$
\begin{equation*}
\frac{d}{d \tau} \Delta\left(\tau-\tau^{\prime}\right)=\delta\left(\tau-\tau^{\prime}\right) \tag{2.10}
\end{equation*}
$$

This equation is solved by the function $\operatorname{sgn}(\tau)=2 \theta(\tau)-1$, so we find that

$$
\Delta\left(\tau-\tau^{\prime}\right)=\frac{1}{2} \operatorname{sgn}\left(\tau-\tau^{\prime}\right)
$$

Now, we are able to compute the two-point function using the equation

$$
\begin{equation*}
G_{0, i j}(\tau)=\left.\frac{\delta_{i j}}{Z[0]} \frac{\delta}{\delta J_{i}(\tau)} \frac{\delta}{\delta J_{j}(0)} Z_{0}[J]\right|_{J=0} . \tag{2.11}
\end{equation*}
$$

We have

$$
\begin{aligned}
G_{0, i j}(\tau) & =\frac{\delta_{i j}}{Z[0]} \frac{\delta}{\delta J_{i}(\tau)}\left[\frac{1}{2} \int d \tau^{\prime} \Delta\left(-\tau^{\prime}\right) J_{j}\left(\tau^{\prime}\right)+\frac{1}{2} \int d \tau J_{j}(\tau) \Delta(\tau)\right] \\
& \times e^{\frac{1}{2} \int d \tau d \tau^{\prime} J_{k}(\tau) \Delta\left(\tau-\tau^{\prime}\right) J_{k}\left(\tau^{\prime}\right)}
\end{aligned}
$$

Differentiating once more and setting $J=0$ we get

$$
G_{0, i j}(\tau)=\Delta(\tau) \delta_{i j}=\frac{1}{2} \operatorname{sgn}(\tau) \delta_{i j}, \quad G_{0}(\tau)=\frac{1}{N} \sum_{i=1}^{N} G_{0, i i}(\tau)=\frac{1}{2} \operatorname{sgn}(\tau)
$$

By Fourier transformation we can calculate $G_{0}(\omega)$ with $\omega=\frac{(2 n+1) \pi}{\beta}$ where $\omega$ are the Matsubara frequencies and $\beta$ the inverse temperature. Thus, for $i=j$ we have:

$$
\begin{align*}
G_{0}(\omega) & =\int_{0}^{\beta} d \tau e^{i \omega \tau} G_{0}(\tau)=\frac{1}{2} \int_{0}^{\beta} d \tau e^{i \omega \tau} \operatorname{sgn}(\tau)=  \tag{2.12}\\
& =\frac{1}{2} \int_{0}^{\beta} d \tau e^{i \omega \tau}=-\frac{1}{2} \frac{i}{\omega}\left(e^{i \omega \beta}-1\right)=-\frac{1}{i \omega}
\end{align*}
$$

As expected due to the fermionic nature of the theory, the Green's function is odd and antiperiodic (the period being $\beta$ ). Summarizing, we have two important results:

$$
\begin{align*}
G_{0}(\tau) & =\frac{1}{2} \operatorname{sgn}(\tau)  \tag{2.13}\\
G_{0}(\omega) & =-\frac{1}{i \omega}=\frac{i}{\omega} \tag{2.14}
\end{align*}
$$

### 2.3 Two-point function of the full interacting theory for large $N$

We will now compute the full two-point function of the model using perturbation theory and as we will see due to the large $N$ limit and the disorder average, we will end up with some simple diagrams.
We have:

$$
\begin{align*}
& <T\left(x_{a}\left(\tau_{1}\right) x_{b}\left(\tau_{2}\right)>=\int D x_{i} e^{-S} x_{a}\left(\tau_{1}\right) x_{b}\left(\tau_{2}\right)=\right. \\
& =\int D x_{i} e^{-\int L_{0} d \tau} x_{a}\left(\tau_{1}\right) x_{b}\left(\tau_{2}\right)\left(1-\int d \tau L_{i n t}+\frac{1}{2}\left(\int d \tau L_{\mathrm{int}}\right)^{2}+\ldots\right) \tag{2.15}
\end{align*}
$$

where $L_{\text {int }}=\frac{1}{4!} \sum_{j, k, l, m}^{N} J_{j k l m} x_{j} x_{k} x_{l} x_{m}$. We will now compute each term separately. The first term is the free two-point function as we have showed in the previous section:

$$
\begin{equation*}
\int D x_{i} e^{-\int L_{0} d \tau} x_{a}\left(\tau_{1}\right) x_{b}\left(\tau_{2}\right)=\frac{1}{2} \delta_{a b} \operatorname{sgn}\left(\tau_{1}-\tau_{2}\right) \tag{2.16}
\end{equation*}
$$

The second term is:

$$
\begin{equation*}
\int D x_{i} e^{-\int L_{0} d \tau} \sum_{j, k, l, m}^{N} \overline{J_{j k l m}} \frac{1}{4!} \int d \tau x_{j}(\tau) x_{k}(\tau) x_{l}(\tau) x_{m}(\tau) x_{a}\left(\tau_{1}\right) x_{b}\left(\tau_{2}\right)=0 \tag{2.17}
\end{equation*}
$$

because as we have shown $\overline{J_{j k l m}}=0$. So, in first order we do not have any contribution to the two-point function.
Next, we will compute the second order term:

$$
\begin{array}{r}
\frac{1}{2} \frac{1}{4!4!} \int D x_{i} e^{-\int L_{0} d \tau} x_{a}\left(\tau_{1}\right) x_{b}\left(\tau_{2}\right) \sum_{j, k, l, m, n, p, q, r}^{N} \overline{J_{j k l m} J_{n p q r}} \int d \tau  \tag{2.18}\\
\int d \tau^{\prime} x_{j}(\tau) x_{k}(\tau) x_{l}(\tau) x_{m}(\tau) x_{n}\left(\tau^{\prime}\right) x_{p}\left(\tau^{\prime}\right) x_{q}\left(\tau^{\prime}\right) x_{r}\left(\tau^{\prime}\right)
\end{array}
$$

We will now use Wick's theorem and the fact that every contraction gives $G_{0, i j}\left(\tau-\tau^{\prime}\right) \delta_{i j}$. It is also important to avoid contractions that will result in giving the same indices in J. For simplicity, we will denote the contraction showing only the indices of each operator.
Thus, we have:
abjklmnpqr
The first possible contraction is:


We end up with the expression:

$$
\begin{equation*}
\frac{1}{2} \frac{4!}{4!4!} \int d \tau d \tau^{\prime} \sum_{j k l m n p q r} \overline{J_{j k l m} J_{n p q r}} \delta_{a b} \delta_{j n} \delta_{k p} \delta_{l q} \delta_{m r} G_{0}\left(\tau_{1}-\tau_{2}\right)\left[G_{0}\left(\tau-\tau^{\prime}\right)\right]^{4} \tag{2.20}
\end{equation*}
$$

This expression gives us the following Feynman diagram, in which after dividing by $Z_{0}$ the vacuum bubble will be eliminated.


We now move to a different contraction:


The expression is:

$$
\begin{array}{r}
\frac{1}{2} \frac{S}{4!4!} \int d \tau d \tau^{\prime} \sum_{j k l m n p q r} \overline{J_{j k l m} J_{n p q r}} G_{0, a j} \delta_{a j}\left(\tau_{1}-\tau\right) G_{0, b n}\left(\tau^{\prime}-\tau_{2}\right) \delta_{b n} \\
\quad \times G_{0, k p}\left(\tau-\tau^{\prime}\right) \delta_{k p} G_{0, l q}\left(\tau-\tau^{\prime}\right) \delta_{l q} G_{0, m r}\left(\tau-\tau^{\prime}\right) \delta_{m r}
\end{array}
$$

where S is the symmetry factor (in this diagram $S=4 \cdot 4 \cdot 4 \cdot 3 \cdot 2 \cdot 1 \cdot 3 \cdot 2 \cdot 1$ ).
To compute above expression, we will impose the rules that come from the delta functions and in the end we will compute the disorder average. Using

$$
\sum_{k l m p q r} \delta_{k p} \delta_{l q} \delta_{m r}=N^{3},
$$

we end up with the expression

$$
\begin{equation*}
\frac{1}{2} \frac{S}{4!4!} N^{3} \int d \tau d \tau^{\prime} \overline{J_{a k l m} J_{b k l m}} G_{0, a a}\left(\tau_{1}-\tau\right) G_{0, b b}\left(\tau^{\prime}-\tau_{2}\right)\left[G_{0}\left(\tau-\tau^{\prime}\right)\right]^{3} \tag{2.22}
\end{equation*}
$$

We must now compute the disorder average. Using the results (2.3),(2.4) we have:

$$
\overline{J_{a k l m} J_{b k l m}}= \begin{cases}\overline{J_{a k l m}} \times \overline{J_{b k l m}}=0 & \text { if } a \neq b \\ \overline{J_{a k l m}^{2}}=\frac{3 \cdot I^{2}}{N^{3}} & \text { if } a=b\end{cases}
$$

Finally, we get

$$
\begin{equation*}
\frac{3!J^{2}}{2} \frac{S}{4!4!} \int d \tau d \tau^{\prime} G_{0, a a}\left(\tau_{1}-\tau\right) G_{0, b b}\left(\tau^{\prime}-\tau_{2}\right)\left[G_{0}\left(\tau-\tau^{\prime}\right)\right]^{3} \tag{2.23}
\end{equation*}
$$

which corresponds to the watermelon diagram:


Figure 2.1: The watermelon diagram
The next non-vanishing contribution comes from $\frac{1}{4!}\left(\int d \tau L_{\text {int }}\right)^{4}$, we have the diagram


The above diagram corresponds to the following expression:

$$
\begin{aligned}
& \frac{S}{(4!)^{5}} \int d \tau d \tau^{\prime} d \tau^{\prime \prime} d \tau^{\prime \prime \prime} \sum_{j k l m n p q r} \sum_{c d e f g h s w} \overline{J_{j k l m} J_{N p q r} J_{\text {cdef }} J_{g h s w}} \\
& \quad \times G_{0, a j}\left(t_{1}-\tau^{\prime}\right) \delta_{a j}\left[G_{0}\left(\tau-\tau^{\prime}\right)\right]^{3} \delta_{k p} \delta_{l q} \delta_{m r} G_{0, n c}\left(\tau^{\prime}-\tau^{\prime \prime}\right) \delta_{n c} \\
& \quad \times\left[G_{0}\left(\tau^{\prime \prime}-\tau^{\prime \prime \prime}\right)\right]^{3} \delta_{d h} \delta_{e s} \delta_{f w} \delta_{b g} G_{0, b g}\left(\tau^{\prime \prime \prime}-\tau_{2}\right) .
\end{aligned}
$$

Again, from the summation of the delta functions we get

$$
\sum_{j k l m n p q r} \sum_{c d e f g h s w} \delta_{k p} \delta_{l q} \delta_{m r} \delta_{d h} \delta_{e s} \delta_{f w}=N^{6}
$$

Thus, (ignoring the symmetry factor and the constants from perturbation theory) we have

$$
\begin{aligned}
& N^{6} \int d \tau d \tau^{\prime} d \tau^{\prime \prime} d \tau^{\prime \prime \prime} \overline{J_{a k l m} J_{c k l m} J_{c d e f} J_{b d e f}} G_{0}\left(\tau_{1}-\tau^{\prime}\right)\left[G_{0}\left(\tau-\tau^{\prime}\right)\right]^{3} G_{0}\left(\tau^{\prime}-\tau^{\prime \prime}\right) \\
& \times\left[G_{0}\left(\tau^{\prime \prime}-\tau^{\prime \prime \prime}\right)\right]^{3} G_{0}\left(\tau^{\prime \prime \prime}-\tau_{2}\right) .
\end{aligned}
$$

In order to obtain a non-vanishing result we must set impose now the condition $c=b=a$. Then, the above expression becomes

$$
\begin{aligned}
& \frac{(3!)^{2} J^{4} N^{6}}{N^{6}} \int d \tau d \tau^{\prime} d \tau^{\prime \prime} d \tau^{\prime \prime \prime} G_{0}\left(t_{1}-\tau^{\prime}\right)\left[G_{0}\left(\tau-\tau^{\prime}\right)\right]^{3} G_{0}\left(\tau^{\prime}-\tau^{\prime \prime}\right) \\
& \times\left[G_{0}\left(\tau^{\prime \prime}-\tau^{\prime \prime \prime}\right)\right]^{3} G_{0}\left(\tau^{\prime \prime \prime}-\tau_{2}\right)
\end{aligned}
$$

Again, we see that in the large $N$ limit, this diagram contributes to the full two-point function. From the calculations of the previous two diagrams we can deduce the rule that every internal propagator that is included between the 2 vertices that we compute the disorder average contributes a factor $N$ to the diagram. That means that in 2.1 the three internal propagators between the vertices $\tau, \tau^{\prime}$ give a $N^{3}$ contribution. Keeping this rule in mind, we examine the following diagram:


As we can see, it is the same diagram as before except that the disorder averages are computed in a different way. doing the same procedure as before we get:

$$
\begin{gathered}
\frac{(3!)^{2} J^{4}}{N^{6}} \sum_{i, j, k, b} \delta_{i i} \delta_{j j} \delta_{k k} \delta_{i i} \delta_{b b} \int d \tau d \tau^{\prime} d \tau^{\prime \prime} d \tau^{\prime \prime \prime} G_{0}\left(t_{1}-\tau^{\prime}\right)\left[G_{0}\left(\tau-\tau^{\prime}\right)\right]^{3} G_{0}\left(\tau^{\prime}-\tau^{\prime \prime}\right) \\
\times\left[G_{0}\left(\tau^{\prime \prime}-\tau^{\prime \prime \prime}\right)\right]^{3} G_{0}\left(\tau^{\prime \prime \prime}-\tau_{2}\right)
\end{gathered}
$$

where the indices $i, j, k$ correspond to the internal propagators that connect the vertices $a, b$ and the index $b$ corresponds to the internal propagator that connects the vertices $b, b$. It is crucial to mention that the disorder average from vertex a to the other vertex a impose the condition that the internal
propagators from the vertices $a \rightarrow b, b \rightarrow a$ must be the same. Because of this, we get a factor $N^{4}$ instead of $N^{6}$ from the summation of the delta functions. Overall, we get:

$$
\begin{gather*}
\frac{(3!)^{2} J^{4} N^{4}}{N^{6}} \sum_{i, j, k, b} \delta_{i i} \delta_{j j} \delta_{k k} \delta_{i i} \delta_{b b} \int d \tau d \tau^{\prime} d \tau^{\prime \prime} d \tau^{\prime \prime \prime} G_{0}\left(t_{1}-\tau^{\prime}\right)\left[G_{0}\left(\tau-\tau^{\prime}\right)\right]^{3} G_{0}\left(\tau^{\prime}-\tau^{\prime \prime}\right) \\
\times\left[G_{0}\left(\tau^{\prime \prime}-\tau^{\prime \prime \prime}\right)\right]^{3} G_{0}\left(\tau^{\prime \prime \prime}-\tau_{2}\right) \tag{2.24}
\end{gather*}
$$

This diagram contributes as $\frac{1}{N^{2}}$ and in the large $N$ limit it vanishes. We can conclude that the only diagram that contribute to the two-point function in this limit are the ones with the structure of the watermelon diagram. We demonstrate another diagram:


Now, inspired by 2.1 we define the self energy

$$
\begin{equation*}
\Sigma\left(\tau_{1}, \tau_{2}\right)=J^{2} G\left(\tau_{1}, \tau_{2}\right)^{3} \tag{2.25}
\end{equation*}
$$

Then, we have the Dyson equation for the full two-point function:

$$
\begin{align*}
G & =G_{0}+G_{0} \Sigma G+G_{0} \Sigma G_{0} \Sigma G_{0}+\ldots \\
& =G_{0}\left[1+\Sigma G_{0}+\Sigma G_{0} \Sigma G_{0}+\ldots\right]  \tag{2.26}\\
& =G_{0}\left[1-\Sigma G_{0}\right]^{-1},
\end{align*}
$$

where in the last line we have resummed a geometric series. This can also be written as

$$
\begin{equation*}
G^{-1}=G_{0}^{-1}-\Sigma, \tag{2.27}
\end{equation*}
$$

and in frequency space we have:

$$
\begin{equation*}
\frac{1}{G(\omega)}=-i \omega-\Sigma(\omega) . \tag{2.28}
\end{equation*}
$$

### 2.4 Strong coupling limit

As we have seen, the parameter J has dimensions of energy so it is a relevant coupling. This means that in the IR limit it is strong and we can't use perturbation theory. The dimensionless coupling of the theory is $\beta J$. So the strong coupling limit (at low energies) is defined by $J \gg \omega \gg \beta^{-1}$. In this limit, we can ignore the first term in the right hand side of equation (2.27). Thus, we have $G \times \Sigma=-1$. Using Fourier transformation we have the following equation to solve

$$
\begin{equation*}
\int d \tau^{\prime} G\left(\tau, \tau^{\prime}\right) \Sigma\left(\tau^{\prime}, \tau^{\prime \prime}\right)=-\delta\left(\tau-\tau^{\prime \prime}\right) \tag{2.29}
\end{equation*}
$$

One very interesting consequence of the IR limit is the emergent conformal symmetry of the above equation. In one dimension, every smooth transformation is a conformal transformation so we have $\operatorname{Conf}\left(R^{1}\right) \cong \operatorname{Diff}\left(R^{1}\right)$. Suppose we make the parametrization $\tau=f(\tau)$. We suppose the following equation:

$$
\begin{equation*}
J^{2} \int d \tau^{\prime} G\left(f(\tau), f\left(\tau^{\prime}\right)\right)\left[G\left(f\left(\tau^{\prime}\right), f\left(\tau^{\prime \prime}\right)\right]^{3}=-\delta\left(f(\tau)-f\left(\tau^{\prime \prime}\right)\right)\right. \tag{2.30}
\end{equation*}
$$

We want to show that if and only if the two-point function transforms as a conformal two-point function, that means

$$
\begin{equation*}
G\left(\tau, \tau^{\prime}\right)=\left|f^{\prime}(\tau), f^{\prime}\left(\tau^{\prime}\right)\right|^{\Delta} G\left(f(\tau), f\left(\tau^{\prime}\right)\right) \tag{2.31}
\end{equation*}
$$

where $\Delta=\frac{1}{4}$, then equation (2.29) is invariant under the reparametrization $\tau=f(\tau)$.We have (for generality, we replace the interaction appearing in (2.30) with general q interactions between the fermions):

$$
\begin{aligned}
& J^{2} \int d \tau^{\prime} G\left(\tau, \tau^{\prime}\right)\left[G\left(\tau^{\prime}, \tau^{\prime \prime}\right)\right]^{q-1} \\
& =J^{2} \int d \tau^{\prime}\left|f^{\prime}(\tau), f^{\prime}\left(\tau^{\prime}\right)\right|^{\Delta}\left|f^{\prime}\left(\tau^{\prime}\right), f^{\prime}\left(\tau^{\prime \prime}\right)\right|^{\Delta(q-1)} G\left(f(\tau), f\left(\tau^{\prime}\right)\right)\left[G\left(f\left(\tau^{\prime}\right), f\left(\tau^{\prime \prime}\right)\right]^{q-1}\right. \\
& =J^{2} \int d \tau^{\prime} f^{\prime}\left(\tau^{\prime}\right) \cdot\left[\frac{f^{\prime}(\tau)}{f^{\prime}\left(\tau^{\prime \prime}\right)}\right]^{q-1} f^{\prime}\left(\tau^{\prime \prime}\right) G\left(f(\tau), f\left(\tau^{\prime}\right)\right)\left[G\left(f\left(\tau^{\prime}\right), f\left(\tau^{\prime \prime}\right)\right]^{q-1}\right.
\end{aligned}
$$

We now change the integration variable: $\tilde{f}=f\left(\tau^{\prime}\right), d \tilde{f}=f^{\prime}\left(\tau^{\prime}\right) d \tau^{\prime}$. Thus, we get:

$$
\begin{align*}
& J^{2} \int d \tau^{\prime} G\left(\tau, \tau^{\prime}\right)\left[G\left(\tau^{\prime}, \tau^{\prime \prime}\right)\right]^{q-1} \\
& =J^{2} \int d \tilde{f} G\left(f(\tau), f\left(\tau^{\prime}\right)\right)\left[G\left(f\left(\tau^{\prime}\right), f\left(\tau^{\prime \prime}\right)\right]^{q-1}\left[\frac{f^{\prime}(\tau)}{f^{\prime}\left(\tau^{\prime \prime}\right)}\right]^{q-1} f^{\prime}\left(\tau^{\prime \prime}\right)\right. \tag{2.32}
\end{align*}
$$

Using equation (2.29) we finally get:

$$
\begin{align*}
& \left.J^{2} \int d \tau^{\prime} G(\tau), \tau^{\prime}\right)\left[G\left(\tau^{\prime}, \tau^{\prime \prime}\right]^{q-1}\right.  \tag{2.33}\\
& =-f\left(\tau^{\prime \prime}\right) \delta\left(f(\tau)-f\left(\tau^{\prime \prime}\right)\right)=-\delta\left(\tau-\tau^{\prime \prime}\right)
\end{align*}
$$

To derive this, we have used the identity $\frac{1}{\left|f^{\prime}\left(x_{0}\right)\right|} \delta\left(x-x_{0}\right)=\delta\left(f(x)-f\left(x_{0}\right)\right)$. Thus, we have proved the emergent conformal symmetry of the propagator in the strong coupling limit. It is believed that this a necessary and sufficient condition for the entire model to be a conformal field theory in this limit.

We now give a simple example that justifies this consequence. Suppose $f(\tau)=a \tau$. Using the transformation rules, we have

$$
G\left(\tau, \tau^{\prime}\right)=\sqrt{a} G\left(f(\tau), f\left(\tau^{\prime}\right)\right.
$$

Plugging this result to equation (1.26) we get

$$
J^{2} \int a d \tau^{\prime} G\left(f(\tau), f\left(\tau^{\prime}\right)\right) G\left(f\left(\tau^{\prime}\right), f\left(\tau^{\prime \prime}\right)=-\frac{1}{a} \delta\left(\tau-\tau^{\prime}\right)\right.
$$

which is the correct transformation of the equation (2.30).
Taking under consideration the emergent conformal symmetry, we use an ansatz of the form:

$$
\begin{equation*}
G(\tau)=\frac{b}{|\tau|^{2 \Delta}} \operatorname{sgn}(\tau) \tag{2.34}
\end{equation*}
$$

By inserting this expression in (1.26) we will determine the constant b. We have:

$$
\begin{equation*}
J^{2} b^{4} \int d \tau^{\prime} \frac{\operatorname{sgn}\left(\tau-\tau^{\prime}\right)}{\left|\tau-\tau^{\prime}\right|^{2 \Delta}} \frac{\operatorname{sgn}\left(\tau-\tau^{\prime \prime}\right)}{\left|\tau-\tau^{\prime \prime}\right|^{6 \Delta}} \tag{2.35}
\end{equation*}
$$

We now use the Fourier transformation:

$$
\frac{\operatorname{sgn}(\tau)}{|\tau|^{2 \Delta}}=\int \frac{d \omega}{2 \pi} e^{-i \omega \tau}|\omega|^{2 \Delta-1} i 2^{1-2 \Delta} \sqrt{\pi} \frac{\Gamma(1-\Delta)}{\Gamma\left(\frac{1}{2}+\Delta\right)} \operatorname{sgn}(\omega)
$$

Thus, (2.35) becomes (for $\Delta=\frac{1}{4}$ ):

$$
-J^{2} b^{4} \pi \int d \tau^{\prime} \frac{d \omega}{2 \pi} \frac{d \omega^{\prime}}{2 \pi} e^{-i \omega \tau} e^{i \omega^{\prime} \tau^{\prime \prime}} e^{i \tau^{\prime}\left(\omega-\omega^{\prime}\right)}|\omega|^{-\frac{1}{2}}\left|\omega^{\prime}\right|^{\frac{1}{2}} \frac{\Gamma\left(1-\frac{1}{4}\right)}{\Gamma\left(\frac{1}{2}+\frac{1}{4}\right)} \frac{\Gamma\left(1-\frac{3}{4}\right)}{\Gamma\left(\frac{1}{2}+\frac{3}{4}\right)}
$$

From the properties of Gamma function we get $\Gamma\left(\frac{5}{4}\right)=\frac{\Gamma\left(\frac{1}{4}\right)}{4}$. Using

$$
\delta\left(\omega-\omega^{\prime}\right)=\int \frac{d \tau^{\prime}}{2 \pi} e^{i \tau^{\prime}\left(\omega-\omega^{\prime}\right)}
$$

the equation (2.29) for the given ansatz becomes:

$$
\begin{equation*}
-4 J^{2} b^{4} \pi \int \frac{d \omega}{2 \pi} e^{i \omega\left(\tau-\tau^{\prime}\right)}=-\delta\left(\tau-\tau^{\prime}\right) \tag{2.36}
\end{equation*}
$$

We now use the Fourier transformation

$$
\delta\left(\tau-\tau^{\prime \prime}\right)=\int \frac{d \omega}{2 \pi} e^{-i \omega\left(\tau-\tau^{\prime \prime}\right)}
$$

Finally, we find that:

$$
b=\left(\frac{1}{4 J^{2} \pi}\right)^{\frac{1}{4}}
$$

For general q, we have

$$
J^{2} b^{q} \pi=\left(\frac{1}{2}-\frac{1}{q}\right) \tan \left(\frac{\pi}{q}\right)
$$

The full two-point function (in the strong coupling limit and zero temperature) is given by:

$$
\begin{equation*}
G(\tau)=\left(\frac{1}{4 J^{2} \pi}\right)^{\frac{1}{4}} \frac{\operatorname{sgn}(\tau)}{|\tau|^{2 \Delta}} \tag{2.37}
\end{equation*}
$$

To get the finite temperature version of the full two-point function, we use $f(\tau)=\tan \frac{\pi \tau}{\beta}$ as a reparametrization. Using the transformation properties (2.31) we get:

$$
G_{\beta}(\tau-0)=\left(\frac{\pi}{\beta}\right)^{\frac{1}{2}}\left(\frac{1}{4 J^{2} \pi}\right)^{\frac{1}{4}}\left(\frac{1}{\cos ^{2} \frac{\pi \tau}{\beta}}\right)^{\frac{1}{4}} \frac{1}{\sqrt{\tan \frac{\pi \tau}{\beta}}}
$$

The full two-point function for a finite temperature is:

$$
\begin{equation*}
G_{\beta}(\tau)=\frac{\pi^{\frac{1}{4}}}{\sqrt{2 J \beta}} \frac{1}{\sqrt{\sin \frac{\pi \tau}{\beta}}} \operatorname{sgn} \tau \tag{2.38}
\end{equation*}
$$

### 2.5 Spontaneous symmetry breaking

It is very important to notice that the ansatz (2.37) we have chosen causes the spontaneous breaking of conformal symmetry down to $\operatorname{SL}(2, R)$. The $\mathrm{SL}(2, \mathrm{R})$ is defined by Moebious transformations of the form

$$
\begin{equation*}
\tau \rightarrow f(\tau)=\frac{a \tau+b}{c \tau+d}, \quad a d-b c=1 \tag{2.39}
\end{equation*}
$$

The derivative of this transformation is:

$$
f^{\prime}(\tau)=\frac{1}{(c \tau+d)^{2}}
$$

We will prove now the invariance of $G\left(\tau, \tau^{\prime}\right)$ under (2.39). For simplicity, we take $\tau^{\prime}=0$. Using the appropriate transformation rule we have:

$$
\begin{align*}
G(\tau, 0) & =\left|f^{\prime}(\tau), f^{\prime}(0)\right|^{\Delta} G(f(\tau), f(0))=\frac{1}{|c \tau+d|^{2 \Delta}} \cdot \frac{1}{|d|^{2 \Delta}} \frac{\operatorname{sgn}(\tau)}{\left|\frac{a \tau+b}{c \tau+d}-\frac{b}{d}\right|^{2 \Delta}} \\
& =\frac{1}{|c \tau+d|^{2 \Delta}} \cdot \frac{1}{|d|^{2 \Delta}} \frac{\operatorname{sgn}(\tau)|d(c \tau+d)|^{2 \Delta}}{|\tau(a d-b c)|^{2 \Delta}}=\frac{\operatorname{sgn}(\tau)}{|\tau|^{2 \Delta}} . \tag{2.40}
\end{align*}
$$

But if we apply a transformation $f(\tau) \in \operatorname{Conf}\left(R^{1}\right)$ but $f(\tau) \notin S L(2, R)$ we can see that our ansatz is not invariant. For example we take $f(\tau)=a \tau^{2}$. Using the transformation rule we have:

$$
\begin{equation*}
G\left(\tau, \tau^{\prime}\right)=|\tau|^{2}\left|\tau^{\prime}\right|^{2} \cdot \frac{\operatorname{sgn}\left(a \tau^{2}-a \tau^{\prime 2}\right)}{\left|\tau^{2}-\tau^{\prime 2}\right|^{2 \Delta}} \neq \frac{\operatorname{sgn}\left(\tau-\tau^{\prime}\right)}{\left|\tau-\tau^{\prime}\right|^{2 \Delta}} . \tag{2.41}
\end{equation*}
$$

With this two derivations we have proven the spontaneous breaking of the conformal symmetry which is a landmark feature of the SYK model.

## Chapter 3

## Four-point function

In this chapter we will study the four-point function which lead to some interesting results. As we have seen, in any correlation function the average over the disorder $J_{i_{1}, ., i_{q}}$ will give zero unless the indices are equal in pairs. Keeping this in mind the most general four-point function is

$$
\begin{equation*}
\left\langle x_{i}\left(\tau_{1}\right) x_{i}\left(\tau_{2}\right) x_{j}\left(\tau_{3}\right) x_{j}\left(\tau_{4}\right)\right\rangle . \tag{3.1}
\end{equation*}
$$

Now we consider averaging over $i, j$ indices. Thus, the averaged correlator is:

$$
\begin{equation*}
\frac{1}{N^{2}} \sum_{i, j=1}^{N}\left\langle T\left(x_{i}\left(\tau_{1}\right) x_{i}\left(\tau_{2}\right) x_{j}\left(\tau_{3}\right) x_{j}\left(\tau_{4}\right)\right)\right\rangle=G\left(\tau_{12}\right) G\left(\tau_{34}\right)+\frac{1}{N} \mathcal{F}\left(\tau_{1}, . ., \tau_{4}\right) \tag{3.2}
\end{equation*}
$$

where $\frac{1}{N^{2}}$ is put for normalization purposes. In the right hand side,we have the disconnected piece after the contraction of the full propagators plus a power series in $1 / N$. The disconnected diagram

gives a contribution of $N^{2}$ due to the summation over $i, j$ and together with the normalization factor $1 / N^{2}$, it gives a zeroth order contribution in powers of $N$.

### 3.1 Ladder diagrams

We will now analyse the first ladder diagrams that are needed to compute $\mathcal{F}$. These are diagrams with $n$ rungs. Denoting a diagram with $n$ rungs as $\mathcal{F}_{n}$,
we have $\mathcal{F}=\sum_{n} \mathcal{F}_{n}$. The first diagram that contributes to the four-point function is

$$
\begin{aligned}
& \tau_{1} \longleftarrow \tau_{3} \\
& \tau_{2} \longleftarrow \tau_{4}
\end{aligned}
$$

and its expression is given by the product of the propagators

$$
\begin{equation*}
\mathcal{F}_{0}\left(\tau_{1} . . \tau_{4}\right)=-G\left(\tau_{13}\right) G\left(\tau_{24}\right)+G\left(\tau_{14}\right) G\left(\tau_{23}\right), \tag{3.3}
\end{equation*}
$$

where the second term gives the same diagram but with $\left(\tau_{3} \leftrightarrow \tau_{4}\right)$ and a relative minus sign due to the anticommutation relations that the fermions obey. The propagators set $i=j$ in the sum (3.2) so this gives an $N$ contribution. Combined with the factor $1 / N^{2}$, this diagram gives a $1 / N$ contribution. Moving to the next diagram we have one rung. The diagram is the following

and the expression is given by:

$$
\begin{align*}
\mathcal{F}_{1} & =J^{2}(q-1) \int d \tau d \tau^{\prime}\left[G\left(\tau_{1}-\tau\right) G\left(\tau_{2}-\tau^{\prime}\right) G\left(\tau-\tau^{\prime}\right)^{q-2}\right. \\
& \left.\times G\left(\tau-\tau_{3}\right) G\left(\tau^{\prime}-\tau_{4}\right)-\left(\tau_{3} \leftrightarrow \tau_{4}\right)\right], \tag{3.4}
\end{align*}
$$

where we have integrated over the locations of the ends of the rung. This diagram also contributes $1 / N$. That is because we get a factor $1 / N^{3}$ from the disorder average and we also have a factor of $N^{2}$ from the internal propagators and a factor $N^{2}$ from the sum over the indices $i, j$. Thus a factor $N$ divided by $N^{2}$ ( the normalization factor) gives us at the end a contribution of $1 / N$. Another way to check this is by ignoring the sum of $\mathrm{i}, \mathrm{j}$ indices and the normalization factor and focus on the rung. Then we get a factor $1 / N^{q-1}$ from the disorder average and a factor of $N^{q-2}$ from the sum of the internal $(q-2)$ indices of the internal propagators.

The factor $(q-1)$ comes from the choice of which of the lines coming out of the interaction vertex should be contracted into a rung and which should continue on as the side rail. In our case, where $q=4$ we get a factor 3 . We will use now the fact that every ladder diagram is produced by multiplication by a kernel K as we can see in the following figure:


As we can see we can write a ladder diagram as:

$$
\begin{equation*}
\mathcal{F}_{n+1}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)=\int d \tau d \tau^{\prime} K\left(\tau_{1}, \tau_{2} ; \tau, \tau^{\prime}\right) \mathcal{F}_{n}\left(\tau, \tau^{\prime} ; \tau_{3}, \tau_{4}\right), \tag{3.5}
\end{equation*}
$$

with the kernel being

$$
\begin{equation*}
K\left(\tau_{1}, \tau_{2} ; \tau_{3}, \tau_{4}\right) \equiv-J^{2}(q-1) G\left(\tau_{13}\right) G\left(\tau_{24}\right) G\left(\tau_{34}\right)^{q-2} . \tag{3.6}
\end{equation*}
$$

We can think of the integral transform in the previous equation as matrix multiplication with the first 2 arguments of the kernel forming one index and the last 2 arguments forming the index that gets integrated. This way, the sum of all ladder diagrams is a geometric series.

$$
\begin{align*}
& \mathcal{F}=\sum_{n=0}^{\infty} \mathcal{F}_{n}=\sum_{n=0}^{\infty} K^{n} \mathcal{F}_{0}=\frac{1}{1-K} \mathcal{F}_{0}  \tag{3.7}\\
= & \sum_{h} \Psi_{h}(\chi) \frac{1}{1-k_{c}(h)} \frac{\left\langle\Psi_{h}(\chi), \mathcal{F}_{0}\right\rangle}{\left\langle\Psi_{h}(\chi), \Psi_{h}(\chi)\right\rangle},
\end{align*}
$$

where $\Psi_{h}(\chi)$ are the eigenfunctions of the Casimir operator and $k_{c}$ the eigenvalues of the kernel. To compute this sum we must first understand how to diagonalize K. As we can see by the way we have defined the kernel, it is not symmetric in $\left(\tau_{1}, \tau_{2}\right) \leftrightarrow\left(\tau_{3}, \tau_{4}\right)$ because:

$$
\begin{equation*}
K\left(\tau_{3}, \tau_{4}, \tau_{1}, \tau_{2}\right)=-J^{2}(q-1) G\left(\tau_{1}, \tau_{3}\right) G\left(\tau_{2}, \tau_{4}\right) G\left(\tau_{1}, \tau_{2}\right)^{q-2} \tag{3.8}
\end{equation*}
$$

However we can define the symmetric version as follows:

$$
\begin{align*}
\tilde{K}\left(\tau_{1}, \tau_{2} ; \tau_{3}, \tau_{4}\right) & \equiv\left|G\left(\tau_{12}\right)\right|^{\frac{q-2}{2}} K\left(\tau_{1}, \tau_{2} ; \tau_{3}, \tau_{4}\right)\left|G\left(\tau_{34}\right)\right|^{\frac{2-q}{2}} \\
& =-J^{2}(q-1)\left|G\left(\tau_{12}\right)\right|^{\frac{q-2}{2}} G\left(\tau_{12}\right) G\left(\tau_{24}\right)\left|G\left(\tau_{34}\right)\right|^{\frac{q-2}{2}} . \tag{3.9}
\end{align*}
$$

Now that we have shown how to symmetrize K, we can deduce that K has a complete set of eigenvectors. We will consider this kernel to act on the space of antisymmetric functions of two arguments.

### 3.2 Using conformal symmetry

What we have said is true for any value of the coupling $\beta$ J. Now we will consider the conformal limit $\beta J \gg 1$. We can now use the expressions we have found for $G_{c}(\tau)$. Using these expressions we can see that the kernel has no $J$ dependence. Indeed:

$$
\begin{equation*}
K \propto J^{2}\left(\frac{1}{J^{2}}\right)^{1 / q}\left(\frac{1}{J^{2}}\right)^{1 / q}\left(\frac{1}{J^{2}}\right)^{q-2 / q} \propto J^{2} \frac{1}{J^{2}} \tag{3.10}
\end{equation*}
$$

To find the explicit expressions for the kernel we substitute $G_{c}(\tau)$. We have:

$$
\begin{equation*}
K_{c}\left(\tau_{1}, \tau_{2} ; \tau_{3}, \tau_{4}\right)=-\frac{1}{\alpha_{0}} \frac{\operatorname{sgn}\left(\tau_{13}\right) \operatorname{sgn}\left(\tau_{24}\right) \operatorname{sgn}\left(\tau_{34}\right)}{\left|\tau_{13}\right|^{2 \Delta}\left|\tau_{24}\right|^{2 \Delta}\left|\tau_{34}\right|^{2-4 \Delta}} \tag{3.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{0}=\frac{1}{(q-1) J^{2} b^{q}}=\frac{2 \pi q}{(q-1)(q-2) \tan \left(\frac{\pi}{q}\right)} \tag{3.12}
\end{equation*}
$$

Using this expression we can compute some of the correlators in the conformal limit but we have to be careful because some eigenfunctions of K can have the eigenvalue $K_{c}=1$ and then the geometric series (3.7) will diverge. The crucial property to diagonalize the kernel is the use of conformal invariance. We will use the following generators:

$$
\begin{equation*}
\hat{D}=-\tau \partial_{\tau}-\Delta, \quad \hat{P}=\partial_{\tau}, \quad \hat{K}=\tau^{2} \partial_{\tau}+2 \tau \Delta \tag{3.13}
\end{equation*}
$$

We will now derive their commutation relations: For example,

$$
\begin{aligned}
{[\hat{D}, \hat{K}] } & =\left(-\tau \partial_{\tau}-\Delta\right)\left(\tau^{2} \partial_{\tau}+2 \tau \Delta\right)-\left(\tau^{2} \partial_{\tau}+2 \tau \Delta\right)\left(-\tau \partial_{\tau}-\Delta\right) \\
& =\left(-2 \tau^{2} \partial_{\tau}-\tau^{3} \partial_{\tau}^{2}-\hat{K} \Delta-2 \Delta \tau\right)-\left(-\tau^{2} \partial_{\tau}-\tau^{3} \partial_{\tau}^{2}-\hat{K} \Delta-2 \tau^{2} \partial_{\tau}\right. \\
& =-\tau^{2} \partial_{\tau}-2 \Delta \tau=-\hat{K}
\end{aligned}
$$

Finally, we can see that the generators obey the following commutation relations:

$$
\begin{equation*}
[\hat{D}, \hat{P}]=\hat{P}, \quad[\hat{D}, \hat{K}]=-\hat{K}, \quad[\hat{P}, \hat{K}]=-2 \hat{D} \tag{3.14}
\end{equation*}
$$

These generators commute with the kernel $K_{c}$ up to total derivatives with respect to $\tau_{3}, \tau_{4}$. That means:

$$
\begin{equation*}
\left(\hat{D}_{1}+\hat{D}_{2}\right) K_{c}\left(\tau_{1}, \tau_{2} ; \tau_{3}, \tau_{4}\right)=K_{c}\left(\tau_{1}, \tau_{2} ; \tau_{3}, \tau_{4}\right)\left(\hat{D}_{3}+\hat{D}_{4}\right) \tag{3.15}
\end{equation*}
$$

The same holds for the $\hat{P}$ and $\hat{K}$ generators. We will confirm this relation for the $\hat{P}$ generators. We have:

$$
\begin{equation*}
\left(\hat{P}_{1}+\hat{P}_{2}\right) K_{c}\left(\tau_{1}, \tau_{2} ; \tau_{3}, \tau_{4}\right)=K_{c}\left(\tau_{1}, \tau_{2} ; \tau_{3}, \tau_{4}\right)\left(\hat{P}_{3}+\hat{P}_{4}\right) \tag{3.16}
\end{equation*}
$$

The left hand side can be written as $\int d \tau_{1} d \tau_{2}\left(\frac{d K_{c}}{d \tau_{1}}+\frac{d K_{c}}{d \tau_{2}}\right) u_{a}\left(\tau_{1}, \tau_{2}\right)$, where $u_{a}$ are the eigenfunctions of the kernel. The right hand side is:

$$
\begin{align*}
& \int d \tau_{3} d \tau_{4} K_{c}\left(\tau_{1}, \tau_{2} ; \tau_{3}, \tau_{4}\right) \hat{P_{34}} u_{a}\left(\tau_{3}, \tau_{4}\right)=\int d \tau_{3} d \tau_{4} \hat{P_{34}}\left(K_{c} \cdot u_{a}\right)- \\
& \int d \tau_{3} d \tau_{4}\left(\hat{P_{34}} K_{c}\right) u_{a}=\left.\frac{d}{d \tau_{3}}\left(K_{c} \cdot u_{a}\right)\right|_{-\infty} ^{\infty}+\left.\frac{d}{d \tau_{4}}\left(K_{c} \cdot u_{a}\right)\right|_{-\infty} ^{\infty}- \\
& \int d \tau_{3} d \tau_{4}\left(\hat{P_{34}} K_{c}\right) u_{a}\left(\tau_{3}, \tau_{4}\right)=\left.\frac{d}{d \tau_{3}}\left(K_{c} \cdot u_{a}\right)\right|_{-\infty} ^{\infty}+\left.\frac{d}{d \tau_{4}}\left(K_{c} \cdot u_{a}\right)\right|_{-\infty} ^{\infty}- \\
& \int d \tau_{1} d \tau_{2}\left(\hat{P_{12}} K_{c}\right) u_{a}\left(\tau_{1}, \tau_{2}\right) \tag{3.17}
\end{align*}
$$

As we can see we get the left hand side plus some total derivatives. We should be careful about dropping the boundary terms. The commutation we have shown means that the generators of the conformal algebra take the solutions of $K u_{a}=g(a) u_{a}$ to new solutions with the same eigenvalue.

We find conformal symmetry to be useful in two ways.

- First, as we have seen $\mathcal{F}_{0}$ is a product of two-point Green functions which transform in a conformal way. That means that also $\mathcal{F}_{0}$ transforms as a conformal four-point function. That implies that we can write the ladder diagrams $\mathcal{F}_{n}$ as simple powers times a function of the invariant cross ratio

$$
\chi=\frac{\tau_{12} \tau_{34}}{\tau_{13} \tau_{24}}
$$

This will allow us to represent the kernel in the space of function of a single cross ratio $K_{c}(\chi ; \tilde{\chi})$ instead of function of $\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}$.

- Second, it implies that the kernel commutes with the Casimir operator $C_{1+2}$ defined as:

$$
\begin{equation*}
C_{1+2}=\left(\hat{D}_{1}+\hat{D}_{2}\right)^{2}-\frac{1}{2}\left(\hat{K}_{1}+\hat{K}_{2}\right)\left(\hat{P}_{1}+\hat{P}_{2}\right)-\frac{1}{2}\left(\hat{P}_{1}+\hat{P}_{2}\right)\left(\hat{K}_{1}+\hat{K}_{2}\right) \tag{3.18}
\end{equation*}
$$

Using the commutation relations of the generators and the fact that two generators acting on different times commute we get the expression for the Casimir:

$$
\begin{equation*}
C_{1+2}=2\left(\Delta^{2}-\Delta\right)-\hat{K}_{1} \hat{P}_{2}-\hat{P}_{1} \hat{K}_{2}+2 \hat{D}_{1} \hat{D}_{2} . \tag{3.19}
\end{equation*}
$$

The Casimir is a differential operator with eigenfunctions given by simple powers times function $\Psi_{h}(\chi)$. The fact that the kernel commutes with the Casimir operator tells us that the eigenfunctions $\Psi_{h}(\chi)$ of the Casimir are also the exact eigenfunctions of the kernel $K_{c}(\chi ; \tilde{\chi})$.

### 3.2.1 The four-point function as a function of cross ratios

In the strong coupling limit, taking advantage of the emergent conformal symmetry, we deduce that the ladder diagrams $\mathcal{F}_{n}$ will transform as conformal four-point functions:

$$
\begin{equation*}
\mathcal{F}_{n}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)=G_{c}\left(\tau_{12}\right) G_{c}\left(\tau_{34}\right) \mathcal{F}_{n}(\chi) \tag{3.20}
\end{equation*}
$$

We use the antisymmetry under $\tau_{1} \leftrightarrow \tau_{2}, \tau_{3} \leftrightarrow \tau_{4}$, the symmetry under $\left(\tau_{1}, \tau_{2}\right) \leftrightarrow\left(\tau_{3}, \tau_{4}\right)$ and $\mathrm{SL}(2)$ transformations and we can set $\tau_{1}=0, \tau_{3}=$ $1, \tau_{4}=\infty$ and $\tau_{2}>0$. The cross ratio now becomes $\chi=\tau_{2}>0$. Using the time-ordering in the definition of the four-point averaged correlator we have the following cases:

$$
\begin{cases}+\left\langle x_{j}(\infty) x_{j}(1) x_{i}(\chi) x_{i}(0)\right\rangle & \text { if } 0<\chi<1 \\ -\left\langle x_{j}(\infty) x_{i}(\chi) x_{j}(1) x_{i}(0)\right\rangle & \text { if } 1<\chi<\infty\end{cases}
$$

In the region $\chi>1$, the correlation function has an extra symmetry. To see this, we use the following nonstandard map

$$
\frac{\tau-2}{\tau}=\tan \frac{\theta}{2}
$$

The operators for $\tau=0,1, \infty$ get sent to the points $-\pi,-\frac{\pi}{2}, \frac{\pi}{2}$. For $\tau_{2}=\chi$ the operator get sent to some coordinate $\theta$. The symmetry $\theta \rightarrow-\theta$ of the circle translates to $\chi \rightarrow \frac{\chi}{\chi-1}$. This can be checked as following:

$$
\begin{equation*}
\frac{\frac{\tau_{2}}{\tau_{2}-1}-2}{\frac{\tau_{2}}{\tau_{2}-1}}=\frac{\frac{\tau_{2}-2 \tau_{2}+2}{\tau_{2}-1}}{\frac{\tau_{2}}{\tau_{2}-1}}=\frac{-\tau_{2}+2}{\tau_{2}}=\tan \frac{-\theta}{2} \tag{3.21}
\end{equation*}
$$

which is the correct transformation. As a consequence of this symmetry, in the region where $\chi>1$ we must have $\mathcal{F}(\chi)=\mathcal{F}\left(\frac{\chi}{\chi-1}\right)$. Moreover using this symmetry we have $\mathcal{F}(1)=\mathcal{F}(\infty)$. This maps the interval $1<\chi<2$ to the range $2<\chi<\infty$ with fixed point at $\chi=2$. This implies that the full $\mathcal{F}(\chi)$ can be fully determined once we know the function in $0<\chi<2$, and that the derivative of $\mathcal{F}$ must vanish at $\chi=2$. This can be checked by differentiating $\mathcal{F}(\chi)=\mathcal{F}\left(\frac{\chi}{\chi-1}\right)$. We get $\mathcal{F}^{\prime}(2)=-\mathcal{F}^{\prime}(2)$, so the derivative must vanish.
Another advantage is that ladder kernel can be written as

$$
\begin{equation*}
\mathcal{F}_{n+1}(\chi)=\int_{0}^{2} \frac{d \tilde{\chi}}{\chi^{2}} K_{c}(\chi, \tilde{\chi}) \mathcal{F}_{n}(\chi) \tag{3.22}
\end{equation*}
$$

where $K_{c}(\chi, \tilde{\chi})$ is the symmetric kernel in terms of hypergeometric function as we have shown in chapter 3 of the appendices.
In the following section we will compute the eigenfunctions of the Casimir operator, the eigenvalues of the kernel and the necessary inner products for equation (3.7).

### 3.2.2 Eigenfunctions of the Casimir operator

We will now compute a complete set of eigenfunctions of the Casimir $C_{1+2}$ with the required properties. We will derive now how the Casimir operator acts on functions of the cross-ratio. The explicit calculation can be found on the appendices. We find the following relationship:

$$
\begin{equation*}
C_{1+2} \frac{1}{\left|\tau_{12}\right|^{2 \Delta}} f(\chi)=\frac{1}{\left|\tau_{12}\right|^{2 \Delta}} \mathcal{C} f(\chi) \tag{3.23}
\end{equation*}
$$

with $\mathcal{C} \equiv \chi^{2}(1-\chi) \partial_{\chi}^{2}-\chi^{2} \partial_{\chi}$. Writing the eigenvalues as $h(h-1)$, we have to solve the equation $\mathcal{C} f=h(h-1) f$. The general solution is a linear combination of

$$
\begin{equation*}
\chi_{2}^{h} F_{1}(h, h, 2 h, \chi), \quad \chi_{2}^{1-h} F_{1}(1-h, 1-h, 2-2 h, \chi) . \tag{3.24}
\end{equation*}
$$

We now need to select a from this set a complete basis for functions that satisfy $f^{\prime}(2)=0$. Moreover these functions should be normalizable with respect to the inner product

$$
\begin{equation*}
\langle g, f\rangle=\int_{0}^{2} \frac{d \chi}{\chi^{2}} g^{*}(\chi) f(\chi) \tag{3.25}
\end{equation*}
$$

We will use this product to make C hermitian. As we know, the eigenfunctions of a hermitian operator are complete so we will use this fact and try to make the boundary terms that will occur vanish. The hermiticity condition is:

$$
\begin{align*}
0 & =\langle g, C f\rangle-\langle C g, f\rangle=\int_{0}^{2} d \chi\left[g^{*}(1-\chi) f^{\prime \prime}-g^{*} f^{\prime}-\left(g^{* \prime \prime}(1-\chi) f-g^{* \prime} f\right)\right] \\
& =\left[g^{*}(1-\chi) f^{\prime}-g^{* \prime}(1-\chi) f\right]^{\prime}=\left.\left[g^{*}(1-\chi) f^{\prime}-g^{* \prime}(1-\chi) f\right]\right|_{0} ^{2} \tag{3.26}
\end{align*}
$$

As we have seen $f^{\prime}(2)=0$, thus the boundary term at $\chi=2$ vanishes. The boundary term also vanishes at $\chi=0$ if we impose that $f \rightarrow 0$ faster than $\chi^{1 / 2}$. The eigenfunctions (3.24) at $\chi=1$ have logarithmic divergence as they can be approximated by $f \approx A+B \log (1-\chi)$ for $\chi \rightarrow 1^{-}$and $f \approx$ $C+D \log (\chi-1)$ for $\chi \rightarrow 1^{+}$. Consequently, for this boundary term to vanish we must impose that $A=C, B=D$. In other words, the eigenfunctions must approach $\chi$ from $\chi \rightarrow 1^{+}$and $\chi \rightarrow 1^{-}$in the same way. We will now determine the correct set of eigenfunction with the properties we mentioned. First, in the region $\chi>1$ we impose the condition $f^{\prime}(2)=0$. Using special hypergeometric identities and a convenient normalization factor we get:

$$
\begin{equation*}
\Psi_{h}=\frac{\Gamma(1 / 2-h / 2) \Gamma(h / 2)}{\sqrt{\pi}}{ }_{2} F_{1}\left(h / 2, h / 2, h, \frac{(2-\chi)^{2}}{\chi^{2}}\right) \quad \chi>1 . \tag{3.27}
\end{equation*}
$$

In the region $\chi<1$ we have the linear combination:
$\Psi_{h}=A \frac{\Gamma(h)^{2}}{\Gamma(2 h)} \chi^{h}{ }_{2} F_{1}(h, h, 2 h, \chi)+B \frac{\Gamma(1-h)^{2}}{\Gamma(2-2 h)} \chi^{1-h}{ }_{2} F_{1}(1-h, 1-h, 2-2 h, \chi)$.
As we expected from the equation of the Casimir operator, in both region we have $\Psi_{h}=\Psi_{1-h}$. We can now expand these eigenfunctions for $\chi=1+\epsilon$
and $\chi=1-\epsilon$ to study the behaviour around $\chi=1$ and determine the factors $\mathrm{A}, \mathrm{B}$. We get:

$$
\begin{equation*}
A(h)=\frac{1}{\tan \frac{\pi h}{2}} \frac{\tan \pi h}{2} \quad B=A(1-h)=-\tan \frac{\pi h}{2} \frac{\tan \pi h}{2} . \tag{3.29}
\end{equation*}
$$

The last condition we have to impose is that the eigenfunctions must vanish as fast as $x^{1 / 2}$ as $\chi$ approaches 0 . We have two types of solutions based on the fact that $h>1 / 2$.

1. $h=2 n, n=1,2,3 \ldots$.For these values $A=1$ and $B$ vanishes.
$2 . h=\frac{1}{2}+i s$ Together with these two sets the eigenfunctions given by (3.27),(3.28) in the related regions form a complete basis of normalizable function with the conditions we have imposed.

### 3.2.3 Eigenvalues of the kernel

Having now computed the eigenfunctions of the Casimir operator, we proceed to the computation of its eigenvalues. As we have shown, the Casimir operator commutes with the kernel $K_{c}(3.15)$, so the Casimir eigenvalues are also eigenvalues of the kernel. The most intuitive way to compute them is to solve the equation $K_{c}(\chi, \tilde{\chi}) \Psi_{h}(\tilde{\chi})=k_{c}(h) \Psi(\tilde{\chi})$, where we have avoided the integration for simplicity. However, there is a simpler way to get the answer. We think about the Casimir as acting on two times $C_{1+2}$. We then have the equation $C_{1+2} \Psi_{h}=k_{c}(h) \Psi_{h}$. The eigenfunctions of the operator turn to be of the form of a conformal three-point function of two fermions and an operator of dimension h. Written as linear combination we have:

$$
\begin{align*}
& \Psi_{h}\left(\tau_{1}, \tau_{2}\right)=\int d \tau_{o} g\left(\tau_{o}\right) f\left(\tau_{1}, \tau_{2}\right), \\
& \text { where } \quad f_{h}^{\tau_{0}}\left(\tau_{1}, \tau_{2}\right)=\frac{\operatorname{sgn}\left(\tau_{1}-\tau_{2}\right)}{\left|\tau_{1}-\tau_{0}\right|^{h}\left|\tau_{2}-\tau_{0}\right|^{h}\left|\tau_{1}-\tau_{2}\right|^{2 \Delta-h}} \tag{3.30}
\end{align*}
$$

To determine the eigenvalues we have to solve the equation:

$$
\begin{equation*}
k_{c}(h) f_{h}^{\tau_{0}}\left(\tau_{1}, \tau_{2}\right)=\int d \tau d \tau^{\prime} K_{c}\left(\tau_{1}, \tau_{2} ; \tau, \tau^{\prime}\right) \frac{\operatorname{sgn}\left(\tau-\tau^{\prime}\right)}{\left|\tau-\tau_{0}\right|^{h}\left|\tau^{\prime}-\tau_{0}\right|^{h}\left|\tau-\tau^{\prime}\right|^{2 \Delta-h}} . \tag{3.31}
\end{equation*}
$$

Using $\operatorname{SL}(2, \mathrm{R})$ symmetry we can move $\tau_{0}$ around also set $\tau_{1}=1, \tau_{2}=0$. We, then set $\tau_{0}$ to approach infinity. Thus:

$$
\begin{align*}
k_{c}(h) & =\int d \tau d \tau^{\prime} K_{c}\left(1,0 ; \tau, \tau^{\prime}\right) \frac{\operatorname{sgn}\left(\tau-\tau^{\prime}\right)}{\left|\tau-\tau^{\prime}\right|^{2 \Delta-h}} \\
& =-\frac{1}{\alpha_{0}} \int d \tau d \tau^{\prime} \frac{\operatorname{sgn}(1-\tau) \operatorname{sgn}\left(-\tau^{\prime}\right) \operatorname{sgn}\left(\tau-\tau^{\prime}\right)}{\left|\tau-\tau^{\prime}\right|^{2-2 \Delta-h}\left|\tau^{\prime}\right|^{2 \Delta}|1-\tau|^{2 \Delta}} . \tag{3.32}
\end{align*}
$$

The straightforward way to evaluate this integral is by dividing the integration regions according to the sign functions. But there is a quicker and more
elegant way. We make use of:

$$
\begin{equation*}
\frac{\operatorname{sgn}(\tau)}{|\tau|^{\alpha}}=\int \frac{d \omega}{2 \pi} e^{-i \omega \tau} c(\alpha)|\omega|^{\alpha-1} \operatorname{sgn}(\omega), \quad c(\alpha)=2 i 2^{-\alpha} \sqrt{\pi} \frac{\Gamma\left(1-\frac{\alpha}{2}\right)}{\Gamma\left(\frac{1}{2}+\frac{\alpha}{2}\right)} \tag{3.33}
\end{equation*}
$$

By using this identity we can write the factor $1 /\left|\tau-\tau^{\prime}\right|^{2-2 \Delta-h}$ as a Fourier transformation. We get:

$$
\begin{aligned}
& \int \frac{d \omega}{2 \pi}|\omega|^{2-2 \Delta-h-1} C(2-2 \Delta-h) \operatorname{sgn}(\omega) * \int d \tau e^{-i \omega \tau} \frac{\operatorname{sgn}(1-\tau)}{|1-\tau|^{2 \Delta}} \\
& * \int d \tau^{\prime} e^{i \omega \tau^{\prime}} \frac{(-1) \cdot \operatorname{sgn}\left(\tau^{\prime}\right)}{\left|-\tau^{\prime}\right|^{2 \Delta}},
\end{aligned}
$$

where we also have used $\operatorname{sgn}\left(-\tau^{\prime}\right)=-\operatorname{sgn}\left(\tau^{\prime}\right)$. Changing integration variables, the second integral can be written as:

$$
\int d \tau e^{-i \omega \tau} \frac{\operatorname{sgn}(1-\tau)}{|1-\tau|^{2 \Delta}}=\int d u e^{-i \omega(1-u)} \frac{\operatorname{sgn}(u)}{|u|^{2 \Delta}} .
$$

Thus we get 2 similar integrals (up to a minus sign) of the form of (3.33). Thus we use this formula 2 more times and we finally find:

$$
\begin{equation*}
k_{c}=\frac{1}{\alpha_{0}} \frac{c(2-2 \Delta-h)}{c(2 \Delta-h)}[c(2 \Delta)]^{2} . \tag{3.34}
\end{equation*}
$$

Substituting $\alpha_{0}$ and the coefficients c from (3.33) we get:

$$
\begin{equation*}
k_{c}=-\frac{(q-1)(q-2)}{2 q} \tan \left(\frac{\pi}{q}\right) \frac{\left[\Gamma\left(1-\frac{1}{q}\right)\right]^{2}}{\left[\Gamma\left(\frac{1}{2}+\frac{1}{q}\right)\right]^{2}} \frac{\Gamma\left(\frac{1}{q}+\frac{h}{2}\right)}{\Gamma\left(\frac{3}{2}-\frac{1}{q}-\frac{h}{2}\right)} \frac{\Gamma\left(\frac{1}{2}+\frac{1}{q}-\frac{h}{2}\right)}{\Gamma\left(1-\frac{1}{q}+\frac{h}{2}\right)} \tag{3.35}
\end{equation*}
$$

We can express the tangent function in terms of Gamma functions using the following:

$$
\sin (\pi z)=\frac{\pi}{\Gamma(z) \Gamma(1-z)} \quad \tan \left(\frac{\pi}{q}\right)=\frac{\sin \left(\frac{\pi}{q}\right)}{\sin \left(\frac{\pi}{2}-\frac{\pi}{q}\right)}
$$

Thus,

$$
\tan \left(\frac{\pi}{q}\right)=\frac{\Gamma\left(\frac{1}{2}+\frac{1}{q}\right) \Gamma\left(\frac{1}{2}-\frac{1}{q}\right)}{\Gamma\left(1-\frac{1}{q}\right) \Gamma\left(\frac{1}{q}\right)}
$$

Then we can use the identity $z \Gamma(z)=\Gamma(z+1)$ and we can write

$$
\left(\frac{1}{2}-\frac{1}{q}\right) \Gamma\left(\frac{1}{2}-\frac{1}{q}\right)=\Gamma\left(\frac{3}{2}-\frac{1}{q}\right) .
$$

Substituting the above in (3.35), we finally get the eigenvalues of the kernel:

$$
\begin{equation*}
k_{c}(h)=-(q-1) \frac{\Gamma\left(1-\frac{1}{q}\right) \Gamma\left(\frac{3}{2}-\frac{1}{q}\right)}{\Gamma\left(\frac{1}{2}+\frac{1}{q}\right) \Gamma\left(\frac{1}{q}\right)} \frac{\Gamma\left(\frac{1}{q}+\frac{h}{2}\right)}{\Gamma\left(\frac{3}{2}-\frac{1}{q}-\frac{h}{2}\right)} \frac{\Gamma\left(\frac{1}{2}+\frac{1}{q}-\frac{h}{2}\right)}{\Gamma\left(1-\frac{1}{q}+\frac{h}{2}\right)} . \tag{3.36}
\end{equation*}
$$

The eigenvalues are real for $h=\frac{1}{2}+i s$ and $h=2 n$. Moreover, they satisfy $k_{c}(h)=k_{c}(1-h)$ as expected. We will now compute them for $\mathrm{q}=4$. We get:

$$
k_{c}(h)=-3 \frac{\Gamma(5 / 4)}{\Gamma(1 / 4)} \frac{\Gamma\left(\frac{1}{4}+\frac{h}{2}\right) \Gamma\left(\frac{3}{4}-\frac{h}{2}\right)}{\Gamma\left(\frac{5}{4}-\frac{h}{2}\right) \Gamma\left(\frac{3}{4}+\frac{h}{2}\right)}
$$

We can write

$$
\Gamma(5 / 4)=\frac{1}{4} \Gamma(1 / 4) \quad \Gamma\left(\frac{5}{4}-\frac{h}{2}\right)=\left(\frac{1}{4}-\frac{h}{2}\right) \Gamma\left(\frac{1}{4}-\frac{h}{2}\right)
$$

and then use $\sin (\pi z)=\frac{\pi}{\Gamma(z) \Gamma(1-z)}$. We arrive at:

$$
k_{c}(h)=-\frac{3}{2} \frac{\tan \frac{\pi(h-1 / 2)}{2}}{(h-1 / 2)}
$$

We summarize some simple cases:

$$
\begin{array}{lr}
k_{c}(h)=-\frac{3}{2} \frac{\tan \frac{\pi(h-1 / 2)}{2}}{(h-1 / 2)} & q=4 \\
k_{c}(h)=\frac{2}{h(h-1)} & q=\infty \\
k_{c}(h)=-1 & q=2 \tag{3.39}
\end{array}
$$

For the cases $q=4, q=\infty$, we get the important result $k_{c}(2)=1$.

### 3.2.4 Relevant inner products

In this section, we will compute all the relevant inner products that are present in the four-point function. To start, we will compute the norm of the eigenfunctions $\left\langle\Psi_{h}, \Psi_{h^{\prime}}\right\rangle$. For the continuum case $h=\frac{1}{2}+i s$ we expect that this inner product will be proportional to $\delta\left(s-s^{\prime}\right)$. Such a contribution can only come from small $\chi$, where we can use the expansion:

$$
\begin{equation*}
{ }_{2} F_{1}(a, b, c, \chi) \approx 1+\frac{a b \chi}{c}+\mathcal{O}\left(\chi^{2}\right) . \tag{3.40}
\end{equation*}
$$

Thus, in the small $\chi$ region we can replace the hypergeometric functions by one. The inner product becomes:

$$
\begin{align*}
& \left\langle\Psi_{h}, \Psi_{h^{\prime}}\right\rangle=\int_{0}^{\epsilon} \frac{d \chi}{\chi^{2}} \Psi_{h}^{*} \cdot \Psi_{h^{\prime}}=\int_{0}^{\epsilon} \frac{d \chi}{\chi^{2}}\left[A(h) \frac{\Gamma(h)^{2}}{\Gamma(2 h)} \chi^{h}+B(h) \frac{\Gamma(1-h)^{2}}{\Gamma(2-2 h)} \chi^{1-h}\right]^{*} \\
& \cdot\left[A\left(h^{\prime}\right) \frac{\Gamma\left(h^{\prime}\right)^{2}}{\Gamma\left(2 h^{\prime}\right)} \chi^{h^{\prime}}+B(h) \frac{\Gamma\left(2 h^{\prime}\right)^{2}}{\Gamma\left(2-2 h^{\prime}\right)} \chi^{1-h^{\prime}}\right] \tag{3.41}
\end{align*}
$$

Now we will keep only the finite terms when $s \rightarrow s^{\prime}$ as the other terms will have no contribution since eigenfunctions with different $h$ must be orthogonal. Thus:

$$
\begin{align*}
\left\langle\Psi_{h}, \Psi_{h^{\prime}}\right\rangle & \sim \int_{0}^{\epsilon} \frac{d \chi}{\chi^{2}}\left[A\left(h^{\prime}\right) A\left(h^{*}\right) \frac{\Gamma\left(h^{\prime}\right)^{2}}{\Gamma\left(2 h^{\prime}\right)} \frac{\Gamma\left(h^{*}\right)^{2}}{\Gamma\left(2 h^{*}\right)} \chi^{h^{*}+h}\right.  \tag{3.42}\\
& \left.+B\left(h^{\prime}\right) B\left(h^{*}\right) \frac{\Gamma\left(1-h^{*}\right)^{2}}{\Gamma\left(2-2 h^{*}\right)} \frac{\Gamma\left(1-h^{\prime}\right)^{2}}{\Gamma\left(2-2 h^{\prime}\right)} \chi^{1-h^{*}+1-h^{\prime}}\right]
\end{align*}
$$

Now we will work out the coefficients of $\chi$. It is easy to show that $h^{*}=$ $\frac{1}{2}-i s=1-\left(\frac{1}{2}+i s\right)=1-h$. This means that(in the limit $\left.s \rightarrow s^{\prime}\right)$ we have

$$
\begin{equation*}
A\left(h^{*}\right) \frac{\Gamma\left(h^{*}\right)^{2}}{\Gamma\left(2 h^{*}\right)}=A(1-h) \frac{\Gamma(1-h)^{2}}{\Gamma(2-2 h)}=B(h) \frac{\Gamma(1-h)^{2}}{\Gamma(2-2 h)} \tag{3.43}
\end{equation*}
$$

Applying the same relation to the other coefficient, we see that they are the same as expected. In detail:

$$
\begin{align*}
& A(h) B(h) \frac{\Gamma(h)^{2}}{\Gamma(2 h)} \frac{\Gamma(1-h)^{2}}{\Gamma(2-2 h)}=-\frac{\tan ^{2} \pi h}{4} \frac{\Gamma(h)^{2} \sqrt[\pi]{2}^{1-2 h}}{\Gamma(h) \Gamma\left(\frac{1}{2}+h\right)} \frac{\Gamma(1-h)^{2} \sqrt{\pi} 2^{-1+2 h}}{\Gamma(1-h) \Gamma\left(\frac{3}{2}-h\right)} \\
& =-\frac{\tan ^{2} \pi h}{4} \frac{\pi^{2}}{\sin \pi h} \frac{1}{\Gamma\left(\frac{1}{2}+h\right) \Gamma\left(\frac{3}{2}-h\right)} \\
& =-\frac{\tan ^{2} \pi h}{4} \frac{\pi}{\sin \pi h} \frac{1}{\left(h-\frac{1}{2}\right) \Gamma\left(\frac{3}{2}-h\right) \Gamma\left(\frac{1}{2}-h\right)}=-\frac{\pi \tan ^{2} \pi \mathrm{~h}}{4} \frac{\pi}{\sin \pi h} \frac{\sin \pi(h-1 / 2)}{\pi} \\
& =\frac{\pi \tan ^{2} \pi \mathrm{~h}}{4} \frac{\cos \pi h}{\sin \pi h} \frac{1}{(h-1 / 2)}=\frac{\pi \tan \pi h}{4 h-2} . \tag{3.44}
\end{align*}
$$

The inner product becomes:

$$
\begin{equation*}
\left\langle\Psi_{h}, \Psi_{h^{\prime}}\right\rangle \sim \frac{\pi \tan \pi h}{4 h-2} \int_{0}^{\epsilon} \frac{d \chi}{\chi}\left(\chi^{i\left(s-s^{\prime}\right)}+\chi^{-i\left(s-s^{\prime}\right)}\right) . \tag{3.45}
\end{equation*}
$$

Making the change of variables $u=\log (\chi)$, we have:

$$
\begin{equation*}
\left\langle\Psi_{h}, \Psi_{h^{\prime}}\right\rangle \sim \frac{\pi \tan \pi h}{4 h-2} \int_{-\infty}^{\log (\epsilon)} d u\left(e^{i u\left(s-s^{\prime}\right)}+e^{-i u\left(s-s^{\prime}\right)}\right) \tag{3.46}
\end{equation*}
$$

Taking the limit $\epsilon \rightarrow 1$, and changing in the second term the integration variable to $-u$ we end up with:

$$
\begin{equation*}
\left\langle\Psi_{h}, \Psi_{h^{\prime}}\right\rangle \sim \frac{\pi \tan \pi h}{4 h-2} \int_{-\infty}^{+\infty} d u e^{i u\left(s-s^{\prime}\right)} \sim \frac{\pi \tan \pi h}{4 h-2} 2 \pi \delta\left(s-s^{\prime}\right) \tag{3.47}
\end{equation*}
$$

Maybe while taking the limit $\epsilon \rightarrow 1$ we would have anticipated more finite contributions because we cant set ${ }_{2} F_{1}(a, b, c, \chi) \approx 1$ for large $\chi$, but this is
not the case since based on the requirement of orthogonality the only strong divergence comes from the point where $\chi=0$.

Now we will compute the same inner product but for $h=2 n$. Using the definition of the Legendre Q function, we can write $\Psi_{h}(\chi)=2 R e\left[Q_{h-1}(y)\right]$, where $y=(2-\chi) / \chi$. Substituting this expression to the inner product we have:

$$
\begin{equation*}
\left\langle\Psi_{h}, \Psi_{h^{\prime}}\right\rangle=2 \int_{0}^{\infty} d y \operatorname{Re}\left[Q_{h}(y)\right] \operatorname{Re}\left[Q_{h^{\prime}}(y)\right]=\frac{\delta_{h h^{\prime}} \pi^{2}}{4 h-2} \tag{3.48}
\end{equation*}
$$

The last inner product we need to compute is $\left\langle\Psi_{h}, \mathcal{F}_{0}\right\rangle$. First we are going to use the definition of $\mathcal{F}_{0}$ to express it as a function of cross ratios:

$$
\begin{align*}
& \mathcal{F}_{0}(\chi)=\frac{\mathcal{F}_{0}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right.}{G\left(\tau_{1}, \tau_{2}\right) G\left(\tau_{3}, \tau_{4}\right)}=-\frac{G\left(\tau_{1}, \tau_{3}\right) G\left(\tau_{2}, \tau_{4}\right.}{G\left(\tau_{1}, \tau_{2}\right) G\left(\tau_{3}, \tau_{4}\right)}+\frac{G\left(\tau_{1}, \tau_{4}\right) G\left(\tau_{2}, \tau_{3}\right)}{G\left(\tau_{1}, \tau_{2}\right) G\left(\tau_{3}, \tau_{4}\right)} \\
& =-\operatorname{sgn}\left(\frac{\tau_{12} \tau_{34}}{\tau_{13} \tau_{24}}\right) \sqrt{\left|\frac{\tau_{12} \tau_{34}}{\tau_{13} \tau_{24}}\right|} \\
& +\operatorname{sgn}\left(\frac{\tau_{12} \tau_{34}}{\tau_{14} \tau_{23}}\right) \sqrt{\left|\frac{\tau_{12} \tau_{34}}{\tau_{14} \tau_{23}}\right|} \\
& =-\operatorname{sgn}(\chi) \sqrt{|\chi|}+\operatorname{sgn}\left(\frac{\chi}{1-\chi}\right) \sqrt{\left|\frac{\chi}{1-\chi}\right|} \tag{3.49}
\end{align*}
$$

The overall sign of this expression depends on the value of $\chi$. We have (for general q, we replace the square root by $2 \Delta$ ):

$$
\mathcal{F}_{0}(\chi)= \begin{cases}-\chi^{2 \Delta}+\left(\frac{\chi}{1-\chi}\right)^{2 \Delta} & \text { if } 0<\chi<1 \\ -\chi^{2 \Delta}-\left(\frac{\chi}{1-\chi}\right)^{2 \Delta} & \text { if } \chi>1\end{cases}
$$

Now to calculate the inner product $\left\langle\Psi_{h}, \mathcal{F}_{l}\right\rangle$ we use the following symmetry $\mathcal{F}(\chi)=\mathcal{F}\left(\frac{\chi}{\chi-1}\right)$ for all $\chi$. This symmetry comes from the integral representation:

$$
\begin{equation*}
\Psi_{h}(\chi)=\frac{1}{2} \int_{-\infty}^{\infty} d y \frac{|\chi|^{h}}{|y|^{h}|\chi-y|^{h}|1-y|^{1-h}} \tag{3.50}
\end{equation*}
$$

Moreover we can see from the expression of $\mathcal{F}_{0}(\chi)$, that it is antisymmetric under $\chi \rightarrow \frac{\chi}{1-\chi}$ for $0<\chi<1$ and symmetric under $\chi \rightarrow \frac{\chi}{\chi-1}$ for $\chi>1$. The inner product becomes:

$$
\begin{aligned}
& \left\langle\Psi_{h}, \mathcal{F}_{0}\right\rangle=\int_{0}^{2} \frac{d \chi}{\chi^{2}} \Psi_{h}^{*}(\chi) \mathcal{F}_{0}(\chi)=\int_{0}^{2} \frac{d \chi}{\chi^{2}} \Psi_{h}^{*}(\chi) \operatorname{sgn}(\chi)|\chi|^{2 \Delta} \\
& +\int_{0}^{1} \frac{d \chi}{\chi^{2}} \Psi_{h}^{*}(\chi) \operatorname{sgn}\left(\frac{\chi}{1-\chi}\right)\left|\frac{\chi}{1-\chi}\right|^{2 \Delta}+\int_{1}^{2} \frac{d \chi}{\chi^{2}} \Psi_{h}^{*}(\chi) \operatorname{sgn}\left(\frac{\chi}{\chi-1}\right)\left|\frac{\chi}{\chi-1}\right|^{2 \Delta}
\end{aligned}
$$

In the second term we can change variables $\chi \rightarrow \frac{\chi}{1-\chi}$ and use the relevant symmetries and we get:

$$
\begin{equation*}
\int_{0}^{1} \frac{d \chi}{\chi^{2}} \Psi_{h}^{*}(\chi) \operatorname{sgn}\left(\frac{\chi}{1-\chi}\right)\left|\frac{\chi}{1-\chi}\right|^{2 \Delta}=\int_{-\infty}^{0} \frac{d \chi}{\chi^{2}} \Psi_{h}^{*}(\chi) \operatorname{sgn}(\chi)|\chi|^{2 \Delta} \tag{3.51}
\end{equation*}
$$

The third term, using the appropriate symmetries and changing variables $\chi \rightarrow \frac{\chi}{\chi-1}$ becomes:

$$
\begin{equation*}
\int_{1}^{2} \frac{d \chi}{\chi^{2}} \Psi_{h}^{*}(\chi) \operatorname{sgn}\left(\frac{\chi}{\chi-1}\right)\left|\frac{\chi}{\chi-1}\right|^{2 \Delta}=\int_{2}^{\infty} \frac{d \chi}{\chi^{2}} \Psi_{h}^{*}(\chi) \operatorname{sgn}(\chi)|\chi|^{2 \Delta} \tag{3.52}
\end{equation*}
$$

Thus, we get:

$$
\begin{equation*}
\left\langle\Psi_{h}, \mathcal{F}_{0}\right\rangle=\int_{-\infty}^{\infty} \frac{d \chi}{\chi^{2}} \Psi_{h}^{*}(\chi) \operatorname{sgn}(\chi)|\chi|^{2 \Delta}=\frac{1}{2} \int_{-\infty}^{\infty} d \chi d y \frac{\operatorname{sgn}(\chi)}{|\chi|^{2-h-2 \Delta}|y|^{h}|\chi-y|^{h}|1-y|^{1-h}} \tag{3.53}
\end{equation*}
$$

This integral is similar to (3.32). We can make the integration variable change $y=\frac{1}{\tau}, \chi=\frac{1}{\tau \tau^{\prime}}$. We then have:

$$
\begin{equation*}
\int d \tau \frac{\operatorname{sgn}(\tau)}{|\tau|^{2 \Delta}|1-\tau|^{1-h}} \cdot \int d \tau^{\prime} \frac{\operatorname{sgn}\left(\tau^{\prime}\right)}{\left|\tau^{\prime}\right|^{2 \Delta}\left|1-\tau^{\prime}\right|^{1-h}} \tag{3.54}
\end{equation*}
$$

Now, we change the integration variables as $\tau=\tau_{1}-1, \tau^{\prime}=\frac{\tau_{1} \tau_{2}}{\tau_{2}-1}$ in $(3.32) / a_{0}$ and get the above expression. In the end our inner product becomes:

$$
\begin{equation*}
\left\langle\Psi_{h}, \mathcal{F}_{0}\right\rangle=\frac{a_{0}}{2} \mathrm{k}_{\mathrm{c}}(h) \tag{3.55}
\end{equation*}
$$

Another way of solving the previous integral is to divide the regions of integration and use the Euler beta function.

### 3.2.5 Summing all ladder diagrams

Now that we have computed all relevant quantities we can use (3.7) to give an expression for the four-point function. The desired function will be an integral over continuous values of $h$ and a sum over their discrete values. Thus, we have:

$$
\begin{align*}
\mathcal{F}(\chi) & =\sum_{h} \Psi_{h}(\chi) \frac{1}{1-k_{c}(h)} \frac{\left\langle\Psi_{h}(\chi), \mathcal{F}_{0}\right\rangle}{\left\langle\Psi_{h}(\chi), \Psi_{h}(\chi)\right\rangle} \\
& =a_{0} \int_{0}^{\infty} \frac{d s}{2 \pi} \frac{2 h-1}{\pi \tan \pi \mathrm{~h}} \frac{k_{c}(h)}{1-k_{c}(h)} \Psi_{h}(\chi)+\left.a_{0} \sum_{n=1}^{\infty} \frac{2 h-1}{\pi^{2}} \frac{k_{c}(h)}{1-k_{c}(h)} \Psi_{h}(\chi)\right|_{h=2 n} \tag{3.56}
\end{align*}
$$

As we have seen before (3.7) for $k_{c}(2)=1$ the relevant term $(n=1)$ in the sum diverges. This causes a serious problem as the four-point function should be finite. To avoid this problem we have to treat the divergence outside the conformal limit. Later, we will briefly discuss this contribution. In the following we will focus in the $h \neq 2$ eigenfunctions. Thus, we have the expression:

$$
\begin{equation*}
\frac{\mathcal{F}_{h \neq 2}}{a_{0}}=\int_{0}^{\infty} \frac{d s}{2 \pi} \frac{2 h-1}{\pi \tan \pi \mathrm{~h}} \frac{k_{c}(h)}{1-k_{c}(h)} \Psi_{h}(\chi)+\left.\sum_{n=2}^{\infty} \frac{2 h-1}{\pi^{2}} \frac{k_{c}(h)}{1-k_{c}(h)} \Psi_{h}(\chi)\right|_{h=2 n} . \tag{3.57}
\end{equation*}
$$

To simplify the expression we use the identity:

$$
\begin{equation*}
\frac{2}{\tan \pi h}=\frac{1}{\tan \frac{\pi h}{2}}-\frac{1}{\tan \frac{\pi(1-h)}{2}} . \tag{3.58}
\end{equation*}
$$

Thus, the integral becomes:

$$
\begin{equation*}
\int_{0}^{\infty} \frac{d s}{2 \pi} \frac{h-1 / 2}{\pi \tan \frac{\pi h}{2}} \frac{k_{c}(h)}{1-k_{c}(h)} \Psi_{h}(\chi)-\int_{0}^{\infty} \frac{d s}{2 \pi} \frac{h-1 / 2}{\tan \frac{\pi(1-h)}{2}} \frac{k_{c}(h)}{1-k_{c}(h)} \Psi_{h}(\chi) . \tag{3.59}
\end{equation*}
$$

We focus now on the second integral. First, we change the integration measure from $s \rightarrow-s$ so we extend the region to all values of $s$. In the second step we use the symmetry of the eigenvalues and eigenfunction under $h \rightarrow 1-h$. In detail:

$$
\begin{array}{r}
-\int_{0}^{\infty} \frac{d s}{2 \pi} \frac{h-1 / 2}{\tan \frac{\pi(1-h)}{2}} \frac{k_{c}(h)}{1-k_{c}(h)} \Psi_{h}(\chi) \stackrel{s \rightarrow-s}{=}-\int_{-\infty}^{0} \frac{d s}{2 \pi} \frac{h-1 / 2}{\tan \frac{\pi(1-h)}{2}} \frac{k_{c}(h)}{1-k_{c}(h)} \Psi_{h}(\chi) \\
\stackrel{1-h \rightarrow h}{=}+\int_{-\infty}^{0} \frac{d s}{2 \pi} \frac{h-1 / 2}{\tan \frac{\pi(h)}{2}} \frac{k_{c}(1-h)}{1-k_{c}(1-h)} \Psi_{1-h}(\chi)=+\int_{-\infty}^{0} \frac{d s}{2 \pi} \frac{h-1 / 2}{\tan \frac{\pi(h)}{2}} \frac{k_{c}(h)}{1-k_{c}(h)} \Psi_{h}(\chi) . \tag{3.60}
\end{array}
$$

In the end, the integral we have is:

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \frac{d s}{2 \pi} \frac{h-1 / 2}{\tan \frac{\pi(h)}{2}} \frac{k_{c}(h)}{1-k_{c}(h)} \Psi_{h}(\chi) . \tag{3.61}
\end{equation*}
$$

Now we can manipulate the sum over $h=2 n$ using the residue theorem and we can write is as a sum over the residues of the poles of $1 / \tan \pi h$. We compute:

$$
\begin{align*}
& \operatorname{Res}\left(\frac{1}{\tan \pi h}, h=2 n\right)=\lim _{h \rightarrow h_{0}=2 n}\left(\left(h-h_{0}\right) \frac{1}{\tan \pi h}\right) \\
& =\lim _{h \rightarrow h_{0}=2 n} \frac{\cos (\pi h / 2)-\left(h-h_{0}\right) \underline{\sin (\pi h / 2)^{0}}}{\frac{\pi}{2} \cos (\pi h / 2}=\frac{2}{\pi} . \tag{3.62}
\end{align*}
$$

Of course

$$
\left.\sum_{n=2} \frac{2 h-1}{\pi^{2}}\right|_{h=2 n}=\left.\sum_{n=2} \frac{2}{\pi} \frac{(h-1 / 2)}{\pi}\right|_{h=2 n}=\sum_{n=2} \operatorname{Res}\left(\frac{(h-1 / 2)}{\pi \tan \pi h}\right)
$$

The expression for the

$$
\begin{equation*}
\frac{\mathcal{F}_{h \neq 2}}{a_{0}}=\int_{-\infty}^{+\infty} \frac{d s}{2 \pi} \frac{h-1 / 2}{\tan \left(\frac{\pi h}{2}\right)} \frac{k_{c}(h)}{1-k_{c}(h)} \Psi_{h}(\chi)+\sum_{n=2} \operatorname{Res}\left(\frac{(h-1 / 2)}{\pi \tan \left(\frac{\pi h}{2}\right)} \frac{k_{c}(h)}{1-k_{c}(h)} \Psi_{h}(\chi)\right)_{h=2 n} \tag{3.63}
\end{equation*}
$$

This formula can be thought as a single contour integral over the complex plane h:

$$
\begin{equation*}
\frac{1}{2 \pi i} \int_{\mathcal{C}} d h=\int_{-\infty}^{+\infty} \frac{d s}{2 \pi}+\sum_{n=2}^{\infty} \operatorname{Res}_{h=2 n} \tag{3.64}
\end{equation*}
$$

Examining the expression for $\Psi_{h}$ (in both regions) we see that it has poles on $h=1+2 n$. But these poles are canceled by the zeros that come from $1 / \tan \left(\frac{\pi h}{2}\right)$ at these particular values. Therefore we are left only with the poles at $h=2 n$. We can now deform the contour to annihilate the s axis (vertical line) together with the explicit residues around the poles $h=2 n$. This comes with the cost of picking up poles from the equation:

$$
\begin{equation*}
\frac{k_{c}(h)}{1-k_{c}(h)} . \tag{3.65}
\end{equation*}
$$

This equation can be solved graphically. For example, for $\mathrm{q}=4$ we have:

$$
\begin{equation*}
k_{c}(h)=-\frac{3}{2} \frac{\tan \frac{\pi(h-1 / 2)}{2}}{(h-1 / 2)}=1 \tag{3.66}
\end{equation*}
$$

The solution are demonstrated graphically in the next figure.


We can see that the solutions $h_{m}$ are left to 2 n . It has been shown that for $\mathrm{q}=4$ and m », they behave like

$$
\begin{equation*}
h_{m}=2 \Delta+1+2 m+\frac{3}{2 \pi m} \tag{3.67}
\end{equation*}
$$

Before getting into more details about how we deform the contour we demonstrate the whole procedure below.



The way this deformation it is done is by analysing $\mathcal{F}$ in two separate regions.

- In the region $\chi>1$, we can push the contour rightward to infinity by picking the poles of $k_{c}\left(h_{m}\right)=1$. The four-point function becomes:

$$
\begin{equation*}
\mathcal{F}_{h \neq 2}=-a_{0} \sum_{h_{m}} \operatorname{Res}\left(\frac{(h-1 / 2)}{\pi \tan \left(\frac{\pi h}{2}\right)} \frac{k_{c}(h)}{1-k_{c}(h)} \Psi_{h}(\chi)\right)_{h_{m}}, \quad x>1, \tag{3.68}
\end{equation*}
$$

where the minus sign comes from the fact that we have close the pole clockwise.

- In the region, $0<\chi<1$, we cannot push the contour to large positive h. The reason that ${ }_{2} F_{1}(1-h, 1-h, 2-2 h, \chi)$ must have positive arguments. Thus, we must use the symmetries of the integrand under $h \rightarrow(1-h)$. In the end we get another copy of the A term of (3.28) and replacing in the sum $\frac{\Gamma(h)^{2}}{\Gamma(2 h)} \chi_{2}^{h} F_{1}(h, h, 2 h, \chi)$ we end up:

$$
\begin{align*}
\frac{\mathcal{F}_{h \neq 2}}{a_{0}} & =\int_{-\infty}^{+\infty} \frac{d s}{2 \pi} \frac{h-1 / 2}{\tan \left(\frac{\pi h}{2}\right)} \frac{k_{c}(h)}{1-k_{c}(h)} \frac{\Gamma(h)^{2}}{\Gamma(2 h)} \chi^{h}{ }_{2} F_{1}(h, h, 2 h, \chi) \\
& +\sum_{n=2} \operatorname{Res}\left(\frac{(h-1 / 2)}{\pi \tan \left(\frac{\pi h}{2}\right)} \frac{k_{c}(h)}{1-k_{c}(h)} \frac{\Gamma(h)^{2}}{\Gamma(2 h)} \chi^{h}{ }_{2} F_{1}(h, h, 2 h, \chi)\right)_{h=2 n} . \tag{3.69}
\end{align*}
$$

Now we can push the vertical axis to the right and pick up poles at $h_{m}$, just like we did in the first region. The four-point function becomes:

$$
\begin{equation*}
\mathcal{F}_{h \neq 2}=N \sum_{m=1} c_{m}^{2}\left[\chi_{2}^{h} F_{1}(h, h, 2 h, \chi)\right], \quad \chi<1 \tag{3.70}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{m}^{2}=-\frac{a_{0}}{N} \frac{\left(h_{m}-1 / 2\right)}{\pi \tan \left(\frac{\pi h}{2}\right)} \frac{1}{-k_{c}^{\prime}\left(h_{m}\right)} \frac{\Gamma\left(h_{m}\right)^{2}}{\Gamma\left(2 h_{m}\right)} \tag{3.71}
\end{equation*}
$$

The $N$ term will prove useful when we want to relate $\mathcal{F}$ with the fourpoint function given in (3.2). The expression (3.70) is the expected OPE expansion with the the quantity in brackets being the conformal blocks.

### 3.2.6 OPE expansion and operators of the model

Now that we have derived the four-point function, we will study the OPE of short time limit. The main expression that we will use is (3.70). Before that we will state the OPE of two Majorana fermions:

$$
\begin{equation*}
\frac{1}{N} \sum_{i} x_{i}\left(\tau_{1}\right) x_{i}\left(\tau_{2}\right)=\frac{1}{\sqrt{N}} \sum_{n} c_{n} \mathcal{C}_{n}\left(\tau_{12}, \partial_{\tau_{2}}\right) \mathcal{O}_{n} \tag{3.72}
\end{equation*}
$$

where $c_{n}$ are the OPE coefficients (3.71), $\mathcal{O}_{n}$ are $\mathrm{O}(N)$ invariant bilinear primary operators of the form $\mathcal{O}_{n} \simeq \sum_{n} x_{i} \partial_{\tau}^{2 n+1} x_{i}$ with dimensions $h_{n}$ and $\mathcal{C}_{n}\left(\tau_{12}, \partial_{\tau_{2}}\right)$ is a function that is fully determined by conformal invariance and includes the contribution of the descendants of $\mathcal{O}_{n}$. In correspondence with (A.119) we have

$$
\begin{equation*}
\mathcal{C}_{n}\left(\left(\tau_{12}\right), \partial_{\tau_{2}}\right)=G\left(\tau_{12}\right)\left|\tau_{12}\right|^{h_{n}}\left(1+\frac{1}{2} \tau_{12} \partial_{\tau_{2}}+\ldots\right) . \tag{3.73}
\end{equation*}
$$

Now we will focus on the four-point function. When taking the short time limit $\left|\tau_{12}\right| \ll 1$ and consequently $\chi \rightarrow 0$, after replacing the hypergeometric function of (3.70) by one, we have:

$$
\begin{equation*}
\mathcal{F}_{h \neq 2}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)=G\left(\tau_{12}\right) G\left(\tau_{34}\right) \sum_{m=1} c_{n}^{2}\left|\frac{\tau_{12} \tau_{34}}{\tau_{23} \tau_{24}}\right|^{h_{n}} \quad\left|\tau_{12}\right| \ll 1 \tag{3.74}
\end{equation*}
$$

In addition, if $\left|\tau_{34}\right| \ll 1$ we have( after replacing $\tau_{3}$ with $\tau_{4}$ in $\tau_{23}$ ):
$\mathcal{F}_{h \neq 2}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)=G\left(\tau_{12}\right) G\left(\tau_{34}\right) \sum_{m=1} c_{n}^{2} \frac{\left|\tau_{12}\right|^{h_{n}}\left|\tau_{34}\right|^{h_{n}}}{\left|\tau_{24}\right|^{h_{n}}} \quad\left|\tau_{12}\right| \ll 1,\left|\tau_{34}\right| \ll 1$.

Using (3.72) twice for the four-point function in the small time limit we get:

$$
\begin{equation*}
\mathcal{F}_{c}=\sum_{n, m} c_{n} c_{m} \mathcal{C}_{n}\left(\tau_{12}, \partial_{\tau_{2}}\right) \mathcal{C}_{n}\left(\tau_{34}, \partial_{\tau_{4}}\right)\left\langle\mathcal{O}_{n}\left(\tau_{2}\right) \mathcal{O}_{m}\left(\tau_{4}\right)\right\rangle \tag{3.76}
\end{equation*}
$$

Comparing this expression with (3.75), we get the two-point function of the bilinears:

$$
\begin{equation*}
\left\langle\mathcal{O}_{n}\left(\tau_{2}\right) \mathcal{O}_{m}\left(\tau_{4}\right)\right\rangle=\frac{\delta_{n, m}}{\left|\tau_{24}\right|^{2 h_{n}}} \tag{3.77}
\end{equation*}
$$

If we write and the sum the complete series of $\mathcal{C}_{n}\left(\tau_{12}, \partial_{\tau_{2}}\right), \mathcal{C}_{n}\left(\tau_{34}, \partial_{\tau_{4}}\right)$, we will reproduce the expression (3.70) of the four-point function.

Now, although studying the bulk dual of the SYK model in not included in the purposes of this thesis, we will make a short comment using the AdS/CFT dictionary. As we have found from the four-point function, there is a tower of $\mathcal{O}(N)$ invariant, bilinear primary operators with dimensions $h_{n}$. In the bulk dual of the theory this translates to massive field $\phi_{n}$ with mass $m_{n}^{2}=h_{n}\left(h_{n}-1\right)$. These fields are described by:

$$
\begin{equation*}
\int d^{2} x \sqrt{g} \sum_{n}\left(\frac{1}{2}\left(\partial \phi_{n}\right)^{2}+\frac{1}{2} m_{n}^{2} \phi_{n}^{2}\right) \tag{3.78}
\end{equation*}
$$

### 3.2.7 The $h=2$ contribution

Up until now we have avoided the contribution from the $h=2$ eigenfunction of the Casimir operator as it causes divergences. To include them in the fourpoint function and get a finite answer we have to treat these eigenfunctions outside the conformal limit by applying perturbation theory in the nonconformal correction to the kernel. This correction is a product of the nonconformal correction $\delta G$ to the correlators. The small parameter is the inverse coupling, $1 / \beta J$. This analysis is too technical that it exceeds the scope of this thesis and here we will only give a review of the calculations. Full technical details can be found in [2].

The starting point of the analysis is that since we consider non-conformal corrections to the kernel, the perturbation $\delta K$ will break the conformal symmetry. As a consequence, the line and finite temperature can't be treated equivalently and the study has to be done in the circle. To do this we use angular coordinates $\theta=2 \pi \tau / \beta$ with $0 \leq \theta<2 \pi$. Now the kernel is given by doing he transformation $\tau_{i}=\tan \left(\frac{\theta_{i}}{2}\right)$. Next, we find the $\operatorname{SL}(2, \mathrm{R})$ generators that commute with the kernel on the thermal circle. They are

$$
\begin{equation*}
P=e^{-i \theta}\left[\partial_{\theta}-i / 2\right], \quad K=-e^{-i \theta}\left[\partial_{\theta}+i / 2\right], \quad D=i \partial_{\theta} \tag{3.79}
\end{equation*}
$$

Then we can find the eigenfunctions of the corresponding Casimir with $h=$
2. These turn to be:

$$
\begin{equation*}
\Psi_{2, n}=\frac{3}{2 \pi^{2}|n|\left(n^{2}-1\right)} \frac{e^{-i n \frac{\theta_{1}+\theta_{2}}{2}}}{\sin \left(\frac{\theta_{1}-\theta_{2}}{2}\right)}\left(\frac{\sin \left(2 \frac{\theta_{1}-\theta_{2}}{2}\right)}{\tan \left(2 \frac{\theta_{1}-\theta_{2}}{2}\right)}-n \cos \left(2 \frac{\theta_{1}-\theta_{2}}{2}\right)\right) . \tag{3.80}
\end{equation*}
$$

With the use of these eigenfunctions and the kernel perturbation $\delta K$, we can find the correction to the eigenvalue $k(2, n)$. It turns to be:

$$
\begin{equation*}
k(2, n)=1+k_{c}^{\prime}(2) \frac{q \alpha|n|}{\beta J}+\mathcal{O}\left(1 /(\beta J)^{2}\right), \tag{3.81}
\end{equation*}
$$

where $\alpha \approx 0.1872$. Adding all these results, we arrive at the leading contribution to the four-point function:

$$
\begin{equation*}
\frac{\delta \mathcal{F}\left(\theta_{1}, . . \theta_{4}\right.}{G\left(\theta_{12}\right) G\left(\theta_{34}\right)}=\frac{6 \alpha_{0}}{\pi^{2} \alpha_{K}} \beta J \sum_{|n| \geq 2} \frac{e^{i n\left(y^{\prime}-y\right)}}{n^{2}\left(n^{2}-1\right)}\left[\frac{\sin \frac{n x}{2}}{\tan \frac{x}{2}}-n \cos \frac{n x}{2}\right]\left[\frac{\sin \frac{n x^{\prime}}{2}}{\tan \frac{x^{\prime}}{2}}-n \cos \frac{n x^{\prime}}{2}\right], \tag{3.82}
\end{equation*}
$$

with

$$
x=\theta_{12}, \quad x^{\prime}=\theta_{34}, \quad y=\frac{\theta_{1}+\theta_{2}}{2}, \quad y^{\prime}=\frac{\theta_{3}+\theta_{4}}{2},
$$

and $\alpha_{K}=-q k_{c}^{\prime}(2) \alpha_{G}$. This contribution is very large compared to the $h \neq 2$ contributions that we have found. The reason is the term $\beta J$. Moreover, this contribution is not conformal invariant as it is not a function of the cross ratio. Finally, to be more consistent we have to also include the corrections $\delta G$ and the corrections of the term $1 /(1-k(2, n))$. To include all these correction we have to find the second order corrections of the eigenvalues. This is a very difficult task and up until now only conjectures have been made [2].

## Chapter 4

## Higher-point correlation functions

Up until now, the two-point and four-point functions have been calculated. In this chapter we will review the process for calculating the six-point, the eight-point and eventually all higher-point correlation functions of the SYK model. This chapter is heavily based on [13].

### 4.1 Bilinear three-point function

The six-point function of the model can be equivalently viewed as a threepoint function of the bilinear $\mathrm{O}(N)$ invariant fermion primaries $\mathcal{O}_{h_{i}}$, where $h_{i}$ denotes the dimension of the operators. The six-point function of the Majorana fermions is:

$$
\begin{equation*}
\frac{1}{N^{3}} \sum_{i, j, l=1}^{N}\left\langle x_{i}\left(\tau_{1}\right) x_{i}\left(\tau_{2}\right) x_{j}\left(\tau_{3}\right) x_{j}\left(\tau_{4}\right) x_{l}\left(\tau_{5}\right) x_{l}\left(\tau_{6}\right)=\ldots+\frac{1}{N^{2}} \mathcal{S}\left(\tau_{1}, . ., \tau_{6}\right)+\ldots\right. \tag{4.1}
\end{equation*}
$$

with $\mathcal{S}$ the lowest order in $1 / N$ with fully connected diagrams. As shown below, there are 2 classes of diagrams that contribute: the contact diagrams (left) and the planar diagrams (right).


Denoting the contribution from contact as $\mathcal{S}_{1}$ and the contribution from planar as $\mathcal{S}_{2}$, we can write: $\mathcal{S}=\mathcal{S}_{1}+\mathcal{S}_{2}$. Using the OPE formalism, the three-point function of the bilinears is:

$$
\begin{equation*}
\left\langle\mathcal{O}_{1}\left(\tau_{1}\right) \mathcal{O}_{2}\left(\tau_{2}\right) \mathcal{O}_{3}\left(\tau_{3}\right)\right\rangle=\frac{1}{\sqrt{N}} \frac{c_{123}}{\left|\tau_{12}\right|^{h_{1}+h_{2}-h_{3}}\left|\tau_{13}\right|^{h_{1}+h_{3}-h_{2}}\left|\tau_{24}\right|^{h_{4}+h_{2}-h_{1}}} \tag{4.2}
\end{equation*}
$$

with $c_{123}=c_{123}^{(1)}+c_{123}^{(2)}$ as it has contributions from contact and planar diagrams respectively.

### 4.1.1 Contact diagrams

As shown in the above figure, the contact diagrams are composed of three four-point functions glued with two interaction vertices connected by $q-3$ propagators. Their expression is:
$\mathcal{S}_{1}=(q-1)(q-2) J^{2} \int d \tau_{a} d \tau_{b} G\left(\tau_{a b}\right)^{q-3} \mathcal{F}\left(\tau_{1}, \tau_{2}, \tau_{a}, \tau_{b}\right) \mathcal{F}\left(\tau_{3}, \tau_{4}, \tau_{a}, \tau_{b}\right) \mathcal{F}\left(\tau_{5}, \tau_{6}, \tau_{a}, \tau_{b}\right)$.
It would be more useful to write the conformal blocks of the four-point function in terms of the operator $\mathcal{C}_{n}\left(\tau_{12}, \partial_{2}\right)$ as in (3.73). Thus, we write:

$$
\begin{equation*}
\mathcal{F}\left(\tau_{1}, \tau_{2}, \tau_{a}, \tau_{b}\right)=\sum_{n} c_{n} \mathcal{C}_{n}\left(\tau_{12}, \partial_{2}\right)\left\langle\mathcal{O}_{n}\left(\tau_{2}\right) x\left(\tau_{a}\right) x\left(\tau_{b}\right)\right\rangle \tag{4.3}
\end{equation*}
$$

where the three-point function is given by (3.30). Using this formula the contribution from the contact diagrams becomes:

$$
\begin{equation*}
\sum_{n_{1}, n_{2}, n_{3}} \prod_{i=1}^{3} c_{n_{i}} \mathcal{C}_{n_{i}}\left(\tau_{2 i-1,2 i}, \partial_{2 i}\right)\left\langle\mathcal{O}_{n_{1}}\left(\tau_{2}\right) \mathcal{O}_{n_{2}}\left(\tau_{4}\right) \mathcal{O}_{n_{3}}\left(\tau_{6}\right)\right\rangle \tag{4.4}
\end{equation*}
$$

where

$$
\left\langle\mathcal{O}_{n_{1}}\left(\tau_{1}\right) \mathcal{O}_{n_{2}}\left(\tau_{2}\right) \mathcal{O}_{n_{3}}\left(\tau_{3}\right)\right\rangle=(q-1)(q-2) J^{2} \int d \tau_{a} d \tau_{b} G\left(\tau_{a b}\right)^{q-3} \prod_{i=1}^{3}\left\langle\mathcal{O}_{n_{i}}\left(\tau_{i}\right) x\left(\tau_{a}\right) x\left(\tau_{b}\right)\right\rangle
$$

Now, if we replace the three-point functions of the bilinears given by (4.2) we get:

$$
\begin{equation*}
\left\langle\mathcal{O}_{n_{1}}\left(\tau_{1}\right) \mathcal{O}_{n_{2}}\left(\tau_{2}\right) \mathcal{O}_{n_{3}}\left(\tau_{3}\right)\right\rangle=c_{n_{1}} c_{n_{2}} c_{n_{3}}(q-1)(q-2) b^{q} I_{123}^{(1)}\left(\tau_{1}, \tau_{2}, \tau_{3}\right) \tag{4.5}
\end{equation*}
$$

with

$$
\begin{equation*}
I_{123}^{(1)}\left(\tau_{1}, \tau_{2}, \tau_{3}\right)=\int d \tau_{a} d \tau_{b} \frac{\left|\tau_{a b}\right|^{h_{1}+h_{2}+h_{3}-2}}{\left|\tau_{1 a}\right|^{h_{1}}\left|\tau_{1 b}\right|^{h_{1}}\left|\tau_{2 a}\right|^{h_{2}}\left|\tau_{2 b}\right|^{h_{2}}\left|\tau_{3 a}\right|^{h_{3}}\left|\tau_{4 a}\right|^{h_{4}}} \tag{4.6}
\end{equation*}
$$

We will now present the final result avoiding technical details as they are out of scope of this thesis. In the end, we end up with

$$
\begin{equation*}
c_{123}^{(1)}=c_{1} c_{2} c_{3} \mathcal{I}_{123}^{(1)} \tag{4.7}
\end{equation*}
$$

where $\mathcal{I}_{123}^{(1)}$ is the coefficient of $I_{123}^{(1)}\left(\tau_{1}, \tau_{2}, \tau_{3}\right)$ written as a conformal threepoint function

$$
I_{123}^{(1)}\left(\tau_{1}, \tau_{2}, \tau_{3}\right)=\frac{\mathcal{I}_{123}^{(1)}}{\left|\tau_{12}\right|^{h_{1}+h_{2}-h_{3}}\left|\tau_{13}\right|^{h_{1}+h_{3}-h_{2}}\left|\tau_{24}\right|^{h_{4}+h_{2}-h_{1}}}
$$

The expression that is found for $\mathcal{I}_{123}^{(1)}$ is:

$$
\begin{align*}
\mathcal{I}_{123}^{(1)} & =\frac{\sqrt{\pi} 2^{h_{1}+h_{2}+h_{3}-1} \Gamma\left(1-h_{1}\right) \Gamma\left(1-h_{2}\right) \Gamma\left(1-h_{3}\right)}{\Gamma\left(\frac{2-h_{1}-h_{2}+h_{3}}{2}\right) \Gamma\left(\frac{2-h_{1}-h_{3}+h_{2}}{2}\right)}\left[\rho\left(h_{1}, h_{2}, h_{3}\right)\right.  \tag{4.8}\\
& \left.+\rho\left(h_{2}, h_{3}, h_{1}\right)+\rho\left(h_{3}, h_{1}, h_{2}\right)\right]
\end{align*}
$$

where
$\rho\left(h_{1}, h_{2}, h_{3}\right)=\frac{\Gamma\left(\frac{h_{2}+h_{3}-h_{1}}{2}\right)}{\Gamma\left(\frac{2-h_{2}+h_{1}+h_{3}}{2}\right) \Gamma\left(\frac{2-h_{1}-h_{3}+h_{2}}{2}\right)}\left(1+\frac{\sin \left(\pi h_{2}\right)}{\sin \left(\pi h_{3}\right)-\sin \left(\pi h_{1}+\pi h_{2}\right)}\right)$.

### 4.1.2 Planar diagrams

We will now present the contribution of the contact diagrams. As before they contain three four-point functions glued together in a smooth way. Based on

we can write the expression:

$$
\begin{gather*}
\mathcal{S}_{2}=\int d \tau_{a} d \tau_{\bar{a}} d \tau_{b} d \tau_{\bar{b}} d \tau_{c} d \tau_{\bar{c}} \mathcal{F}\left(\tau_{1}, \tau_{2}, \tau_{a}, \tau_{\bar{b}}\right) D\left(\tau_{b \bar{b}}\right) \mathcal{F}\left(\tau_{3}, \tau_{4}, \tau_{c}, \tau_{\bar{a}} D\left(\tau_{\bar{a} a}\right)\right.  \tag{4.9}\\
\times \mathcal{F}\left(\tau_{5}, \tau_{6}, \tau_{b}, \tau_{\bar{c}}\right) D\left(\tau_{\bar{c} c}\right)
\end{gather*}
$$

where $D\left(\tau_{\bar{a} a}\right)$ is the inverse propagator that satisfies:

$$
\begin{equation*}
\int d \tau_{0} D\left(\tau_{10}\right) G\left(\tau_{02}\right)=\delta\left(\tau_{12}\right) \tag{4.10}
\end{equation*}
$$

It is inserted to avoid the over-counting of the external propagators. In the IR limit $D(\tau)=-\Sigma(\tau)=-J^{2} G(\tau)^{q-1}$. This expression comes from the Schwinger-Dyson equations (2.29). Now, following the same procedure as before and substituting the fermion four-point function by (4.3), we arrive at:

$$
\begin{align*}
& \left\langle\mathcal{O}_{1}\left(\tau_{1}\right) \mathcal{O}_{2}\left(\tau_{2}\right) \mathcal{O}_{3}\left(\tau_{3}\right)\right\rangle=\int d \tau_{a} d \tau_{\bar{a}} d \tau_{b} d \tau_{\bar{b}} d \tau_{c} d \tau_{\bar{c}}\left\langle\mathcal{O}_{1}\left(\tau_{1}\right) x\left(\tau_{a}\right) x\left(\tau_{\bar{b}}\right)\right\rangle D\left(\tau_{b \bar{b}}\right) \\
& \cdot\left\langle\mathcal{O}_{2}\left(\tau_{2}\right) x\left(\tau_{c}\right) x\left(\tau_{\bar{a}}\right)\right\rangle D\left(\tau_{\bar{a} a}\right)\left\langle\mathcal{O}_{3}\left(\tau_{3}\right) x\left(\tau_{b}\right) x\left(\tau_{\bar{c}}\right)\right\rangle D\left(\tau_{\bar{c} c}\right) . \tag{4.11}
\end{align*}
$$

Skipping the technical details as we did in the contact diagrams we arrive at the expression:

$$
\begin{equation*}
\left\langle\mathcal{O}_{1}\left(\tau_{1}\right) \mathcal{O}_{2}\left(\tau_{2}\right) \mathcal{O}_{3}\left(\tau_{3}\right)\right\rangle=c_{1} c_{2} c_{3} \xi\left(h_{1}\right) \xi\left(h_{2}\right) \xi\left(h_{3}\right) I_{123}^{(2)}\left(\tau_{1}, \tau_{2}, \tau_{3}\right), \tag{4.12}
\end{equation*}
$$

where

$$
\begin{equation*}
\xi(h)=\frac{1}{\sqrt{\pi}} \frac{\Gamma\left(\frac{2 \Delta+1}{2}\right)}{\Gamma(1-\Delta)} \frac{\Gamma\left(\frac{1-h}{2}\right)}{\Gamma\left(\frac{h}{2}\right)} \frac{\Gamma\left(\frac{2-2 \Delta+h}{2}\right)}{\Gamma\left(\frac{1+2 \Delta-h}{2}\right)} . \tag{4.13}
\end{equation*}
$$

It is finally found that:

$$
\begin{equation*}
c_{123}^{(2)}=c_{1} c_{2} c_{3} \xi\left(h_{1}\right) \xi\left(h_{2}\right) \xi\left(h_{3}\right) \mathcal{I}_{123}^{(2)}, \tag{4.14}
\end{equation*}
$$

where $\mathcal{I}_{123}^{(2)}$ is once again the coefficient of $I_{123}^{(2)}\left(\tau_{1}, \tau_{2}, \tau_{3}\right)$ written as a conformal three-point function. It is a sum of four generalized hypergeometric function and its explicit expression can be found in [13].

In summary, the coefficient of the three-point function is a sum over the coefficients of the contact and the planar diagrams. We can write it as $c_{123}=c_{123}^{(1)}+c_{123}^{(2)}$ and in more convenient form as

$$
\begin{equation*}
c_{123}=c_{1} c_{2} c_{3} \mathcal{I}_{123} . \tag{4.15}
\end{equation*}
$$

We can read the following contributions. The coefficients $c_{1} c_{2} c_{3}$ are the ones that appear when by the OPE formalism two fermions $x_{i}$ are turned into $\mathcal{O}_{i}$ as it can been seen from (3.72). It reflects the sum of the ladder diagrams. This particular sum is the one that determines the dimensions $h_{i}$ of $\mathcal{O}_{i}$. The second contribution, encoded in $\mathcal{I}_{123}$ is the effect of gluing together the ladder diagrams. One can say the coefficients $c_{123}$ are universal since are determined by an integral with the only parameters being the dimension of the fermions $\Delta$ and the dimension $h_{i}$ of $\mathcal{O}_{i}$.

### 4.2 Bilinear four-point function

### 4.2.1 Cutting melons

It is noted in [4], that in any large $N$ theory the Feynman diagrams that will contribute to a 2 p-point function are found by drawing all the diagrams
that contribute to the vacuum energy and then considering all cuts of the propagators.

That means that a cut gives a diagrams that contributes to the two-point function (for example the watermelon diagram 2.1). Then a cut of the melon gives the ladder diagram that contributes to the four-point function. Now there are two ways to cut a propagator. One may either cut the propagator along a rail or cut a melon that is along a rung. The first option will give the six-point planar diagram while the second option will give a contact six-point diagram. To find the diagrams of the eight-point function, there are four possible cuts. Regarding the planar diagram, a cut of a melon along a rail gives a planar diagram contribution to the eight-point function while a cut of a melon along a rung will give a mixed planar/contact diagram (second diagram in the figure below). Considering the six-point contact diagram, a cut along the rail will also give a mixed planar/contact diagram while a cut along the rung will give a contact/contact contribution to the eight-point function (third diagram in the figure above).


The same procedure can be used to find the diagrams contributing to higher-point functions.

### 4.2.2 Summing the eight-point diagrams

Now that we have outlined the diagrams that will contribute to the eightpoint function, we will list the necessary diagrams that have to be added. First, we will denote as $\mathcal{E}_{s}\left(\tau_{1}, \ldots, \tau_{8}\right)$ the following diagram and $\left\langle\mathcal{O}_{1}\left(\tau_{1}\right) \ldots \mathcal{O}_{4}\left(\tau_{4}\right)\right\rangle_{s}^{0}$ its contribution to the bilinear four-point function


Figure 4.1: Eight-point function
Moreover, we denote $\mathcal{E}_{S}^{0}$ and $\left\langle\mathcal{O}_{1}\left(\tau_{1}\right) \ldots \mathcal{O}_{4}\left(\tau_{4}\right)\right\rangle^{0}$ the planar diagrams with no exchanged melons such as


Thus, the four-point bilinear function is given by:

$$
\begin{align*}
\left\langle\mathcal{O}_{1}\left(\tau_{1}\right) \ldots \mathcal{O}_{4}\left(\tau_{4}\right)\right\rangle & =\left(\left\langle\mathcal{O}_{1}\left(\tau_{1}\right) \ldots \mathcal{O}_{4}\left(\tau_{4}\right)\right\rangle_{s}+(2 \leftrightarrow 3)+(3 \leftrightarrow 4)\right) \\
& -\frac{1}{2}\left(\left\langle\mathcal{O}_{1}\left(\tau_{1}\right) \ldots \mathcal{O}_{4}\left(\tau_{4}\right)\right\rangle_{s}^{0}+(2 \leftrightarrow 3)+(3 \leftrightarrow 4)\right) . \tag{4.16}
\end{align*}
$$

To justify this equation we demonstrate some of the planar diagrams that contribute to the eight-point functions. These are

$+$

$+$





The first line of the above figure are three different channels. The second line shows the same diagrams although now the exchanged melons are in the other direction. If there are no exchanged melons then the two lines demonstrate the same diagrams and a factor $1 / 2$ must be included to avoid double counting. That justifies the second line of (4.16). The first line of (4.16) accounts for the sum of all the 6 diagrams. Finally, just as we did for the four-point function where it is antisymmetric under interchange of the first two or last fermions, $\mathcal{E}_{s}\left(\tau_{1}, . ., \tau_{8}\right)$ correspond to the sum of the first and last diagrams of the first line of the above figure.

### 4.2.3 Computing $\left\langle\mathcal{O}_{1}\left(\tau_{1}\right) \ldots \mathcal{O}_{4}\left(\tau_{4}\right)\right\rangle_{s}$

We will present the computation for the eight-point function as it is found in [13]. It follows the same procedure done for the computation of the six-
point function. The eight-point function can be written:

$$
\begin{align*}
& \frac{1}{N^{4}} \sum_{i_{1}, i_{2}, ., i_{4}}\left\langle x_{i_{1}}\left(\tau_{1}\right) x_{i_{1}}\left(\tau_{2}\right) x_{i_{2}}\left(\tau_{3}\right) x_{i_{2}}\left(\tau_{4}\right) x_{i_{3}}\left(\tau_{5}\right) x_{i_{3}}\left(\tau_{6}\right) x_{i_{4}}\left(\tau_{7}\right) x_{i_{4}}\left(\tau_{8}\right)\right\rangle=\ldots \\
& \quad+\frac{1}{N^{3}} \mathcal{E}\left(\tau_{1}, . ., \tau_{8}\right)+\ldots, \tag{4.17}
\end{align*}
$$

with $\mathcal{E}\left(\tau_{1}, . ., \tau_{8}\right)$ the lowest order term that contains connected diagrams.
We will focus on the contribution $\mathcal{E}_{s}\left(\tau_{1}, . ., \tau_{8}\right)$. From the corresponding figure 4.1, we see that it consists of two six-point functions glued together. The details of the interactions can be encoded in the piece $\mathcal{S}_{\text {core }}$ (shaded circle), which is attached to the three external four-point functions. The general expression of the six-point functions is:

$$
\begin{align*}
& \mathcal{S}\left(\tau_{1}, \ldots \tau_{6}\right)=\int d \tau_{a_{1}} \ldots d \tau_{a_{6}}[ \mathcal{F}\left(\tau_{1}, \tau_{2}, \tau_{a_{1}}, \tau_{a_{2}}\right) \mathcal{F}\left(\tau_{3}, \tau_{4}, \tau_{a_{3}}, \tau_{a_{4}}\right)  \tag{4.18}\\
&\left.\cdot \mathcal{F}\left(\tau_{5}, \tau_{6}, \tau_{a_{5}}, \tau_{a_{6}}\right) \mathcal{S}_{\text {core }}\left(\tau_{a_{1}}, \ldots, \tau_{a_{6}}\right)\right] .
\end{align*}
$$

With the use of this expression and the fact that $\mathcal{E}_{s}\left(\tau_{1}, . ., \tau_{8}\right)$ consists of two six-point functions glued together we get:
$\mathcal{E}_{s}\left(\tau_{1}, . ., \tau_{8}\right)=\int d \tau_{a_{1}} \ldots d \tau_{a_{8}} d \tau_{b_{1}} \ldots d \tau_{b_{8}} \mathcal{S}_{\text {core }}\left(\tau_{a_{1}}, \ldots, \tau_{a_{6}}, \tau_{b_{1}}, \tau_{b_{2}}\right) \mathcal{S}_{\text {core }}\left(\tau_{a_{1}}, \ldots, \tau_{a_{6}}, \tau_{b_{3}}, \tau_{b_{4}}\right)$
$\mathcal{F}\left(\tau_{1}, \tau_{2}, \tau_{a_{1}}, \tau_{a_{2}}\right) \mathcal{F}\left(\tau_{3}, \tau_{4}, \tau_{a_{3}}, \tau_{a_{4}}\right) \mathcal{F}\left(\tau_{b_{1}}, \ldots, \tau_{b_{4}}\right) \mathcal{F}\left(\tau_{5}, \tau_{6}, \tau_{a_{5}}, \tau_{a_{6}}\right) \mathcal{F}\left(\tau_{7}, \tau_{8}, \tau_{a_{7}}, \tau_{a_{8}}\right)$.

Using now (4.3) we get:

$$
\begin{align*}
& \left\langle\mathcal{O}_{1}\left(\tau_{1}\right) \ldots \mathcal{O}_{4}\left(\tau_{4}\right)\right\rangle_{s}=\int d \tau_{a_{1}} \ldots d \tau_{a_{8}} d \tau_{b_{1}} \ldots d \tau_{b_{8}} \mathcal{S}_{\text {core }}\left(\tau_{a_{1}}, \ldots, \tau_{a_{6}}, \tau_{b_{1}}, \tau_{b_{2}}\right) \mathcal{S}_{\text {core }}\left(\tau_{a_{1}}, \ldots, \tau_{a_{6}}, \tau_{b_{3}}, \tau_{b_{4}}\right) \\
& \cdot\left\langle\mathcal{O}_{1}\left(\tau_{1}\right) x\left(\tau_{a_{1}}\right) x\left(\tau_{a_{2}}\right)\right\rangle\left\langle\mathcal{O}_{2}\left(\tau_{2}\right) x\left(\tau_{a_{3}}\right) x\left(\tau_{a_{4}}\right)\right\rangle \mathcal{F}\left(\tau_{b_{1}}, \ldots, \tau_{b_{4}}\right) \\
& \cdot\left\langle\mathcal{O}_{3}\left(\tau_{3}\right)\left(\tau_{3}\right) x\left(\tau_{a_{5}}\right) x\left(\tau_{a_{6}}\right)\right\rangle\left\langle\mathcal{O}_{2}\left(\tau_{4}\right) x\left(\tau_{a_{7}}\right) x\left(\tau_{a_{8}}\right)\right\rangle . \tag{4.20}
\end{align*}
$$

To evaluate this challenging integral, we use the representation

$$
\begin{equation*}
\frac{\mathcal{F}_{h \neq 2}}{a_{0}}=\int_{\mathcal{C}} \frac{d h}{2 \pi i} \frac{h-1 / 2}{\tan \left(\frac{\pi h}{2}\right)} \frac{k_{c}(h)}{1-k_{c}(h)} \Psi_{h}(\chi)=\int_{\mathcal{C}} \frac{d h}{2 \pi i} \rho(h) \Psi_{h}(\chi) . \tag{4.21}
\end{equation*}
$$

We will now state the final result avoiding the technical details as it is its form that we are interested in. In the end, we get:

$$
\begin{equation*}
\left\langle\mathcal{O}_{1}\left(\tau_{1}\right) \ldots \mathcal{O}_{4}\left(\tau_{4}\right)\right\rangle_{s}=\int_{\mathcal{C}} \frac{d h}{2 \pi i} \frac{\rho(h)}{c_{h}^{2}} \frac{\Gamma(h)^{2}}{\Gamma(2 h)} c_{12 h} c_{34 h} \mathcal{F}_{1234}^{h}(\chi), \tag{4.22}
\end{equation*}
$$

where $\mathcal{F}_{1234}^{h}(\chi)$ is the conformal block of operators $\mathcal{O}_{1}, \ldots, \mathcal{O}_{4}$ and the exchanged operator $\mathcal{O}_{h}$. It is given by the expression:
$\mathcal{F}_{1234}^{h}(\chi)=\left|\frac{\tau_{24}}{\tau_{14}}\right|^{h_{12}}\left|\frac{\tau_{14}}{\tau_{13}}\right|^{h_{34}} \frac{1}{\left|\tau_{12}\right|^{h_{1}+h_{2}}\left|\tau_{34}\right|^{h_{3}+h_{4}}} \chi_{2}^{h} F_{1}\left(h-h_{12}, h+h_{34}, 2 h, \chi\right)$.

Recalling the form $c_{123}=c_{1} c_{2} c_{3} \mathcal{I}_{123}$, which separates $c_{i}$ that come from the sum of ladders of the four-point function and $\mathcal{I}_{123}$ which denotes effect of gluing the ladder to get the six-point function, we can write:

$$
\begin{equation*}
\left\langle\mathcal{O}_{1}\left(\tau_{1}\right) \ldots \mathcal{O}_{4}\left(\tau_{4}\right)\right\rangle_{s}=c_{1} c_{2} c_{3} c_{4} \int_{\mathcal{C}} \frac{d h}{2 \pi i} \rho(h) \frac{\Gamma(h)^{2}}{\Gamma(2 h)} \mathcal{I}_{12 h} \mathcal{I}_{34 h} \mathcal{F}_{1234}^{h}(\chi) \tag{4.24}
\end{equation*}
$$

### 4.3 Solving SYK

It is time to recap what we have presented up until now as we have all the ingredients required to fully solve the SYK model. First of all, from the analysis of the two-point function we got the fermion dimensions $\Delta=1 / q$ using the conformal symmetry in the IR limit. Moving to the four-point function, and studying the ladder diagrams we arrive at the expression for $\rho(h)$, see (4.21). For the six-point function, we presented an expression with all the information encoded in $c_{123}=c_{1} c_{2} c_{3} \mathcal{I}_{123}$. The coeeficients $c_{i}$, which are functions depending on $\rho(h)$, were computed in the analysis of the fourpoint function, see (3.71). One step further, we presented the eight-point function. The final expression that is found in (4.24) can be fully determined only from knowing $\Delta, \rho(h), \mathcal{I}_{12 h}$. These are the exact expressions computed from the two, four and six-point functions. Nothing new was added in the computation. Moreover, it is proved in [13] that all the information about the higher-point function is encoded in these three parameters. In summary, once one solves the two,four and six-point functions is then able to solve the SYK model. It is also stated in [13] that this result is also applicable to any theory in which higher-point functions are built from four-point functions.

## Chapter 5

## Effective action

So far, we have studied our model and derived its basic properties by analyzing the 2,4 and higher-point functions. In this chapter we will use the path integral representation and apart from getting the same SchwingerDyson equations we will also see clearer some other interesting features of the model like its classical behaviour in large $N$. This chapter is based mainly on $[2,33]$.

### 5.1 Annealed disorder

The partition function as a path integral is:

$$
\begin{equation*}
Z\left(J_{i j k l}\right)=\int D x_{i} \exp \left[-\int d \tau\left(\frac{1}{2} \sum_{i} x_{i} \partial_{\tau} x_{i}+\frac{1}{4!} \sum_{i, j, k, l}^{N} J_{i j k l} x_{i} x_{j} x_{k} x_{l}\right)\right] \tag{5.1}
\end{equation*}
$$

Now we want to do the average over the disorder $J_{i j k l}$. There are 2 physical ways to do this and they are equivalent up to order $1 / N$.

- The annealed disorder method when you average directly the partition function $\langle Z\rangle_{J}$ while you treat $J_{i j k l}$ as a microscopic variable.
- The replica trick. In this method you average the free energy $\langle\log Z\rangle_{J}$. This method is more complicated but it bears more physical relevance in condensed matter theory when you want to describe lattice errors in crystals.

We will use the annealed disorder method for simplicity. To average the partition function we to do the Gaussian expectation values. Practically that means that we have to solve the integral:

$$
\begin{equation*}
\langle Z\rangle_{J}=\int d J_{i j k l} \exp \left(-\frac{\sum J_{i j k l}^{2}}{2 \frac{3!J^{2}}{N^{3}}}\right) \cdot Z\left(J_{i j k l}\right) . \tag{5.2}
\end{equation*}
$$

This a Gaussian integral and we will use the formula:

$$
\int d x e^{a x^{2}+b x}=\sqrt{\frac{\pi}{a}} e^{-\frac{b^{2}}{4 a}}
$$

As usually the constant factor will be absorbed into the integration measure. We have to be careful to get the correct numerical factor in the exponent. We have to include a factor of 4 ! as for any $i, j, k, l$ since there exist 4 ! terms as an effect of the anticommutation rules of the fermions. This term can be ignored if we write $\frac{1}{4!} \sum_{i, j, k, l}^{N}=\sum_{1 \leq i<j<k<l \leq N}$. Thus we have:

$$
\langle Z\rangle_{J} \sim \int D x_{i} \exp \left(-\int d \tau \frac{1}{2} \sum_{i} x_{i} \partial_{\tau} x_{i}+\frac{1}{2} \frac{J^{2}}{4 N^{3}} \int d \tau d \tau^{\prime}\left[\sum_{i} x_{i}(\tau) x_{i}\left(\tau^{\prime}\right)\right]^{4}\right)
$$

where we have used

$$
\sum_{1 \leq i<j<k<l \leq N}\left(x_{i} x_{j} x_{k} x_{l}\right)(\tau)\left(x_{i} x_{j} x_{k} x_{l}\right)\left(\tau^{\prime}\right)=\frac{1}{4!}\left[\sum_{i} x_{i}(\tau) x_{i}\left(\tau^{\prime}\right)\right]^{4}
$$

Our next task is to integrate out the fermions. To do this we first introduce the bilocal field:

$$
\begin{equation*}
\tilde{G}\left(\tau_{1}, \tau_{2}\right)=\frac{1}{N} \sum_{i=1}^{N} x_{i}\left(\tau_{1}\right) x_{i}\left(\tau_{2}\right) \tag{5.3}
\end{equation*}
$$

We can introduce this bilocal field in the path integral by inserting 1 in the following way:

$$
\begin{align*}
1 & =\int D \tilde{G} \delta\left(N \tilde{G}\left(\tau_{1}, \tau_{2}\right)-\frac{1}{N} \sum_{i=1}^{N} x_{i}\left(\tau_{1}\right) x_{i}\left(\tau_{2}\right)\right)  \tag{5.4}\\
& \sim \int D \tilde{G} \tilde{\Sigma} \exp \left(-\frac{N}{2} \iint d \tau d \tau^{\prime} \tilde{\Sigma}\left(\tilde{G}-\frac{1}{N} \sum x_{i}(\tau) x_{i}\left(\tau^{\prime}\right)\right)\right)
\end{align*}
$$

where $\tilde{\Sigma}\left(\tau_{1}, \tau_{2}\right)$ plays the role of a Lagrange multiplier. Inserting this expression in the partition function we get:

$$
\begin{align*}
\langle Z\rangle_{J} & \sim \int D x_{i} D \tilde{G} D \tilde{\Sigma} \exp \left[-\int d \tau \frac{1}{2} \sum_{i} x_{i} \partial_{\tau} x_{i}\right. \\
& -\frac{1}{2} \iint d \tau d \tau^{\prime} N \tilde{\Sigma}\left(\tilde{G}-\frac{1}{N} \sum x_{i}(\tau) x_{i}\left(\tau^{\prime}\right)\right)+\frac{J^{2} N}{2 \cdot 4} \iint d \tau d \tau^{\prime}\left[\tilde{G}\left(\tau_{1}, \tau_{2}\right)\right]^{4} \tag{5.5}
\end{align*}
$$

Exploiting this trick we have managed to obtain an exponential that is bilinear in the fermion fields $x_{i}$. We use again the Gaussian integral

$$
\int d x e^{-\frac{1}{2} x A x}=\sqrt{\operatorname{det} A}
$$

We arrive at:

$$
\begin{align*}
\langle Z\rangle_{J} & \sim \int D \tilde{G} D \tilde{\Sigma}\left[\operatorname{det}\left(\partial_{\tau}-\tilde{\Sigma}\right)\right]^{\frac{N}{2}} \exp \left(-\frac{N}{2} \iint\left(\tilde{\Sigma} \tilde{G}-\frac{1}{4} J^{2} \tilde{G}^{4}\right)\right)  \tag{5.6}\\
& =\int D \tilde{G} D \tilde{\Sigma} e^{-N I[\tilde{G} \tilde{\Sigma}]},
\end{align*}
$$

with

$$
\begin{equation*}
I[\tilde{G}, \tilde{\Sigma}]=-\frac{1}{2} \log \operatorname{det}\left(\partial_{\tau}-\tilde{\Sigma}\right)+\iint d \tau d \tau^{\prime}\left(\tilde{\Sigma} \tilde{G}-\frac{1}{4} J^{2} \tilde{G}^{4}\right) \tag{5.7}
\end{equation*}
$$

Now, we can clearly see that $N$ plays the role of $\hbar^{-1}$ and in the large $N$ limit the model becomes classical. Extremizing this action with respect to $\tilde{\Sigma}, \tilde{G}$ gives us the classical equations of motion:

$$
\begin{array}{r}
\frac{\delta I}{\delta \tilde{G}}=0 \Leftrightarrow \tilde{\Sigma}^{2}=J^{2} \tilde{G} \\
\frac{\delta I}{\delta \tilde{\Sigma}}=0 \Leftrightarrow\left[\partial_{\tau}-\tilde{\Sigma}\right]^{-1}=\tilde{G}, \tag{5.9}
\end{array}
$$

where we have used the identity $\log \operatorname{det} M=\operatorname{Tr} \log M$. These are exactly the Schwinger-Dyson equations that we have found in the second chapter.

## $5.2 \mathcal{O}(N)$ symmetry

In this section we will prove the $\mathcal{O}(N)$ symmetry of the SYK model. We will also derive the conserved current for the free action while for the full action we will show the absence of such current as an effect of the non-locality of the action.

### 5.2.1 Free action

The action for a free Majorana particle is given by:

$$
\begin{equation*}
S=\frac{1}{2} \int d \tau x_{i}(\tau) \dot{x}^{i}(\tau) \tag{5.10}
\end{equation*}
$$

Now we apply a $\mathrm{O}(N)$ transformation $x_{i} \rightarrow O_{j}^{i} x^{j}$. Its infinitesimal form is:

$$
\begin{equation*}
\delta x^{i}=\xi_{a}\left(T^{a}\right)_{j}^{i} x^{j}+\mathcal{O}\left(\xi^{2}\right), \tag{5.11}
\end{equation*}
$$

with ( $T^{a}$ ) denoting the generators and $\xi_{a}$ the constant (for now) parameter of the transformation. The generators are antisymmetric. This is easily proven:

$$
\begin{equation*}
O^{T} O=1 \Leftrightarrow e^{a T_{a}^{T}} e^{a T_{a}}=1 \Leftrightarrow T_{a}=-T_{a}^{T} . \tag{5.12}
\end{equation*}
$$

Varying the action under this transformation we get:

$$
\begin{align*}
\delta S & =\frac{1}{2} \int d \tau\left(\xi_{a}\left(T^{a}\right)_{i}^{j} x_{j} \dot{x}^{i}+x_{i} \frac{d}{d \tau}\left(\xi_{a}\left(T^{a}\right)_{j}^{i} x^{j}\right)\right) \\
& =\frac{1}{2} \int d \tau\left(\xi_{a}\left(T^{a}\right)_{i}^{j} x_{j} \dot{x}^{i}-\frac{1}{2} \int d \tau \xi_{a}\left(T^{a}\right)_{i}^{j} x_{j} \dot{x}^{i}\right)=0, \tag{5.13}
\end{align*}
$$

where in the last step we have interchanged the indices $i, j$ and used the antisymmetry of the generators. Now we promote our transformation to be a local one. That means that now $\xi$ has dependence on time. Varying once more the action:

$$
\begin{align*}
\delta S & =\frac{1}{2} \int d \tau\left(\xi_{a}(\tau)\left(T^{a}\right)_{i}^{j} x_{j} \dot{x}^{i}+x_{i} \frac{d}{d \tau}\left(\xi_{a}(\tau)\left(T^{a}\right)_{j}^{i} x^{j}\right)\right) \\
& =\frac{1}{2} \int d \tau\left(\partial_{\tau} \xi_{a}(\tau)\right) \cdot\left(x_{i}\left(T^{a}\right)_{j}^{i} x^{j}\right)  \tag{5.14}\\
& =\frac{1}{2} \frac{d}{d \tau}\left(\int d \tau \xi_{a}(\tau) x_{i}\left(T^{a}\right)_{j}^{i} x^{j}\right)-\frac{1}{2} \int d \tau \xi_{a}(\tau) \frac{d}{d \tau}\left(x_{i}\left(T^{a}\right)_{j}^{i} x^{j}\right)
\end{align*}
$$

The first term is 0 as a boundary term and from the second, requiring that the variation of the action is 0 with respect to this particular transformation, we can obtain the the conserved current:

$$
\begin{equation*}
j^{a}(\tau)=\frac{1}{2} x_{i}(\tau)\left(T^{a}\right)_{j}^{i} x^{j}(\tau) \tag{5.15}
\end{equation*}
$$

This Noether current can also be derived by the standard formula:

$$
\begin{equation*}
j_{\mu}=\sum_{n} \frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} \phi_{n}\right)} \frac{\delta \phi_{n}}{\delta \alpha} . \tag{5.16}
\end{equation*}
$$

In our case, we have:

$$
\begin{equation*}
j^{a}=\frac{\partial\left(\frac{1}{2} x_{i}(\tau) \dot{x}^{i}(\tau)\right)}{d\left(\dot{x}^{i}(\tau)\right)} \frac{\delta x^{i}}{\delta \xi}=\frac{1}{2} x_{i}(\tau)\left(T^{a}\right)_{j}^{i} x^{j}(\tau) \tag{5.17}
\end{equation*}
$$

### 5.2.2 Full action

We now consider the full action of the model as given by:

$$
\begin{aligned}
Z & =\int D x_{i} d J_{i j k l} \exp \left(-\frac{\sum J_{i j k l}^{2}}{2 \frac{3!J^{2}}{N^{3}}}\right) \exp \left[-\int d \tau\left(\frac{1}{2} \sum_{i} x_{i} \partial_{\tau} x_{i}\right.\right. \\
& \left.\left.+\frac{1}{4!} \sum_{i, j, k, l}^{N} J_{i j k l} x_{i} x_{j} x_{k} x_{l}\right)\right]
\end{aligned}
$$

We will now again apply a $\mathrm{O}(N)$ transformation but we have to be careful. As we have seen $J_{i j k l}$ has no dynamics and thus they cannot be treated
as a quantum mechanic variable. This means that we do not know how these parameters transform and such a transformation will not yield any a conserved current. To overcome this obstacle we again use annealed disorder to integrate them out and then we will apply the desired transformation. After integration, we have the already computed result:

$$
\langle Z\rangle_{J} \sim \int D x_{i} \exp \left(-\int d \tau \frac{1}{2} \sum_{i} x_{i} \partial_{\tau} x_{i}+\frac{1}{2} \frac{J^{2}}{4 N^{3}} \int d \tau d \tau^{\prime}\left[\sum_{i} x_{i}(\tau) x_{i}\left(\tau^{\prime}\right)\right]^{4}\right)
$$

The first term of the exponent is the free action and will add nothing new to our calculations as we have already seen that it is symmetric under $\mathrm{O}(N)$ transformations. Thus, we will ignore this term. Now we vary the remaining part of the action:

$$
\begin{align*}
\delta S & =-\frac{1}{2} \frac{J^{2}}{16 N^{3}} \int d \tau d \tau^{\prime}\left[\xi_{a}\left(T^{a}\right)_{j}^{k} x_{k}(\tau) x^{j}\left(\tau^{\prime}\right)+\xi_{a}\left(T^{a}\right)_{k}^{j} x_{k}(\tau) x^{j}\left(\tau^{\prime}\right)\right]^{3} \\
& =-\frac{1}{2} \frac{J^{2}}{16 N^{3}} \int d \tau d \tau^{\prime}\left[\xi_{a}\left(T^{a}\right)_{j}^{k} x_{k}(\tau) x^{j}\left(\tau^{\prime}\right)-\xi_{a}\left(T^{a}\right)_{j}^{k} x_{k}(\tau) x^{j}\left(\tau^{\prime}\right)\right]^{3}=0 \tag{5.18}
\end{align*}
$$

Thus, we find that the SYK model has $\mathrm{O}(N)$ symmetry. Now we promote the transformation to be a local one in expectation to find a conserved current. Doing the same manipulations as in the free theory we arrive at:

$$
\begin{align*}
\delta S & =\frac{1}{2} \int d \tau\left(\partial_{\tau} \xi_{a}(\tau)\right) \cdot\left(x_{i}\left(T^{a}\right)^{i}{ }_{j} x^{j}\right) \\
& -\frac{1}{2} \frac{J^{2}}{16 N^{3}} \int d \tau d \tau^{\prime}\left(\xi_{a}(\tau)-\xi_{a}\left(\tau^{\prime}\right)\right)^{3}\left(x_{k}(\tau) x^{j}\left(\tau^{\prime}\right)\left(T^{a}\right)_{j}^{k}\right)^{3} . \tag{5.19}
\end{align*}
$$

The first term is of course the one we get from varying the free action. The second term is the one that comes from the interaction. Unfortunately, we can not write this term as $\dot{\xi}_{a} j^{a}$ so we can by partial integration arrive at a conserved current. This seems catastrophic as we have an action that has a continuous symmetry but there is no Noether current associated. But the crucial point is to observe that Noether theorem is only valid for local action while our action is clearly bilocal. In the end, Noether theorem is not violated.

## Chapter 6

## Theory of

## reparametrizations

Now that that we have derived the effective action of the SYK model, we are going to use it to expose some interesting properties of the model that are not clear from the diagrammatic treatment of its two and four-point functions. First, we are going to examine the emergent conformal symmetry of this action in the IR limit. Then, we will introduce some fluctuations of the bilocal fields and obtain their effective action. This action will have zero modes that are connected to fluctuations of the conformal propagator. After discussing the physical interpretation of these modes we will derive the action of this reparametrizations of the conformal propagator.

### 6.1 Conformal symmetry of the action

As we have seen, there is an emergent conformal symmetry of the Schwinger Dyson equations in the IR limit. Now, we will examine if this symmetry also appears in the effective action. In the IR limit we can ignore the kinetic term $\partial_{\tau}$ since it has dimensions of energy. Thus our action becomes (for general $q$ interactions and $\Delta=1 / q)$ :

$$
I[\tilde{G}, \tilde{\Sigma}]=-\frac{1}{2} \log \operatorname{det}(-\tilde{\Sigma})+\iint d \tau_{1} d \tau_{2}\left[\tilde{\Sigma}\left(\tau_{1}, \tau_{2}\right) \tilde{G}\left(\tau_{1}, \tau_{2}\right)-\frac{J^{2}}{q} \tilde{G}\left(\tau_{1}, \tau_{2}\right)^{q}\right]
$$

We take the reparametrizations

$$
\tau_{1} \rightarrow f\left(\tau_{1}\right), \quad \tau_{2} \rightarrow f\left(\tau_{2}\right)
$$

The transformation rules for the fields are:

$$
\begin{array}{r}
\tilde{G}\left(\tau_{1}, \tau_{2}\right)=\left|f^{\prime}\left(\tau_{1}\right), f^{\prime}\left(\tau_{2}\right)\right|^{\Delta} \tilde{G}\left(f\left(\tau_{1}\right), f\left(\tau_{2}\right)\right) \\
\tilde{\Sigma}\left(\tau_{1}, \tau_{2}\right)=\left|f^{\prime}\left(\tau_{1}\right), f^{\prime}\left(\tau_{2}\right)\right|^{\Delta(q-1)} \tilde{\Sigma}\left(f\left(\tau_{1}\right), f\left(\tau_{2}\right)\right) \tag{6.2}
\end{array}
$$

The first term is easy to see that it is invariant under reparametrizations. Explicitly we have:

$$
\begin{align*}
\operatorname{logdet}(-\tilde{\Sigma}) & \rightarrow \log \operatorname{det}\left(-\left|f^{\prime}\left(\tau_{1}\right), f^{\prime}\left(\tau_{2}\right)\right|^{\Delta(q-1)} \tilde{\Sigma}\left(f\left(\tau_{1}\right), f\left(\tau_{2}\right)\right)\right) \\
& =\log \left[\left|f^{\prime}\left(\tau_{1}\right), f^{\prime}\left(\tau_{2}\right)\right|^{\Delta(q-1)} \operatorname{det}\left(-\tilde{\Sigma}\left(f\left(\tau_{1}\right), f\left(\tau_{2}\right)\right)\right)\right] \\
& =\log \left[\left|f^{\prime}\left(\tau_{1}\right), f^{\prime}\left(\tau_{2}\right)\right|^{\Delta(q-1)}\left|f^{\prime}\left(\tau_{1}\right), f^{\prime}\left(\tau_{2}\right)\right|^{-\Delta(q-1)} \operatorname{det}\left(-\tilde{\Sigma}\left(\tau_{1}, \tau_{2}\right)\right)\right] \\
& =\log \operatorname{det}\left(-\tilde{\Sigma}\left(\tau_{1}, \tau_{2}\right)\right) \tag{6.3}
\end{align*}
$$

Moving on to the integral we have:

$$
\begin{aligned}
& \int\left|f^{\prime}\left(\tau_{1}\right)\right|\left|f^{\prime}\left(\tau_{2}\right)\right| d \tau_{1} d \tau_{2}\left\{\tilde{G}\left(f\left(\tau_{1}\right), f\left(\tau_{2}\right)\right) \tilde{\Sigma}\left(f\left(\tau_{1}\right), f\left(\tau_{2}\right)\right)-\frac{J^{2}}{q} \tilde{G}\left(f\left(\tau_{1}\right), f\left(\tau_{2}\right)\right)^{q}\right\} \\
& =\int\left|f^{\prime}\left(\tau_{1}\right)\right|\left|f^{\prime}\left(\tau_{2}\right)\right| d \tau_{1} d \tau_{2}\left\{\left|f^{\prime}\left(\tau_{1}\right), f^{\prime}\left(\tau_{2}\right)\right|^{-\Delta}\left|f^{\prime}\left(\tau_{1}\right), f^{\prime}\left(\tau_{2}\right)\right|^{-\Delta(q-1)}\right. \\
& \left.\left.\cdot \tilde{\Sigma}\left(\tau_{1}, \tau_{2}\right) \tilde{G}\left(\tau_{1}, \tau_{2}\right)-\frac{J^{2}}{q}\left|f^{\prime}\left(\tau_{1}\right), f^{\prime}\left(\tau_{2}\right)\right|^{-q \Delta} \tilde{G}\left(\tau_{1}, \tau_{2}\right)^{q}\right]\right\} .
\end{aligned}
$$

All the derivatives cancel and thus our action is conformally invariant in IR limit. Until now, we have seen that the ansatz of the conformal propagator spontaneously breaks the conformal symmetry down to $\operatorname{SL}(2, R)$. The kinetic term, which we ignored in this limit, is responsible for explicitly breaking the conformal symmetry away from the strong coupling limit.

### 6.2 Fluctuations

The classical saddle point solutions of Schwinger-Dyson equations will be denoted by $G, \Sigma$. We will now try to derive an action of fluctuations around these solutions. Fluctuations are of the form:

$$
\begin{gather*}
\tilde{G}=G+|G|^{\frac{2-q}{2}} g  \tag{6.4}\\
\tilde{\Sigma}=\Sigma+|G|^{\frac{-2+q}{2}} \sigma \tag{6.5}
\end{gather*}
$$

The reason we chose this form for the fluctuations will become obvious later. We will plug this in the effective action and we will keep only second order terms in $\mathrm{g}, \sigma$. The linear terms will yield zero as they are expansion around a saddle point. Also we can ignore terms that are independent of $g, \sigma$ because they wont be integrated and can be thought as constants. We have:

$$
\begin{align*}
I & =-\frac{1}{2} \log \operatorname{det}\left[\partial_{\tau}-\left(\Sigma+|G|^{\frac{-2+q}{2}} \sigma\right)\right]+\frac{1}{2} \int d \tau_{1} d \tau_{2}\left\{\left(\Sigma+|G|^{\frac{-2+q}{2}} \sigma\right)\left(G+|G|^{\frac{2-q}{2}} g\right)\right. \\
& \left.-\frac{J^{2}}{q}\left(G+|G|^{\frac{2-q}{2}} g\right)\right\} \tag{6.6}
\end{align*}
$$

We will now treat each term separately:

- For the first term we will use $\log (b+a x)=\log b+\frac{a x}{b}-\frac{a^{2} x^{2}}{2 b^{2}}+O\left(x^{3}\right)$ and the identity $\log \operatorname{det} A=\operatorname{Trlog} A$. Also we use the saddle point equation $\partial_{\tau}-\Sigma=G^{-1}$. Expanding this term and keeping only second order we have:

$$
-\frac{1}{2} \operatorname{Tr}\left(-\frac{1}{2} \sigma\left(\tau_{1}, \tau_{2}\right)\left|G\left(\tau_{1}, \tau_{2}\right)\right|^{\frac{q-2}{2}} G\left(\tau_{1}, \tau_{3}\right) G\left(\tau_{2}, \tau_{4}\right)\left|G\left(\tau_{3}, \tau_{4}\right)\right|^{\frac{q-2}{2}} \sigma\left(\tau_{3}, \tau_{4}\right)\right) .
$$

This expression can be written using the symmetric kernel we have defined $\tilde{K}\left(\tau_{1}, \tau_{2} ; \tau_{3}, \tau_{4}\right)=-J^{2}(q-1)\left|G\left(\tau_{12}\right)\right|^{\frac{q-2}{2}} G\left(\tau_{12}\right) G\left(\tau_{24}\right)\left|G\left(\tau_{34}\right)\right|^{\frac{q-2}{2}}$ as:

$$
\begin{equation*}
-\frac{1}{4 J^{2}(q-1)} \int d \tau_{1} d \tau_{2} d \tau_{3} d \tau_{4}\left[\sigma\left(\tau_{1}, \tau_{2}\right) \tilde{K}\left(\tau_{1}, \tau_{2} ; \tau_{3}, \tau_{4}\right) \sigma\left(\tau_{3}, \tau_{4}\right)\right] \tag{6.7}
\end{equation*}
$$

- From the second term the only non trivial contribution is :

$$
G^{q}\left(1+G^{-1}|G|^{\frac{2-q}{2}} g\right)^{q} \approx G^{q}\left(\left(1+q(q-1) G^{-2}|G|^{2-q} g^{2}\right) \approx(\operatorname{sgn} G)^{q-2} \cdot g\left(\tau_{1}, \tau_{2}\right)\right.
$$

where we have used the definition of sgn function $x=\operatorname{sgn}(x) \cdot|x|$. But in our model $q=2 n$ so $q-2 \in \mathbb{Z}$. That means that $(\operatorname{sgn} G)^{q-2}=1$.

Then the second term becomes:

$$
\begin{equation*}
\frac{1}{2} \int d \tau_{1} d \tau_{2}\left(\sigma\left(\tau_{1}, \tau_{2}\right) g\left(\tau_{1}, \tau_{2}\right)-\frac{1}{2} J^{2}(q-1) g^{2}\left(\tau_{1}, \tau_{2}\right)\right) \tag{6.8}
\end{equation*}
$$

To keep our final expression for the partition function readable, from now one we will use the shorthand notation:

$$
\begin{aligned}
& \langle\sigma| \tilde{K}|\sigma\rangle=\int d \tau_{1} d \tau_{2} d \tau_{3} d \tau_{4}\left[\sigma\left(\tau_{1}, \tau_{2}\right) \tilde{K}\left(\tau_{1}, \tau_{2} ; \tau_{3}, \tau_{4}\right) \sigma\left(\tau_{3}, \tau_{4}\right)\right] \\
& \langle\sigma \mid g\rangle=\int d \tau_{1} d \tau_{2} \sigma\left(\tau_{1}, \tau_{2}\right) g\left(\tau_{1}, \tau_{2}\right)
\end{aligned}
$$

Concerning the integration measure we have $d \tilde{\Sigma} d \tilde{G}=|G|^{\frac{2-q}{2}}|G|^{\frac{-2+q}{2}} d \sigma d g=$ $d \sigma d g$. Our action becomes:

$$
\begin{equation*}
\frac{I}{N}=-\frac{1}{4 J^{2}(q-1)}\langle\sigma| \tilde{K}|\sigma\rangle+\frac{1}{2}\langle\sigma \mid g\rangle-\frac{1}{4} J^{2}(q-1)\langle g \mid g\rangle . \tag{6.9}
\end{equation*}
$$

Inserting this action to our partition function we get:

$$
\begin{equation*}
\langle Z\rangle_{J} \sim \int D \tilde{g} D \tilde{\sigma} \exp N \cdot\left\{-\frac{1}{4 J^{2}(q-1)}\langle\sigma| \tilde{K}|\sigma\rangle+\frac{1}{2}\langle\sigma \mid g\rangle-\frac{1}{4} J^{2}(q-1)\langle g \mid g\rangle\right\} . \tag{6.10}
\end{equation*}
$$

Using the Gaussian formula

$$
\int d x e^{-a x^{2}+b x+c}=\sqrt{\frac{\pi}{a}} e^{\frac{b^{2}}{4 a}+c}
$$

we can integrate out $\sigma$ to get an action for the fluctuations $g$ of the bilocal field $\tilde{G}$. We end up with the action:

$$
\begin{equation*}
\frac{I(g)}{N}=\frac{J^{2}(q-1)}{4}\langle g| \tilde{K}^{-1}-1|g\rangle \tag{6.11}
\end{equation*}
$$

It is important to mention that the above expression is valid for all energies.

### 6.2.1 Conformal limit and Nambu-Goldstone modes

Now we once again study the action in the conformal limit. We can use the already known expressions for the conformal propagator and the symmetric kernel. The action (6.11) can yield zero when $g$ is an eigenfunction of the symmetric kernel with eigenvalue 1 . We will now prove that there exist such eigenfunctions using the Schwinger Dyson equations.
As we have proved the Schwinger-Dyson equations are invariant under conformal transformations. That means that if we take a transformation $\tau \rightarrow$ $\tau+\epsilon(\tau)$ and $G_{c}$ is a solution, then also $G_{c}+\delta_{\epsilon} G_{c}$ is also a solution. To find the explicit form of $\delta_{\epsilon} G_{c}$ we use the transformation rule for the propagator for $f(\tau)=\tau+\epsilon(\tau)$ and expand in powers of $\epsilon$. In detail:

$$
\begin{aligned}
& G_{c}\left(\tau, \tau^{\prime}\right)=\left|f(\tau) f\left(\tau^{\prime}\right)\right|^{\Delta} G_{c}\left(f(\tau), f\left(\tau^{\prime}\right)\right) \\
& =\left(1+\Delta \epsilon^{\prime}(\tau)+\epsilon^{\prime}\left(\tau^{\prime}\right)\right)\left(G_{c}\left(\tau, \tau^{\prime}\right)+\epsilon(\tau) \partial_{\tau} G_{c}\left(\tau, \tau^{\prime}\right)+\epsilon\left(\tau^{\prime}\right) \partial_{\tau^{\prime}} G_{c}\left(\tau, \tau^{\prime}\right)\right) \\
& =G_{c}\left(\tau, \tau^{\prime}\right)+\left(\Delta \epsilon^{\prime}(\tau)+\epsilon^{\prime}\left(\tau^{\prime}\right)+\epsilon(\tau) \partial_{\tau}+\epsilon\left(\tau^{\prime}\right) \partial_{\tau^{\prime}}\right) G_{c}\left(\tau, \tau^{\prime}\right)
\end{aligned}
$$

Thus, we have:

$$
\begin{equation*}
\delta_{\epsilon} G_{c}\left(\tau, \tau^{\prime}\right)=\left(\Delta \epsilon^{\prime}(\tau)+\epsilon^{\prime}\left(\tau^{\prime}\right)+\epsilon(\tau) \partial_{\tau}+\epsilon\left(\tau^{\prime}\right) \partial_{\tau^{\prime}}\right) G_{c}\left(\tau, \tau^{\prime}\right) \tag{6.12}
\end{equation*}
$$

Now we can plug this transformation in the Schwinger-Dyson equation:

$$
\begin{align*}
& \int d \tau^{\prime} G\left(\tau, \tau^{\prime}\right) \Sigma\left(\tau^{\prime}, \tau^{\prime \prime}\right)=-\delta\left(\tau-\tau^{\prime \prime}\right) \\
& =\int d \tau^{\prime}\left(G_{c}\left(\tau, \tau^{\prime}\right)+\delta_{\epsilon} G_{c}\left(\tau, \tau^{\prime}\right)\right)\left(\Sigma_{c}\left(\tau, \tau^{\prime}\right)+\delta_{\epsilon} \Sigma_{c}\left(\tau, \tau^{\prime}\right)\right)  \tag{6.13}\\
& =\int d \tau^{\prime}\left(G_{c}\left(\tau, \tau^{\prime}\right) \cdot \delta_{\epsilon} \Sigma_{c}\left(\tau, \tau^{\prime}\right)+\Sigma_{c}\left(\tau, \tau^{\prime}\right) \cdot \delta_{\epsilon} G_{c}\left(\tau, \tau^{\prime}\right)\right)=0
\end{align*}
$$

For simplicity, we can write:

$$
\begin{equation*}
\delta_{\epsilon} G_{c} * \Sigma_{c}+G_{c} \delta_{\epsilon} * \Sigma_{c}=0 \tag{6.14}
\end{equation*}
$$

where integration is implied. In the IR limit we can use: $\Sigma=G_{c}^{-1}$ and also the definition $\Sigma_{c}=J^{2} G_{c}^{q-1}$. We can now multiply (actually we involute) from the right with $G_{c}$. Using also the chain rule $\delta_{\epsilon} \Sigma\left(G_{c}\right)=\delta_{G} \Sigma \cdot \delta_{\epsilon} G_{c}$ we have:

$$
\begin{equation*}
\delta_{\epsilon} G_{c}+G_{c} *\left(J^{2}(q-1) G_{c}^{q-2} \delta_{\epsilon} G_{c}\right) * G_{c}=0 \tag{6.15}
\end{equation*}
$$

Using the expression for the kernel:

$$
K\left(\tau_{3}, \tau_{4}, \tau_{1}, \tau_{2}\right)=-J^{2}(q-1) G\left(\tau_{1}, \tau_{3}\right) G\left(\tau_{2}, \tau_{4}\right) G\left(\tau_{1}, \tau_{2}\right)^{q-2}
$$

our equation becomes:

$$
\begin{equation*}
\left(1-K_{c}\right) \delta_{\epsilon} G_{c}=0 \tag{6.16}
\end{equation*}
$$

We see that $\delta_{\epsilon} G_{c}$ are eigenfunctions of the kernel with eigenvalue 1. We can rewrite this expression in a different way to contain the symmetric kernel. Using our definition (and once again avoid writing the integrals):

$$
\begin{align*}
1-K_{c} & =1-\tilde{K}_{c}\left|G\left(\tau_{12}\right)\right|^{\frac{2-q}{2}}\left|G\left(\tau_{34}\right)\right|^{\frac{-2+q}{2}} \\
& =\left|G\left(\tau_{34}\right)\right|^{\frac{2-q}{2}}-\tilde{K}_{c}\left|G\left(\tau_{12}\right)\right|^{\frac{2-q}{2}}=(1-\tilde{K})|G|^{\frac{2-q}{2}} \tag{6.17}
\end{align*}
$$

This is a shorthand for:

$$
\begin{equation*}
\int d \tau_{1} d \tau_{2} \tilde{K}_{c}\left(\tau_{1}, \tau_{2} ; \tau_{3}, \tau_{4}\right)\left|G\left(\tau_{12}\right)\right|^{\frac{2-q}{2}} \delta_{\epsilon} G_{c}\left(\tau_{12}\right)=\left|G\left(\tau_{34}\right)\right|^{\frac{2-q}{2}} \delta_{\epsilon} G_{c}\left(\tau_{34}\right) \tag{6.18}
\end{equation*}
$$

We just have proven that there exist eigenfunctions of $\tilde{K}$ that have eigenvalue 1. These as we have said above are the ones that make the action 0. Moreover, we have shown that these eigenfunctions are the reparametrizations of the conformal propagator. The physical interpretation is that these zero modes are associated with the spontaneous symmetry breaking of the conformal symmetry of the action down to $\mathrm{SL}(2, \mathrm{R})$ by the solution $G_{c}$. Thus these zero modes can be viewed as the associated Nambu-Goldstone modes.

### 6.3 Action of the reparametrizations

We want to find the action for finite reparametrizations $\tau \rightarrow f(\tau)$ when they are included in the original action. Here we will follow an intuitive argument inspired by effective field theory. We are searching for an expression of lowest order in derivatives that is invariant under $\mathrm{SL}(2, \mathrm{R})$ transformations. We will work at zero temperature. We can state that we want an action that satisfies the following:

- If $f \in S L(2, R) \leftrightarrow f(\tau)=\frac{a \tau+b}{c \tau+d} \rightarrow S[f]=0$,
- If $f \notin S L(2, R) \rightarrow S[f]$ must be invariant under $f \rightarrow \frac{a f+b}{c f+d}$.

The first statement follows from the fact that $G_{c}$ is invariant under $\operatorname{SL}(2, \mathrm{R})$ transformations and hence $\delta_{S L(2, R)} G_{c}$ must yield zero. The second statement follows from the fact that at zero temperature $G_{c}$ is invariant under $\operatorname{SL}(2, \mathrm{R})$ transformations and therefore the reparametrization action must have an exact symmetry under these transformations. Putting these statements in another way we are searching for combination of derivatives of a $\mathrm{SL}(2, \mathrm{R})$
transformation F that reduces to exactly the same combination of derivatives in $f$. We find the first and second derivative of $F$ :

$$
\begin{aligned}
F(\tau) & =\frac{a f(\tau)+b}{c f(\tau)+d} \\
F^{\prime} & =\frac{f^{\prime}}{(c f(\tau)+d)^{2}} \\
F^{\prime \prime} & =\frac{f^{\prime \prime}}{(c f(\tau)+d)^{2}}-\frac{2 c\left(f^{\prime}\right)^{2}}{(c f(\tau)+d)^{3}}
\end{aligned}
$$

In both these derivative we have a common term $1 /(c f(\tau)+d)^{2}$. Thus we consider:

$$
\frac{F^{\prime \prime}}{F^{\prime}}=\frac{f^{\prime \prime}}{f^{\prime}}-\frac{2 c f}{c f(\tau)+d}
$$

In the above expression the second term is exactly what we want but the third term needs to be get rid of. We differentiate once more:

$$
\begin{equation*}
F^{\prime \prime \prime}=\frac{f^{\prime \prime \prime}}{(c f(\tau)+d)^{2}}-\frac{6 c f^{\prime} f^{\prime \prime}}{(c f(\tau)+d)^{3}}+\frac{6 c^{2}\left(f^{\prime}\right)^{3}}{(c f(\tau)+d)^{4}} \tag{6.19}
\end{equation*}
$$

Dividing by $F^{\prime}$ we get:

$$
\begin{equation*}
\frac{F^{\prime \prime \prime}}{F^{\prime}}=\frac{f^{\prime \prime \prime}}{f^{\prime}}-\frac{6 c f^{\prime \prime}}{(c f(\tau)+d)}+\frac{4 c^{2}\left(f^{\prime}\right)^{2}}{(c f(\tau)+d)^{2}} \tag{6.20}
\end{equation*}
$$

This term is similar to $\frac{F^{\prime \prime}}{F^{\prime}}$. Thus we can square $\frac{F^{\prime \prime}}{F^{\prime}}$ and we get:

$$
\begin{equation*}
\left(\frac{F^{\prime \prime}}{F^{\prime}}\right)^{2}=\left(\frac{f^{\prime \prime}}{f^{\prime}}\right)^{2}-\frac{4 c f^{\prime \prime}}{(c f+d)}+\frac{4 c^{2}\left(f^{\prime}\right)^{2}}{(c f+d)^{2}} \tag{6.21}
\end{equation*}
$$

We can make the following combination:

$$
\begin{equation*}
\frac{F^{\prime \prime \prime}}{F^{\prime}}-\frac{3}{2}\left(\frac{F^{\prime \prime}}{F^{\prime}}\right)^{2}=\frac{f^{\prime \prime \prime}}{f^{\prime}}-\frac{3}{2}\left(\frac{f^{\prime \prime}}{f^{\prime}}\right)^{2} \equiv\{f, \tau\} \tag{6.22}
\end{equation*}
$$

This expression is called the Schwartzian Derivative. It is an operator that is invariant under $\operatorname{SL}(2, R)$ transformation. We are going to prove the above statement. Suppose

$$
f(\tau)=\frac{a \tau+b}{c \tau+d} \in S L(2, R)
$$

Then we can define $u(\tau)=f^{\prime}\left(\tau^{-1 / 2}\right)=c \tau+d$. Then:

$$
\begin{align*}
u^{\prime \prime}=0 & \leftrightarrow-\frac{3}{4}\left(f^{\prime}\right)^{-5 / 2} f^{\prime \prime}-\frac{1}{2}\left(f^{\prime}\right)^{-3 / 2} f^{\prime \prime \prime}=0 \\
& \leftrightarrow-\frac{1}{2}\left(f^{\prime}\right)^{-1 / 2}\left(\frac{f^{\prime \prime \prime}}{f^{\prime}}-\frac{3}{2}\left(\frac{f^{\prime \prime}}{f^{\prime}}\right)^{2}\right)=0  \tag{6.23}\\
& \leftrightarrow-\frac{1}{2}\left(f^{\prime}\right)^{-1 / 2}\{f, \tau\}=0 \\
& \leftrightarrow\{f, \tau\}=0
\end{align*}
$$

In the end, we have found an expression that yields 0 if the reparametrization is a linear fractional transformation and moreover it is invariant under a $\mathrm{SL}(2, \mathrm{R})$ transformation of the reparametrization. The action can be written as:

$$
\begin{equation*}
\frac{I}{N}=\frac{-c}{J} \int d \tau\{f, \tau\} \tag{6.24}
\end{equation*}
$$

The constant c is found to be (for large q ):

$$
c=\frac{1}{4 q^{2}}
$$

We can go now to finite temperature (we map the line to a circle) by $f(\tau)=$ $\exp \left(\frac{2 \pi i \tau}{\beta}\right)$ or $f(\tau)=\tan \left(\frac{\pi \tau}{\beta}\right)$. The action becomes:

$$
\begin{equation*}
\frac{I_{\beta}}{N}=\frac{-c}{J} \int_{0}^{\beta}\left\{\exp \left(\frac{2 \pi i \tau}{\beta}\right), \tau\right\}=\frac{-c}{J} \int_{0}^{\beta}\left(\frac{2 \pi^{2}}{\beta^{2}}\right)=\frac{-c}{J} \frac{2 \pi^{2}}{\beta} \tag{6.25}
\end{equation*}
$$

## Chapter 7

## Chaotic behaviour of SYK model

So far we have treated the SYK model in zero temperature $(\beta \rightarrow \infty)$ and have only given the related expressions in finite temperature. In this chapter we are going to study the chaotic behaviour of the SYK model in finite temperature. First we are going to give a short introduction on the relative new field of chaotic behaviour of quantum systems and then we are going to study the chaotic behaviour of the SYK model.

### 7.1 Chaotic behaviour in Quantum Systems

The chaotic behaviour (or else strong chaos or the butterfly effect) of a general quantum system can be characterized using a time-separated commutator $[W(t), V(0)]$ between two Hermitian operators $\mathrm{W}(\mathrm{t})$ and $\mathrm{V}(\mathrm{t})$. This commutator measures the effect of a perturbation by $\mathrm{V}(0)$ on the measurements of $W(t)$ at a later time $t$ and vice versa. One possible measure of such effects is

$$
\begin{equation*}
C(t)=-\left\langle[W(t), V(0)]^{2}\right\rangle=Z^{-1} \operatorname{Tr}\left[e^{\beta H}[W(t), V(0)]^{2}\right], \tag{7.1}
\end{equation*}
$$

where $Z=\operatorname{Tr}\left[e^{-\beta H}\right]$. A quantum definition of strong chaos is that

$$
\begin{equation*}
C(t) \sim 2\langle W(t) W(t)\rangle\langle V(0) V(0)\rangle, \tag{7.2}
\end{equation*}
$$

for large $t$, regardless the choice of $W, V$ with the restriction that they have zero thermal one-point function.
To see how the commutator $C(t)$ has a connection with chaos, we can choose $W(t)=q(t)$ and $V(t)=p(t)$. In the semi classical limit the commutator becomes a Poisson bracket:

$$
\begin{equation*}
[W(t), V(0)] \rightarrow i \hbar\{q(t), p(0)\}=i \hbar \frac{\partial q(t)}{\partial q(0)} . \tag{7.3}
\end{equation*}
$$

We see that the commutator describes the way the position of the system depends on its initial position or the measure of the divergence between nearby trajectories. In classical theory, such a a divergence is characterized by the Lyapunov exponent $\lambda_{L}$. This quantity is defined by:

$$
\begin{equation*}
|\delta q(t)| \sim e^{\lambda_{L} t}|\delta q(0)| \tag{7.4}
\end{equation*}
$$

If we take the limit $|\delta q(t)| \rightarrow 0$, we have:

$$
\begin{equation*}
\lim _{|\delta q(0)| \rightarrow 0} \frac{|\delta q(t)|}{|\delta q(0)|}=\frac{\partial q(t)}{\partial q(0)} \sim e^{\lambda_{L} t} \tag{7.5}
\end{equation*}
$$

We see that, at least in the semi classical approximation, the commutator $[W(t), V(0)]$ has a direct connection with chaotic behaviour. From a purely quantum mechanical point of view we can view $C(t)$ as a measure of the growth of the operator $W(t)$ expressed as a sum of products of basis operators. For example in an Ising system (in 1-d) these operators are the Pauli matrices. Evaluating $C(t)$ we find that:

$$
\begin{equation*}
C(t)=2\left\langle W^{2}(t) V^{2}(0)\right\rangle-2\langle W(t) V(0) W(t) V(0)\rangle \tag{7.6}
\end{equation*}
$$

At large $t$, the first term converges to a constant value while the second term (the out-of-time order correlator) vanishes exponentially. This means that the increase of $\mathrm{C}(\mathrm{t})$ is caused by the decrease of the OTO correlator. From this, follows the quantum definition of strong chaos (7.2).
Now, we will present another intuitive way that connects the out-of-timecorrelator of 7.6 with quantum chaos. Suppose we have a quantum state $|\psi\rangle$.

- First, we are going to act on the state with the perturbation $V$. Then we evolve our state at time $t$, we act with $W$ and then we evolve back to $t=0$. This procedure is:

$$
\begin{equation*}
|\psi\rangle \rightarrow\left|\psi_{1}\right\rangle=U(0, t) W U(t, 0) V|\psi\rangle=W(t) V(0)|\psi\rangle \tag{7.7}
\end{equation*}
$$

- Now we do the reversal procedure. We evolve our state to $t$, we act with $W$, then we evolve back at $t=0$ and then we act with $V$. This is translated to:

$$
\begin{equation*}
|\psi\rangle \rightarrow\left|\psi_{2}\right\rangle=V U(0, t) W U(t, 0)|\psi\rangle=V(0) W(t)|\psi\rangle . \tag{7.8}
\end{equation*}
$$

Now we take the inner product $\left\langle\psi_{2} \mid \psi_{1}\right\rangle$. This gives the OTO correlator we are interested in. Moreover, this inner product is, in some sense, a measure of the similarity between these two states. Thus, the exponential vanishing of this correlator means that after some time these two states are nothing alike. These 2 completely different states is a characteristic of the butterfly effect.

### 7.2 Scrambling of information

Up until now we haven't given any formal definition of quantum chaos but intuitively we have tried to connect the growth of 7.6 with concepts of classical chaos. There is no clear evidence that this commutator is in agreement with previous work done in the field of quantum chaos. Bearing this in mind, the main purpose of the work done with OTOC is to search for connections with scrambling of information either from the black hole perspective or by the quantum information one. Scrambling of information can be thought as how fast information about a specific part of the system spreads to the rest of it.

A nice and relative simple model, proposed in [11] to study such effect is an ensemble of qubits ${ }^{1}$ interacting with an Ising system. Before presenting the qualitative results of this work, we will recall some useful quantities.

First, we know that the Hilbert space of a composite quantum system can be written as the tensor product of the Hilbert space of each subsystem: $\mathcal{H}=\mathcal{H}_{\mathcal{A}} \otimes \mathcal{H}_{\mathcal{B}} \ldots$. Suppose we have only two subsystems A,B in a state $|\Psi\rangle$. To compute the density matrix of one subsystem we trace out the degree of freedoms of the other system. For example, $\rho^{A}=\operatorname{Tr}_{B}|\Psi\rangle\langle\Psi|$. If our system is in a mixed (entangled) state then the density matrices of the subsystems are also mixed states. These states can be thought as ensembles with the density matrix given by $\rho=\sum_{k} p_{k}\left|\psi_{k}\right\rangle\left\langle\psi_{k}\right|$. One famous ensemble is the canonical: $\rho=e^{-\beta H}$. Another way to see if the two subsystems are entangled is to calculate the von Neumann entropy of a subsystem: $S_{A}=$ $-\operatorname{tr}_{B}\left(-\rho^{A} \log \rho^{A}\right)$. This entropy is greater than zero if and only if $\left.\mid( \rangle \Psi\right)$ is entangled.

Now, suppose we have mixed state but we want to construct a pure one. This is done by the thermofield double formalism. The trick is to treat our mixed state $\rho$ as a pure state in larger system. To do this, we consider two identical copies of a subsystem. Then we consider the thermofield double state

$$
\begin{equation*}
|T F D\rangle=\frac{1}{Z^{1 / 2}} \sum_{n} e^{-\beta E_{n} / 2}|n\rangle_{L}|n\rangle_{R} . \tag{7.9}
\end{equation*}
$$

The total density matrix is $\rho=|T F D\rangle\langle T F D|$, as expected from a pure state. Then the density matrix for the subsystem L is given by: $\rho_{L}=$ $\operatorname{tr}_{R} \rho=e^{-\beta H_{1}}$. The thermofield double also plays a crucial role in black hole physics/information theory and in AdS/CFT [9, 11, 12].

Another essential quantity for the analysis that we will present below is the notion of mutual information which is a measure of correlation between subsystems. For two subsystems $A, B$ it is defined as: $I=S_{A}+S_{B}-S_{A \cup B}$, with $S$ the von Neumann entropy.

[^1]Now that we have recalled all the neccesary quantities we will expose the qualitative results of [11]. In this work, they prepare a thermofield double state with 10 qubits on the left subsystem and 10 on the right. The Ising Hamiltonian is written in a way that is not integrable. Then the fifth qubit of the left system is perturbed by $\sigma_{z}$ in the past (at $t_{w}$ and at $t=0$ the state is:

$$
\left|\Psi^{\prime}\right\rangle=e^{-i H_{L} t_{w}} \sigma_{z} e^{+i H_{L} t_{w}}|\Psi\rangle .
$$

Since $\sigma_{z}$ does not commute with the Hamiltonian, the perturbation alters the state of the system. Then mutual information is calculated for the first two cubits of the left and the same qubits on the right. The qubit that was perturbed was not included in the calculation. The plot is shown below:


Figure 7.1: Mutual information (blue line) and spin-spin correlation as a function of the time of the perturbation.

As we see, the mutual information remains constant for some time and then suddenly it drops to zero. The constant part is due to the time that the perturbation on the fifth qubit needs to propagate to the qubits under study. But as $I \rightarrow 0$, we cant learn anything from the qubits of the $R$ subsystem as the correlations of the thermofield double are destroyed and information gets scrambled. Moreover, we see that the scrambling effects do not happen instantly but it depends on how fast the perturbation propagates. The scrambling time should depend on the size of the system as in a system with more qubits, the propagation will be slower. In [9] it is stated that the scrambling time is $t_{*} \sim \log N$, with $N$ the number of qubits. The logarithm here is another similarity to the classical chaos as we can see from (7.5):

$$
\begin{equation*}
\lambda_{L}=\lim _{t \rightarrow+\infty} \lim _{\left|q_{0}\right| \rightarrow 0}\left(\frac{1}{t} \log \frac{|\delta q(t)|}{|\delta q(0)|}\right) . \tag{7.10}
\end{equation*}
$$

Another interesting fact that we can see from the behaviour of this model is the similarity with the butterfly effect as in both cases a small effect changed drastically the correlation between different parts of the system. Moreover, the vanishing mutual information bears resemblance with the vanishing OTO correlators.

### 7.3 A bound on chaos

For many years, the black hole information paradox has been a subject of interest. Although, we are not going to get into details here, this problem arises when one tries to study the quantum nature of a black hole. The unitarity of quantum mechanics does not allow loss of information but scrambling is allowed. Black holes then scramble information in such a way that it becomes inaccessible.

A lot of work, such as [11], has focused on quantifying the scrambling of information inside a black hole, mainly by the notion of mutual information. Using holography, it has been found [11] that mutual information is an exponentially decreasing function $\sim e^{2 \pi t_{w} / b} / S$ of the perturbation time $t_{w}$. As we know, $S$ increases with the size of the system (although in black holes $S \sim N^{2}$ ). Along with the exponential decay of the mutual information we get the logarithmic law for the scrambling time. Thus, mutual information reaches zero when

$$
\begin{equation*}
t_{*} \sim \frac{\beta}{2 \pi} \log S . \tag{7.11}
\end{equation*}
$$

Recalling that this exponential is the qualitative analogue of the Lyapunov exponent, we see that in black holes

$$
\begin{equation*}
\lambda_{L}=\frac{2 \pi}{\beta} \tag{7.12}
\end{equation*}
$$

Therefore, we can write $t_{*} \sim \frac{\ln S}{\lambda_{L}}$. This means that a larger system (larger $S)$ scrambles slower, while the higher the Lyapunov exponent the smaller is the scrambling time.

As far the size of the system everything is pretty straightforward. But regarding the Lyapunov exponent as a measure of chaos there isn't much information. Why the black hole value $\lambda_{L}=\frac{2 \pi}{\beta}$ is important has been recently answered. By using mathematical arguments, concerning the OTOC function $F(t)=\langle W(t) V(0) W(t) V(0)\rangle$ as analytic in the complex time contour, a universal bound has been established [9]. The universal bound is found to be

$$
\begin{equation*}
\lambda_{L} \leq \frac{2 \pi}{\beta} \tag{7.13}
\end{equation*}
$$

This result along with the expression 7.12 , promotes black holes as the systems where scrambling is the fastest. Following the AdS/CFT conjecture,
for a large $N$ system to have a bulk dual it must certainly saturate this bound. It also speculated [9] that this saturation is enough for such a system to have a bulk dual at least at near horizon region.

### 7.4 Chaotic behaviour of the SYK model

Having introduced the theoretical tools to study the chaotic behaviour of a quantum system, now we are going to derive the OTO correlators for the SYK model. The analysis presented in this section is mainly based on [2]. For our case, we will consider an OTO correlator in real time with the fermions separated by a quarter of the thermal circle:

$$
\begin{equation*}
F\left(t_{1}, t_{2}\right)=\operatorname{Tr}\left[y x_{i}\left(t_{1}\right) y x_{j}(0) y x_{i}\left(t_{2}\right) y_{j}(0)\right], \quad y \equiv \rho(\beta)^{1 / 4} \tag{7.14}
\end{equation*}
$$

The $1 / N$ contribution of $F$ is determined once again by a set of ladder diagrams that live on the thermal circle and a pair of real time folds for the operators $x_{i}\left(t_{1}\right) x_{i}\left(t_{2}\right)$. Pictorially the time contour we are interested in is:

where the blue dots denote the real time folds. As $t_{1}, t_{2}$ become large, these folds grow and in the end the growth of the $1 / N$ part of F is determined only by the real time part of the contour. Working on real time now, we have to define the retarded propagators. First, we find the expression for the propagator in Lorentzian time by setting $\tau=i t$ in (2.34). Since the correlator we have computed is not analytic at $\tau=0$, we have to determine if we are doing the analytic continuation of $\tau>0$ or $\tau<0$. For $\tau>0$ we have:

$$
\begin{align*}
\langle x(t) x(0)\rangle=G_{c}(i t+\epsilon)= & b \frac{1}{(i t+\epsilon)^{2 \Delta}} \\
& =b \frac{1}{(-1)^{\Delta}(t-i \epsilon)^{2 \Delta}}=b \frac{e^{i \Delta \pi}}{(t-i \epsilon)^{2 \Delta}} \tag{7.15}
\end{align*}
$$

But we are interested to find the correlators at finite temperature. This means we have to do the same but in the expression:

$$
\begin{equation*}
G_{\beta}(\tau)=\frac{\pi^{\frac{1}{4}}}{\sqrt{2 J \beta}} \frac{1}{\sqrt{\sin \frac{\pi \tau}{\beta}}} \operatorname{sgn} \tau \tag{7.16}
\end{equation*}
$$

The retarded propagator is defined as:

$$
\begin{equation*}
G_{c, R}=\langle x(t) x(0)+x(0) x(t)\rangle \theta(t) . \tag{7.17}
\end{equation*}
$$

For finite temperature $\beta$, using simple algebra and standard trigonometric identities we get:

$$
\begin{equation*}
G_{c, R}=2 b \cos (\pi \Delta)\left[\frac{\pi}{\beta \sinh \frac{\pi t}{\beta}}\right]^{2 \Delta} \theta(t) \tag{7.18}
\end{equation*}
$$

To help us analyse this ladder diagram, we define the retarded kernel:

$$
\begin{equation*}
K_{R}\left(t_{1}, t_{2}, t_{3}, t_{4}\right)=J^{2}(q-1) G_{R}\left(t_{13} G_{R}\left(t_{24}\right) G_{l r}\left(t_{34}\right)^{q-2} .\right. \tag{7.19}
\end{equation*}
$$

$G_{l r}$ is the Wightman correlator, where the two operators of (2.38)are separated, apart from the real time separation, by a half the thermal circle. It's expression is given by

$$
\begin{equation*}
G_{l r}(t)=\langle x(i \tau+\pi \beta / 2) x(0)\rangle=b\left[\frac{\pi}{\beta \cosh \frac{\pi t}{\beta}}\right]^{2 \Delta} \tag{7.20}
\end{equation*}
$$

According to [2], the asymptotic growth of F is determined by the condition that adding one rung to the ladder does not change the value of the ladder. This means that F must be an eigenvector of the retarded kernel with eigenvalue one. Thus it must satisfy the integral equation:

$$
\begin{equation*}
F\left(t_{1}, t_{2}\right)=\int d t_{3} d t_{4} K_{R}\left(t_{1}, t_{2}, t_{3}, t_{4}\right) F\left(t_{3}, t_{4}\right) \tag{7.21}
\end{equation*}
$$

To solve this equation an exponentially growing ansatz is used:

$$
\begin{equation*}
F\left(t_{3}, t_{4}\right)=f\left(t_{3}-t_{4}\right) e^{\lambda_{L}\left(t_{3}+t_{4}\right) / 2} . \tag{7.22}
\end{equation*}
$$

The motivation for choosing such an ansatz is that for $t_{3}=t_{4}=t, F$ should be proportional to the Lyapunov exponent, as we have mentioned in (7.1). In other words,

$$
\begin{equation*}
F(t, t)=\operatorname{Tr}\left[y x_{i}(t) y x_{j}(0) y x_{i}(t) y_{j}(0)\right] \sim e^{\lambda_{L} t} . \tag{7.23}
\end{equation*}
$$

The integral equation becomes:

$$
\begin{align*}
F\left(t_{1}, t_{2}\right) & =4 J^{2}(q-1) b^{q} \cos ^{2}(\pi \Delta) \pi^{2} \int_{-\infty}^{t_{1}} d t_{3} \int_{-\infty}^{t_{2}} d t_{4}\left(\frac{1}{\cosh \frac{\pi t_{34}}{\beta}}\right)^{2-4 \Delta} \\
& \cdot\left(\frac{1}{\beta \sinh \frac{\pi t_{24}}{\beta}}\right)^{2 \Delta}\left(\frac{1}{\beta \sinh \frac{\pi t_{13}}{\beta}}\right)^{2 \Delta} f\left(t_{3}-t_{4}\right) e^{\lambda_{L}\left(t_{3}+t_{4}\right) / 2} \tag{7.24}
\end{align*}
$$

Solving this equation [2], one finds:

$$
\begin{equation*}
F\left(t_{1}, t_{2}\right)=\frac{e^{-h \pi / \beta\left(t_{1}+t_{2}\right)}}{\left[\cosh \frac{\pi t_{12}}{\beta}\right]^{2 \Delta-h}}, \quad k_{R}(h)=\frac{\Gamma(3-2 / q) \Gamma(2 / q-h)}{\Gamma(1+2 / q) \Gamma(2-2 / q-h)} \tag{7.25}
\end{equation*}
$$

As we have said, we are interested in $k_{R}=1$. The only solution to this is $h=-1$ as once can see. For $h=-1$ and $t_{1}=t_{2}=t$ we have:

$$
\begin{equation*}
F(t, t)=e^{\frac{2 \pi}{\beta} t} \tag{7.26}
\end{equation*}
$$

From this expression and our expectation from theory one can recognize that $\lambda_{L}=\frac{2 \pi}{\beta}$. This means that the SYK model saturates the universal bound value for the Lyapunov exponent and according to previously stated conjectures, it should have a bulk dual.

## Chapter 8

## Final remarks

In this final chapter, we are going to present some of the most interesting varieties of the SYK model along with their important features. Moreover, a short discussion concerning the bulk dual of the SYK model will be made and in the end we will close the main part this master thesis by a section with conclusions.

### 8.1 SYK-like models

Along with the research concerning the SYK model, there have been proposed interesting models that try to address and encounter its main problems. There has been a research on supersymmetric SYK models [14]. Similarly to the SYK model the full superconformal symmetry is spontaneously and explicitly broken and there exists also SuperSchwarzian action. The important difference between the supersymmetric model and SYK is that in the supersymmetric model the Gaussian variables and not independent.

There is a SYK tensor model studied in [4], [5]. Its main advantage is the lack of the disorder average (since its lack of dynamics an AdS/CFT interpretation obscure). The SYK-tensor model reproduces the diagrammatic structure of the original SYK. On the other hand there is no effective action describing the model and as a consequence there is no Schwarzian action. The lack of these features is concerning as they consist of basic features of the SYK model.

There is also a generalized SYK model proposed [6]. This particular model consists of $f$ flavours of fermions, each occupying $N \alpha$ sites and appearing with a $q \alpha$ order in the interaction. It has been shown that in this model there is always a dimension-two operator in the spectrum of the bilinear singlet operators. This implies that there is a conformal symmetry breaking and maximal chaos in the infrared four-point function.

Another interest generalization of the SYK model is the 2d QFT ana$\log [7]$. The action of this model consists of an unconventional kinetic term imposed so that the fermion field is dimensionless. As a consequence, the coupling of the interaction is relevant. This makes the model strongly coupled in IR as the original SYK and in conformal limit the SD equations are diffeomorphism invariant.

### 8.2 Search for bulk dual

There is active research on describing the physics of the SYK model as a two dimensional gravitational theory. The fact that the action of the SYK model looks like a classical system for the bilocal fields allow us to think of a field theory defined on two dimensional space. Moreover, in $n A d S_{2}$ gravity we have the same pattern of symmetry breaking. Reading the propagating modes, we get an infinite tower of dimensions but their shift is of order one and not $1 / N$. Thus, we can't view these states as a two particle state in a weakly interacting bulk dual.

There is another interesting approach [8], [13], [17] that takes advantage of the solvability of the model in large $N$. The action is constructed by massive scalar fields (due to AdS/CFT correspondence) from the bilinear $\mathcal{O}(N)$ operators up to order $1 / N$. The masses of the fields are related to the dimensions of the primary operators of the SYK model. Then, the coefficients of the interactions of the bulk dual are fixed to match the SYK correlation functions. But there should be a string-like interpretation of the bulk dual that hasn't been found. As proposed in [13], the research to understand the bulk should start with the correlators of large dimension operators, thus the interaction between very massive bulk fields.

### 8.3 Conclusions and discussion

In this thesis we have studied the SYK model. Along the way we have encountered many interesting features of the model. Also in the beginning of this chapter we have given an overview of various SYK- like model that there is active research and the current state of the bulk dual of the model.

To conclude this thesis we now list the main reasons that made the SYK model to attract so much attention:

- The hallmark feature of the model is the emergent conformal symmetry at strong coupling. This symmetry is spontaneously broken down to $\mathrm{SL}(2, \mathrm{R})$. Moreover, this symmetry is also explicitly broken when we consider the model away from the IR limit. Due to this breaking, the reparametrization modes can be thought as Goldstone modes as
they acquire a non-zero action. This symmetry breaking pattern is identical to the one found in Jackiw-Teitelboim gravity. ${ }^{1}$ Taking this breaking pattern under consideration, the model can be thought as a $n C F T_{1} / n A d S_{2}$ example.
- The action of the reparametrization modes is found to be a Schwarzian. The same action can be found in boundary dynamics of the spacetime in Jackiw-Teitelboim gravity.
- In the large $N$ limit the model becomes classical and therefore solvable. The equation that need to be solved involve the bilocal fields $G, \Sigma$. These fields can be thought as 'living' in two dimensions.
- The model has $\mathcal{O}(N)$ symmetry.
- The model saturates the Lyapunov exponent and thus, it should have a bulk dual.
- The model has been completely solved as even eight-point functions have been calculated and the scheme for their calculation can be expanded to higher-point functions.
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## Appendices

## Appendix A

## Conformal Field Theory

## A. 1 Conformal transformations

A conformal field theory is a theory that is left invariant under conformal transformations. In a d-dimensional space-time we define the conformal transformations as the transformations that leave invariant the metric $g_{\mu \nu}$ up to a local scale factor.

$$
\begin{equation*}
g_{\mu \nu}^{\prime}\left(x^{\prime}\right)=\Lambda(x) g_{\mu \nu}(x) . \tag{A.1}
\end{equation*}
$$

For $\Lambda(x)=1$, we have isometries. In the flat space where $g_{\mu \nu}=\eta_{\mu \nu}$, the group of isometries is the Poincare group, a subgroup of the conformal group. The case where $\Lambda(x)=$ const. corresponds to scale transformations/dilatations. These transformations preserve the angle between intersecting curves.

An infinitesimal coordinate transformation is expressed as :

$$
\begin{equation*}
x^{\mu} \rightarrow x^{\prime \mu}=x^{\mu}+\epsilon^{\mu}(x), \tag{A.2}
\end{equation*}
$$

where $\epsilon^{\mu}(x)$ is very small. The metric is a $(0,2)$ tensor and under coordinate transformations transforms as:

$$
\begin{equation*}
g_{\mu \nu}^{\prime}\left(x^{\prime}\right)=\frac{\partial x^{a}}{\partial x^{\prime \mu}} \frac{\partial x^{b}}{\partial x^{\prime \nu}} g_{a b} . \tag{A.3}
\end{equation*}
$$

Under the previous infinitesimal transformation, we have:

$$
\begin{align*}
g_{\mu \nu}^{\prime} & =\left(\delta^{a}{ }_{\mu}-\partial_{\mu} \epsilon^{a}\right)\left(\delta^{b}{ }_{\nu}-\partial_{\nu} \epsilon^{b}\right) g_{a b}  \tag{A.4}\\
& =g_{\mu \nu}-\left(\partial_{\mu} \epsilon_{\nu}+\partial_{\nu} \epsilon_{\mu}\right)+\mathcal{O}\left(\epsilon^{2}\right) .
\end{align*}
$$

With $\Lambda(x) \simeq 1-f(x)$, we get

$$
\begin{equation*}
\left(\partial_{\mu} \epsilon_{\nu}+\partial_{\nu} \epsilon_{\mu}\right)=f(x) g_{\mu \nu} . \tag{A.5}
\end{equation*}
$$

By taking the trace of the previous expression:

$$
\begin{equation*}
f(x)=\frac{2}{d} \partial_{\rho} \epsilon^{\rho} \tag{A.6}
\end{equation*}
$$

For our purposes, we take $g_{\mu \nu}=\eta_{\mu \nu}=\operatorname{diag}(1,1, \ldots, 1)$. The treatment will be identical to Minkowski spacetime too. Once we take the derivative $\partial_{\rho}$ of (A.5), we have:

$$
\begin{equation*}
\left(\partial_{\rho} \partial_{\mu} \epsilon_{\nu}+\partial_{\rho} \partial_{\nu} \epsilon_{\mu}\right)=\left(\partial_{\rho} f(x)\right) g_{\mu \nu} \tag{A.7}
\end{equation*}
$$

Permuting $(\mu \leftrightarrow \rho)$ and $(\nu \leftrightarrow \rho)$, we get

$$
\begin{equation*}
2 \partial_{\mu} \partial_{\nu} \epsilon_{\rho}=\eta_{\mu \rho} \partial_{\nu} f+\eta_{\nu \rho} \partial_{\mu} f-\eta_{\mu \nu} \partial_{\rho} f \tag{A.8}
\end{equation*}
$$

Multiplying by $\eta^{\mu \nu}$ we get:

$$
\begin{align*}
2 \eta^{\mu \nu} \partial_{\mu} \partial_{\nu} \epsilon_{\rho} & =\eta^{\mu \nu} \eta_{\mu \rho} \partial_{\nu} f+\eta^{\mu \nu} \eta_{\nu \rho} \partial_{\mu} f-\eta^{\mu \nu} \eta_{\mu \nu} \partial_{\rho} f  \tag{A.9}\\
\Leftrightarrow 2 \partial^{2} \epsilon_{\rho} & =(2-d) \partial_{\rho} f
\end{align*}
$$

Differentiating with $\partial_{\nu}$ and using $\partial^{2}$ of (A.5), we end up with:

$$
\begin{equation*}
(2-d) \partial_{\mu} \partial_{\nu} f=\eta_{\mu \nu} \partial^{2} f \rightarrow(d-1) \partial^{2} f=0 \tag{A.10}
\end{equation*}
$$

For the case $d=1$, we have no restrictions in $f$ and we will study later this particular case. The $d=2$ is special and we will not study this case in this thesis. For $d>2$, the above equation implies that $\partial_{\mu} \partial_{\nu}$ so $f$ is at most linear in $x^{\mu}$.

$$
\begin{equation*}
f=A+B_{\mu} x^{\mu} \tag{A.11}
\end{equation*}
$$

with $A, B$ constants. So at the level of $\epsilon$, this implies that $\epsilon$ is at most quadratic in coordinates.

$$
\begin{equation*}
\epsilon_{\mu}=a_{\mu}+b_{\mu \nu} x^{\nu}+c_{\mu \nu \rho} x^{\nu} x^{\rho} \tag{A.12}
\end{equation*}
$$

with $c_{\mu \nu \rho}=c_{\mu \rho \nu}$. Plugging this in (A.5) we get:

$$
\partial_{\mu}\left(a_{\nu}+b_{\mu \kappa} x^{\kappa}+c_{\mu \kappa \rho} x^{\kappa} x^{\rho}\right)+\partial_{\nu}\left(a_{\mu}+b_{\mu \nu} x^{\nu}+c_{\mu \nu \rho} x^{\nu} x^{\rho}\right)=\frac{2}{d} \partial_{\lambda} \epsilon_{\mu} \eta^{\mu \lambda}
$$

Comparing the term of the right and left side of the equation we get:

- $a_{\mu}$ has no constraints and corresponds to infinitesimal translations.
- $b_{\mu \nu}=\alpha \eta_{\mu \nu}+m_{\mu \nu}$ with $m_{\mu \nu}=-m_{\nu \mu}$. The trace part corresponds to an infinitesimal scale transformation $\left(\alpha=\frac{1}{d} b^{\lambda}{ }_{\lambda}\right.$ and $m_{\mu \nu}$ corresponds to an infinitesimal Lorentz rotation.
- $c_{\mu \rho \nu}=\eta_{\mu \rho} b_{\nu}+\eta_{\mu \nu} b_{\rho}-\eta_{\nu \rho} b_{\mu}$ with $b_{\mu}=\frac{1}{d} c^{\kappa}{ }_{\kappa \mu}$ a constant vector.

The last transformation is called Special Conformal Transformation (SCT) and acts on coordinates as:

$$
\begin{equation*}
x^{\mu} \rightarrow x^{\prime \mu}=x^{\mu}+2(x \cdot b) x^{\mu}-b^{\mu} x^{2} \tag{A.13}
\end{equation*}
$$

The finite versions of the above transformations are:

- Translations: $x^{\prime \mu}=x^{\mu}+\alpha^{\mu}$.
- Dilatations: $x^{\prime \mu}=a x^{\mu}$.
- Rotations: $x^{\mu}=M^{\mu} \nu x^{\nu}$.
- SCT: $x^{\mu}=\frac{x^{\mu}-b^{\mu} x^{2}}{1-b \cdot x+b^{2} x^{2}}$.

If we introduce the inversion transformation $I$ such that:

$$
\begin{equation*}
I: x^{\mu} \rightarrow x^{\prime \mu}=\frac{x^{\mu}}{x^{2}} \tag{A.14}
\end{equation*}
$$

with $I^{2}=1$ we can see that the SCT is equivalent with performing an inversion followed by a translation and then another inversion.

Finally, counting the generators in dimensions we have: $d$ generators from translations, $d$ generators from dilatations, $\frac{d(d-1)}{2}$ generators from rotations and $d$ generators from SCT. So, we have $\frac{(d+1)(d+2)}{2}$ generators.

## A. 2 Conformal group

The conformal transformations posses the structure of a group. The composition of conformal transformations yields another conformal transformation and every conformal transformation has an inverse that is a conformal transformation too. We will now construct a representation of conformal generators that act on fields/functions.

Given a conformal transformation $x \rightarrow x^{\prime}=x^{\prime}(x)$ we define the action on fields $\Phi(x)$ as

$$
\begin{equation*}
\Phi\left(x^{\prime}\right) \equiv \Phi(x) \tag{A.15}
\end{equation*}
$$

We can always write an infinitesimal coordinate transformation as:

$$
\begin{equation*}
x^{\prime \mu}=x^{\mu}+\omega_{\alpha} \frac{\delta x^{\mu}}{\delta \omega_{\alpha}} \tag{A.16}
\end{equation*}
$$

where $\omega_{\alpha}$ is very small. We define the generators $G_{\alpha}$ of such transformation as:

$$
\begin{equation*}
\delta_{\omega} \Phi(x)=\Phi^{\prime}(x)-\Phi(x)=-i \omega_{\alpha} G_{\alpha} \Phi(x) . \tag{A.17}
\end{equation*}
$$

Taylor expanding $\Phi^{\prime}(x)$ we have:

$$
\begin{equation*}
\Phi^{\prime}(x)=\Phi\left(x-\omega_{\alpha} \frac{\delta x^{\mu}}{\delta \omega_{\alpha}}\right) \simeq \Phi(x)-\omega_{\alpha} \frac{\delta x^{\mu}}{\delta \omega_{\alpha}} \partial_{\mu} \Phi(x) . \tag{A.18}
\end{equation*}
$$

In the end we have:

$$
\begin{equation*}
i G_{\alpha} \Phi(x)=\frac{\delta x^{\mu}}{\delta \omega_{\alpha}} \partial_{\mu} \Phi(x) . \tag{A.19}
\end{equation*}
$$

We focus now on the conformal transformations. For translations, $x^{\prime \mu}=$ $x^{\mu}+\omega^{\nu} \delta^{\mu}{ }_{\nu}$. Thus, $\frac{\delta x^{\mu}}{\delta \omega_{\alpha}}=\delta^{\mu}{ }_{\nu}$. Putting this in the equation (1.19), we find that the the generator for the translations is:

$$
\begin{equation*}
P_{\nu}=-i \partial_{\nu} . \tag{A.20}
\end{equation*}
$$

An infinitesimal Lorentz transformation can be written as:

$$
\begin{align*}
x^{\prime \mu} & =x^{\mu}+\omega^{\mu}{ }_{\nu} x^{\nu}=x^{\mu}+\omega_{\rho \nu} \eta^{\rho \mu} x^{\nu} \\
& =x^{\mu}+\frac{1}{2}\left(\omega_{\rho \nu} \eta^{\rho \mu} x^{\nu}+\omega_{\nu \rho} \eta^{\nu \mu} x^{\rho}\right), \tag{A.21}
\end{align*}
$$

where $\omega_{\mu \nu}=-\omega_{\nu \mu}$. Using this relation we find that

$$
\frac{\delta x^{\mu}}{\delta \omega_{\rho \nu}}=\frac{1}{2}\left(\eta^{\rho \mu} x^{\nu}-\eta^{\nu \mu} x^{\rho}\right)
$$

The generator that corresponds to Lorentz transformation is given by the expression:

$$
\begin{equation*}
i G_{\rho \nu} \Phi(x)=\frac{1}{2}\left(\eta^{\rho \mu} x^{\nu}-\eta^{\nu \mu} x^{\rho}\right) \partial_{\mu}=\frac{1}{2}\left(x^{\nu} \partial_{\rho}-x^{\rho} \partial_{\nu}\right) . \tag{A.22}
\end{equation*}
$$

Thus, we get the familiar expression:

$$
\begin{equation*}
L_{\mu \nu}=i\left(x_{\mu} \partial_{\nu}-x_{\nu} \partial_{\mu}\right) . \tag{A.23}
\end{equation*}
$$

For a dilatation, we write the infinitesimal transformation as:

$$
\begin{equation*}
x^{\prime \mu}=x^{\mu}+\alpha x^{\mu}=x^{\mu}+\alpha \eta^{\mu \nu} x_{\nu} . \tag{A.24}
\end{equation*}
$$

We can easily see that the generator of dilatations is given by:

$$
\begin{equation*}
D=-i x^{\mu} \partial_{\mu} . \tag{A.25}
\end{equation*}
$$

We summarize the generators of the conformal algebra as differential operators acting on functions:

- Translations: $P_{\mu}=-i \partial_{\mu}$.
- Rotations: $L_{\mu \nu}=i\left(x_{\mu} \partial_{\nu}-x_{\nu} \partial_{\mu}\right)$.
- Dilatations: $D=-i x^{\mu} \partial_{\mu}$.
- Special CT: $K_{\mu}-i\left(2 x_{\mu} x^{\nu} \partial_{\nu}-x^{2} \partial_{\mu}\right)$.

We can now obtain the conformal algebra:

$$
\begin{aligned}
& {\left[D, P_{\mu}\right]=i P_{\mu} .} \\
& {\left[D, K_{\mu}\right]=-i K_{\mu} .} \\
& {\left[K_{\mu}, P_{\nu}\right]=2 i\left(\eta_{\mu \nu} D-L_{\mu \nu}\right) .} \\
& {\left[L_{\mu \nu}, P_{\rho}\right]=-i\left(\eta_{\mu \rho} P_{\nu}-\eta_{\nu \rho} P_{\mu}\right) .} \\
& {\left[L_{\mu \nu}, K_{\rho}\right]=-i\left(\eta_{\mu \rho} K_{\nu}-\eta_{\nu \rho} K_{\mu}\right) .} \\
& {\left[L_{\mu \nu}, L_{\rho \sigma}\right]=-i\left(L_{\mu \rho} \eta_{\nu \sigma}-L_{\mu \sigma} \eta_{\nu \rho}-L_{\nu \rho} \eta_{\mu \sigma}+L_{\nu \sigma} \eta_{\mu \rho}\right) .} \\
& {\left[D, L_{\mu \nu}\right]=0 .} \\
& {\left[P_{\mu}, P_{\nu}\right]=0 .} \\
& {\left[K_{\mu}, K_{\nu}\right]=0 .} \\
& {[D, D]=0}
\end{aligned}
$$

We define the above generators:

$$
\begin{gathered}
J_{\mu \nu}=L_{\mu \nu}, J_{-1, \mu}=\frac{1}{2}\left(P_{\mu}-K_{\mu}\right) . \\
J_{-1,0}=D, J_{0, \mu}=\frac{1}{2}\left(P_{\mu}+K_{\mu}\right) .
\end{gathered}
$$

and $J_{a, b}=-J_{b, a}$ with $a, b \in\{-1,0,1 . ., d\}$. The above generators satisfy the following algebra:

$$
\begin{equation*}
\left[J_{a b}, J_{c d}\right]=i\left(\eta_{a d} J_{b c}+\eta_{b c} J_{a d}-\eta_{a c} J_{b d}-\eta_{b d} J_{a c}\right), \tag{A.26}
\end{equation*}
$$

with $\eta_{a b}=\operatorname{diag}(-1,1, \ldots, 1)$.
The above relations show the isomorphism between the conformal group in $d$ dimensions and the $S O(d+1,1)$ which has $\frac{(d+1)(d+2)}{2}$ too. It is important to notice that the Poincare group together with translations form a subgroup of the full conformal group. This means that a theory invariant under rotations, translations and dilatations is not necessarily invariant under the special conformal transformations.

## A.2.1 Conformal transformations in $d=1$ dimensions

In one dimension there is no definition of angles so we are left with the transformation. The only transformations we can have are:

- Translations: $\tau^{\prime}=\tau+a$
- Dilatations: $\tau^{\prime}=b \tau$
- Special conformal transformations: $\quad \tau^{\prime}=a+b \cdot \tau+c \cdot \tau^{2}$

Moreover, we can see from equation (A.10) we can conclude that in one dimension there is no constrain on f ,so we can say that every smooth transformation is conformal. In terms of group theory, $\operatorname{Conf}\left(R^{1}\right) \cong \operatorname{Diff}\left(R^{1}\right)$.

## A. 3 Action on operators

Symmetries in quantum field theory are realized as operators acting on the Hilbert space (Schrodinger picture) or on local operators (Heisenberg picture). We follow the second view and we have a multicomponent operator $\phi_{\alpha}(x)$. In this picture the spacetime dependence is given by:

$$
\begin{equation*}
\phi_{\alpha}(x)=e^{-i P x} \phi_{\alpha}(0) e^{+i P x} . \tag{A.27}
\end{equation*}
$$

We now take the derivative:

$$
\begin{align*}
\partial_{\mu} \phi_{\alpha}(x) & =e^{-i P x}\left(-i P_{\mu} \phi_{\alpha}(0)+\phi_{\alpha}(0) i P_{\mu}\right) e^{i P x} \\
& =-i P_{\mu} \phi_{\alpha}(x)+\phi_{\alpha}(x) i P_{\mu}  \tag{A.28}\\
& =-i\left[P_{\mu}, \phi_{\alpha}(x)\right] .
\end{align*}
$$

From this we obtain the action of the generator on the operator:

$$
\begin{equation*}
\left[P_{\mu}, \phi_{\alpha}(x)\right]=i \partial_{\mu} \phi_{\alpha}(x) \tag{A.29}
\end{equation*}
$$

We will find now the the action of the remaining generators on our operator. First, we will focus in the stability group, the group that leaves the origin invariant. In case of the conformal group, it is spanned by Lorentz rotations, dilatations and special conformal transformations. We define the actions of these operators at the origin:

$$
\begin{align*}
{\left[D, \phi_{\alpha}(0)\right] } & =i \Delta \phi_{\alpha}(0)  \tag{A.30}\\
{\left[L_{\mu \nu}, \phi_{\alpha}(0)\right] } & =i\left(S_{\mu \nu}\right)_{\alpha}^{\beta} \phi_{\beta}(0)  \tag{A.31}\\
{\left[K_{\mu}, \phi_{\alpha}(0)\right] } & =0 \tag{A.32}
\end{align*}
$$

where $\Delta$ is the scaling dimension and $S_{\mu \nu}$ is a spin associated matrix which is zero for scalar fields. The above transformations are the definition for a primary operator of scaling dimension $\Delta$. A primary operator is an operator that is annihilated by a special conformal transformation at the origin.

With the use of (A.27) combined with the conformal algebra we are able to derive the action the action of the conformal generators on $\phi_{\alpha}(x)$. We will also use the Haussdorff formula:

$$
e^{-A} B e^{A}=B+[B, A]+\frac{1}{2!}[[B, A], A]+\ldots
$$

For the dilatation operators we get:

$$
\begin{align*}
{\left[D, \phi_{\alpha}(x)\right] } & =D e^{-i P x} \phi_{\alpha}(0) e^{i P x}-e^{-i P x} \phi_{\alpha}(0) e^{i P x} D \\
& =e^{-i P x} e^{i P x} D e^{-i P x} \phi_{\alpha}(0) e^{i P x}-e^{-i P x} \phi_{\alpha}(0) e^{i P x} D e^{-i P x} e^{i P x} \\
& =e^{-i P x} \hat{D} \phi_{\alpha}(0) e^{i P x}-e^{-i P x} \phi_{\alpha}(0) \hat{D} e^{i P x} \\
& =e^{-i P x}\left[\hat{D}, \phi_{\alpha}(0)\right] e^{i P x} \tag{A.33}
\end{align*}
$$

where we have defined $\hat{D}=e^{i P x} D e^{-i P x}$. Using the Haussdorff formula we find:

$$
\begin{equation*}
\hat{D}=D+i x^{\mu}\left[P_{\mu}, D\right]+\ldots=D+x^{\mu} P_{\mu} \tag{A.34}
\end{equation*}
$$

Thus, we obtain:

$$
\begin{equation*}
\left[D, \phi_{\alpha}(x)\right]=i\left(\Delta+x^{\mu} \partial_{\mu}\right) \phi_{\alpha}(x) \tag{A.35}
\end{equation*}
$$

Moving to the generator of rotations we get:

$$
\begin{equation*}
\left[L_{\mu \nu}, \phi_{\alpha}(x)\right]=e^{-i P x}\left[\hat{L_{\mu \nu}}, \phi_{\alpha}(0)\right] e^{i P x} \tag{A.36}
\end{equation*}
$$

Again, using the Haussdorff formula and the conformal algebra

$$
\begin{align*}
\hat{L_{\mu \nu}} & =e^{i P x} L_{\mu \nu} e^{-i P x}=L_{\mu \nu}+\left[L_{\mu \nu},-i P_{\rho} x^{\rho}\right]  \tag{A.37}\\
& =L_{\mu \nu}-\left(x^{\rho} \eta_{\mu \rho} P_{\nu}-x^{\rho} \eta_{\nu \rho} P_{\mu}\right) .
\end{align*}
$$

Finally, we get:

$$
\begin{equation*}
\left[L_{\mu \nu}, \phi_{\alpha}(x)\right]=-i\left(x_{\mu} \partial_{\nu}-x_{\nu} \partial_{\mu}\right) \phi_{\alpha}(x)+i\left(S_{\mu \nu}\right)_{\alpha \beta} \phi_{\beta}(x) . \tag{A.38}
\end{equation*}
$$

Following the same procedure for the generator of special conformal transformations we find:

$$
\begin{equation*}
\left[K_{\mu}, \phi_{\alpha}(x)\right]=2 i x_{\mu} \Delta \phi_{\alpha}(x)+i\left(2 x_{\mu} x^{\nu} \partial_{\nu}-x^{2} \partial_{\mu}\right) \phi_{\alpha}(x)+2 i x^{\rho}\left(S_{\rho \mu}\right)_{\alpha \beta} \phi_{\beta}(x) \tag{A.39}
\end{equation*}
$$

For a primary scalar field $\Phi(x)$ of scaling dimension $\Delta$ we find

$$
\begin{equation*}
\Phi\left(x^{\prime}\right) \rightarrow \Phi^{\prime}\left(x^{\prime}\right)=\left|\frac{\partial x^{\prime}}{\partial x}\right|^{-\Delta / d} \Phi(x) \tag{A.40}
\end{equation*}
$$

The Jacobian of the transformation is given by:

$$
\begin{equation*}
\left|\frac{\partial x^{\prime}}{\partial x}\right|=\Lambda(x)^{-d / 2} . \tag{A.41}
\end{equation*}
$$

Thus, we have:

$$
\begin{equation*}
\Phi^{\prime}\left(x^{\prime}\right)=\Lambda(x)^{\Delta / 2} \Phi(x) . \tag{A.42}
\end{equation*}
$$

## A. 4 Consequences of conformal invariance

## A.4.1 Classical symmetries in quantum field theory

In this section we will study continuous transformations in quantum field theory. We consider a general action:

$$
\begin{equation*}
S=\int d^{d} x \mathcal{L}\left(\phi, \partial_{\mu} \phi\right) \tag{A.43}
\end{equation*}
$$

Under a general transformation,

$$
\begin{aligned}
& x \rightarrow x^{\prime}=x^{\prime}(x) . \\
& \phi \rightarrow \phi^{\prime}\left(x^{\prime}\right)=\mathcal{F}(\phi(x)) .
\end{aligned}
$$

the action becomes:

$$
\begin{align*}
S\left[\phi^{\prime}\right] & =\int d^{d} x \mathcal{L}\left(\phi^{\prime}, \partial_{\mu} \phi^{\prime}\right) \\
& =\int d^{d} x^{\prime} \mathcal{L}\left(\phi^{\prime}\left(x^{\prime}\right), \partial_{\mu}^{\prime} \phi^{\prime}\left(x^{\prime}\right)\right) \\
& =\int d^{d} x^{\prime} \mathcal{L}\left(\mathcal{F}(\phi(x)), \partial_{\mu}^{\prime} \mathcal{F}(\phi(x))\right)  \tag{A.44}\\
& =\int d^{d} x\left|\frac{\partial x^{\prime}}{\partial x}\right| \mathcal{L}\left(\mathcal{F}(\phi(x)), \frac{\partial x^{\nu}}{\partial x^{\prime \mu}} \partial_{\nu} \mathcal{F}(\phi(x))\right) .
\end{align*}
$$

Now we must specify the conditions under which the actions is invariant $S\left[\phi^{\prime}\right]=S[\phi]$ for a given transformation. Then we can say that the transformation is a symmetry of the theory at classical level. For start, we consider translations:

$$
\begin{aligned}
x^{\prime \mu} & =x^{\mu}+a^{\mu} . \\
\phi^{\prime}(x+a) & =\phi(x)
\end{aligned}
$$

For those transformations, we have $\frac{\partial x^{\nu}}{\partial x^{\prime \mu}}=\delta_{\nu}^{\mu}, J=1, \mathcal{F}=I_{d}$. It is trivial to see that the action is invariant unless it depends explicitly on x .

Next, we consider Lorentz transformations:

$$
\begin{gather*}
x^{\mu}=\Lambda_{\nu}^{\mu}{ }_{\nu} x^{\nu}  \tag{A.45}\\
\phi^{\prime}(\Lambda x)=L_{\Lambda} \phi(x) \tag{A.46}
\end{gather*}
$$

where $\Lambda^{\mu}{ }_{\nu}$ satisfy $\eta_{\mu \nu} \Lambda^{\mu}{ }_{\rho} \Lambda^{\nu}{ }_{\sigma}=\eta_{\rho \sigma}$ and the matrices $L_{\Lambda}$ form a representation of the Lorentz group. The Jacobian of these transformations is $J=\left|\frac{\partial x}{\partial x^{\prime}}\right|=1$.

Thus, the action becomes:

$$
\begin{equation*}
S\left[\phi^{\prime}\right]=\int d^{d} x \mathcal{L}\left(L_{\Lambda} \phi, \Lambda^{-1} \cdot \partial\left(L_{\Lambda} \phi\right)\right) . \tag{A.47}
\end{equation*}
$$

Suppose $\phi$ is a scalar field. Then $L_{\Lambda}=1$ and the action is invariant provided that the derivatives $\partial_{\mu}$ are properly contracted.

Now, we analyse scale transformations

$$
\begin{aligned}
& x^{\prime}=\lambda x \rightarrow J=\left|\frac{\partial x}{\partial x^{\prime}}\right|=\lambda^{-d} \\
& \phi^{\prime}(\lambda x)=\lambda^{-\Delta} \phi(x)
\end{aligned}
$$

The transformed action becomes:

$$
\begin{equation*}
S\left[\phi^{\prime}\right]=\lambda^{d} \int d^{d} x \mathcal{L}\left(\lambda^{-\Delta} \phi, \lambda^{-1-\Delta} \partial_{\mu} \phi\right) \tag{A.48}
\end{equation*}
$$

For example, the action of a free scalar field is

$$
\begin{equation*}
S[\phi]=\int d^{d} x \partial_{\mu} \phi \partial^{\mu} \phi \tag{A.49}
\end{equation*}
$$

It transforms as:

$$
\begin{align*}
S\left[\phi^{\prime}\right] & =\lambda^{d} \int d^{d} x\left(\lambda^{-1-\Delta} \partial_{\mu} \phi\right)\left(\lambda^{-1-\Delta} \partial^{\mu} \phi\right)  \tag{A.50}\\
& =\lambda^{d-2-2 \Delta} S[\phi]
\end{align*}
$$

For the theory to be invariant under the scale transformation, $\Delta=\frac{d}{2}-1$. We can also add an interaction of the form

$$
S[\phi]_{i n t}=\int d^{d} x \phi^{n}
$$

but for the theory to be invariant we must have $n=\frac{d}{\Delta}=\frac{2 d}{d-2}$. So we can add a $\phi^{3}$ interaction in 6 dimensions or a $\phi^{4}$ interaction in four dimensions.

## A.4.2 Implications for the stress-energy tensor

For our discussion, we will consider infinitesimal transformations:

$$
\begin{align*}
x^{\prime \mu} & =x^{\mu}+\omega_{a} \frac{\delta x^{\mu}}{\delta \omega_{a}}  \tag{A.51}\\
\phi^{\prime}\left(x^{\prime}\right) & =\phi(x)+\omega_{a} \frac{\delta \mathcal{F}}{\delta \omega_{a}} \tag{A.52}
\end{align*}
$$

We consider now the change of the action under these transformations. The Jacobian changes as follows:

$$
\begin{equation*}
\frac{\partial x^{\prime \nu}}{\partial x^{\mu}}=\delta_{\mu}^{\nu}+\partial_{\mu} \omega_{a} \frac{\delta x^{\nu}}{\delta \omega_{a}} \tag{A.53}
\end{equation*}
$$

Using the identity $\operatorname{det}(1+A) \approx 1+\operatorname{Tr} A$, we obtain:

$$
\begin{equation*}
\left|\frac{\partial \mathbf{x}^{\prime}}{\partial \mathbf{x}}\right|=1+\partial_{\mu} \omega_{a} \frac{\delta x^{\mu}}{\delta \omega_{a}} \tag{A.54}
\end{equation*}
$$

Thus, the transformed action becomes:

$$
\begin{align*}
S^{\prime} & =\int d^{d} x\left(1+\partial_{\mu} \omega_{a} \frac{\delta x^{\mu}}{\delta \omega_{a}}\right) \\
& \times \mathcal{L}\left(\phi(x)+\omega_{a} \frac{\delta \mathcal{F}}{\delta \omega_{a}},\left[\delta_{\mu}^{\nu}+\partial_{\mu} \omega_{a} \frac{\delta x^{\nu}}{\delta \omega_{a}}\right]\left(\partial_{\nu} \phi(x)+\partial_{\nu} \omega_{a} \frac{\delta \mathcal{F}}{\delta \omega_{a}}\right)\right) \tag{A.55}
\end{align*}
$$

We can now expand the Lagrangian and keep only terms of first derivatives of $\omega_{a}$. We get:

$$
\begin{equation*}
\delta S=-\int d^{d} x j_{a}^{\mu} \omega_{a} \tag{A.56}
\end{equation*}
$$

with the current associated to the infinitesimal transformation:

$$
\begin{equation*}
j_{a}^{\mu}=\left(\frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} \phi\right)} \partial_{\nu} \phi-\delta_{\nu}^{\mu} \mathcal{L}\right) \frac{\delta x^{\nu}}{\delta \omega_{a}}-\frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} \phi\right)} \frac{\delta \mathcal{F}}{\delta \omega_{a}} \tag{A.57}
\end{equation*}
$$

The Noether theorem states that to every continuous symmetry of the action, we may associate a current that is classically conserved. Assuming now that the transformation (A.51) is symmetry of the action, that means that
it leaves the action invariant, and the fields satisfy the equations of motion then $\delta S=0$ for every variation $\omega_{a}$. We integrate by parts (A.56) and arrive at the conservation equation:

$$
\begin{equation*}
\partial_{\mu} j_{a}^{\mu}=0 \tag{A.58}
\end{equation*}
$$

We can then define a conserved charges:

$$
\begin{equation*}
Q_{a}=\int d^{d-1} x j_{a}^{0} \tag{A.59}
\end{equation*}
$$

Then,

$$
\begin{equation*}
\partial_{t} Q_{a}=\int d^{d-1} \partial_{t} x j_{a}^{0}=\int d^{d-1} \partial_{i} x j_{a}^{i}=0 . \tag{A.60}
\end{equation*}
$$

In the last step, we have assumed that the fields and thus $j_{a}^{i}$ vanish sufficiently fast at infinity. We can always redefine the given current as

$$
\begin{equation*}
j_{a}^{\mu} \rightarrow j_{a}^{\mu}+\partial_{\nu} B^{\mu \nu} \tag{A.61}
\end{equation*}
$$

with $B^{\mu \nu}=-B^{\nu \mu}$. It is is to see that the redefined current is also conserved as:

$$
\begin{equation*}
\partial_{\mu} j_{a}^{\mu}+\partial_{\mu} \partial_{\nu} B^{\mu \nu}=\partial_{\mu} j_{a}^{\mu}=0, \tag{A.62}
\end{equation*}
$$

as the term $\partial_{\mu} \partial_{\nu} B^{\mu \nu}$ is the product of derivatives, which are symmetric under $\mu \leftrightarrow \nu$, with the antisymmetric $B^{\mu \nu}$ and consequently it vanishes.

## Energy-momentum tensor

Now we consider an infinitesimal translation $x^{\mu} \rightarrow x^{\mu}+\epsilon^{\mu}$. Then we have

$$
\frac{\delta x^{\mu}}{\delta x^{\nu}}=\delta_{\nu}^{\mu}, \quad \frac{\delta \mathcal{F}}{\delta \epsilon^{\nu}}=0
$$

Using these relations, we get:

$$
\begin{equation*}
T_{c}^{\mu \nu}=\frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} \phi\right)} \partial_{\nu} \phi-\eta^{\mu \nu} \mathcal{L}, \tag{A.63}
\end{equation*}
$$

where $T_{c}^{\mu \nu}$ is the canonical energy momentum tensor. The conservation law becomes:

$$
\begin{equation*}
\partial_{\mu} T_{c}^{\mu \nu}=0 . \tag{A.64}
\end{equation*}
$$

The conserved charge is the momentum:

$$
\begin{equation*}
P^{\nu}=\int d^{d-1} x T_{c}^{0 \nu} \tag{A.65}
\end{equation*}
$$

For example, the energy is:

$$
\begin{equation*}
P^{0}=\int d^{d-1} x T_{c}^{00}=\int d^{d-1} x\left(\frac{\partial \mathcal{L}}{\partial \dot{\phi}}-\mathcal{L}\right)=\int d^{d-1} x \mathcal{H} \tag{A.66}
\end{equation*}
$$

It is found out that when the theory is Poincare invariant, we redefine a new symmetric tensor.

$$
\begin{equation*}
T_{c}^{\mu \nu} \rightarrow T^{\mu \nu} \tag{A.67}
\end{equation*}
$$

with $T^{\mu \nu}=T^{\nu \mu}$. This new tensor is called the Belifante tensor. It is based on the freedom we have to redefine the energy momentum tensor as:

$$
\begin{equation*}
T^{\mu \nu}=T_{c}^{\mu \nu}+\partial_{\rho} B^{\rho \mu \nu} \tag{A.68}
\end{equation*}
$$

with $B^{\rho \mu \nu}=-B^{\mu \rho \nu}$. Of course this redefinition does not violate the conservation law. The tensor $B^{\rho \mu \nu}$ is then constructed in such a way that the antisymmetric part of the redefined $T^{\mu \nu}$ vanishes. For more details, see [27].

We consider now an infinitesimal diffeomorphism:

$$
\begin{equation*}
x^{\prime \mu}=x^{\mu}+\epsilon^{\mu}(x) \tag{A.69}
\end{equation*}
$$

From (A.56), we have:

$$
\begin{equation*}
\delta S=-\int d^{d} x T^{\mu \nu} \partial_{\mu} \epsilon_{\nu}=-\frac{1}{2} \int d^{d} x T^{\mu \nu}\left(\partial_{\mu} \epsilon_{\nu}+\partial_{\nu} \epsilon_{\mu}\right) \tag{A.70}
\end{equation*}
$$

## Conformal invariance and stress-energy tensor

As we will now see the scale and the conformal symmetry has important implications for the stress-energy tensor. Suppose we have translation and Poincare invariance and we impose now conformal invariance. We have shown that for an infinitesimal conformal transformation:

$$
\begin{equation*}
\partial_{\mu} \epsilon_{\nu}+\partial_{\nu} \epsilon_{\mu}=\eta_{\mu \nu} f(x) \tag{A.71}
\end{equation*}
$$

Thus, equation (A.70) becomes:

$$
\begin{equation*}
\delta S=-\int d^{d} x T_{\mu}^{\mu} f(x) \tag{A.72}
\end{equation*}
$$

For a scale invariant action, we have $\delta S=0$ and $f(x)=a$. Thus, for scale invariant theories the stress-energy tensor is traceless, $T_{\mu}^{\mu}=0$. For special conformal transformation, the function $f(x)$ is not arbitrary. But if the stress-energy tensor is traceless, $T_{\mu}^{\mu}=0$ then we have once again $\delta S=0$. Then, the theory is conformally invariant.

A conformal field theory must have a conserved and symmetric stress energy tensor $\left(\partial_{\mu} T^{\mu \nu}=0, T^{\mu \nu}=T^{\nu \mu}\right)$ that is also traceless $T_{\mu}^{\mu}=0$.

## The free boson

As an example of the above, we will study the Euclidean action for a free boson. The action is

$$
\begin{equation*}
S[\phi]=\frac{1}{2} \int d^{d} x \partial_{\mu} \phi \partial^{\mu} \phi . \tag{A.73}
\end{equation*}
$$

From equation (A.63), we obtain the stress-energy tensor of the theory:

$$
\begin{equation*}
T^{\mu \nu}=-\frac{1}{2} \eta^{\mu \nu} \partial_{\kappa} \phi \partial^{\kappa} \phi+\partial^{\nu} \phi \partial^{\mu} \phi . \tag{A.74}
\end{equation*}
$$

Of course, the tensor is already symmetric. It also conserved when we use the e.o.m $\partial_{\mu} \partial^{\mu} \phi=0$. The trace is:

$$
\begin{align*}
T_{\mu}^{\mu} & =\eta^{\mu \nu} T^{\mu \nu}=-\frac{1}{2} d \partial_{\kappa} \phi \partial^{\kappa} \phi+\partial_{\kappa} \phi \partial^{\kappa} \phi  \tag{A.75}\\
& =-\frac{1}{2}(d-2) \partial_{\kappa} \phi \partial^{\kappa} \phi .
\end{align*}
$$

We see that in $d=2$, the trace vanishes and thus the theory is conformally invariant.

## A.4.3 Quantum conformal symmetry: implications for correlators

As we have seen when an action is invariant under some symmetry that means that the theory has a classical symmetry. Now we will study the quantum theory. The natural object that we are interested in are the correlation functions:

$$
\begin{equation*}
\left\langle\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right\rangle=\frac{1}{Z} \int[d \phi] \phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right) e^{-S[\phi]} . \tag{A.76}
\end{equation*}
$$

We will assume that the action and the integration measure are invariant. The fact that the integration measure is invariant is highly non-trivial for scale transformation because QFT come with a scale (UV-cutoff).

Provided the action has a symmetry we can show that:

$$
\begin{equation*}
\left\langle\phi\left(x_{1}^{\prime}\right) \ldots \phi\left(x_{n}^{\prime}\right)\right\rangle=\left\langle\phi^{\prime}\left(x_{1}^{\prime}\right) \ldots \phi^{\prime}\left(x_{n}^{\prime}\right)\right\rangle=\left\langle\mathcal{F}\left(\phi\left(x_{1}\right)\right) \ldots \mathcal{F}\left(\phi\left(x_{n}\right)\right)\right\rangle . \tag{A.77}
\end{equation*}
$$

Indeed under a transformation

$$
\begin{align*}
\int[d \phi] \phi\left(x_{1}^{\prime}\right) \ldots \phi\left(x_{n}^{\prime}\right) e^{-S[\phi]} & =\int\left[d \phi^{\prime}\right] \phi^{\prime}\left(x_{1}\right) \ldots \phi^{\prime}\left(x_{n}\right) e^{-S\left[\phi^{\prime}\right]}  \tag{A.78}\\
& =\int[d \phi] \mathcal{F}\left(\phi\left(x_{1}\right)\right) \ldots \mathcal{F}\left(\phi\left(x_{n}\right)\right) e^{-S[\phi]}
\end{align*}
$$

In the last line we have assumed the invariance of the action and the integration measure.

For example, for translations we get:

$$
\begin{equation*}
\left\langle\phi\left(x_{1}+\vec{a}\right) \ldots \phi\left(x_{2}+\vec{a}\right)\right\rangle=\left\langle\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right\rangle, \tag{А.79}
\end{equation*}
$$

and we see that the correlators, in a theory with translational invariance, are only functions of relative positions. Now we consider Lorentz transformations acting on scalar operators. From equation (A.77) we have

$$
\begin{equation*}
\left\langle\phi\left(\Lambda^{\mu}{ }_{\nu} x_{1}^{\nu}\right) \ldots \phi\left(\Lambda^{\mu}{ }_{\nu} x_{n}^{\nu}\right)\right\rangle=\left\langle\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right\rangle . \tag{A.80}
\end{equation*}
$$

## A.4.4 Conformal invariance constraint on correlators

We assume now that our theory, apart from the Poincare invariance, has also full conformal invariance. We will focus on correlators of primary scalar fields. Under a conformal transformation $x \rightarrow x^{\prime}$ equation (A.77) implies

$$
\begin{equation*}
\left\langle\phi\left(x_{1}^{\prime}\right) \ldots \phi\left(x_{n}^{\prime}\right)\right\rangle=\left|\frac{\partial x^{\prime}}{\partial x}\right|_{x=x_{1}}^{-\Delta_{1} / d} \ldots\left|\frac{\partial x^{\prime}}{\partial x}\right|_{x=x_{n}}^{-\Delta_{n} / d}\left\langle\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right\rangle \tag{A.81}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\left\langle\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right\rangle=\left|\frac{\partial x^{\prime}}{\partial x}\right|_{x=x_{1}}^{\Delta_{1} / d} \ldots\left|\frac{\partial x^{\prime}}{\partial x}\right|_{x=x_{2}}^{\Delta_{n} / d}\left\langle\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)\right\rangle . \tag{A.82}
\end{equation*}
$$

We will now consider the implications of these results in two and four-point functions.

## Two-point function

Taking under consideration Poincare invariance (translations and rotations) the two-point function is

$$
\begin{equation*}
\left\langle\phi_{1}\left(x_{1}\right) \phi_{2}\left(x_{2}\right)\right\rangle=f\left(\left|x_{1}-x_{2}\right|\right) . \tag{A.83}
\end{equation*}
$$

Scale transformations $x \rightarrow x^{\prime}=\lambda x$ imply

$$
\begin{equation*}
\left\langle\phi_{1}\left(x_{1}\right) \phi_{2}\left(x_{2}\right)\right\rangle=\lambda^{\Delta_{1}+\Delta_{2}}\left\langle\phi_{1}\left(\lambda x_{1}\right) \phi_{2}\left(\lambda x_{2}\right)\right\rangle . \tag{A.84}
\end{equation*}
$$

We can deduce that $f(x)=\lambda^{\Delta_{1}+\Delta_{2}} f(\lambda x)$. Then the two-point function becomes:

$$
\begin{equation*}
\left\langle\phi_{1}\left(x_{1}\right) \phi_{2}\left(x_{2}\right)\right\rangle=\frac{C_{12}}{\left|x_{1}-x_{2}\right|^{\Delta_{1}+\Delta_{2}}} \tag{A.85}
\end{equation*}
$$

Now we consider special conformal transformations. They satisfy

$$
\begin{equation*}
\left|\frac{\partial x^{\prime}}{\partial x}\right|=\frac{1}{\left(1-2 b \cdot x+b^{2} x^{2}\right)^{d}} \tag{A.86}
\end{equation*}
$$

Introducing $\gamma_{i}=1-2 b \cdot x_{i}+b^{2} x_{i}^{2}$ we have,

$$
\begin{equation*}
\left|x_{i}^{\prime}-x_{j}^{\prime}\right|=\frac{\left|x_{i}-x_{j}\right|}{\gamma_{i}^{1 / 2} \gamma_{j}^{1 / 2}} \tag{A.87}
\end{equation*}
$$

Then special conformal transformations imply that:

$$
\frac{C_{12}}{\left|x_{1}-x_{2}\right|^{\Delta_{1}+\Delta_{2}}}=\frac{1}{\gamma_{1}^{\Delta_{1}} \gamma_{2}^{\Delta_{2}}} \frac{C_{12}}{\left|x_{1}^{\prime}-x_{2}^{\prime}\right|^{\Delta_{1}+\Delta_{2}}}=\frac{C_{12}}{\left|x_{1}-x_{2}\right|^{\Delta_{1}+\Delta_{2}}} \frac{\left(\gamma_{1} \gamma_{2}\right)^{\frac{\Delta_{1}+\Delta_{2}}{2}}}{\gamma_{1}^{\Delta_{1}} \gamma_{2}^{\Delta_{2}}}
$$

Since $\gamma_{1}$ and $\gamma_{2}$ are independent, the above equation can be satisfied only if $\Delta_{1}=\Delta_{2}$. That means that primary fields are correlated only when they have the same scaling dimension $\Delta$. Introducing the notation $x_{12}=x_{1}-x_{2}$, we arrive at a very important result:

$$
\left\langle\phi_{1}\left(x_{1}\right) \phi_{2}\left(x_{2}\right)\right\rangle= \begin{cases}0 & \text { if } \Delta_{1} \neq \Delta_{2} \\ \frac{C_{12}}{\left|x_{12}\right|^{2 \Delta}} & \text { if } \Delta_{1}=\Delta_{2}=\Delta\end{cases}
$$

## Three-point function

We consider three-point functions. In a theory with Poinacare invariance they can be written:

$$
\begin{equation*}
\left\langle\phi\left(x_{1}\right) \phi\left(x_{2}\right) \phi\left(x_{3}\right)\right\rangle=\frac{C_{123}}{\left|x_{12}\right|^{a}\left|x_{23}\right|^{b}\left|x_{13}\right|^{c}} \tag{A.88}
\end{equation*}
$$

Following the same arguments as before, we can see that scale invariance now implies:

$$
\begin{equation*}
a+b+c=\Delta_{1}+\Delta_{2}+\Delta_{3} . \tag{A.89}
\end{equation*}
$$

This condition does not completely fix $a, b, c$ and we must impose invariance under special conformal transformations too. The requirement for invariance under these transformations is:

$$
\begin{equation*}
\frac{C_{123}}{\left|x_{12}\right|^{a}\left|x_{23}\right|^{b}\left|x_{13}\right|^{c}}=\frac{\left(\gamma_{1} \gamma_{2}\right)^{a / 2}\left(\gamma_{2} \gamma_{3}\right)^{b / 2}\left(\gamma_{1} \gamma_{3}\right)^{c / 2}}{\gamma_{1}^{\Delta_{1}} \gamma_{2}^{\Delta_{3}} \gamma_{3}^{\Delta_{3}}} \frac{C_{123}}{\left|x_{12}\right|^{a}\left|x_{23}\right|^{b}\left|x_{13}\right|^{c}} \tag{A.90}
\end{equation*}
$$

Hence, we get:

$$
\begin{align*}
a+c & =2 \Delta_{1},  \tag{A.91}\\
a+b & =2 \Delta_{2},  \tag{A.92}\\
b+c & =2 \Delta_{3} . \tag{A.93}
\end{align*}
$$

The solutions for this system are:

$$
\begin{align*}
a & =\Delta_{1}+\Delta_{2}-\Delta_{3}  \tag{A.94}\\
b & =\Delta_{2}+\Delta_{3}-\Delta_{1}  \tag{A.95}\\
c & =\Delta_{3}+\Delta_{1}-\Delta_{2} \tag{A.96}
\end{align*}
$$

Finally, the three-point function is:

$$
\begin{equation*}
\left\langle\phi\left(x_{1}\right) \phi\left(x_{2}\right) \phi\left(x_{3}\right)\right\rangle=\frac{C_{123}}{\left|x_{12}\right|^{\Delta_{1}+\Delta_{2}-\Delta_{3}}\left|x_{23}\right|^{\Delta_{2}+\Delta_{3}-\Delta_{1}}\left|x_{13}\right|^{\Delta_{3}+\Delta_{1}-\Delta_{2}}} . \tag{A.97}
\end{equation*}
$$

As we have no more freedom to normalize $C_{i j k}$, after normalizing $C_{i j}=1$, we can deduce that $C_{i j k}$ has non-trivial physical meaning.

## Four-point function

We move now to the four-point functions which play a crucial role in the model we study. As we have seen

$$
\begin{equation*}
x_{i j}^{\prime}=\frac{x_{i j}^{2}}{\gamma_{i} \gamma_{j}} \tag{A.98}
\end{equation*}
$$

For four points $x_{1}, x_{2}, x_{3}, x_{4}$ we can construct the following cross ratios that are left invariant under conformal transformations:

$$
\begin{equation*}
u=\frac{x_{12}^{2} x_{34}^{2}}{x_{13}^{2} x_{24}^{2}} \quad, \quad v=\frac{x_{14}^{2} x_{23}^{2}}{x_{13}^{2} x_{24}^{2}} \tag{A.99}
\end{equation*}
$$

That said:

$$
\begin{equation*}
\left\langle\phi\left(x_{1}\right) \phi\left(x_{2}\right) \phi\left(x_{3}\right) \phi\left(x_{4}\right)\right\rangle=\frac{G(u, v)}{\prod_{i<j}\left|x_{i j}^{2}\right|^{\delta_{i j}}} \tag{A.100}
\end{equation*}
$$

with $\sum_{i \neq j} \delta_{i j}=\Delta_{i}$, which is the constrain due to scale transformations. $F(u, v)$ can be any function of the cross ratios.

## A. 5 Radial quantization and the OPE

## A.5.1 Radial quantization

In this section we will study a parallel view of the correlation functions, from the point of view of Hilbert space and quantum mechanical evolution. In quantum field theory we can foliate the Minkowskian space-time by surfaces of equal time. Then, the space-time is composed by the union of infinite equal time surfaces.
The in states of a Hilbert space can be created by inserting operators in the past of the surface:


The out states can be created by inserting operators in the future of the surface:

$$
\text { - } \mathcal{O}_{2}
$$



The correlator among these operators is given by the following inner product

$$
\left\langle\psi_{\text {out }} \mid \psi_{\text {in }}\right\rangle=\left(\langle 0| O_{1} O_{3} O_{2}\right) \mid\left(O_{2} O_{1} O_{3}|0\rangle\right)
$$

These states live in a different leaf (different time), so we need to evolve them with the operator $U=e^{-i P_{0} \Delta t}$ and the correlator is:

$$
\left\langle\psi_{o u t}\right| U\left|\psi_{i n}\right\rangle
$$

The operator $P_{0}$ commutes with the generators $P^{\mu}$ so we can characterize the states living on the surfaces by their momenta $P^{\mu}|k\rangle=k^{\mu}|k\rangle$.
We now consider a conformal field theory in Euclidean space. It is more convenient to foliate the space by spheres $S^{d-1}$ with the origin at the center.


Now the in and out states are created by inserting operators inside and out side of the sphere. For example:


The operator that translates from one sphere to another one of different radius is the dilatation operator, $U=e^{i \Delta t}$, with $t=\log r$. To justify this, lets look at a metric in $\mathbb{R}^{d}$ in spherical coordinates. We have:

$$
\begin{equation*}
d s^{2}=d r^{2}+r^{2} d \Omega_{d-1}=r^{2}\left[\frac{d r^{2}}{r^{2}}+\Omega_{d-1}\right] \tag{A.101}
\end{equation*}
$$

If we set $t=\log r$, we get:

$$
\begin{equation*}
\frac{d r^{2}}{r^{2}}+\Omega_{d-1}=d t^{2}+\Omega_{d-1} \tag{A.102}
\end{equation*}
$$

This is a metric on $\mathbb{R} \times S^{d-1}$. Consider now that we are studying a CFT on $\mathbb{R}^{d}$. Under such rescale the metric should be invariant. Thus, studying a CFT in $\mathbb{R} \times S^{d-1}$ is equivalent. This map takes circles of constant radius in $\mathbb{R}^{d}$ to constant t slices on $\mathbb{R} \times S^{d-1}$. Thus, the dilatation operator in $\mathbb{R}^{d}$, which maps circles to circles with different radius, corresponds to time translations on $\mathbb{R} \times S^{d-1}$. It acts just like a Hamiltonian. This discussion justifies the argument we made above.

In the sphere, states are now classified by their scaling dimension and their $S O(d)$ spin. We have:

$$
\begin{align*}
& D|\Delta\rangle=i \Delta|\Delta\rangle  \tag{A.103}\\
& L_{\mu, \nu}|\Delta, l\rangle_{a}=i\left(S_{\mu, \nu}\right)_{a}^{b}|\Delta, l\rangle_{b} \tag{A.104}
\end{align*}
$$

## A.5.2 State/operator correspondence

We haven seen that by inserting operators inside the sphere, we generate states that live on the sphere. To see how this works, we are going to give some examples:

- First, the vacuum state $|0\rangle$ corresponds to no insertion and has zero dilatation eigenvalue. Moreover, it is annihilated by all operators $K, L, P$.
- Suppose we insert a primary operator $\phi_{\Delta}(0)$ at the origin. We get a state $|\Delta\rangle=\phi_{\Delta}(0)|0\rangle$. We will now find its eigenvalue of the dilatation operator. We expect it to be $\Delta$. We have:

$$
\begin{align*}
D|\Delta\rangle=D \phi_{\Delta}(0)|0\rangle & =\left[D, \phi_{\Delta}(0)\right]|0\rangle+\phi_{\Delta}(0) D|0\rangle \\
& =\left[D, \phi_{\Delta}(0)\right]|0\rangle=i \Delta|\Delta\rangle \tag{A.105}
\end{align*}
$$

as it was expected. Moreover, as we inserted a primary operator, we expect to have created a primary state. That means that the state should be annihilated by $\hat{K}$. Let's see:

$$
\begin{equation*}
K|\Delta\rangle=K \phi_{\Delta}(0)|0\rangle=\left[K, \phi_{\Delta}(0)\right]|0\rangle+\phi_{\Delta}(0) K|0\rangle=0|\Delta\rangle . \tag{A.106}
\end{equation*}
$$

Indeed it is.

- Suppose we insert a primary operator $\phi_{\Delta}(x)$ but not at the origin. We then get the state $|\psi\rangle=\phi_{\Delta}(x)|0\rangle$. We will show that this state in not an eigenvalues of the dilatation operator. We have:

$$
\begin{align*}
& |\psi\rangle=\phi_{\Delta}(x)|0\rangle=e^{-i P x} \phi_{\Delta}(0) e^{+i P x}|0\rangle=e^{-i P x} \phi_{\Delta}(0)(1+i x P+\ldots)|0\rangle \\
& =e^{-i P x} \phi_{\Delta}(0)|0\rangle=e^{-i P x}|\Delta\rangle=\sum_{n} \frac{1}{n!}(-i P x)^{n}|\Delta\rangle=|\Delta\rangle-i x P|\Delta\rangle+\ldots \tag{A.107}
\end{align*}
$$

Indeed, the state we created is a superposition of states with different scaling dimensions/energies. Moreover, we will show that the eigenvalues of $P_{\mu}|\Delta\rangle$ under the dilatation operator is $|\Delta+1\rangle$. That bares a close resemblance to the quantum harmonic oscillator and the creation operator. Let's justify it:
$D\left(P_{\mu}|\Delta\rangle\right)=\left(\left[D, P_{\mu}\right]+P_{\mu} D\right)|\Delta\rangle=\left(i P_{\mu}+i \Delta P_{\mu}\right)|\Delta\rangle=i(\Delta+1)|\Delta\rangle$.

Schematically this can be illustrated as:

$$
\begin{equation*}
|\Delta\rangle \xrightarrow{P}|\Delta+1\rangle \xrightarrow{P}|\Delta+2\rangle \ldots \tag{A.109}
\end{equation*}
$$

It is also easy to show that the state $P_{\mu}|\Delta\rangle$ is not a primary state since it is not annihilated by $K_{\mu}$. We have:

$$
\begin{equation*}
K_{\nu}\left(P_{\mu}|\Delta\rangle\right)=\left[K_{\nu}, P_{\mu}\right]|\Delta\rangle+P_{\mu} K_{\nu}|\Delta\rangle=\left[K_{\nu}, P_{\mu}\right]|\Delta\rangle \neq 0 \tag{A.110}
\end{equation*}
$$

We can also check that while $P_{\mu}$ raises the dimension, $K_{\mu}$ lowers it. We have:

$$
\begin{align*}
D\left(K_{\mu}|\Delta+1\rangle\right) & =\left[D, K_{\mu}\right]|\Delta+1\rangle+K_{\mu} D|\Delta+1\rangle \\
& =(-i+i(\Delta+1)) K_{\mu}|\Delta+1\rangle=i \Delta\left(K_{\mu}|\Delta+1\rangle\right) . \tag{A.111}
\end{align*}
$$

We showed that the state $K_{\mu}|\Delta+1\rangle$ has dimension $\Delta$. That means that the operator $K_{\mu}$ lowers the dimensions. This is similar to the annihilation operator in quantum harmonic oscillator. This fact allows us to justify the existence of a primary state/operators as an axiom since the dimensions should be bounded from below.
Through these examples we can justify the state/operators correspondence. It says that a state that has dimensions $\Delta$ and it is annihilated by $K_{\mu}$ corresponds to the insertion of a local primary operator at the origin. Furthermore, each eigenstate of the dilatation operator is either a primary or a descendant or even a linear combination of those.

## A.5.3 The OPE in CFT

The operator product expansion (OPE) is used in QFT to write a product of two operators that are close to each other, as a product of local operators at the middle point. In CFTs we will see that the OPE acquires powerful properties thanks to the radial quantization.

Let's consider the insertion of two operators inside a sphere:


They generate the state:

$$
\begin{equation*}
|\psi\rangle=\phi_{1}(x) \phi_{2}(0)|0\rangle . \tag{A.112}
\end{equation*}
$$

Then we can expand this state in a basis of eigenstates of the dilatation operator $\left|E_{n}\right\rangle$. Thus,

$$
\begin{equation*}
|\psi\rangle=\sum_{n} c_{n}(x)\left|E_{n}\right\rangle \tag{A.113}
\end{equation*}
$$

But as we have seen through the state/operator correspondence, each $\left|E_{n}\right\rangle$ is linear combination of primaries and their derivatives/descendants. We can write:

$$
\begin{equation*}
\phi_{1}(x) \phi_{2}(0)|0\rangle=\sum_{\text {primaries }} C_{\Delta}(x, \partial) \phi_{\Delta}(0)|0\rangle . \tag{A.114}
\end{equation*}
$$

This expression has algebraic origin since we have expanded a state in a complete basis. Practically, this means that in contrary with QFT the operators don't have to be close, just inside the sphere. Now, we analyse the functions $C_{\Delta}(x, \partial)$. For simplicity, we consider only one primary field $\phi_{\Delta}(0)$.

$$
\begin{equation*}
\phi_{1}(x) \phi_{2}(0)|0\rangle=\frac{\text { const. }}{|x|^{k}}\left(\phi_{\Delta}(0)+\ldots\right)|0\rangle, \tag{A.115}
\end{equation*}
$$

where the dots stand for descendants and other primaries. We act with the dilatation on the L.H.S of (A.115). We get:

$$
\begin{align*}
D \phi_{1}(x) \phi_{2}(0)|0\rangle & =i\left(\Delta+x^{\mu} \partial_{\mu} \phi_{1}(x) \phi_{2}(0)|0\rangle+i \Delta_{2} \phi_{1}(x) \phi_{2}(0)|0\rangle\right. \\
& =i\left(\Delta_{1}+\Delta_{2}-k\right) \frac{\text { const. }}{|x|^{k}}\left(\phi_{\Delta}(0)+\ldots\right)|0\rangle \tag{A.116}
\end{align*}
$$

where in the last line we have used the R.H.S of (A.115). Now, we act with the dilatation operator on the R.H.S of (A.115).

$$
\begin{equation*}
D \frac{\text { const. }}{|x|^{k}}\left(\phi_{\Delta}(0)+\ldots\right)|0\rangle=i \Delta \frac{\text { const. }}{|x|^{k}}\left(\phi_{\Delta}(0)+\ldots\right)|0\rangle . \tag{A.117}
\end{equation*}
$$

Comparing the previous equations we arrive at:

$$
\begin{equation*}
k=\Delta_{1}+\Delta_{2}-\Delta . \tag{A.118}
\end{equation*}
$$

Next, we focus on the descendant contribution, that is the next order term of $C_{\Delta}(x, \partial)$. We have:

$$
\begin{equation*}
\phi_{1}(x) \phi_{2}(0)|0\rangle=\frac{\text { const. }}{|x|^{\Delta_{1}+\Delta_{2}-\Delta}}\left(\phi_{\Delta}(0)+c x^{\mu} \partial_{\mu} \phi_{\Delta}(0)+\ldots\right)|0\rangle . \tag{A.119}
\end{equation*}
$$

As before we use the conformal symmetry to fix the constant c. Now, we will act with $K_{\mu}$ on both sides of (A.119). This will allow us to use the definition
of the primary operator, that is the annihilation by $K_{\mu}$. Moreover, we will use the transformation rule for a scalar field:

$$
\begin{equation*}
\left[K_{\mu}, \phi_{\alpha}(x)\right]=2 i x_{\mu} \Delta \phi_{\alpha}(x)+i\left(2 x_{\mu} x^{\nu} \partial_{\nu}-x^{2} \partial_{\mu}\right) \phi_{\alpha}(x) \tag{A.120}
\end{equation*}
$$

Acting on the LHS of (A.119). We get:

$$
\begin{align*}
K_{\mu} \phi_{1}(x) \phi_{2}(0)|0\rangle & \left.=2 i x_{\mu} \Delta_{1} \phi_{\alpha}(x)+i\left(2 x_{\mu} x^{\nu} \partial_{\nu}-x^{2} \partial_{\mu}\right)\right) \phi_{1}(x) \phi_{2}(0)|0\rangle \\
& =i x_{\mu}\left(\Delta_{1}+\Delta-\Delta_{2}\right) \frac{\text { const. }}{|x|^{\Delta_{1}+\Delta_{2}-\Delta}}\left(\phi_{\Delta}(0)+\ldots\right)|0\rangle \tag{A.121}
\end{align*}
$$

Acting on the RHS of (A.119) and using $\left[K_{\mu}, P_{\nu}\right] \phi_{\Delta}(0)=K_{\mu} P_{\nu} \phi_{\Delta}(0)=$ $2 i \eta_{\mu \nu} \Delta \phi_{\Delta}(0)$ and $-i\left[P_{\mu}, \phi_{\alpha}(x)\right]=\partial_{\mu} \phi_{\alpha}(x)$, we arrive at:

$$
\begin{align*}
& K_{\mu}\left(\frac{\text { const. }}{|x|^{\Delta_{1}+\Delta_{2}-\Delta}}\left(\phi_{\Delta}(0)+c x^{\mu} \partial_{\mu} \phi_{\Delta}(0)+\ldots\right)|0\rangle\right)  \tag{A.122}\\
& =\frac{\text { const. }}{|x|^{\Delta_{1}+\Delta_{2}-\Delta}}\left(2 i c \Delta x_{\mu} \phi_{\Delta}(0)+\ldots\right) .
\end{align*}
$$

Comparing again the two sides of the equation, we fix the constant c:

$$
\begin{equation*}
c=\frac{\Delta_{1}+\Delta_{2}-\Delta}{2 \Delta} \tag{A.123}
\end{equation*}
$$

Once again, the conformal invariance fixes the constant. Following this procedure, we can deduce that conformal invariance fully fixes the function $C_{\Delta}(x, \partial)$, up to an overall factor $\mathcal{C}_{12 \Delta}$. It is important to notice that the function $C_{\Delta}(x, \partial)$ has dependence only on the scaling dimensions of the inserted fields and the dimension of the primary.

We consider now a three-point function of primaries and we take the OPE of the first two operators. We have:

$$
\begin{equation*}
\left\langle\phi_{1}(x) \phi_{2}(0) \phi_{\Delta}(z)\right\rangle=\left.\sum_{\text {primaries } \Delta^{\prime}} C_{12 \Delta^{\prime}} C_{\Delta^{\prime}}\left\langle\phi_{\Delta^{\prime}}(y) \phi_{\Delta}\right\rangle\right|_{y=0} \tag{A.124}
\end{equation*}
$$

Considering the two-point function of the above equation, we have seen that for the two primaries to be correlated they must have the same dimensions. Moreover, we assume we have contribution from only one primary. Thus, it must have dimensions $\Delta$. The three-point function then, becomes:

$$
\begin{equation*}
\left\langle\phi_{1}(x) \phi_{2}(0) \phi_{\Delta}(z)\right\rangle=\left.C_{12 \Delta} C_{\Delta}\left\langle\phi_{\Delta}(y) \phi_{\Delta}\right\rangle\right|_{y=0} \tag{A.125}
\end{equation*}
$$

In the previous section, we have found the expressions for a conformal invariant two and three-point function. Thus we can substitute in the above expression. To determine $C_{\Delta}(x, \partial)$, we have to expands in powers of x the three-point function on the L.H.S of A.125. The coefficients $C_{12 \Delta}$ are the same that appear in (A.97) and are called OPE coefficients.

## A.5.4 Conformal blocks

Equipped with the function $C_{\Delta}(x, \partial)$, with successive application of the OPE, we can fix the building blocks of any correlation function. Let's see how this is done for the four-point function. We apply the OPE two times:

$$
\begin{align*}
\left\langle\phi\left(x_{1}\right) \phi\left(x_{2}\right) \phi\left(x_{3}\right) \phi\left(x_{4}\right)\right\rangle & =\sum_{\Delta} c_{12 \Delta} C_{\Delta}\left(x_{12}, \partial_{y}\right)\left\langle\phi_{\Delta}(y) \phi\left(x_{3}\right) \phi\left(x_{4}\right)\right\rangle \\
& =\sum_{\Delta} c_{12 \Delta} c_{34 \Delta}\left[C_{\Delta}\left(x_{12}, \partial_{y}\right) C_{\Delta}\left(x_{34}, \partial_{z}\right)\left\langle\phi_{\Delta}(y) \phi_{\Delta}(z)\right\rangle\right] . \tag{A.126}
\end{align*}
$$

Since, $C_{\Delta}\left(x_{12}, \partial_{y}\right), C_{\Delta}\left(x_{34}, \partial_{z}\right)$ together with the two-point function are fixed by conformal invariance, the whole quantity in the brackets is fixed. Recalling, (A.100), we can define:

$$
\begin{equation*}
\left[C_{\Delta}\left(x_{12}, \partial_{y}\right) C_{\Delta}\left(x_{34}, \partial_{z}\right)\left\langle\phi_{\Delta}(y) \phi_{\Delta}(z)\right\rangle\right]=\frac{G_{\Delta, l}(u, v)}{\left|x_{12}\right|^{2 \Delta}\left|x_{34}\right|^{2 \Delta}}=\mathcal{F}_{1234}^{\Delta} . \tag{A.127}
\end{equation*}
$$

The functions $G_{\Delta, l}(u, v)$ are called conformal blocks and they only depend on the dimensions of the primaries, their spin $l$ and the dimension $\Delta$ of the operator appearing during the OPE. In the end, the four-point function can be written as:

$$
\begin{equation*}
\left\langle\phi\left(x_{1}\right) \phi\left(x_{2}\right) \phi\left(x_{3}\right) \phi\left(x_{4}\right)\right\rangle=\sum_{\Delta} c_{12 \Delta} c_{34 \Delta} \mathcal{F}_{1234}^{\Delta} . \tag{A.128}
\end{equation*}
$$

We have arrived at a remarkable conclusion.
In a conformal field theory, the dimensions of the primaries along with the OPE coefficients and the structure of the OPE is enough to write any correlation function.

## Appendix B

## The kernel as a function of cross ratios

As we have seen, the kernel gives the $(n+1)$-ladder diagram in terms of the $n$-ladder diagram.
$\frac{\operatorname{sgn}\left(\tau_{12}\right) \operatorname{sgn}\left(\tau_{34}\right)}{\left|\tau_{12}\right|^{2 \Delta}\left|\tau_{34}\right|^{2 \Delta}} \mathcal{F}_{n+1}(\chi)=-\frac{1}{\alpha_{0}} \int d \tau_{\alpha} d \tau_{b} \frac{\operatorname{sgn}\left(\tau_{1 \alpha}\right) \operatorname{sgn}\left(\tau_{2 b}\right)}{\left|\tau_{2 b}\right|^{2 \Delta}\left|\tau_{1 \alpha}\right|^{2 \Delta}\left|\tau_{\alpha b}\right|^{2-4 \Delta}} \cdot \frac{\operatorname{sgn}\left(\tau_{\alpha b}\right) \operatorname{sgn}\left(\tau_{34}\right)}{\left|\tau_{\alpha b}\right|^{2 \Delta}\left|\tau_{34}\right|^{2 \Delta}} \mathcal{F}_{n}(\tilde{\chi})$
We will use conformal symmetry to turn this into a one-dimensional integral equation. As we have seen the cross ratios are:

$$
\chi=\frac{\tau_{12} \tau_{34}}{\tau_{13} \tau 24} \quad \tilde{\chi}=\frac{\tau_{a b} \tau_{34}}{\tau_{a 3} \tau_{b 4}}
$$

Using the conformal symmetry and we take $\tau_{1}=0, \tau_{3}=1, \tau_{4}=\infty$. Thus we get $\chi=\tau_{2}$ and $\tilde{\chi}=\frac{\tau_{a b}}{\tau_{a}-1}$. We now replace the $\tau_{b}$ integration variable by $\tilde{\chi}$. That means that $d \tau_{b}=-d \tilde{\chi}\left(\tau_{a}-1\right)$ so the measure becomes $d \tau_{a} d \tau_{b}=$ $d \tau_{a} d \tilde{\chi}\left(1-\tau_{a}\right)$. From the definition of $\tilde{\chi}$, we get $\tau_{b}=\tau_{a}-\tilde{\chi}\left(\tau_{a}-1\right)$. For simplicity we will write $\tau_{a}=\tau$ and we will use the property that the sgn function is odd. We now substitute all the above to the initial integral. On the right hand size (ignoring the integration measure) we have the following two fractions:

$$
\begin{aligned}
& \frac{\operatorname{sgn}\left(\tau_{1 \alpha}\right) \operatorname{sgn}\left(\tau_{2 b}\right)}{\left|\tau_{2 b}\right|^{2 \Delta}\left|\tau_{1 \alpha}\right|^{2 \Delta}\left|\tau_{\alpha b}\right|^{2-4 \Delta}}=\frac{\operatorname{sgn}\left(-\tau_{a}\right) \operatorname{sgn}\left(\chi-\tau_{b}\right)}{\left|\chi-\tau_{b}\right|^{2 \Delta}\left|-\tau_{a}\right|^{2 \Delta}\left|\tau_{a}-\tau_{b}\right|^{2-4 \Delta}} \\
& =\frac{-\operatorname{sgn}(\tau) \operatorname{sgn}(\chi-\tau+\tilde{\chi}(\tau-1))}{|-\tau|^{2 \Delta}|\chi-\tau+\tilde{\chi}(\tau-1)|^{2 \Delta}|\tilde{\chi}(\tau-1)|^{2-4 \Delta}} \\
& =\frac{-\operatorname{sgn}(\tau) \operatorname{sgn}(\chi-\tilde{\chi}) \operatorname{sgn}\left(1-\frac{\tau(1-\tilde{\chi})}{\chi-\tilde{\chi}}\right)}{|\tau|^{2 \Delta}|\chi-\tilde{\chi}|^{2 \Delta}\left|\operatorname{sgn}\left(1-\frac{\tau(1-\tilde{\chi})}{\chi-\tilde{\chi}}\right)\right|^{2 \Delta}|\tilde{\chi}(\tau-1)|^{2-4 \Delta}}
\end{aligned}
$$

$$
\frac{\operatorname{sgn}\left(\tau_{\alpha b}\right) \operatorname{sgn}\left(\tau_{34}\right)}{\left|\tau_{\alpha b}\right|^{2 \Delta}\left|\tau_{34}\right|^{2 \Delta}}=\frac{\operatorname{sgn}\left(\tau_{34}\right) \operatorname{sgn}(\tilde{\chi}(\tau-1))}{|\tilde{\chi}(\tau-1)|^{2 \Delta}\left|\tau_{34}\right|^{2 \Delta}}
$$

Together with the transformed measure we multiply these two terms and divide their product by $\frac{\operatorname{sgn}\left(\tau_{12}\right) \operatorname{sgn}\left(\tau_{34}\right)}{\left|\tau_{12}\right|^{2 \Delta}\left|\tau_{34}\right|^{2 \Delta}}$. In the end we get:

$$
\begin{equation*}
\mathcal{F}_{n+1}(\chi)=\frac{1}{\alpha_{0}} \int \frac{d \tilde{\chi}^{2}}{|\tilde{\chi}|}\left(\frac{|\chi||\tilde{\chi}|}{|\chi-\tilde{\chi}|}\right)^{2 \Delta} \operatorname{sgn}(\chi \tilde{\chi}) m(\chi, \tilde{\chi}) \mathcal{F}_{n}(\tilde{\chi}) \tag{B.1}
\end{equation*}
$$

where

$$
\begin{equation*}
m(\chi, \tilde{\chi})=\operatorname{sgn}(\chi-\tilde{\chi}) \int_{-\infty}^{\infty} d \tau \frac{\operatorname{sgn}(\tau) \operatorname{sgn}(1-\tau) \operatorname{sgn}\left(1-\frac{\tau(1-\tilde{\chi})}{\chi-\tilde{\chi}}\right)}{|\tau|^{2 \Delta}|1-\tau|^{1-2 \Delta}\left|1-\frac{\tau(1-\tilde{\chi})}{\chi-\tilde{\chi}}\right|^{2 \Delta}} \tag{B.2}
\end{equation*}
$$

## Appendix C

## Casimir operator acting on cross ratio

In this chapter we are going to derive the way the Casimir operator acts on function of the cross ratio. Explicitly we will end in:

$$
\begin{equation*}
C_{1+2} \frac{1}{\left|\tau_{12}\right|^{2 \Delta}} f(\chi)=\frac{1}{\left|\tau_{12}\right|^{2 \Delta}} \mathcal{C} f(\chi) \tag{C.1}
\end{equation*}
$$

with $\mathcal{C} \equiv \chi^{2}(1-\chi) \partial_{\chi}^{2}-\chi^{2} \partial_{\chi}$. The Casimir operator is given by:

$$
C_{1+2}=2\left(\Delta^{2}-\Delta\right)-K_{1} P_{2}-P_{1} K_{2}+2 D_{1} D_{2}
$$

where

$$
D=-\tau \frac{\partial}{\partial \tau}, \quad P=\frac{\partial}{\partial \tau}, \quad K=\tau^{2} \frac{\partial}{\partial \tau}+2 \tau \Delta
$$

To derive the desired relationship we are going to use the following:

$$
\frac{d \chi}{d \tau_{1}}=\frac{\tau_{34} \tau_{23}}{\tau_{24} \tau_{13}^{2}}, \quad \frac{d \chi}{d \tau_{2}}=\frac{\tau_{34} \tau_{41}}{\tau_{13} \tau_{24}^{2}}, \quad \frac{d}{d \chi}\left(\frac{1}{|\chi-a|^{b}}\right)=b(a-\chi)|\chi-a|^{-b-2}
$$

First we are going to act with $P_{2}$ on $\frac{1}{\left|\tau_{12}\right|^{2 \Delta}} f(\chi)$. We get:

$$
P_{2}\left(\frac{1}{\left|\tau_{12}\right|} f(\chi)\right)=\left(2 \Delta \tau_{12} \frac{1}{\left|\tau_{12}\right|^{2 \Delta+2}}\right) f(\chi)+\left(\frac{1}{\left|\tau_{12}\right|^{2 \Delta}} \cdot \frac{\tau_{34} \tau_{41}}{\tau_{13} \tau_{24}^{2}}\right) \partial_{\chi} f(\chi)
$$

Then we act on the above result with $K_{1}$. We arrive at:

$$
\begin{aligned}
& K_{1} P_{2}\left(\frac{1}{\left|\tau_{12}\right|^{2 \Delta}} f(\chi)\right)=\frac{1}{\left|\tau_{12}\right|^{2 \Delta}} f(\chi)\left(2 \Delta \tau_{1}^{2} \frac{1}{\left|\tau_{12}\right|^{2}}-4 \Delta^{2} \tau_{1}^{2} \frac{\tau_{12}^{2}}{\left|\tau_{12}\right|^{4}}\right. \\
& \left.-4 \Delta \tau_{12}^{2} \frac{\tau_{1}^{2}}{\left|\tau_{12}\right|^{4}}+4 \tau_{1} \Delta^{2} \frac{\tau_{12}}{\left|\tau_{12}\right|^{2}}\right)+\frac{1}{\left|\tau_{12}\right|^{2 \Delta}} \partial_{\chi} f(\chi)\left(2 \Delta \tau_{12} \frac{\tau_{1}^{2}}{\left|\tau_{12}\right|^{2}} \frac{\tau_{34} \tau_{23}}{\tau_{24} \tau_{13}^{2}}\right. \\
& \left.-2 \Delta \frac{\tau_{12}}{\left|\tau_{12}\right|^{2}} \frac{\tau_{34} \tau_{41} \tau_{1}^{2}}{\tau_{13} \tau_{24}^{2}}+\tau_{1}^{2} \frac{\tau_{34}^{2}}{\tau_{24}^{2} \tau_{13}^{2}}+2 \Delta \tau_{1} \frac{\tau_{34} \tau_{41}}{\tau_{13} \tau_{24}^{2}}\right) \\
& +\frac{1}{\left|\tau_{12}\right|^{2 \Delta}} \partial_{\chi}^{2} f(\chi)\left(\tau_{1}^{2} \frac{\tau_{34}^{2} \tau_{41} \tau_{23}}{\tau_{24}^{3} \tau_{13}^{3}}\right)
\end{aligned}
$$

Moving on to the next term we first act with $K_{2}$. We get:

$$
\begin{aligned}
K_{2}\left(\frac{1}{\left|\tau_{12}\right|^{2 \Delta}} f(\chi)\right) & =2 \Delta \tau_{12} \tau_{2}^{2} \frac{1}{\left|\tau_{12}\right|^{2}} \frac{1}{\left|\tau_{12}\right|^{2 \Delta}} f(\chi) \\
& +\tau_{2}^{2} \frac{\tau_{34} \tau_{41}}{\tau_{13} \tau_{24}^{2}} \frac{1}{\left|\tau_{12}\right|^{2 \Delta}} \partial_{\chi} f(\chi)+2 \tau_{2} \Delta \frac{1}{\left|\tau_{12}\right|^{2 \Delta}} f(\chi)
\end{aligned}
$$

Then, we act with $P_{1}$. Finally this term gives:

$$
\begin{aligned}
& P_{1} K_{2}\left(\frac{1}{\left|\tau_{12}\right|^{2 \Delta}} f(\chi)\right)=\frac{1}{\left|\tau_{12}\right|^{2 \Delta}} f(\chi)\left(2 \Delta \tau_{2}^{2} \frac{1}{\left|\tau_{12}\right|^{2}}-4 \Delta^{2} \tau_{2}^{2} \frac{\tau_{12}^{2}}{\left|\tau_{12}\right|^{4}}\right. \\
& \left.-4 \Delta \tau_{12}^{2} \frac{\tau_{2}^{2}}{\left|\tau_{12}\right|^{4}}-4 \tau_{2} \Delta^{2} \frac{\tau_{12}}{\left|\tau_{12}\right|^{2}}\right)+\frac{1}{\left|\tau_{12}\right|^{2 \Delta}} \partial_{\chi} f(\chi)\left(2 \Delta \tau_{12} \frac{\tau_{2}^{2}}{\left|\tau_{12}\right|^{2}} \frac{\tau_{34} \tau_{23}}{\tau_{24} \tau_{13}^{2}}\right. \\
& \left.-2 \Delta \frac{\tau_{12}}{\left|\tau_{12}\right|^{2}} \frac{\tau_{34} \tau_{41} \tau_{2}^{2}}{\tau_{13} \tau_{24}^{2}}+\tau_{2}^{2} \frac{\tau_{34}^{2}}{\tau_{24}^{2} \tau_{13}^{2}}+2 \Delta \tau_{2} \frac{\tau_{34} \tau_{23}}{\tau_{24} \tau_{13}^{2}}\right) \\
& +\frac{1}{\left|\tau_{12}\right|^{2 \Delta}} \partial_{\chi}^{2} f(\chi)\left(\tau_{2}^{2} \frac{\tau_{34}^{2} \tau_{41} \tau_{23}}{\tau_{24}^{3} \tau_{13}^{3}}\right)
\end{aligned}
$$

Now, we will compute the final term $2 D_{1} D_{2}$ following the same procedure. At first we have:

$$
\begin{aligned}
D_{2}\left(\frac{1}{\left|\tau_{12}\right|^{2 \Delta}} f(\chi)\right) & =\frac{1}{\left|\tau_{12}\right|^{2 \Delta}} f(\chi)\left(-\Delta-2 \Delta \tau_{2} \frac{\tau_{12}}{\left|\tau_{12}\right|^{2}}\right) \\
& +\frac{1}{\left|\tau_{12}\right|^{2 \Delta}} \partial_{\chi} f(\chi)\left(-\tau_{2} \frac{\tau_{34} \tau_{41}}{\tau_{13} \tau_{24}^{2}}\right)
\end{aligned}
$$

Then, we act with $2 D_{1}$. To make our final computations clearer we write the expression that occurs by acting with $2\left(\Delta^{2}-\Delta\right)-K_{1} P_{2}-P_{1} K_{2}+2 D_{1} D_{2}$ in terms of $f, \partial f, \partial^{2}$. The terms proportional to $\frac{1}{\left|\tau_{12}\right|^{2 \Delta}} f(\chi)$ are:

$$
\begin{aligned}
& 2\left(\Delta^{2}-\Delta\right)-\left(2 \Delta \tau_{1}^{2} \frac{1}{\left|\tau_{12}\right|^{2}}-4 \Delta^{2} \tau_{1}^{2} \frac{\tau_{12}^{2}}{\left|\tau_{12}\right|^{4}}-4 \Delta \tau_{12}^{2} \frac{\tau_{1}^{2}}{\left|\tau_{12}\right|^{4}}+4 \tau_{1} \Delta^{2} \frac{\tau_{12}}{\left|\tau_{12}\right|^{2}}\right) \\
& -\left(2 \Delta \tau_{2}^{2} \frac{1}{\left|\tau_{12}\right|^{2}}-4 \Delta^{2} \tau_{2}^{2} \frac{\tau_{12}^{2}}{\left|\tau_{12}\right|^{4}}-4 \Delta \tau_{12}^{2} \frac{\tau_{2}^{2}}{\left|\tau_{12}\right|^{4}}-4 \tau_{2} \Delta^{2} \frac{\tau_{12}}{\left|\tau_{12}\right|^{2}}\right) \\
& +\left(4 \Delta \frac{\tau_{1} \tau_{2}}{\left|\tau_{12}\right|^{2}}-8 \Delta \frac{\tau_{1} \tau_{2} \tau_{12}^{2}}{\left|\tau_{12}\right|^{4}}-4 \Delta^{2} \frac{\tau_{1} \tau_{12}}{\left|\tau_{12}\right|^{2}}-8 \Delta^{2} \frac{\tau_{1} \tau_{2} \tau_{12}^{2}}{\left|\tau_{12}\right|^{4}}\right. \\
& \left.+2 \Delta^{2}+4 \Delta^{2} \frac{\tau_{2} \tau_{12}}{\left|\tau_{12}\right|^{2}}\right)
\end{aligned}
$$

The last line is the outcome of the action of $2 D_{1} D_{2}$. Collecting the terms with the same denominator and using trivial identities, we get:

$$
2 \Delta^{2}+4 \Delta^{2}-8 \Delta^{2}+2 \Delta^{2}=0
$$

Now, the terms proportional to $\frac{1}{\left|\tau_{12}\right|^{2 \Delta}} \partial_{\chi} f(\chi)$ are:

$$
\begin{aligned}
& -\left(2 \Delta \tau_{12} \frac{\tau_{1}^{2}}{\left|\tau_{12}\right|^{2}} \frac{\tau_{34} \tau_{23}}{\tau_{24} \tau_{13}^{2}}-2 \Delta \frac{\tau_{12}}{\left|\tau_{12}\right|^{2}} \frac{\tau_{34} \tau_{41} \tau_{1}^{2}}{\tau_{13} \tau_{24}^{2}}+\tau_{1}^{2} \frac{\tau_{34}^{2}}{\tau_{24}^{2} \tau_{13}^{2}}+2 \Delta \tau_{1} \frac{\tau_{34} \tau_{41}}{\tau_{13} \tau_{24}^{2}}\right) \\
& -\left(2 \Delta \tau_{12} \frac{\tau_{2}^{2}}{\left|\tau_{12}\right|^{2}} \frac{\tau_{34} \tau_{23}}{\tau_{24} \tau_{13}^{2}}-2 \Delta \frac{\tau_{12}}{\left|\tau_{12}\right|^{2}} \frac{\tau_{34} \tau_{41} \tau_{2}^{2}}{\tau_{13} \tau_{24}^{2}}+\tau_{2}^{2} \frac{\tau_{34}^{2}}{\tau_{24}^{2} \tau_{13}^{2}}+2 \Delta \tau_{2} \frac{\tau_{34} \tau_{23}}{\tau_{24} \tau_{13}^{2}}\right) \\
& +\left(\frac{2 \Delta \tau_{1} \tau_{34} \tau_{23}}{\tau_{13}^{2} \tau_{24}}+\frac{4 \tau_{1} \tau_{2} \tau_{34} \tau_{23} \tau_{12}}{\tau_{13}^{2} \tau_{24}\left|\tau_{12}\right|^{2}}-\frac{4 \tau_{1} \tau_{2} \tau_{34} \tau_{41} \tau_{12}}{\tau_{13} \tau_{24}^{2}\left|\tau_{12}\right|^{2}}+\frac{2 \tau_{1} \tau_{2} \tau_{34}^{2}}{\tau_{13}^{2} \tau_{24}^{2}}\right. \\
& \left.+\frac{2 \Delta \tau_{2} \tau_{34} \tau_{41}}{\tau_{13} \tau_{24}^{2}}\right)
\end{aligned}
$$

The last line is again the outcome of the action of $2 D_{1} D_{2}$. Using the definition of the cross ratio $\chi=\frac{\tau_{12} \tau_{34}}{\tau_{13} \tau_{24}}$ which appears in every term of the above expression we get:

$$
\begin{aligned}
& -\frac{\left(\tau_{1}-\tau_{2}\right)^{2}}{\tau_{12}^{2}} \chi^{2}+\frac{\Delta \chi}{\left|\tau_{12}\right|^{2} \tau_{13}}\left(-2 \tau_{1}^{2} \tau_{23}-2 \tau_{2}^{2} \tau_{23}+4 \tau_{1} \tau_{2} \tau_{23}\right) \\
& +\frac{\Delta \chi}{\tau_{12} \tau_{24}}\left(-2 \tau_{1} \tau_{41}+2 \tau_{2} \tau_{41}\right)-\frac{\Delta \chi}{\left|\tau_{12}\right|^{2} \tau_{24}}\left(-2 \tau_{1}^{2} \tau_{41}-2 \tau_{2}^{2} \tau_{41}+4 \tau_{1} \tau_{2} \tau_{41}\right) \\
& +\frac{\Delta \chi}{\tau_{12} \tau_{13}}\left(-2 \tau_{2} \tau_{23}+\tau_{1} \tau_{23}\right)
\end{aligned}
$$

Working out the expression at the parentheses we arrive at:

$$
-\chi^{2}-\frac{2 \Delta \chi \tau_{23} \tau_{12}^{2}}{\left.\not \tau_{12}\right|^{2} \tau_{13}}+\frac{2 \Delta \chi \tau_{41} \tau_{12}^{2}}{\left|\tau_{12}\right|^{2} \tau_{24}}+\frac{2 \Delta \chi \tau_{23} \tau_{12}}{\tau_{12} \tau_{13}}-\frac{2 \Delta \chi \tau_{41} \tau_{12}}{\tau_{12} \tau_{24}}=-\chi^{2}
$$

Finally, we are left with the terms that are proportional to $\frac{1}{\left|\tau_{12}\right|^{2 \Delta}} \partial_{\chi}^{2} f(\chi)$. These are:

$$
\begin{aligned}
& -\tau_{1}^{2} \frac{\tau_{34}^{2} \tau_{41} \tau_{23}}{\tau_{24}^{3} \tau_{13}^{3}}-\tau_{2}^{2} \frac{\tau_{34}^{2} \tau_{41} \tau_{23}}{\tau_{24}^{3} \tau_{13}^{3}}+2 \frac{\tau_{1} \tau_{2} \tau_{34}^{2} \tau_{23} \tau_{41}}{\tau_{13}^{3} \tau_{24}^{3}} \\
& =-\frac{\tau_{1}^{2} \chi^{2} \tau_{41} \tau_{23}}{\tau_{24} \tau_{13} \tau_{12}^{2}}-\frac{\tau_{2}^{2} \chi^{2} \tau_{41} \tau_{23}}{\tau_{24} \tau_{13} \tau_{12}^{2}}+\frac{2 \tau_{1} \tau_{2} \chi^{2} \tau_{23} \tau_{41}}{\tau_{24} \tau_{13} \tau_{12}^{2}} \\
& =-\frac{\tau_{1}^{2} \chi^{3} \tau_{41} \tau_{23}}{\tau_{34} \tau_{12}^{3}}-\frac{\tau_{2}^{2} \chi^{3} \tau_{41} \tau_{23}}{\tau_{34} \tau_{12}^{3}}+\frac{2 \tau_{1} \tau_{2} \chi^{3} \tau_{23} \tau_{41}}{\tau_{34} \tau_{12}^{3}} \\
& =-\frac{\chi^{3} \tau_{41} \tau_{23}}{\tau_{12} \tau_{34}}
\end{aligned}
$$

but

$$
\frac{\tau_{41} \tau_{23}}{\tau_{12} \tau_{34}}=\frac{\tau_{4} \tau_{2}-\tau_{4} \tau_{3}-\tau_{1} \tau_{2}+\tau_{1} \tau_{3}}{\tau_{1} \tau_{3}-\tau_{1} \tau_{4}-\tau_{2} \tau_{3}+\tau_{2} \tau_{4}}
$$

Moreover, computing $1-1 / \chi$ we find that:

$$
\begin{aligned}
-\frac{1}{\chi} & =\frac{\tau_{12} \tau_{34}-\tau_{13} \tau_{24}}{\tau_{12} \tau_{34}}=\frac{\tau_{1} \tau_{3}-\tau_{1} \tau_{4}-\tau_{2} \tau_{3}+\tau_{2} \tau_{4}}{\tau_{1} \tau_{3}-\tau_{1} \tau_{4}-\tau_{2} \tau_{3}+\tau_{2} \tau_{4}} \\
& =-\frac{-\tau_{1} \tau_{2}+\tau_{1} \tau_{4}+\tau_{3} \tau_{2}-\tau_{3} \tau_{4}}{\tau_{1} \tau_{3}-\tau_{1} \tau_{4}-\tau_{2} \tau_{3}+\tau_{2} \tau_{4}}=\frac{\tau_{41} \tau_{23}}{\tau_{12} \tau_{34}} .
\end{aligned}
$$

Thus,

$$
\begin{equation*}
\frac{1}{\left|\tau_{12}\right|^{2 \Delta}} \partial_{\chi}^{2} f(\chi)\left(-\chi^{3} \cdot\left(1-\frac{1}{\chi}\right)\right)=\frac{1}{\left|\tau_{12}\right|^{2 \Delta}} \cdot \chi^{2}(1-\chi) \tag{C.2}
\end{equation*}
$$

Adding together all the terms corresponding to to $f, \partial f, \partial^{2}$ we arrive at the desired expression:

$$
C_{1+2} \frac{1}{\left|\tau_{12}\right|^{2 \Delta}} f(\chi)=\frac{1}{\left|\tau_{12}\right|^{2 \Delta}} \mathcal{C} f(\chi)
$$

with $\mathcal{C} \equiv \chi^{2}(1-\chi) \partial_{\chi}^{2}-\chi^{2} \partial_{\chi}$.

## Appendix D

## Spinor representations in various dimensions

As we have said the Hamiltonian of the SYK model is given by

$$
\begin{equation*}
H=\frac{1}{4!} \sum_{j, k, l, m}^{N} J_{j k l m} x_{j} x_{k} x_{l} x_{m} \tag{D.1}
\end{equation*}
$$

while the Majorana fermions $x_{i}$ obey the anticommutation relations

$$
\begin{equation*}
\left\{x_{i}, x_{j}\right\}=2 \delta_{i j} \tag{D.2}
\end{equation*}
$$

These fermions are simple matrices, which we are going to build now. These matrices will satisfy the Clifford algebra $\left\{x_{i}, x_{j}\right\}=2 \delta_{i j}$, and they will be representations of the orthogonal group, since we are working on Euclidean space, for general dimension $N$. Moreover, the fact that we are dealing with Majorana fermions implies that we are going to look for Hermitian representations, $x_{i}{ }^{\dagger}=x_{i}$. We will restrict our discussion for even dimensions, $N=2 K$.

We can define the following raising and lowering operators:

$$
\begin{equation*}
c_{i}=\frac{1}{2}\left(x_{2 i}-i x_{2 i+1}\right), \quad c_{i}^{\dagger}=\frac{1}{2}\left(x_{2 i}+i x_{2 i+1}\right) . \quad i=1, \ldots K-1 . \tag{D.3}
\end{equation*}
$$

It is trivial to see that they obey the following anticommutation relations:

$$
\begin{equation*}
\left\{c_{i}, c_{j}\right\}=\left\{c_{i}^{\dagger}, c_{j}^{\dagger}\right\}=0, \quad\left\{c_{i}, c_{j}^{\dagger}\right\}=\delta_{i j} \tag{D.4}
\end{equation*}
$$

These are exactly the fermion anticommutation relations. We now assume that there exists a state, $|0\rangle$ which is annihilated by $c_{i}$ and thus, we can build our basis by acting with $c_{i}^{\dagger}$ on the vacuum. We must be careful and keep in mind that our basis will be composed by the states created by acting
will all the possible ways with $c_{i}^{\dagger}$, at most once since $\left(c_{i}^{\dagger}\right)^{2}=0$. Thus, our basis consists of states like

$$
\begin{equation*}
\left(c_{1}^{\dagger}\right)^{n} \ldots\left(c_{K}^{\dagger}\right)^{n}|0\rangle, \quad n=0,1 \tag{D.5}
\end{equation*}
$$

The number of the basis states and consequently the dimension of the Hilbert space will be $2^{K}$, corresponding to whether a state is occupied or not. For example, suppose we have $N=4 \rightarrow K=2$. We have the following states:

$$
\begin{align*}
& \left(c_{1}^{\dagger}\right)|0\rangle \propto|1\rangle  \tag{D.6}\\
& \left(c_{2}^{\dagger}\right)|0\rangle \propto|2\rangle  \tag{D.7}\\
& \left(c_{1}^{\dagger}\right)\left(c_{2}^{\dagger}\right)|0\rangle \propto|12\rangle,  \tag{D.8}\\
& |0\rangle \tag{D.9}
\end{align*}
$$

As expected, we have 4 orthogonal states that form our basis. For $N=2$, we have the following $2 \times 2$ matrices

$$
x_{1}=\left(\begin{array}{cc}
1 & 0  \tag{D.10}\\
0 & -1
\end{array}\right), \quad x_{2}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) .
$$

It is trivial to check that these 2 matrices satisfy (D.2). We will now give a recursion relation for the representation matrices

$$
\begin{align*}
& x_{i}^{K}=x_{i}^{K-1} \otimes\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right), \quad i=1,2, \ldots, N-2  \tag{D.11}\\
& x_{N-1}^{K}=\mathcal{I}_{2^{K-1}} \otimes\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right),  \tag{D.12}\\
& x_{N}^{K}=\mathcal{I}_{2^{K-1}} \otimes\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \tag{D.13}
\end{align*}
$$

where $\mathcal{I}_{d}$ is the $d \times d$ identity matrix. From (D.11), we can see that $x_{i}^{K}$ are $2^{K} \times 2^{K}$ matrices. For more details on this subject see [32]
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[^0]:    ${ }^{1}$ For more details, see Appendix D

[^1]:    ${ }^{1}$ Particles with $1 / 2$ spin that are frozen in sites and interact among each other because of their spin

[^2]:    ${ }^{1}$ As the gravity dual goes beyond the scope of this thesis, there will be given relevant references for the interested reader at the end.

