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## Introduction

This thesis offers a presentation of the continuous version of the clockwork mechanism deployed in [1] with its main purpose to explore its possible applications in cosmology and other gravity solutions, specifically a black hole solution. The continuum clockwork (ccw) is essencially a 5D gravity theory very similar with the Randal-Sundrum model with the difference that it includes a massive scalar particle (the dilaton) and a different background which is the same with the one produced by the gravity dual of Little String Theory [2]. Therefore, in the same fashion, the clockwork theory solves the Higgs hierarchy and retrieves naturalness.

In Chapter 1, we briefly introduce the discrete theory of the clockwork mechanism including scalars and we show how we can build a gauge theory with exponentially suppressed coupling to a pion field. Following, we are heading towards the continuous limit of the theory presenting the geometry which offers the connection of the continuum and discrete limits. After having produced the clockwork geometry, we show how this can be derived by a self-consistent 5D gravity theory including a dilaton field. Thereafter, using this theory we solve the hierarchy problem and illustrate how the graviton couples to the Standard Model fields, which are located at $y=0$, with the appropriate coupling which respects the observed hierarchy.

In Chapter 2, we show how the clockwork theory can be hosted in $D=5, \mathcal{N}=$ 2 as has recently shown in [3]. We illustrate the geometrical interpretation of $D=5, \mathcal{N}=2$ following [4-6] and how the clockwork comes as an example of this framework choosing the appropriate parameters of the theory.

In Chapter 3, we search for a cosmological applications of the ccw. We make use of a 4D Poincaré invariant metric, the most general metric that can induce a conventional cosmology with the proper Friedman equation. The research of this clockwork theory extension is given in the context presented in [7-9]. Solving the Einstein equations, we end up with a system of ordinary differential equations (the Einstein and dilaton eom) which due to the Liouville type potential of the dilaton are difficult to be solved analytically. However, perturbed solutions have been appeared in the literature as for example in $[10,11]$.

In Chapter 4, it is presented a black hole solution to the clockwork theory with a linear dilaton profile. With the purpose of using our educated intuition on black holes, we examine the 4D version of this solution. This black hole admits a planar non-compact horizon. In addition, it is an asymptotically non-Minkowski solution
in contrast with the Schwarchild solution of the ordinary vacuum, ie of the EinsteinHilbert action. Such solutions are presented in the literature under the context of AdS/CFT correspondence as for example the ones presented in [12] where the usual thermodynamic laws are applied. In addition, we present the global structure of the theory, the geodesics, surface gravity and the action integral including the Gibbons-Hawking surface term whose computation was done as illustrated in [13]. Thereafter, the instability of the clockwork vacuum is studied, following [14], and found that it decays to the dressed clockwork black hole at a given rate.

## Chapter 1

## The Clockwork Mechanism (CW)

The clockwork mechanism is originally formulated as a discrete theory. Thus, here is a brief introduction. The discrete version of clockwork can explain the appearance of light degrees of freedom with highly suppressed interaction couplings while there are no small fundamental parameters in the theory from the beginning. This theory can be applied for any type of field, scalars, fermions, gauge bosons and gravitons. Taking the scalar example, imagine we have a low-energy theory with a global symmetry $\mathcal{G}=U(1)^{N+1}$ which is spontaneously broken at some scale $f$. For energies below $f$ the theory is broken containing $N+1$ Goldstone bosons $\pi_{i}$

$$
\begin{equation*}
U_{i}(x)=e^{i \pi_{j}(x) / f}, \quad j=0, \ldots, N . \tag{1.0.1}
\end{equation*}
$$

The low-energy Lagrangian of the theory reads

$$
\begin{equation*}
\mathcal{L}=-\frac{f^{2}}{2} \sum_{j=0}^{N} \partial_{\mu} U_{j}^{\dagger} \partial^{\mu} U_{j}+\frac{m^{2} f^{2}}{2} \sum_{j=0}^{N-1}\left(U_{j}^{\dagger} U_{i+1}^{q}+\text { h.c. }\right), \tag{1.0.2}
\end{equation*}
$$

where $m^{2}$ are chosen to be real parameter, and the mass term breaks softly, $m^{2} \ll$ $f^{2}$, the symmetry $\mathcal{G}$ down to $\mathrm{U}(1)$. The soft symmetry breaking allow us not to bother with the UV-completion of the theory occurring at scale $f$. Plugging (1.0.1) into the Lagrangian we take the theory in terms of the pseudo-Goldstone bosons

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{2} \sum_{j=0}^{N}\left(\partial \pi_{j}\right)^{2}+\frac{1}{2} \sum_{i, j=0}^{N} \pi_{i} M_{i j}^{2} \pi_{j}, \tag{1.0.3}
\end{equation*}
$$

where the matrix $M$ is given by

$$
M^{2}=m^{2}\left(\begin{array}{cccccc}
1 & -q & 0 & \ldots & 0 &  \tag{1.0.4}\\
-q & 1+q^{2} & -q & \ldots & 0 & \\
0 & -q & 1+q^{2} & \ldots & 0 & \\
\vdots & \vdots & \vdots & \ddots & 1+q^{2} & -q \\
0 & 0 & 0 & \ldots & -q & q^{2}
\end{array}\right)
$$

We can diagonalize this mass matrix in the mass eigenstate basis $\left\{\alpha_{j}, \quad j=\right.$ $1, \ldots, N$ related to the pions $\pi_{j}$ by a real $(N+1) \times(N+1)$ matrix as

$$
\begin{equation*}
\pi=O \alpha, \quad O^{T} M^{2} O=\operatorname{diag}\left(m_{\alpha_{0}}^{2}, \ldots, m_{\alpha_{N}}^{2}\right) \tag{1.0.5}
\end{equation*}
$$

The eigenvalues are given by

$$
\begin{align*}
& m_{\alpha_{0}}^{2}=0, \quad m_{\alpha_{k}}=\lambda_{k} m^{2}  \tag{1.0.6a}\\
& \lambda_{k}=q^{2}+1-2 q \cos \frac{k \pi}{N+1}, \quad k=1, \ldots, N \tag{1.0.6b}
\end{align*}
$$

The elements of the rotation matrix are given by

$$
\begin{align*}
& O_{j 0}=\frac{\mathcal{N}_{0}}{q^{j}}, \quad O_{j k}=\mathcal{N}_{k}\left[q \sin \frac{j k \pi}{N+1}-\sin \frac{(j+1) k \pi}{N+1}\right]  \tag{1.0.7a}\\
& j=0, \ldots, N ; \quad k=1, \ldots, N \\
& \mathcal{N}_{0} \equiv \sqrt{\frac{q^{2}-1}{q^{2}-q^{-2 N}}}, \quad \mathcal{N}_{k} \equiv \sqrt{\frac{2}{(N+1) \lambda_{k}}} \tag{1.0.7b}
\end{align*}
$$

We see that the massless Goldstone boson component contained in $\pi_{j}$ is given by $O_{j 0} \sim q^{-j}$, ie the Goldstone interaction can be sufficiently small for large $N$. Specifically, if the matter sector of the theory couples only to the $N$-th pion $\pi_{N}$ then the state $\alpha_{0}$ couples to them with a suppressed scaling as $q^{-N}$ given that $q>1$.

To illustrate the clockwork, suppose we have a gauge theory which is coupled to the $N$-th site $\pi_{N}$

$$
\begin{equation*}
\mathcal{L}=\frac{\pi_{N}}{16 \pi^{2} f} G_{\mu \nu} \tilde{G}^{\mu \nu} \tag{1.0.8}
\end{equation*}
$$

Expressing the pion to the mass eigenstates as $\pi_{N}=O_{N j} \alpha_{j}$, the effective interaction becomes

$$
\begin{equation*}
\mathcal{L}=\frac{1}{16 \pi^{2}} G_{\mu \nu} \tilde{G}^{\mu \nu}\left(\frac{\alpha_{0}}{f_{0}}-\sum_{k=1}^{N}(-)^{k} \frac{a_{k}}{f_{k}}\right) \tag{1.0.9}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{0} \equiv \frac{f q^{N}}{\mathcal{N}_{0}}, \quad f_{k} \equiv \frac{f}{\mathcal{N}_{k} q \sin \frac{k \pi}{N+1}} . \tag{1.0.10}
\end{equation*}
$$

One sees from the first term in (1.0.9) that the massless eigenstate couples to the gauge field by an effective scale $f_{0}$ that is exponentially enhanced with respect to the symmetry-breaking scale $f$. In particular $f_{0} / f \sim q^{N}$. It is also clear that in this case the gauge bosons also couple to the so called clockwork gears. However, their decay grow slowly with respect to $N$ as $f_{k} / f \sim N^{3 / 2} / k$ and can be kept small by regulating $k$.

To take the continuum limit of this theory $N \rightarrow \infty$ we will go the other way around, that is we will consider a continuous five-dimensional theory from which the
discrete clockwork arises. Therefore, we define an extra dimension $y \in(-\pi R, \pi R)$ with $-y$ identified with $+y$ leading to an orbitfold $S_{1} / \mathbb{Z}_{2}$. We may write the 5D general metric as

$$
\begin{equation*}
\mathrm{d} s^{2}=X(|y|) \mathrm{d} x^{2}+Y(|y|) \mathrm{d} y^{2}, \quad \mathrm{~d} x^{2}=\mathrm{d} t^{2}-d \vec{x}^{2} \tag{1.0.11}
\end{equation*}
$$

We also consider the action for a real massless scalar

$$
\begin{align*}
\mathcal{S} & =\int_{\pi R}^{\pi R} \mathrm{~d} y \int \mathrm{~d}^{4} x \sqrt{-g}\left(-\frac{1}{2} g^{M N} \partial_{M} \phi \partial_{N} \phi\right)=-\int_{0}^{\pi R} \mathrm{~d} y \int \mathrm{~d}^{4} x X^{2} Y^{1 / 2}\left[\frac{\left(\partial_{\mu} \phi\right)^{2}}{X}+\frac{\left(\partial_{y} \phi\right)^{2}}{Y}\right] \\
& =-\int_{0}^{\pi R} \mathrm{~d} y \int \mathrm{~d}^{4} x\left[\left(\partial_{\mu} \phi\right)^{2}+\frac{X^{2}}{Y^{1 / 2}}\left(\partial_{y} \frac{\phi}{X^{1 / 2} Y^{1 / 4}}\right)^{2}\right] \tag{1.0.12}
\end{align*}
$$

where in the second line we made a field redefinition to get a 4 D canonically normalized scalar field.

Now, heading towards the discrete clockwork, we discretise the extra dimension by choosing $y_{j}=j a$ with $j=0, \ldots, N$ and $a$ the lattice theory spacing such that $N a=\pi R$. Hence, (1.0.12) becomes

$$
\begin{gather*}
\mathcal{S}=-\frac{1}{2} \int \mathrm{~d}^{4} x\left[\sum_{j=0}^{N}\left(\partial_{\mu} \phi\right)^{2}+\sum_{j=0}^{N-1} m_{j}^{2}\left(\phi_{j}-q_{j} \phi_{j+1}\right)^{2}\right],  \tag{1.0.13}\\
m_{j}^{2} \equiv \frac{N^{2} X_{j}}{\pi^{2} R^{2} Y_{j}}, \quad q_{j} \equiv \frac{X_{j}^{1 / 2} Y_{j}^{1 / 4}}{X_{j+1}^{1 / 2} Y_{j+1}^{1 / 4}} . \tag{1.0.14}
\end{gather*}
$$

In order to have $m_{j}^{2}$ and $q_{j}$ constant along the $y$ direction and for $q^{N}$ to give a non-trivial finite clockworking in the limit of infinite sites we must have

$$
\begin{equation*}
X_{j} \sim Y_{j} \sim e^{-\frac{4 k \pi R j}{3 N}}, \quad q^{N}=e^{k \pi R} \tag{1.0.15}
\end{equation*}
$$

Therefore, in the large $N$ limit, this proposed the following clockwork geometry

$$
\begin{equation*}
\mathrm{d} s^{2}=e^{-\frac{4 k|y|}{3}}\left(\mathrm{~d} x^{2}+\mathrm{d} y^{2}\right) \tag{1.0.16}
\end{equation*}
$$

where the absolute value is added to consider the total domain of $y$. Also, the clockwork parameters $m^{2}$ and $q$ scale as

$$
\begin{equation*}
m^{2}=\frac{N^{2}}{\pi^{2} R^{2}}, \quad q=e^{k \pi R} N \tag{1.0.17}
\end{equation*}
$$

which when plugging in back to (1.0.6a) lead to

$$
\begin{equation*}
m_{0}^{2}=0, \quad m_{n}^{2}=k^{2}+\frac{n^{2}}{R^{2}}+\mathcal{O}(1 / N), \quad n=1, \ldots, N \tag{1.0.18}
\end{equation*}
$$

From (1.0.18), one sees that we have a massless eigenstate (Goldstone scalar) and a clockwork tower of particles (pseudo-Goldstone scalars) whose masses are quantized
by the equal values $n^{2} / R^{2}$ just as the Randall-Sundrum model with a mass gap $k^{2}$. In addition, we may make an easy interpolation between flat, warped and clockwork spaces considering the following metric

$$
\begin{equation*}
\mathrm{d} s^{2}=e^{\frac{4 k|y|}{3}}\left(\mathrm{~d} x^{2}+e^{-4 l k|y|} \mathrm{d} y^{2}\right) \tag{1.0.19}
\end{equation*}
$$

The flat space corresponds to $k=0$ while for warped spaces we have $l=1 / 3$ and $k=\frac{3}{2} \hat{k}$. The conformally flat clockwork metric is being recovered by $l=0$. Note that in this geometry the sign of the clockwork geometry (1.0.16) is flipped. This is possible since descriptions with positive or negative $k$ are equivalent and follow by a change of coordinates. Here, we assume that $k$ is positive. In this case the hidden sector is located at $y=\pi R$ while the TeV sector is at $y=0$. To have a negative $k$ (or $-k, \quad k>0$ ) one performs the coordinate transformation $y \rightarrow \pi R-y^{\prime}$. That means that in this case the role of the branes is interchanged with the visible sector at $y=\pi R$ and the hidden at $y=0$.

Now let as see that (1.0.19) for $l=0$ gives back the clockwork solution with the correct tower of massive particles. To do so, we consider the 5D action for a real massless scalar field in the background (1.0.19)

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \mathrm{~d} y\left[e^{2(1-l) k|y|}\left(\partial_{\mu} \phi^{2}\right)+e^{2(1+l) k|y|}\left(\partial_{y} \phi^{2}\right)\right] \tag{1.0.20}
\end{equation*}
$$

We expand the field as

$$
\begin{equation*}
\phi(x, y)=\sum_{n=0}^{\infty} \frac{\tilde{\phi}_{n}(x) \psi_{n}(y)}{\sqrt{\pi R}} \tag{1.0.21}
\end{equation*}
$$

where $\phi_{n}$ satisfies the 4D equation of motion

$$
\begin{equation*}
\partial_{\mu}^{2} \tilde{\phi}(x)=m_{n}^{2} \tilde{\phi}(x), \tag{1.0.22}
\end{equation*}
$$

and the equation of motion for $\psi_{n}(y)$ is

$$
\begin{equation*}
\left[\partial_{y}^{2}-(1+l)^{2} k^{2}+e^{-4 l k|y|} m_{n}^{2}\right] e^{(1+l) k|y|} \psi_{n}(y)=0 \tag{1.0.23}
\end{equation*}
$$

For $l=1 / 3$ this is the equation for the KK modes in RS model. For $l=0$ we get the clockwork geometry where the equation of motion (1.0.23) become

$$
\begin{equation*}
\left[\partial_{y}^{2}-k^{2}+m_{n}^{2}\right] e^{k|y|} \psi_{n}(y)=0 \tag{1.0.24}
\end{equation*}
$$

We may set Newmann boundary conditions $\partial_{y} \phi=0$ on both branes $y=0, \pi R$ and normalize the $\psi$ modes in order for the $\phi$ 's to have canonically normalized kinetic term in 4D. Doing so, we find

$$
\begin{align*}
& \psi_{0}(y)=\sqrt{\frac{k \pi R}{e^{2 k \pi R}-1}}  \tag{1.0.25a}\\
& \psi_{n}(y)=\frac{n}{m_{n} R} e^{-k|y|}\left(\frac{k R}{n} \sin \frac{n|y|}{R}+\cos \frac{n y}{R}\right), \tag{1.0.25b}
\end{align*}
$$

where $n \in \mathbb{N}$ and the masses are

$$
\begin{equation*}
m_{0}^{2}=0, \quad m_{n}^{2}=k^{2}+\frac{n^{2}}{R^{2}} \tag{1.0.26}
\end{equation*}
$$

which agrees with the large- $N$ limit of the discrete clockwork (1.0.18).

### 1.1. Continuum Clockwork geometry

Here, we present a self-consistent theory that can give rise to the clockwork geometry given by (1.0.19) for $l=0$. Such a geometry can be generated by the gravity dual of the Little String Theory which, written in the Jordan frame, reads

$$
\begin{align*}
S & =\int d^{4} x d y \sqrt{-g} \frac{M_{5}^{3}}{2} e^{S}\left(R+g^{M N}\left(\partial_{M} S\right)\left(\partial_{N} S\right)+4 k^{2}\right) \\
& +\int d^{4} x d y \sqrt{-g} \frac{e^{S}}{\sqrt{g_{55}}}\left[-\delta(y) \Lambda_{0}-\delta(y-\pi R) \Lambda_{\pi}\right], \tag{1.1.1}
\end{align*}
$$

where S is the dimensionless dilaton field, $-k^{2}$ the (negative) vacuum energy in the bulk, $\Lambda_{0}, \Lambda_{\pi}$ are the vacuum energies (also called as tensions) of the two branes located at $y=0$ and $y=\pi R$, respectively, and the $R$ in the delta function is the radius of the $S_{1} / Z_{2}$ compactified extra dimension.

However, it is more convenient to work in the Einstein frame where the gravity kinetic term is canonical. This can be done by performing the conformal transformation (see Appendix A)

$$
\begin{equation*}
g_{M N} \rightarrow e^{-\frac{2 S}{3}} g_{M N} . \tag{1.1.2}
\end{equation*}
$$

which leads to the following Einstein frame action

$$
\begin{align*}
\mathcal{S}= & \int d^{4} x d y \sqrt{-g} \frac{M_{5}^{3}}{2}\left(R-\frac{1}{3} g_{M N} \partial_{M} S \partial_{N} S+4 k^{2} e^{-\frac{2}{3} S}\right) \\
& -\int d^{4} x d y \sqrt{-g} \frac{e^{-\frac{1}{3} S}}{\sqrt{g_{55}}}\left[\delta(y) \Lambda_{0}+\delta(y-\pi R) \Lambda_{\pi}\right], \tag{1.1.3}
\end{align*}
$$

We now look for solutions of the equations of motion assuming that the metric has a 4D Poincaré invariance which, due to the parametrization freedom of the fifth coordinate, can be written in the following conformally flat form

$$
\begin{equation*}
d s^{2}=e^{2 \sigma(y)}\left(\eta_{\mu \nu} d x^{\mu} d x^{\nu}+d y^{2}\right), \quad \mu, \nu=0,1,2,3 . \tag{1.1.4}
\end{equation*}
$$

Varying (1.1.3) wrt metric we find the Einstein equations of motion which read

$$
\begin{align*}
G_{M N}=R_{M N}-\frac{1}{2} R & =\frac{1}{3}\left(\partial_{M} S\right)\left(\partial_{N} S\right)-\frac{1}{2} g_{M N}\left(\frac{1}{3}(\partial S)^{2}-4 k^{2} e^{-2 S / 3}\right) \\
& -g_{\mu \nu} \delta_{M}^{\mu} \delta_{N}^{\nu} \frac{e^{-S / 3}}{M_{5}^{3} \sqrt{g_{55}}}\left(\delta(y) \Lambda_{0}+\delta(y-\pi R) \Lambda_{\pi}\right), \tag{1.1.5}
\end{align*}
$$

Similarly, for the dilaton we have

$$
\begin{equation*}
\square S=4 k^{2} e^{-2 S / 3}-\frac{e^{-S / 3}}{M_{5}^{3} \sqrt{g_{55}}}\left(\delta(y) \Lambda_{0}+\delta(y-\pi R) \Lambda_{\pi}\right) . \tag{1.1.6}
\end{equation*}
$$

For the background (1.1.4) and taking the dilaton to depend only on the $y$ coordinate, (1.1.5) and (1.1.6) reduce to the following equations

$$
\begin{array}{r}
36 \sigma^{\prime 2}-S^{\prime 2}=12 k^{2} e^{2\left(\sigma-\frac{S}{3}\right)}, \\
9\left(\sigma^{\prime \prime}-\sigma^{\prime 2}\right)+S^{\prime 2}=-3 \Delta,  \tag{1.1.7}\\
S^{\prime \prime}+3 \sigma^{\prime} S^{\prime}=4 k^{2} e^{2(\sigma-S / 3)}-\Delta,
\end{array}
$$

where primes denote derivatives wrt to the bulk coordinate $y$ and

$$
\begin{equation*}
\Delta=\frac{e^{\sigma-\frac{S}{3}}}{M_{5}^{3}}\left(\delta(y) \Lambda_{0}+\delta(y-\pi R) \Lambda_{\pi}\right) \tag{1.1.8}
\end{equation*}
$$

is the boundary matter contribution which leads to the jump of the second derivatives of the metric and the field.

To find the jump of these functions we integrate the last two equations of (1.1.7) over a small interval $\left(r_{a}-\epsilon, r_{a}+\epsilon\right)$, where $r_{a}, a=0, \pi$, is the position of the two branes at $y=0$ and $y=\pi R$ respectively. The corresponding jump conditions, also known as junction or Israel conditions, are given by

$$
\begin{align*}
\left.S^{\prime}\right|_{r_{a}-\epsilon} ^{r_{a}+\epsilon} & =-\frac{e^{\sigma_{a}-\frac{S_{a}}{3}} \Lambda_{a}}{M_{5}^{3}},  \tag{1.1.9a}\\
\left.\sigma\right|_{r_{a}-\epsilon} ^{r_{a}+\epsilon} & =-\frac{e^{\sigma_{a}-\frac{S_{a}}{3}} \Lambda_{a}}{3 M_{5}^{3}} \tag{1.1.9b}
\end{align*}
$$

The most general solution to (1.1.7) which respects (1.1.9) is

$$
\begin{aligned}
& \sigma=\frac{2 k|y|}{3} e^{\sigma_{0}-\frac{S_{0}}{3}}+\sigma_{0}, \\
& S=2 k|y| e^{\sigma_{0}-\frac{S_{0}}{3}}+S_{0}
\end{aligned}
$$

with

$$
\begin{equation*}
-\Lambda_{0}=\Lambda_{\pi}=4 k M_{5}^{3} \tag{1.1.10}
\end{equation*}
$$

Setting $S_{0}=0=\sigma_{0}$, which are of no physical meaning, we get

$$
\begin{align*}
& \sigma=\frac{2 k|y|}{3},  \tag{1.1.11a}\\
& S=2 k|y|, \tag{1.1.11b}
\end{align*}
$$

which is the CCW solution. We rewrite the clockwork metric for future reference

$$
\begin{equation*}
\mathrm{d} s^{2}=e^{\frac{4 k|y|}{3}}\left(\mathrm{~d} x^{2}+\mathrm{d} y^{2}\right) . \tag{1.1.12}
\end{equation*}
$$

One can see that for the clockwork (linear dilaton) solution (1.1.11) the spacetime in the Jordan frame is flat while the Planck mass varies along the extra dimension and it is exponentially suppressed as one move towards the brane located at $y=0$ indicating a strongly-interacting gravity. On the other hand, in the Einstein frame is the other way around. The Planck mass remains constant for any $y$ while the curvature grows exponentially towards the brane at $y=0$ revealing again strongly interacting gravity. Therefore, at fundamental level, the 5D mass $M_{5}$ can be as small as desired in order to decrease the hierarchy gap and retrieve naturalness (to be defined below).

### 1.2. Solution to Hierarchy Problem

The hierarchy problem in particle physics is the energy gap between the weak interaction and Planck scales. Equivalently, is the fact that Higgs mass is so much smaller than the Planck scale.

In addition, demanding Higgs to be much lighter than $M_{P}$ one needs to finetune the mass parameter of the fundamental theory to be of the high order of $M_{P} \sim 10^{19} \mathrm{MGeV}$. This comes in contradiction for the demand of naturalness which states that all parameters of a physical fundamental theory should be of order of one.

One can avoid this problem by just saying that there are many patches of the universe or many effectively realizable universes (such as the various vacua of string theory) where the Higgs boson has different mass but the one (patch or universe) that is capable of accommodating life has $m_{H} \ll M_{P}$ and hence we should not be surprised by the hierarchy. This line of thought is known as the anthropic principle.

However, one may not be satisfied by this explanation and search for a deeper physical meaning that can explain the hierarchy within the theoretical framework that describes our own observable universe.

One way out to resolve the problem, is by the introduction of an extra dimension. The well known Kaluza-Klein theories resolve the problem but then this is transformed to the problem of fine-tuning of the size of the extra dimension (which is not so bad!). This fine-tuning can subsequently be avoided by the introduction
of a new degree of freedom, called radion, which comes from our natural demand for radius stabilisation.

In the clockwork theory, the linear dilaton plays the dual role of generating a non-trivial background leading to the solution of the hierarchy as well as being the field that stabilizes the theory.

Specifically, regarding the RS model the stabilization of the extra dimension is accomplished through the Goldberger-Wise mechanism (appendix B). This mechanism introduces a new field (the radion) with a potential in the bulk as well as on the two branes. Then the stabilization comes from demanding for the field to take a specific value on the boundary.

On the contrary, in the clockwork theory we already have a field and no introduction of a new one is needed. Indeed, we can suppose that there is an interaction potential for the linear dilaton on the brane which fixes its value, ie $S(\pi R)=S_{\pi}$. Then, this boundary condition, automatically fixes the radius

$$
\begin{equation*}
k \pi R=\frac{S_{\pi}}{2} \tag{1.2.1}
\end{equation*}
$$

Then, one can fix the value of $S_{\pi}$ such that the radius is big enough to resolve hierarchy. This will become clear in the following.

However, it is clear that the number of degrees of freedom between RS and CCW models is the same since the background metric in the RS model is completely determined by the $\mathrm{E}-\mathrm{H}$ action, and the new dof comes in only for stabilization.

Therefore, let us illustrate how the effective Planck mass occurs. If the effective theory lies on the boundary located at $y=0$, then then the effective Planck mass is the pre-factor of the 4D Ricci scalar induced on the brane. More specifically, we have

$$
\begin{align*}
M_{5}^{3} \int d^{4} x d y \sqrt{-g} R & =M_{5}^{3} \int d^{4} x d y e^{5 \sigma(y)} \sqrt{-g^{(4)}}\left(g^{\mu \nu} R_{\mu \nu}+g^{55} R_{55}\right) \\
& =M_{5}^{3} \int d^{4} x d y \sqrt{-g^{(4)}} e^{5 \sigma(y)}\left(e^{-2 \sigma(y)} R^{(4)}+\ldots\right) \\
& \equiv M_{P}^{2} \int d^{4} x \sqrt{-g^{(4)}}\left(R^{(4)} \ldots\right), \tag{1.2.2}
\end{align*}
$$

and hence, by matching

$$
\begin{align*}
& M_{5}^{3} \oint d y e^{3 \sigma(y)}=M_{P}^{2} \Rightarrow \\
& M_{P}^{2}=M_{5}^{3} \oint d y e^{\frac{4}{k}|y|} \Rightarrow M_{P}^{2}=\frac{M_{5}^{3}}{k}\left(e^{2 k \pi R}-1\right) \tag{1.2.3}
\end{align*}
$$

Thus, the hierarchy is solved in terms of the parameters $k$ and $R$. This is a good point to illustrate the way that gravitons couple to the Standard Model matter. Consider the 5D gravitational action

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{4} x \mathrm{~d} y \sqrt{-g}\left(\frac{M_{5}^{3}}{2} R+\mathcal{L}_{m}\right) \tag{1.2.4}
\end{equation*}
$$

where $\mathcal{L}_{m}$ is a matter Lagrangian in the bulk. We also consider a metric of the form

$$
\begin{equation*}
\mathrm{d} s^{2}=e^{2 \sigma(y)}\left[g_{\mu \nu} \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}+d y^{2}\right], \tag{1.2.5}
\end{equation*}
$$

where $g_{\mu \nu}$ can be thought of as containing fluctuations around the 4D Minkowski space

$$
\begin{equation*}
g_{\mu \nu}=\eta_{\mu \nu}+\frac{2}{M_{5}^{3 / 2}} h_{\mu \nu}, \tag{1.2.6}
\end{equation*}
$$

with an inverse

$$
\begin{equation*}
g^{\mu \nu}=\eta^{\mu \nu}-\frac{2}{M_{5}^{3 / 2}} h^{\mu \nu}+\frac{4}{M_{5}^{3}} h^{\mu \lambda} h_{\lambda}^{\nu}+\mathcal{O}\left(h^{3}\right) . \tag{1.2.7}
\end{equation*}
$$

In the transverse-traceless gauge $\partial_{\mu} h^{\mu \nu}=0=\eta_{\mu \nu} h^{\mu \nu}$, the action becomes

$$
\begin{align*}
\mathcal{S}=\int \mathrm{d}^{4} x \mathrm{~d} y e^{3 \sigma}[ & -\frac{1}{2}\left(\partial_{\lambda} h_{\mu \nu}\right)\left(\partial^{\lambda} h^{\mu \nu}\right)-\frac{1}{2}\left(\partial_{y} h_{\mu \nu}\right)\left(\partial_{y} h^{\mu \nu}\right)-6 \sigma^{\prime} h_{\mu \nu} \partial_{y} h^{\mu \nu} \\
& \left.-\left(6 \sigma^{\prime 2}+\frac{e^{2 \sigma}}{M_{5}^{3}} \mathcal{L}_{M}\right) h_{\mu \nu} h^{\mu \nu}\right] \tag{1.2.8}
\end{align*}
$$

which when integrated by parts become

$$
\begin{align*}
\mathcal{S}=\int \mathrm{d}^{4} x \mathrm{~d} y e^{3 \sigma}[ & -\frac{1}{2}\left(\partial_{\lambda} h_{\mu \nu}\right)\left(\partial^{\lambda} h^{\mu \nu}\right)-\frac{1}{2}\left(\partial_{y} h_{\mu \nu}\right)\left(\partial_{y} h^{\mu \nu}\right) \\
& \left.+\left(3\left(\sigma^{\prime \prime}+\sigma^{\prime 2}\right)-\frac{e^{2 \sigma}}{M_{5}^{3}} \mathcal{L}_{m}\right) h_{\mu \nu} h^{\mu \nu}\right] \tag{1.2.9}
\end{align*}
$$

Assuming that the bulk matter does not depend on the 4D coordinates, the 4D components of the Einstein equation read

$$
\begin{array}{r}
G_{\mu \nu}=\frac{1}{M_{5}^{3}} T_{\mu \nu} \Rightarrow \\
3\left(\sigma^{\prime \prime}+\sigma^{\prime 2}\right)=\frac{e^{2 \sigma}}{M_{5}^{3}} \mathcal{L}_{m} \tag{1.2.10}
\end{array}
$$

Therefore, the action for the graviton reads

$$
\begin{equation*}
\mathcal{S}=-\frac{1}{2} \int \mathrm{~d}^{4} x \mathrm{~d} y e^{2 k|y|}\left[\left(\partial_{\lambda} h_{\mu \nu}\right)\left(\partial^{\lambda} h^{\mu \nu}\right)+\left(\partial_{y} h_{\mu \nu}\right)\left(\partial_{y} h^{\mu \nu}\right)\right] . \tag{1.2.11}
\end{equation*}
$$

We deconstruct the graviton in the usual way

$$
\begin{equation*}
h_{\mu \nu}(x, y)=\sum_{n=0}^{\infty} \frac{\tilde{h}_{\mu \nu}^{(n)}(x) \psi_{n}(y)}{\sqrt{\pi R}} \tag{1.2.12}
\end{equation*}
$$

Suppose that the SM Lagrangian is localised on the 4D brane at $y=0$ while at $y=\pi R$ it is the hidden brane. Consider the SM energy-momentum tensor

$$
\begin{equation*}
T_{\mu \nu}^{S M}=-2 \frac{\partial \mathcal{L}^{S M}}{\partial g^{\mu \nu}}+\left.g_{\mu \nu} \mathcal{L}^{S M}\right|_{g_{\mu \nu}=\eta_{\mu \nu}} \tag{1.2.13}
\end{equation*}
$$

Then, the gravitational interaction will be given by

$$
\begin{equation*}
\mathcal{L}_{i n t}=-\frac{h_{\mu \nu}(x, 0) T_{\mu \nu}^{S M}(x)}{M_{5}^{3 / 2}}=-\sum_{n=0}^{\infty} \frac{\tilde{h}_{\mu \nu}^{(n)}(x) T_{\mu \nu}^{S M}(x)}{\Lambda_{n}}, \quad \Lambda_{n}=\frac{\sqrt{\pi R} M_{5}^{3 / 2}}{\psi_{n}(0)} . \tag{1.2.14}
\end{equation*}
$$

Thus, using (1.0.25) and (1.2.3) we find

$$
\begin{equation*}
\Lambda_{0}=M_{P}, \quad \Lambda_{n}=\sqrt{M_{5}^{3} \pi R\left(16=+\frac{k^{2} R^{2}}{n^{2}}\right)} \tag{1.2.15}
\end{equation*}
$$

The equation (1.2.15) illustrates the spirit of the clockwork. It shows that the interaction of the massless gauge boson with the SM particles is exactly the observed Planck mass $M_{P}$. On the other hand, it includes interactions between the tower of massive clockwork gauge bosons and the SM with an interaction scale $\Lambda_{n}$ which is smaller than $M_{P}$ by a clockworking factor $e^{k \pi R}$. Therefore, the interaction of the extra tower of gauge bosons will interact with couplings which respect the observed hierarchy.

## Chapter 2

## Clockwork Supergravity

The clockwork theory presented above is naturally hosted into the $D=5, \mathcal{N}=2$ supergravity. In the following, we will present the geometrical structure of the theory in which the clockwork theory is just a particular example of convenient parameter selection. The theory has the supergravity multiplet, one vector multiplet where the clockwork scalar is its scalar component. The scalar come out to has a two parameter potential which can host the RS and clockwork model. Thereafter, if we insist to take the clockwork background (1.1.12) half supersymmetry must be broken and we are left with $D=4, \mathcal{N}=1$ on the boundaries.

### 2.1. The $\mathbf{N}=2$ Maxwell-Einstein Supergravity- A Geometrical Interpretation

The $\mathcal{N}=2, D=5$ supergravity multiplet contains a graviton $e_{\mu}^{m}$, a gravitini $\psi_{\mu}^{i}$ (doublet of $S U(2)_{R}$ R-symmetry) and an abelian gauge $A_{\mu}$ (EM).

This can be coupled to $D=5, n_{V}$ vector multiplets each of them containing one scalar $\phi$, an $S U(2)_{R}$ doublet gaugini $\lambda^{i}$ and a gauge field $A_{\mu}$. Therefore, the field content of the theory is:

$$
\begin{equation*}
\left\{e_{\mu}^{m}, \psi_{\mu a}^{i}, A_{\mu}^{I}, \lambda_{j}^{a}, \phi^{x}\right\}, \tag{2.1.1}
\end{equation*}
$$

where $I=0, x$ with $x=0 \ldots n$ for the $n$ vector multiplets.
We may think of $A_{\mu}^{I}$ to live in a $(n+1)$-dimensional space $\mathcal{G}$ and $\phi^{x}$ as the coordinates of an embedded $n$-dimensional hypersurface $\mathcal{M} \subset \mathcal{G}$. Next, we parametrize the space $\mathcal{G}$ as $\left\{\phi^{x}, \mathcal{V}\right\}$ where $\mathcal{V}$ is an independent coordinate pointing out of $\mathcal{M}$. In order to describe the whole space $\mathcal{G}$ we define as coordinates:

$$
\begin{equation*}
\xi^{I}=\xi^{I}\left(\phi^{x}, \mathcal{V}\right) \tag{2.1.2}
\end{equation*}
$$

Using these coordinates one can build an orthonormal base of the space $\mathcal{G}$. We define the arbitrary function $f=f\left(\mathcal{V}, \phi^{x}\right)$ with

$$
\begin{equation*}
f\left(\mathcal{V}, \phi^{x}\right)=\text { const. }=k, \tag{2.1.3}
\end{equation*}
$$

defining a foliation of $\mathcal{G}$ for each value of the constant $k$. For example we may take:

$$
\begin{equation*}
\ln \mathcal{V}\left(\phi^{x}\right)=k . \tag{2.1.4}
\end{equation*}
$$

For a given $k$ (and hence for a given $\mathcal{V}$ ) there is a local basis at each point of $\mathcal{G}$ which we denote as

$$
\begin{equation*}
\left\{\xi^{I}{ }_{x}, n_{I}\right\}, \tag{2.1.5}
\end{equation*}
$$

where $\xi^{I}{ }_{, x} \in T \mathcal{M}$ and $n_{I}$ is the normal to the hypersurface, given by

$$
\begin{equation*}
n_{I}=[\nabla(\ln \mathcal{V})]_{I}=\frac{\partial}{\partial \xi^{I}} \ln \mathcal{V} \equiv \partial_{I} \ln \mathcal{V} . \tag{2.1.6}
\end{equation*}
$$

We may set $h_{I}=\alpha n_{I}$ and $h^{I}=\beta \xi^{I}$ and constrain them such that

$$
\begin{align*}
h^{I} h_{I} & =1 \Rightarrow \\
\alpha \beta \xi^{I} n_{I} & =1 \Rightarrow \\
\xi^{I} \partial_{I} \ln \mathcal{V} & =(\alpha \beta)^{-1}, \tag{2.1.7}
\end{align*}
$$

following that the hypersurfaces are such that (2.1.7) is always satisfied. To find the metric of $\mathcal{G}$ we differentiate (2.1.7) and we have

$$
\begin{array}{r}
\partial_{J}\left[\xi^{I} \partial_{I} \ln \mathcal{V}\right]=0 \Rightarrow \\
\partial_{J} \ln \mathcal{V}+\xi^{I} \partial_{I J} \ln \mathcal{V}=0 \Rightarrow \\
\frac{1}{\alpha} h_{J}+\frac{1}{\beta} h^{I} \partial_{I J} \ln \mathcal{V}=0 \Rightarrow \\
h_{J}=-\left(\frac{\alpha}{\beta} \partial_{I J} \ln \mathcal{V}\right) h^{I}, \tag{2.1.8}
\end{array}
$$

thus the metric reads

$$
\begin{equation*}
a_{I J}=-\frac{\alpha}{\beta} \partial_{I J} \ln \mathcal{V} . \tag{2.1.9}
\end{equation*}
$$

Therefore, the induced metric on $\mathcal{M}$ is

$$
\begin{align*}
d s^{2} & =a_{I J} d \xi^{I} d \xi^{J} \\
& =a_{I J} \xi^{I},{ }_{x} \xi^{I},{ }_{y} d \phi^{x} d \phi^{y} \\
& =\beta^{-2} a_{I J} h^{I}{ }_{x} h^{J}{ }_{, y} d \phi^{x} d \phi^{y} \\
& =a_{I J} h_{x}^{I} h_{y}^{J} d \phi^{x} d \phi^{y} \\
& =g_{x y} d \phi^{x} d \phi^{y}, \tag{2.1.10}
\end{align*}
$$

$i e$,

$$
\begin{equation*}
g_{x y}=a_{I J} h_{x}^{I} h_{y}^{J} \tag{2.1.11}
\end{equation*}
$$

where we define $h_{x}^{I}=-\beta^{-1} h^{I},{ }_{x}$.
Now, we are in position to compute the Riemann curvature for both $\mathcal{G}$ and $\mathcal{M}$. We compute the Christoffel symbols for $\mathcal{G}$ as

$$
\begin{align*}
\Gamma_{I J K} & =\frac{1}{2}\left(\partial_{J} a_{I K}+\partial_{K} a_{I J}-\partial_{I} a_{J K}\right) \\
& =-\frac{\alpha}{2 \beta}\left(\partial_{J I K} \ln \mathcal{V}+\partial_{K I J} \ln \mathcal{V}-\partial_{I J K} \ln \mathcal{V}\right) \\
& =-\frac{\alpha}{2 \beta} \partial_{I J K} \ln \mathcal{V} \tag{2.1.12}
\end{align*}
$$

The Riemann tensor is

$$
\begin{align*}
R_{N K L}^{P} & =a^{P M} R_{M N K L} \\
& =a^{P M}\left(\partial_{K} \Gamma_{M L N}-\partial_{L} \Gamma_{M K N}+\Gamma_{M L S} \Gamma^{S}{ }_{K N}-\Gamma_{M K S} \Gamma^{S}{ }_{L N}\right) \\
& =a^{P M}\left(\Gamma_{M L S} \Gamma^{S}{ }_{K N}-\Gamma_{M K S} \Gamma^{S}{ }_{L N}\right) \\
& =\Gamma^{P}{ }_{L S} \Gamma^{S}{ }_{K N}-\Gamma^{P}{ }_{K S} \Gamma^{S}{ }_{L N} \Rightarrow \\
R^{M}{ }_{N K L} & =2 \Gamma^{M}{ }_{S[L} \Gamma^{S}{ }_{K] N} . \tag{2.1.13}
\end{align*}
$$

We see in (2.1.13) that even though $\Gamma$ s are not tensors, for the geometries which respect the restriction (2.1.7) they are. Given (2.1.13) we can calculate the induced Riemann curvature of $\mathcal{M}$. This is given by the Gauss equation:

$$
\begin{equation*}
K_{x y z w}=2 \beta^{2} \Omega_{z[x} \Omega_{y] w}+R_{I J K L} \xi^{I}{ }_{, x} \xi^{J}{ }_{, y} \xi^{K}{ }_{, z} \xi^{L}{ }_{, w}, \tag{2.1.14}
\end{equation*}
$$

where $\Omega_{x y}=\Omega_{y x}$ is the second fundamental form of $\mathcal{M}$. The second fundamental form evaluated at a point $p$ gives the deviation of the embedded space at a neighbourhood of the point $p$ from the exponential mapping of the tangent space evaluated at point $p$. It is given by:

$$
\begin{equation*}
\Omega_{x y}=\xi_{I}\left(\xi^{I},{ }_{x} ;_{y}+\Gamma_{J K}^{I} \xi^{J}{ }_{x} \xi^{K}{ }_{, y}\right) . \tag{2.1.15}
\end{equation*}
$$

It can be shown that $\Omega_{x y}=0$, therefore the Riemann tensor $K_{x y z w}$ of $\mathcal{M}$ is given by the second term in (2.1.14). Thus the geometry of $\mathcal{M}$ is entirely determined by the geometry of $\mathcal{G}$. In addition, it is shown that $\mathcal{V}$ must be a homogeneous function of degree three, ie.:

$$
\begin{equation*}
\mathcal{V}=\beta^{3} C_{I J K} \xi^{I} \xi^{J} \xi^{K} \tag{2.1.16}
\end{equation*}
$$

### 2.2. Clockwork supergravity

The scalar field target space (hypersurface $\mathcal{M}$ ) is given by $\mathcal{V}=1$, ie

$$
\begin{equation*}
C_{I J K} h^{I}(\phi) h^{J}(\phi) h^{K}(\phi)=1 \tag{2.2.1}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathcal{V}=\beta^{3} C_{I J K} \xi^{I} \xi^{J} \xi^{K}=1 \tag{2.2.2}
\end{equation*}
$$

Connection with the physical theory demands $\beta^{2}=\frac{2}{3}$. Also, in order for $\mathcal{V}$ to be a homogeneous polynomial of degree three from (2.1.7) we have $\alpha^{2}=\frac{1}{6}$ or $\alpha=\frac{1}{3 \beta}$. Therefore, from (2.1.6), (2.1.9) and the definition of $h_{I}$ we have

$$
\begin{align*}
a_{I J} & =-\frac{1}{2} \partial_{I J}^{2} \ln \mathcal{V}  \tag{2.2.3}\\
h_{I} & =\left.\frac{1}{3 \beta} \partial_{I} \ln \mathcal{V}\right|_{\mathcal{V}=1} \tag{2.2.4}
\end{align*}
$$

For a gauged $D=5$ and $\mathcal{N}=2$ one can read off the scalar potential $V=$ $g^{2} P(\phi)$, where $P(\phi)$ due to supersymmetric invariance of the the theory is written as

$$
\begin{equation*}
P(\phi)=-P_{0}^{2}+P_{x} P^{x} \tag{2.2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{0}=2 h^{I} V_{I}, \quad P_{x}=\sqrt{2} h_{x}^{I} V_{I}, \tag{2.2.6}
\end{equation*}
$$

with $V_{I}$ are $n_{V}+1$ arbitrary constants.
In the clockwork theory we have only one scalar field and thus we are interested in the simple case of a single vector multiplet coupled to $D=5, \mathcal{N}=2$ supergravity. Therefore, the theory simplifies a lot. We have $I=0, x, x=1$ and hence the manifold $\mathcal{M}$ is parametrized by a single scalar $\phi^{x}=\phi$. Now, the space $\mathcal{G}$ is a two-dimensional space and the constrain $\mathcal{V}=1$ defines $\mathcal{M}$ which is just a curve. For the prepotential $\mathcal{V}$, in this case we have

$$
\begin{equation*}
\mathcal{V}=\beta^{3}\left(C_{000}\left(\xi^{0}\right)^{3}+3 C_{100}\left(\xi^{0}\right)^{2} \xi^{1}+3 C_{011} \xi^{0}\left(\xi^{1}\right)^{2}\right) \tag{2.2.7}
\end{equation*}
$$

Since $C_{I J K}$ are arbitrary, we may choose $C_{000}=0=C_{100}$ and $C_{011}=\frac{1}{3}$, such that

$$
\begin{equation*}
\mathcal{V}=\beta^{3} \xi^{0}\left(\xi^{1}\right)^{2}=1 \tag{2.2.8}
\end{equation*}
$$

In addition, plugging (2.2.5) into (2.2.3) and (2.2.4), after some algebra, we have

$$
\begin{align*}
a_{I J} & =\operatorname{diag}\left(\frac{1}{2\left(\xi^{0}\right)^{2}}, \frac{1}{\left(\xi^{1}\right)^{2}}\right)  \tag{2.2.9}\\
h_{I} & =\frac{1}{3 \beta}\left(\frac{1}{\xi^{0}}, \frac{2}{\xi^{1}}\right) . \tag{2.2.10}
\end{align*}
$$

All we want to do is to match the potential (2.2.5) with the CW potential which is

$$
\begin{equation*}
V_{C W}=-4 k^{2} e^{2 S / 3} . \tag{2.2.11}
\end{equation*}
$$

From (2.2.6) for our case we have

$$
\begin{align*}
P_{0} & =2\left(h^{1} V_{1}+h^{2} V_{2}\right) \\
& =2\left(a^{11} h_{1} V_{1}+a^{22} h_{2} V_{2}\right) \\
& =2 \frac{2}{3 \beta}\left(V_{1} \xi^{0}+V_{2} \xi^{1}\right),  \tag{2.2.12}\\
P_{x} & =\sqrt{2}\left(h_{x}^{1} V_{1}+h_{x}^{2} V_{2}\right) \\
& =\sqrt{2}\left(a^{11} h_{1 x} V_{1}+a^{22} h_{2 x} V_{2}\right) \\
& =\sqrt{2}\left(V_{0} \frac{\partial \xi^{0}}{\partial \phi}-V_{1} \frac{\partial \xi^{1}}{\partial \phi}\right) . \tag{2.2.13}
\end{align*}
$$

For the scalar target space (2.2.8) we may choose a parametrization

$$
\begin{equation*}
\xi^{0}=\frac{1}{2 \beta} e^{2 b \phi}, \quad \xi^{1}=\frac{1}{2 \beta} e^{-b \phi} . \tag{2.2.14}
\end{equation*}
$$

Then, the scalar target space metric in terms of the parameter is

$$
\begin{align*}
g_{x x} & =a^{11} h_{1 x} h_{1 x}+a^{22} h_{2 x} h_{2 x} \\
& =\frac{4 b^{2}}{3 \beta^{4}}, \tag{2.2.15}
\end{align*}
$$

which for a cononically normalized scalar field $\phi$ we set $g_{x x}=0$, leading to

$$
\begin{equation*}
b= \pm \frac{1}{\sqrt{3}}, \tag{2.2.16}
\end{equation*}
$$

from which we choose the $b=-1 / \sqrt{3}$ solution. It follows that the potential reads

$$
\begin{align*}
V=g^{2} P & =g^{2}\left(-P_{0}^{2}+P_{x} P^{x}\right) \\
& =g^{2}\left[-\left(V_{0} e^{-2 \phi / \sqrt{3}}+V_{1} e^{\phi / \sqrt{3}}\right)^{2}+\frac{1}{4}\left(2 V_{0} e^{-2 \phi / \sqrt{3}}+V_{1} e^{\phi / \sqrt{3}}\right)^{2}\right] \\
& =-3 g^{2} V_{1}\left(V_{0} e^{-\phi / \sqrt{3}}+\frac{1}{4} V_{1} e^{2 \phi / \sqrt{3}}\right), \tag{2.2.17}
\end{align*}
$$

which is a two-parameter family of potentials. From this, we may choose the CW potential by taking the arbitrary constants to be $V_{0}=0$ and $V_{1}=\sqrt{\frac{8}{3}} \frac{k}{g}$ so that

$$
\begin{equation*}
V=-2 k^{2} e^{2 \phi / \sqrt{3}}, \quad k=\sqrt{\frac{3}{8}} g V_{1} \tag{2.2.18}
\end{equation*}
$$

The bosonic part of the theory, for vanishing gauge fields, is

$$
\begin{equation*}
e^{-1} \mathcal{L}_{\text {bos }}=\frac{1}{2} R-\frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi+2 k^{2} e^{2 \phi / \sqrt{3}} \tag{2.2.19}
\end{equation*}
$$

from which, defining $\phi=-S / 3$ we get exactly the CCW lagrangian as in (1.1.1)

$$
\begin{equation*}
e^{-1} \mathcal{L}_{\text {bos }}=\frac{1}{2}\left(R-\frac{1}{3} \partial_{\mu} S \partial^{\mu} S+4 k^{2} e^{-\frac{2 S}{3}}\right) . \tag{2.2.20}
\end{equation*}
$$

## Chapter 3

## Clockwork Cosmology

A very interesting application of 5D gravity theories is the model building in which our universe is a 3 -brane embedded in a higher dimensional space-time. In these theories the extra dimension is not observable either because it is sufficiently small, either because our universe is confined onto the 3-brane, in which case the extra dimension can be taken large. In both cases the hierarchy problem can be solved. In the former, the hierarchy is solved with the 4D metric to scale exponentially through the bulk while in the latter the Planck scale is derived in terms of the small fundamental scale and the volume of the extra-dimensional space.

In addition, we have the induction of an effective cosmological model on the brane whose behaviour is determined by the content of the bulk. One of the problems of 5D gravity scenarios is that the are resulting unconventional Friedman equations on the brane with the Hubble constant going as $H \sim \rho$ rather than $H \sim \sqrt{\rho}$. However, this problem can be avoided by the stabilization of the extra dimension.

Here we will use the clockwork theory and try to derive a proper cosmology on the one brane located at $y=\pi R$. The clockwork scalar plays the role of the radion and thus the stabilization of the extra dimension is guaranteed, after we have removed its time dependence from the factor of the metric associated with the extra dimension. The formalism developed here can be applied to any type of potential for the scalar.

### 3.1. The theory and equations of motion

We assume a five-dimensional spacetime with an extra spatial dimension in which our universe is confined to a (3+1)-dimensional brane. As we wish to write a line element for this space, we make the following assumptions: (i) our (3+1)dimensional universe is isotropic and homogeneous, thus we may use the RobertsonWalker 3-space metric tensor and (ii) the isotropy along the fifth dimension is broken due to the existence of the branes, thus, the metric tensor will have an explicit y-
dependence. In addition, since the $y$-directed isotropy is broken with a localized matter-energy brane there will be discontinuities for quantities appearing in the equations of motion as we will see.

Given these, we make the following most general ansatz that respect the two constraints mentioned above

$$
\begin{align*}
d s^{2} & =g_{M N} d x^{M} d x^{N} \\
& =-n^{2}(t, y) d t^{2}+a^{2}(t, y) \gamma_{i j} d x^{i} d x^{j}+b^{2}(t, y) d y^{2} \tag{3.1.1}
\end{align*}
$$

where $M, N=0,1,2,3,5, \gamma_{i j}$ is the usual R-W 3 -space metric tensor, $\left(t, x^{i}, i=\right.$ $1,2,3)$ and $y$ are the usual time- and space-like coordinates along the brane and the extra dimension, respectively. Note here that $n, a$ (the scale factor) and $b$ all depend in time $t$ and the extra dimension $y$. Therefore, at each slice, ie constant $y$, of the bulk we can have differently evolving universes.

Thereafter, we consider a generalized theory of (1.1.3) with the scalar to depend not only on the extra dimension but as well as in time. However, as we will see here, it will be convenient for the solution of the equations of motion as well as radius stabilization for the scalar to be non-dynamical. Thus, we introduce the generalized clockwork theory, written in a canonically normalized form

$$
\begin{align*}
\mathcal{S}=-\int \mathrm{d}^{4} x \mathrm{~d} y \sqrt{-g} & \left\{-\frac{M_{5}^{3}}{2} R+\frac{1}{2} g^{M N} \partial_{M} \phi \partial_{N} \phi-2 \tilde{k}^{2} M_{5}^{3} e^{-\alpha \phi}\right. \\
& \left.+\frac{e^{-\beta \phi}}{\sqrt{g_{55}}}\left[\delta(y) \Lambda_{0}+\delta(y-\pi R) \Lambda_{\pi}\right]\right\}, \tag{3.1.2}
\end{align*}
$$

where $M_{5}$ is the fundamental, five-dimensional Planck mass, $R$ the five-dimensional scalar curvature, $\Lambda_{0}$ and $\Lambda_{\pi}$ are the vacuum energies of the branes which are located at $y=0$ and $y=\pi R, \alpha=\frac{2}{\sqrt{3 M_{5}^{3}}}$ a normalization constant and $\beta=\alpha / 2$. In the bulk we introduce the potential of the canonically normalized dilaton field, $\phi=\sqrt{M_{5}^{3} / 3} S$, that is $V_{B}(\phi)=-2 \tilde{k}^{2} M_{5}^{3} e^{-\alpha \phi}, \tilde{k}=$ constant. In the following, we may express $V_{I}(\phi)=e^{-\beta \phi}$, the interaction term between the bulk field and the brane.

The matter content of the five-dimensional space-time is described by the energy-momentum tensor of the bulk scalar and the bulk cosmological constant. Varying the non-gravitational part of the action (3.1.2), we take

$$
\begin{equation*}
T_{M N}=T_{M N}^{\text {bulk }}+T_{M N}^{\text {brane }} \tag{3.1.3}
\end{equation*}
$$

with

$$
\begin{align*}
& T_{M N}^{\text {bulk }}=\partial_{M} \phi \partial_{N} \phi-g_{M N}\left[\frac{1}{2} \partial_{S} \phi \partial^{S} \phi+V_{B}(\phi)\right]  \tag{3.1.4}\\
& T_{M N}^{\text {brane }}=-g_{M N} V_{I}(\phi) \sum_{i=1}^{2} \Lambda_{i} \frac{\delta\left(y-y_{i}\right)}{b} \tag{3.1.5}
\end{align*}
$$

which are the energy-momentum tensors in the bulk and on the brane located at $y_{1}=y_{0}$ and $y_{2}=y_{\pi}$, respectively.

Following, given the background (3.1.1) the scalar equation of motion, obtained by varying the action (3.1.2) with respect to $\phi$, reads

$$
\begin{align*}
\frac{1}{n^{2}} \ddot{\phi}-\frac{1}{b^{2}} \phi^{\prime \prime} & -\frac{1}{n^{2}}\left(\frac{\dot{n}}{n}-3 \frac{\dot{a}}{a}-\frac{\dot{b}}{b}\right) \dot{\phi}-\frac{1}{b^{2}}\left(\frac{n^{\prime}}{n}+3 \frac{a^{\prime}}{a}-\frac{b^{\prime}}{b}\right) \phi^{\prime} \\
+ & \frac{\partial V_{B}(\phi)}{\partial \phi}+\frac{\partial V_{I}(\phi)}{\partial \phi} \sum_{i=\{0, \pi\}} \Lambda_{i} \frac{\delta\left(y-y_{i}\right)}{b}=0 \tag{3.1.6}
\end{align*}
$$

where dots and primes denote derivatives wrt $t$ and $y$, respectively.
Similarly, we consider the five-dimensional set of Einstein equations by varying the action (3.1.2). We get

$$
\begin{align*}
G_{00} & =3\left\{-\frac{n^{2}}{b^{2}}\left[\frac{a^{\prime \prime}}{a}+\frac{a^{\prime}}{a}\left(\frac{a^{\prime}}{a}-\frac{b^{\prime}}{b}\right)\right]+\frac{\dot{a}}{a}\left(\frac{\dot{a}}{a}+\frac{\dot{b}}{b}\right)+k \frac{n^{2}}{a^{2}}\right\}=\kappa_{5}^{2} T_{00},  \tag{3.1.7}\\
G_{i i} & =\frac{a^{2}}{b^{2}} \gamma_{i i}\left\{\frac{a^{\prime}}{a}\left(\frac{a^{\prime}}{a}+2 \frac{n^{\prime}}{n}\right)-\frac{b^{\prime}}{b}\left(\frac{n^{\prime}}{n}+2 \frac{a^{\prime}}{a}\right)+2 \frac{a^{\prime \prime}}{a}+\frac{n^{\prime \prime}}{n}\right\} \\
& +\frac{a^{2}}{n^{2}} \gamma_{i i}\left\{-2 \frac{\ddot{a}}{a}+\frac{\dot{a}}{a}\left(-\frac{\dot{a}}{a}+2 \frac{\dot{n}}{n}\right)-\frac{\ddot{b}}{b}+\frac{\dot{b}}{b}\left(-2 \frac{\dot{a}}{a}+\frac{\dot{n}}{n}\right)\right\}-k \gamma_{i i}=\kappa_{5}^{2} T_{i i}, \tag{3.1.8}
\end{align*}
$$

$$
\begin{align*}
& G_{05}=3\left(\frac{n^{\prime}}{n} \frac{\dot{a}}{a}+\frac{a^{\prime}}{a} \frac{\dot{b}}{b}-\frac{\dot{a}^{\prime}}{a}\right)=\kappa_{5}^{2} T_{05},  \tag{3.1.9}\\
& G_{55}=3\left\{\frac{a^{\prime}}{a}\left(\frac{a^{\prime}}{a}+\frac{n^{\prime}}{n}\right)-\frac{b^{2}}{n^{2}}\left[\frac{\dot{a}}{a}\left(\frac{\dot{a}}{a}-\frac{\dot{n}}{n}\right)+\frac{\ddot{a}}{a}\right]-k \frac{b^{2}}{a^{2}}\right\}=\kappa_{5}^{2} T_{55}, \tag{3.1.10}
\end{align*}
$$

where $\kappa_{5}^{2}=G_{5}=1 / M_{5}^{3}$ is the five-dimensional Newton's constant and $k=0, \pm 1$ denotes the constant curvature of the four-dimensional spacetime along the brane. Of course, these equations seems difficult to be solved, thus we will search for a simplification which also happens to lead to a desired physical outcome. Before we
proceed to this simplification, let us illustrate the mathematical-physical outcome from the appearance of the 3 -branes at $y=0$ and $y=\pi$. Since, the equations of motion have delta functions at the rhs, these must be matched by delta functions which must appear at the lhs. These delta functions will appear from the maximum derivatives of the metric functions, $a^{\prime \prime}, n^{\prime \prime}$, and of the scalar field, $\phi^{\prime \prime}$. Therefore, integrating around $y=y_{i}, \quad i=0, \pi(3.1 .6)$ we get the jump condition for the scalar on the brane

$$
\begin{equation*}
\frac{1}{b_{i}}\left[\phi^{\prime}\right]_{i}=\left.\Lambda_{i} \frac{d V_{I}(\phi)}{d \phi}\right|_{\phi=\phi_{i}}, \tag{3.1.11}
\end{equation*}
$$

where $\left[\phi^{\prime}\right]=\phi^{\prime}\left(y_{i}-\epsilon / 2\right)-\phi^{\prime}\left(y_{i}+\epsilon / 2\right)$ is the difference of the values of the first derivative of the scalar.

Similarly, from (3.1.7) and (3.1.10) we obtain the following junction conditions for the spatial- and temporal- scale factors $a, n$ which read

$$
\begin{align*}
\frac{1}{b_{i}} \frac{\left[a^{\prime}\right]_{i}}{a_{i}} & =-\frac{\kappa_{5}^{2}}{3} \Lambda_{i} V_{I}\left(\phi_{i},\right),  \tag{3.1.12}\\
\frac{1}{b_{i}} \frac{\left[n^{\prime}\right]_{i}}{n_{i}} & =-\frac{\kappa_{5}^{2}}{3} \Lambda_{i} V_{I}\left(\phi_{i}\right) . \tag{3.1.13}
\end{align*}
$$

We note from (3.1.11) that the jump in the scalar derivative depends only on the interaction of the bulk scalar with the brane. If the scalar is at its extremum on the brane then the jump is zero.

Now, as we said, in order to solve the equations of motion we need a simplification. To do so, we may proceed to a simplification of the metric by demanding the scale factor factorization $a(t, y)=a(t) n(y)$. As we will know see our demand for scale factorization comes along with the stabilization of the extra dimension, ie. $\dot{b}=0$. Indeed, taking the time derivative of (3.1.12) we get

$$
\begin{equation*}
\frac{d}{d t} \frac{\left[a^{\prime}\right]_{i}}{a_{i}}=-\frac{\kappa_{5}^{2}}{3} \Lambda_{i} \frac{\partial V_{B}(\phi)}{\partial \phi} \dot{\phi}_{i}-\frac{\kappa_{5}^{2}}{3} \dot{b}_{i} \Lambda_{i} V_{I(i)} . \tag{3.1.14}
\end{equation*}
$$

But if $a(t, y)=a(t) n(y)$ then this equals zero. This implies that if the scalar is sitting on its extremum on the boundary or it is non dynamical then the extra dimension on the boundary is stable, ie $\dot{b}=0$.

For the clockwork, the vanishing of the rhs of the condition (3.1.14) leads to the more specific condition

$$
\begin{equation*}
\beta \dot{\phi}_{i}=\dot{b}_{i} . \tag{3.1.15}
\end{equation*}
$$

In this case, it is clear that if we take the bulk scalar to be non-dynamical the stability of the extra dimension on the brane $\dot{b}=0$ naturally follows. However, (3.1.14) and (3.1.15) are conditions applied on the boundary. What about the bulk? There the (05) Einstein equation of motion gives the answer. We may write this equation in the following form

$$
\begin{equation*}
\left(\frac{n^{\prime}}{n}-\frac{a^{\prime}}{a}\right) \frac{\dot{a}}{a}+\frac{a^{\prime}}{a} \frac{\dot{b}}{b}-\frac{d}{d t}\left(\frac{a^{\prime}}{a}\right)=\frac{\kappa_{5}^{2}}{3} \dot{\phi} \phi^{\prime} \tag{3.1.16}
\end{equation*}
$$

which for scale factorization becomes

$$
\begin{equation*}
\frac{n^{\prime}}{n} \dot{b} \frac{\kappa_{5}^{2}}{3} \dot{\phi} \phi^{\prime} \tag{3.1.17}
\end{equation*}
$$

Again, this equation implies that if $\phi$ is non-dynamical then $\dot{b}$ is zero. We do not want $n^{\prime}=0$ neither $\phi^{\prime}=0$ because with $n \neq$ const. we want at least solve the hierarchy while $\phi \neq$ const. is what we need to have in the clockwork. However, one can imagine a theory with $\phi^{\prime}=0$ and $\dot{\phi} \neq 0$ or whatever selections wishes and see whether they lead to something interesting. Hence, for the following we choose $\dot{\phi}=0, \dot{b}=0$ and without loss of generality we can also set $n(t, y)=n(y)$. For these selections, and after a $y$-redefinition which sets $b(y)=1$, the background metric takes the more approachable form

$$
\begin{equation*}
d s^{2}=n^{2}(y)\left[-d t^{2}+a^{2}(t) \gamma_{i j} d x^{i} d x^{j}\right]+d y^{2} . \tag{3.1.18}
\end{equation*}
$$

### 3.1.1. Cosmology with vanishing bulk potential, $V_{B}(\phi)=0$

In this thesis we are interested for the non-trivial clockwork potential. However, we will illustrate the case with $V_{B}(\phi)=0$ for completeness. In this case, it is convenient to write the metric (3.1.18) in a conformal form redefining $y$ as

$$
\begin{equation*}
d s^{2}=n^{2}(y)\left[-d t^{2}+a^{2}(t) \gamma_{i j} d x^{i} d x^{j}+d y^{2}\right] \tag{3.1.19}
\end{equation*}
$$

In this simplified background the equations of motion become

$$
\begin{align*}
& -3 \frac{n^{\prime \prime}}{n}+3\left(\frac{\dot{a}}{a}+\frac{k}{a^{2}}\right)=\kappa_{5}^{2} \frac{1}{2} \phi^{\prime},  \tag{3.1.20a}\\
& 3 \frac{n^{\prime \prime}}{n}-\left(2 \frac{\ddot{a}}{a}+\frac{\dot{a}^{2}}{a}+\frac{k}{a}\right)=-\kappa_{5}^{2} \frac{1}{2} \phi^{\prime 2},  \tag{3.1.20b}\\
& 6 \frac{n^{\prime 2}}{n^{2}}-3\left(\frac{\ddot{a}}{a}+\frac{\dot{a}^{2}}{a^{2}}+\frac{k}{a^{2}}\right)=\kappa_{5}^{2} \frac{1}{2} \phi^{\prime 2} . \tag{3.1.20c}
\end{align*}
$$

By adding (3.1.20a) and (3.1.15) and we get

$$
\begin{equation*}
\frac{\ddot{a}}{a}-\frac{\dot{a}^{2}}{a^{2}}-\frac{k}{a^{2}}=0, \tag{3.1.21}
\end{equation*}
$$

which is the evolution equation for the scale factor which is common for each fourdimensional slice of the five-dimensional space. The solution for this equation is easily solved and found to be

$$
a(t)= \begin{cases}e^{H\left(t-t_{0}\right)}, \quad k=0  \tag{3.1.22}\\ \frac{1}{H} \sinh \left[H\left(t-t_{0}\right)\right], & k=-1 \\ \frac{1}{H} \cosh \left[H\left(t-t_{0}\right)\right], & k=1\end{cases}
$$

which all satisfy

$$
\begin{equation*}
H^{2}=\frac{\ddot{a}}{a}=\frac{\dot{a}^{2}}{a^{2}}+\frac{k}{a^{2}}, \tag{3.1.23}
\end{equation*}
$$

where $H$ is the Hubble constant.
The scalar equation of motion reads

$$
\begin{equation*}
\phi^{\prime \prime}+3 \frac{n^{\prime}}{n} \phi^{\prime}=0, \tag{3.1.24}
\end{equation*}
$$

where is easily seen that an integration gives

$$
\begin{equation*}
\phi^{\prime}=c \frac{1}{n^{3}}, \tag{3.1.25}
\end{equation*}
$$

where $c$ is the constant of integration. Given (3.1.25) the Einstein equation of motion (3.1.20) read

$$
\begin{align*}
\frac{n^{\prime \prime}}{n} & =H^{2}-\frac{\kappa_{5}^{2}}{3} \frac{c^{2}}{2 n^{6}}  \tag{3.1.26a}\\
2 \frac{n^{2}}{n^{2}} & =2 H^{2}+\frac{\kappa_{5}^{3}}{3} \frac{c^{2}}{2 n^{6}} \tag{3.1.26b}
\end{align*}
$$

which we can add leading to

$$
\begin{equation*}
\frac{n^{\prime \prime}}{n}+2 \frac{n^{\prime 2}}{n^{2}}=3 H^{2} . \tag{3.1.27}
\end{equation*}
$$

The solution to (3.1.27) is found to be

$$
\begin{equation*}
n^{3}(y)=\frac{\sinh (3 H|y|)}{\sinh \left(3 H\left|y_{0}\right|\right)} \tag{3.1.28}
\end{equation*}
$$

with

$$
\begin{equation*}
H^{2}=\frac{\kappa^{2}}{12} c^{2} \sinh ^{2}\left(3 H\left|y_{0}\right|\right) \tag{3.1.29}
\end{equation*}
$$

Computing the Ricci scalar on-shell we find

$$
\begin{equation*}
R=\frac{\kappa_{5}^{3}}{n^{2}} \phi^{\prime 2} . \tag{3.1.30}
\end{equation*}
$$

However, from (3.1.28) we see that for $y=0$ the warp factor vanishes. Thus, at that point the Ricci scalar diverges indicating a physical singularity. This is a
problem since we located the first brane at $y=0$. We simply avoid this problem by putting the first (hidden) brane at some location $y=y_{1}>0$. The solution found (3.1.28) determines up to the constant $c$ the relation between the warp factors on the two branes

$$
\begin{equation*}
\frac{n_{\pi}^{3}}{n_{1}^{3}}=\frac{\sinh (3 H|\pi R|)}{\sinh \left(3 H\left|y_{1}\right|\right)} \tag{3.1.31}
\end{equation*}
$$

- for the scalar (3.1.25):

We can find a relation between the constant of integration $c$ and the brane tensions implying the jump conditions (3.1.11)-(3.1.13). These read

$$
\begin{align*}
& 2 c=\left.\Lambda_{1} \partial_{\phi} V_{I}(\phi)\right|_{\phi=\phi_{1}}, \quad n\left(y_{1}\right)=1,  \tag{3.1.32a}\\
& \frac{2 c}{n^{3}(\pi)}=-\left.n_{\pi} \Lambda_{\pi} \partial_{\phi} V_{I}(\phi)\right|_{\phi=\phi_{\pi}} \tag{3.1.32b}
\end{align*}
$$

for the two branes, now at their new locations $y=y_{1}$ and $y=\pi R$.

- for the warp factor $n(y)$ :

$$
\begin{align*}
\Lambda_{1} V_{I(1)} & =\frac{6 H}{\kappa_{5}^{2}} \operatorname{coth}\left(3 H\left|y_{1}\right|\right)  \tag{3.1.33a}\\
\Lambda_{\pi} V_{I(\pi)} & =-\frac{6 H}{\kappa_{5}^{2}} \operatorname{coth}(3 H \pi R) \tag{3.1.33b}
\end{align*}
$$

We can also determine the effective Plack mass on the brane and see the solution of the hierarchy. Doing so, we follow the same procedure as in Chapter 1

$$
\begin{align*}
\frac{1}{2 \kappa_{5}^{2}} \int \mathrm{~d}^{4} x \mathrm{~d} y \sqrt{-g} R & =\frac{1}{2 \kappa^{5}} \int \mathrm{~d}^{4} x \mathrm{~d} y \sqrt{-g(4)} n^{5}\left(\frac{1}{n^{2}} R_{(4)}+\ldots\right) \\
& \equiv \frac{1}{2 \kappa^{2}} \int \mathrm{~d}^{4} x \sqrt{-g_{(4)}}\left(R_{(4)}+\ldots\right) \tag{3.1.34}
\end{align*}
$$

where $R_{(4)}$ is the 4D scalar curvature on the brane, $g_{(4)}$ is the determinant of the four-dimensional metric on the brane equal to $a^{3}$ and $\kappa^{2}=\frac{1}{2 M_{P}^{2}}$ is the fourdimensional Planck mass. Therefore, we have

$$
\begin{equation*}
\frac{1}{\kappa^{2}} \equiv \frac{1}{\kappa_{5}^{2}} \oint \mathrm{~d} y n^{3}=-\left.\frac{2}{\kappa_{5}^{2}} \frac{n_{i}^{3}}{3 H} \operatorname{coth}\left(3 H\left|y_{i}\right|\right)\right|_{y_{1}} ^{y_{\pi}}=\sum_{i=1}^{2} n_{i}^{4} V_{I(i)} \frac{\Lambda_{i}}{9 H^{2}}, \tag{3.1.35}
\end{equation*}
$$

which offers a solution to the hierarchy.
We can also calculate the effective cosmological constant, $\Lambda_{e f f}$, and derive the proper Friedman equation. The contribution to the effective cosmological constant comes from all the terms in the bulk besides the Ricci term which consist the ordinary E-H action. Therefore, reading (3.1.2), we take

$$
\begin{equation*}
\Lambda_{e f f}=\oint \mathrm{d} y n^{5}\left(\frac{1}{2 \kappa_{5}^{2}} R_{(5)}-\frac{1}{2} \phi^{\prime 2}\right)=\sum_{i=1}^{2} n_{i}^{4} V_{I(i)} \frac{\Lambda_{i}}{3} . \tag{3.1.36}
\end{equation*}
$$

Using the result of (3.1.35) we get

$$
\begin{equation*}
\Lambda_{e f f}=\frac{3 H^{2}}{\kappa^{2}} \Rightarrow H^{2}=\frac{\kappa^{2}}{3} \Lambda_{e f f} \tag{3.1.37}
\end{equation*}
$$

which is exactly the ordinary Friedman equation.

### 3.1.2. Including the clockwork potential, $V_{B}(\phi)=-2 k^{2} M^{3} e^{-\alpha \phi}$

In this section we include the clockwork potential. For this purpose, we fix the extra dimension such that $b=1$ and the Einstein equation of motion read

$$
\begin{align*}
& -3 n^{2}\left(\frac{n^{\prime \prime}}{n}+\frac{n^{\prime 2}}{n}\right)+3\left(\frac{\dot{a}}{a}+\frac{k}{a^{2}}\right)=\kappa_{5}^{2} n^{2}\left(\frac{1}{2} \phi^{\prime}+V_{B}(\phi)\right),  \tag{3.1.38a}\\
& 3 n^{2}\left(\frac{n^{\prime \prime}}{n}+\frac{n^{\prime 2}}{n^{2}}\right)-\left(2 \frac{\ddot{a}}{a}+\frac{\dot{a}^{2}}{a}+\frac{k}{a}\right)=-\kappa_{5}^{2} n^{2}\left(\frac{1}{2} \phi^{\prime 2}+V_{B}(\phi)\right),  \tag{3.1.38b}\\
& 6 n^{2} \frac{n^{\prime 2}}{n^{2}}-3\left(\frac{\ddot{a}}{a}+\frac{\dot{a}^{2}}{a^{2}}+\frac{k}{a^{2}}\right)=-\kappa_{5}^{2} n^{2}\left(-\frac{1}{2} \phi^{\prime 2}+V_{B}(\phi)\right) . \tag{3.1.38c}
\end{align*}
$$

Again, by (3.1.38a) and (3.1.38c) we get

$$
\begin{equation*}
\frac{\ddot{a}}{a}-\frac{\dot{a}^{2}}{a^{2}}-\frac{k}{a^{2}}=0, \tag{3.1.39}
\end{equation*}
$$

which is the same evolution equation for the scale factor as for the vanishing potential. The solution of this is given in (3.1.6). Therefore, (3.1.38) become

$$
\begin{align*}
\frac{n^{\prime \prime}}{n}+\frac{n^{\prime 2}}{n^{2}} & =\frac{H^{2}}{n^{2}}-\frac{\kappa_{5}^{2}}{3}\left(\frac{\phi^{\prime 2}}{2}-2 k^{2} M^{3} e^{-\alpha \phi}\right)  \tag{3.1.40a}\\
\frac{2 n^{\prime 2}}{n^{2}} & =\frac{2 H^{2}}{n^{2}}-\frac{\kappa_{5}^{2}}{3}\left(-\frac{\phi^{\prime 2}}{2}-2 k^{2} M^{3} e^{-\alpha \phi}\right) . \tag{3.1.40b}
\end{align*}
$$

For $H=0$ these leads back to the linear dilaton solution. Eliminating the $H^{2}$ term we get

$$
\begin{equation*}
\frac{n^{\prime \prime}}{n}=-\frac{\kappa_{5}^{2}}{2}\left(\frac{\phi^{\prime 2}}{2}-\frac{2}{3} k^{2} M^{3} e^{-\alpha \phi}\right), \tag{3.1.41}
\end{equation*}
$$

or for a general potential $V_{B}$

$$
\begin{equation*}
\frac{n^{\prime \prime}}{n}=-\frac{\kappa_{5}^{2}}{2}\left(\frac{\phi^{\prime 2}}{2}+\frac{1}{3} V_{B}(\phi)\right) . \tag{3.1.42}
\end{equation*}
$$

We can find a subclass of solution setting

$$
\begin{equation*}
\frac{\phi^{\prime 2}}{2}+\frac{1}{3} V_{B}(\phi)=E \tag{3.1.43}
\end{equation*}
$$

where $E$ is a constant. This equation is like a constant energy condition except the factor of $1 / 3$. In addition, the scalar field equation of motion becomes

$$
\begin{equation*}
\phi^{\prime \prime}+4 \frac{n^{\prime}}{n} \phi^{\prime}=\frac{\mathrm{d} V_{B}(\phi)}{\mathrm{d} \phi} \tag{3.1.44}
\end{equation*}
$$

which combined with (3.1.43) leads to

$$
\begin{equation*}
\phi^{\prime \prime}+\frac{n^{\prime}}{n} \phi^{\prime}=0, \tag{3.1.45}
\end{equation*}
$$

with a solution

$$
\begin{equation*}
\phi^{\prime}(y)=\frac{c}{n(y)}, \tag{3.1.46}
\end{equation*}
$$

with $c$ a constant of integration.
For $E=0$, this equation has the solution

$$
\begin{equation*}
\phi_{0}=\frac{2}{\alpha} \ln \left(\frac{2}{3} k y\right), \tag{3.1.47}
\end{equation*}
$$

which is the linear dilaton solution. Indeed, plugging this back into (3.1.40) we find that $H=0$ which is the condition for the clockwork scalar as mentioned above.

Following, we can search for a solution with $E \neq 0$. For convenience one can set $E=-2 M^{3} \omega^{2}<0, \omega=$ real const. We can find an explicit expression that satisfies (3.1.43) which is

$$
\begin{equation*}
\phi_{E}(y)=\sqrt{3 M^{3}} \ln \left[\frac{k}{\sqrt{3} \omega} \cos \left(\frac{2}{\sqrt{3}} \omega y\right)\right] . \tag{3.1.48}
\end{equation*}
$$

However, this does not satisfy (3.1.40). An analytic solution that satisfies the equation of motion for the metric components and the field has not been found yet. However, solutions using perturbation theory have been deployed in the literature. Another way to address the problem is to make the (3.1.43) more general by considering a bigger solution space

$$
\begin{equation*}
\frac{\phi^{\prime 2}}{2}+\frac{1}{3} V_{B}(\phi)=f(\phi) \tag{3.1.49}
\end{equation*}
$$

where $f(\phi)$ is some sufficiently smooth function of $\phi$.

## Chapter 4

## A Clockwork Black Hole Solution

In this chapter there is a presentation of a black hole solution to the continuum clockwork theory. This black hole has no spherical symmetry but instead it admits a planar horizon. To begin with, consider the generalization of the clockwork theory up to $D$ dimensions whose action is given by the action

$$
\begin{equation*}
\mathcal{S}_{\mathrm{D}}=\frac{1}{2 \kappa_{\mathrm{D}}^{2}} \int \mathrm{~d}^{D} x \sqrt{-g}\left(R-\frac{1}{2}(\partial S)^{2}+k^{2} e^{\sqrt{\frac{2}{D-2}} S}\right) \tag{4.0.1}
\end{equation*}
$$

where we have the dilaton $S$ with its Liouville type potential in $D$-dimensions $V(S)=k^{2} e^{\sqrt{\frac{2}{D-2}} S}$.

This action admits the $D$-dimensional black hole solution

$$
\begin{align*}
& \mathrm{d} s^{2}=\frac{d r^{2}}{1-\left(\frac{r_{0}}{r}\right)^{D-2}}+r^{2}\left\{-\left(1-\left(\frac{r_{0}}{r}\right)^{D-2}\right) \mathrm{d} t^{2}+\mathrm{d} \vec{x}_{D}^{2}\right\},  \tag{4.0.2}\\
& S=-\sqrt{2(D-2)} \ln \left(\frac{k}{D-2} r\right) . \tag{4.0.3}
\end{align*}
$$

With the purpose to study the solution in a more intuitive manner, we write down the 4 D analogue of the above theory. For this, we start from the 4D action and present the procedure of producing the solution.

### 4.1. The 4D clockwork black hole solution

The 4D analogue to the clockwork action (4.0.1) is given by

$$
\begin{equation*}
\mathcal{S}=\frac{1}{2 \kappa^{2}} \int d^{4} x \sqrt{-g}\left(R-\frac{1}{2}(\partial S)^{2}+4 k^{2} e^{S}\right) . \tag{4.1.1}
\end{equation*}
$$

Varying (4.1.1) with respect to $g$ and $S$ we take the Einsteil-dilaton equations of motion

$$
\begin{align*}
R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R & =\frac{1}{2} \partial_{\mu} S \partial_{\nu} S-\frac{1}{2} g_{\mu \nu}\left\{\frac{1}{2}(\partial S)^{2}-4 k^{2} e^{S}\right\},  \tag{4.1.2a}\\
\square S & =-4 k^{2} e^{S} . \tag{4.1.2b}
\end{align*}
$$

Consider the 4D analogue of the clockwork metric

$$
\begin{equation*}
d s^{2}=e^{2 \sigma(z)}\left(-d t^{2}+d x^{2}+d y^{2}+d z^{2}\right), \tag{4.1.3}
\end{equation*}
$$

where now the $z$ is the coordinate in which runs the scalar and the wrap factor. Under this background the equation of motion (4.1.2) become

$$
\begin{align*}
& S^{\prime \prime}+2 \sigma^{\prime} S^{\prime}=-4 k^{2} e^{S+2 \sigma}  \tag{4.1.4a}\\
& \frac{1}{4} S^{\prime 2}+2 k^{2} e^{S+2 \sigma}=3 \sigma^{\prime 2}  \tag{4.1.4b}\\
& \frac{1}{2} S^{\prime 2}=2\left(\sigma^{\prime 2}-\sigma^{\prime \prime}\right) \tag{4.1.4c}
\end{align*}
$$

A solution to this system is

$$
\begin{align*}
& S(z)=-2 k z  \tag{4.1.5}\\
& \sigma(z)=k z . \tag{4.1.6}
\end{align*}
$$

Making the change of coordinates $k z=\ln (k r) \Rightarrow k d z=\frac{1}{r} d r$ the solution reads

$$
\begin{align*}
S(r) & =-2 \ln (k r),  \tag{4.1.7a}\\
d s^{2} & =d r^{2}+k^{2} r^{2}\left(-d t^{2}+d x^{2}+d y^{2}\right) . \tag{4.1.7b}
\end{align*}
$$

This metric seems to has Poincaré invariance in the $\mathbb{R}^{1+2}$ space. To search for the exact symmetries we have to find the Killing vectors. For this, we write down the Christofell symbols of the space

$$
\begin{array}{r}
\Gamma^{z t}{ }_{z t}=\Gamma^{x}{ }_{z x}=\Gamma^{y}{ }_{z y}=\Gamma^{z}{ }_{z z}=1, \\
\Gamma^{z}{ }_{x x}=\Gamma^{z}{ }_{y y}=-1 . \tag{4.1.8}
\end{array}
$$

The Killing equation reads

$$
\begin{equation*}
\nabla_{(\mu} \xi_{\nu)}=0 \tag{4.1.9}
\end{equation*}
$$

from which we find the following system of differential equations

$$
\begin{align*}
\xi_{z}+\xi_{z, z} & =0  \tag{4.1.10a}\\
\xi_{z}+\xi_{y, y} & =0,  \tag{4.1.10b}\\
\xi_{z}+\xi_{x, x} & =0,  \tag{4.1.10c}\\
\xi_{z}+\xi_{t, t} & =0  \tag{4.1.10d}\\
\xi_{y, z}+\xi_{z, y} & =0  \tag{4.1.10e}\\
\xi_{x, y}+\xi_{y, x} & =0  \tag{4.1.10f}\\
\xi_{x, z}+\xi_{z, x} & =0  \tag{4.1.10g}\\
\xi_{t, x}-\xi_{x, t} & =0  \tag{4.1.10h}\\
\xi_{t, y}-\xi_{y, t} & =0,  \tag{4.1.10i}\\
\xi_{t, z}-\xi_{z, t} & =0 . \tag{4.1.10j}
\end{align*}
$$

The solution to these equations read as

$$
\begin{align*}
\vec{t} & =c_{1} \frac{\partial}{\partial y}+c_{2}\left(y \frac{\partial}{\partial t}+t \frac{\partial}{\partial y}\right) \\
& +c_{3} \frac{\partial}{\partial x}+c_{4}\left(x \frac{\partial}{\partial y}-y \frac{\partial}{\partial x}\right) \\
& +c_{5} \frac{\partial}{\partial t}+c_{6}\left(x \frac{\partial}{\partial t}+t \frac{\partial}{\partial x}\right) . \tag{4.1.11}
\end{align*}
$$

and therefore the Killing vectors are

$$
\begin{align*}
\xi^{1} & =\frac{\partial}{\partial t} \\
\xi^{2} & =\frac{\partial}{\partial x} \\
\xi^{3} & =\frac{\partial}{\partial y} \\
\xi^{4} & =x \frac{\partial}{\partial y}-y \frac{\partial}{\partial x} \\
\xi^{5} & =x \frac{\partial}{\partial t}+t \frac{\partial}{\partial x} \\
\xi^{6} & =y \frac{\partial}{\partial t}+t \frac{\partial}{\partial y}, \tag{4.1.12}
\end{align*}
$$

Of course these vectors are the generators of the group $\operatorname{ISO}(1,2)$, the Poincare group of $\mathbb{R}^{1+2}$; the first three vectors represent the space-time translations in the $t, x, y$ planes and the last three are the rotations in the three-dimensional Lorentz space composed by the axes $\{t, x, y\}$.

Also, let us note that the metric (4.1.7b) is the induced metric on the 5 D Lorentian cone

$$
\begin{equation*}
-X_{0}^{2}+X_{1}^{2}+X_{2}^{2}-2 X_{3}^{2}+2 X_{3} X_{4}=0 \tag{4.1.13}
\end{equation*}
$$

embedded in $M^{3,2}$ with metric

$$
\begin{equation*}
d s_{5}^{2}=-d X_{0}^{2}+d X_{1}^{2}+d X_{2}^{2}-d X_{3}^{2}+d X_{4}^{2} \tag{4.1.14}
\end{equation*}
$$

Then, the parametrization

$$
\begin{align*}
X_{0} & =r t, \quad X_{1}=r x, \quad X_{2}=r y \\
X_{3} & =\frac{r}{2}\left(-t^{2}+x^{2}+y^{2}\right), \\
& =\frac{r}{2}\left(-t^{2}+x^{2}+y^{2}\right)-r, \tag{4.1.15}
\end{align*}
$$

leads to the induced metric (4.1.7b) on the cone (4.1.13). The metric (4.1.7b) is singular at $r=0$ since curvature invariants diverge there since for example

$$
\begin{equation*}
R_{\mu \nu} R^{\mu \nu}=\frac{12}{r^{4}} . \tag{4.1.16}
\end{equation*}
$$

This singularity at $r=0$ is a naked singularity and we should get rid of it. In the clockwork case, the singularity was cut out of the spacetime by the introduction of branes at $r=1,(z=0)$ and $r=e^{z_{0}}$. However, there is another possibility, namely to hide the singularity behind a horizon. Indeed, it is straightforward to verify that the Einstein equations with the linear-dilaton profile (4.1.7a) admits also solution

$$
\begin{align*}
& S=-2 \ln (k r),  \tag{4.1.17}\\
& \mathrm{d} s^{2}=\frac{\mathrm{d} r^{2}}{1-\frac{r_{s}^{2}}{r^{2}}}+r^{2}\left\{-\left(1-\frac{r_{s}^{2}}{r^{2}}\right) \mathrm{d} t^{2}+\mathrm{d} x^{2}+\mathrm{d} y^{2}\right\} . \tag{4.1.18}
\end{align*}
$$

Again, the metric (4.1.18) is singular at $r=0$ but now the singularity is behind the horizon $r=r_{s}$. As we see this solution is the $D=4$ case of the general solutions to (4.0.1).

Let us define tortoise coordinates $r^{*}=r^{*}(r)$ such that the metric (4.1.18) can be put in the form

$$
\begin{equation*}
\mathrm{d} s^{2}=-r^{2}\left(1-\frac{r_{s}^{2}}{r^{2}}\right)\left(\mathrm{d} t^{2}-\mathrm{d} r^{* 2}\right)+r^{2}\left(d x^{2}+\mathrm{d} y^{2}\right) \tag{4.1.19}
\end{equation*}
$$

where

$$
\begin{equation*}
r^{*}=\int \frac{d r}{r\left(1-\frac{r_{s}^{2}}{r^{2}}\right)}=\frac{1}{2} \ln \left(r^{2}-r_{s}^{2}\right) . \tag{4.1.20}
\end{equation*}
$$

As usual, the tortoise coordinate $r^{*} \sim \ln r$ for $r \gg r_{s}$ and $r^{*} \rightarrow-\infty$ for $r=r_{s}$ where is the even horizon. To go to Kruskal coordinates, we define

$$
\begin{equation*}
u^{*}=t-r^{*}, \quad v^{*}=t+r^{*}, \tag{4.1.21}
\end{equation*}
$$

so that

$$
\begin{equation*}
r^{*}=\frac{1}{2} \ln \left(r^{2}-r_{s}^{2}\right)=\frac{v^{*}-u^{*}}{2}, \quad t=\frac{v^{*}+u^{*}}{2} \tag{4.1.22}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
r^{2}-r_{s}^{2}=e^{v^{*}-u^{*}} \tag{4.1.23}
\end{equation*}
$$

We define now the null coordinates

$$
\begin{equation*}
u=-e^{-u^{*}}, \quad v=e^{v^{*}}, \tag{4.1.24}
\end{equation*}
$$

so that the metric is written as

$$
\begin{equation*}
\mathrm{d} s^{2}=-\mathrm{d} u \mathrm{~d} v+r^{2}\left(\mathrm{~d} x^{2}+\mathrm{d} y^{2}\right) \tag{4.1.25}
\end{equation*}
$$

where $r$ is defined by

$$
\begin{equation*}
u v=r_{s}^{2}-r^{2} \tag{4.1.26}
\end{equation*}
$$

Therefore, the singularity $r=0$ is at

$$
\begin{equation*}
u v=r_{s}^{2} \tag{4.1.27}
\end{equation*}
$$

and the event horizon at

$$
\begin{equation*}
u v=0 \tag{4.1.28}
\end{equation*}
$$

The global structure is shown in Figure 4.1.


Figure 4.1: Global structure of the solution
One can also find the Penrose diagram given in Figure 4.2. This can be written in the coordinates

$$
\begin{equation*}
p=\tan ^{-1}\left(v / r_{s}\right), \quad q=\tan ^{-1}\left(u / r_{s}\right), \tag{4.1.29}
\end{equation*}
$$

which lead to


Figure 4.2: The Penrose diagram of the solution

- $r=0 \Rightarrow u v=r_{s}^{2} \Rightarrow \tan p \tan q=1 \Rightarrow \cos (p+q)=0 \Rightarrow p+q= \pm \frac{\pi}{2}$
- $r=r_{s} \Rightarrow u v=0 \Rightarrow p=0$ or $q=0$

The casual structure of this black hole seems to be the same as for the Schwarchild solution with the difference that here we have different conformal factor. Moreover, at each point of the diagram corresponds a two-dimensional euclidean space with metric $d x^{2}+d y^{2}$.

### 4.2. Geodesics

We take the geodesic equations which are written as

$$
\begin{equation*}
\frac{\mathrm{d}^{2} x^{\mu}}{\mathrm{d} t^{2}}+\Gamma^{\mu}{ }_{\rho \sigma} \frac{\mathrm{d} x^{\rho}}{\mathrm{d} t} \frac{\mathrm{~d} x^{\sigma}}{\mathrm{d} t}=0 . \tag{4.2.1}
\end{equation*}
$$

The geodesic equation for motion at fixed $x, y$ is

$$
\begin{align*}
& \frac{r^{2}}{\left(r^{2}-r_{s}^{2}\right)^{3}}\left(\frac{d r}{d t}\right)^{2}-\frac{1}{r^{2}-r_{s}^{2}}=-E,  \tag{4.2.2}\\
& \frac{d t}{d \tau}=\frac{1}{E^{1 / 2}} \frac{1}{r^{2}-r_{s}^{2}} . \tag{4.2.3}
\end{align*}
$$

where $E>0$ for timelike geodesics and $\tau$ is the proper time. The solution of Eq.(4.2.2) for incoming geodesics turns out to be

$$
\begin{equation*}
r(t)=\frac{1}{E^{1 / 2}}\left(1+E r_{s}^{2}-\tanh \left(t-t_{0}\right)^{2}\right)^{1 / 2} \tag{4.2.4}
\end{equation*}
$$

which, when used in (4.2.3) we find

$$
\begin{equation*}
\tanh \left(t-t_{0}\right)=\sqrt{E}\left(\tau-\tau_{0}\right) \tag{4.2.5}
\end{equation*}
$$

Therefore, in terms of the proper time, the geodesic equation is written as

$$
\begin{equation*}
r(t)=\frac{1}{E^{1 / 2}}\left(1+E r_{s}^{2}-E\left(\tau-\tau_{0}\right)^{2}\right)^{1 / 2} \tag{4.2.6}
\end{equation*}
$$

Clearly, from Eq.(4.2.4) we see that the horizon at $r=r_{s}$ is appropaced as $t \rightarrow \infty$ and therefore for an asymptotic observer at $r \gg r_{s}$, it takes infinite time to reach the horizon. However, $r_{s}$ can be reached in finite proper time as Eq.(4.2.6) shows.

Similarly, for null geodesics we have

$$
\begin{equation*}
\left(\frac{d r}{d t}\right)^{2}=r^{2}\left(1-\frac{r_{s}^{2}}{r^{2}}\right)^{2} \tag{4.2.7}
\end{equation*}
$$

from where we find

$$
\begin{equation*}
t \pm \frac{1}{2} \log \left(r^{2}-r_{s}^{2}\right)=\text { const.. } \tag{4.2.8}
\end{equation*}
$$

Threfore, we have

$$
\begin{equation*}
r(t)=r_{s} \sqrt{1+e^{\mp 2(t-t 0)}} \tag{4.2.9}
\end{equation*}
$$

where the minus (plus) sign is for the incoming (outgoing) light rays.
For varying $x, y$ the geodesic equations are given by:

$$
\begin{align*}
& \frac{d^{2} t}{d p^{2}}+\frac{B^{\prime}(r)}{B(r)} \frac{d t}{d p} \frac{d r}{d p}=0  \tag{4.2.10}\\
& \frac{d^{2} r}{d p^{2}}+\frac{B^{\prime}(r)}{2 A(r)}\left(\frac{d t}{d p}\right)^{2}+\frac{A^{\prime}(r)}{2 A(r)}\left(\frac{d r}{d p}\right)^{2}-\frac{r}{A(r)}\left[\left(\frac{d x}{d p}\right)^{2}+\left(\frac{d y}{d p}\right)^{2}\right]=0  \tag{4.2.11}\\
& \frac{d^{2}\{x, y\}}{d p^{2}}+\frac{2}{r} \frac{d r}{d p} \frac{d\{x, y\}}{d p}=0 \tag{4.2.12}
\end{align*}
$$

where:

$$
\begin{align*}
& A(r)=\frac{r^{2}}{r^{2}-r_{s}^{2}}  \tag{4.2.13}\\
& B(r)=r^{2}-r_{s}^{2} \tag{4.2.14}
\end{align*}
$$

From (4.2.10), (4.2.12) we have the following constants of motion:

$$
\begin{align*}
& r^{2} \frac{d x}{d p}=c_{1}  \tag{4.2.15}\\
& r^{2} \frac{d x}{d p}=c_{1}  \tag{4.2.16}\\
& \frac{d t}{d p}=\frac{1}{B(r)} \tag{4.2.17}
\end{align*}
$$

where we have absorbed one constant of motion into the definition of $p$.
Then the equation of motion for $r$, eq. (4.2.11), becomes:

$$
\begin{equation*}
A(r)\left(\frac{d r}{d p}\right)^{2}+\frac{J^{2}}{r^{2}}-\frac{1}{B(r)}=-E \tag{4.2.18}
\end{equation*}
$$

where $E>0$ for massive particles and $E=0$ for photons and $J^{2}=c_{1}^{2}+c_{2}^{2}=$ const..

Then, the proper time $\tau$ is given by:

$$
\begin{equation*}
d \tau^{2}=-E d p^{2} \tag{4.2.19}
\end{equation*}
$$

Therefore, we can eliminate $p$ and get the r,t equations of motion:

$$
\begin{align*}
& \frac{A(r)}{B^{2}(r)}\left(\frac{d r}{d t}\right)^{2}+\frac{J^{2}}{r^{2}}-\frac{1}{B(r)}=-E,  \tag{4.2.20}\\
& \frac{d t}{d \tau}=\frac{1}{E^{1 / 2}} \frac{1}{B(r)} \tag{4.2.21}
\end{align*}
$$

Using (4.2.13), (4.2.14), equation for $r$ become:

$$
\begin{equation*}
\frac{r^{2} r^{\prime 2}}{\left(r^{2}-r_{s}^{2}\right)^{3}}+\frac{J^{2}}{r^{2}}-\frac{1}{r^{2}-r_{s}^{2}}=-E . \tag{4.2.22}
\end{equation*}
$$

Setting $r^{2}-r_{s}^{2}=u(t)$, this equation becomes:

$$
\begin{equation*}
u^{\prime 2}+4\left(E+\frac{J^{2}}{u+r_{s}}\right) u^{3}-4 u^{2}=0 \tag{4.2.23}
\end{equation*}
$$

For $J=0$, ie the case where $x, y=$ fixed, eq. (4.2.23) reduces to (4.2.2).

### 4.3. Surface Gravity

The 4-acceleration of a particle, given the metric (4.1.18), is:

$$
\begin{equation*}
a^{\mu}=\frac{d u^{\mu}}{d \tau}+\Gamma_{\rho \sigma}^{\mu} u^{\rho} u^{\sigma}, \tag{4.3.1}
\end{equation*}
$$

where, for a free falling observer, the 4 -velocity is:

$$
\begin{equation*}
u^{\mu}=\left(\sqrt{-g^{00}}, 0,0,0\right) \tag{4.3.2}
\end{equation*}
$$

Since $u^{i}=0$, (4.3.1) becomes:

$$
\begin{equation*}
a^{\mu}=\frac{d u^{\mu}}{d \tau}+\Gamma^{\mu}{ }_{00}\left(u^{0}\right)^{2}, \tag{4.3.3}
\end{equation*}
$$

and the only surviving component is:

$$
\begin{align*}
a^{1} & =\Gamma^{1}{ }_{00}\left(u^{0}\right)^{2}=\frac{1}{2 A(r)} \frac{d B(r)}{d r}\left(-g^{00}\right) \\
& =\frac{r^{2}-r_{s}^{2}}{2 r^{2}}(2 r)\left[r^{2}\left(1-\frac{r_{s}^{2}}{r^{2}}\right)\right]^{-1}=\frac{1}{r}  \tag{4.3.4}\\
a^{0} & =\frac{\partial u^{0}(r)}{\partial \tau}=\frac{\partial u^{0}(r)}{\partial r} u^{1}=0
\end{align*}
$$

Therefore, the proper acceleration is given by:

$$
\begin{align*}
& a^{2}=a^{\mu} a_{\mu}=a^{1} a_{1}=g_{11}\left(a^{1}\right)^{2}=\left(1-\frac{r_{s}^{2}}{r^{2}}\right)^{-1} \frac{1}{r^{2}}=\left(r^{2}-r_{s}^{2}\right)^{-1} \Rightarrow \\
& a=\left(r^{2}-r_{s}^{2}\right)^{-1 / 2} \tag{4.3.5}
\end{align*}
$$

When $r \rightarrow r_{s}$, the proper acceleration tends to infinity, $a \rightarrow \infty$, that is the falling observer experience infinite acceleration.

The surface gravity is the gravitational acceleration at the event horizon as seen from infinity. In other words, it is the acceleration needed, as exerted at infinity, to keep the observer on the horizon.

In order to move the observer being on the horizon by $d l$, the observer at infinity must expend energy equal with $d E_{\infty}=g_{\infty} d l$. On the other hand, the local energy of the observer on the horizon increases by $d E_{r}=g_{r} d l$, with $g_{r}$ given by (4.3.5). ${ }^{1}$ By the conservation of energy, the two energies are related by a redshift factor, thus we have:

$$
\begin{align*}
\frac{E_{r}}{E_{\infty}} & =\frac{g_{r}}{g_{\infty}}=\sqrt{\frac{g_{00}(\infty)}{g_{00}(r)}}=\left(1-\frac{r_{s}^{2}}{r^{2}}\right)^{-1 / 2} \Rightarrow \\
g_{\infty} & =g_{r}\left(\frac{r^{2}-r_{s}^{2}}{r^{2}}\right)^{1 / 2} \Rightarrow \\
g_{\infty} & =\frac{1}{r} . \tag{4.3.6}
\end{align*}
$$

Therefore, the surface gravity is $\kappa=g_{\infty}\left(r_{s}\right)=r_{s}^{-1}$.

### 4.4. Action Integral

The solution of (4.1.18) has a non-compact horizon and also it asymptotically approach (4.1.7b) which is not a the flat space-time. Therefore, the action which one usually takes

[^0]\[

$$
\begin{equation*}
I(g, \phi)=\frac{1}{2 \kappa^{2}} \int_{M}\left[R+\mathcal{L}_{m}(g, \phi)\right]+\frac{1}{8 \pi} \oint_{\partial M} K \tag{4.4.1}
\end{equation*}
$$

\]

where $K=g^{\mu \nu} K_{\mu \nu}$ is the trace of the extrinsic curvature of the boundary, must be modified to the so called physical action which is

$$
\begin{equation*}
I_{P}(g, \phi) \equiv I(g, \phi)-I\left(g_{0}, \phi_{0}\right), \tag{4.4.2}
\end{equation*}
$$

where $g_{0}, \phi_{0}$ define the reference background which must be a solution to the field equations as well. If $g, \phi$ asymptotically approach $g_{0}, \phi_{0}$ then the physical action $I_{p}$ is finite.

From (4.4.2), one sees that the physical action of the reference background is defined to be zero.

In other words, for static spacetimes, we set the energy of the reference background to be equal to zero.

For asymptotically flat spacetimes, (4.4.2) reduces to the well-known form of the gravitational action:

$$
\begin{equation*}
I(g, \phi)=\frac{1}{2 \kappa^{2}} \int_{M}\left[R+\mathcal{L}_{m}(g, \phi)\right]+\frac{1}{8 \pi} \oint_{\partial M}\left(K-K_{0}\right), \tag{4.4.3}
\end{equation*}
$$

where $K_{0}$ is the trace of the extrinsic curvature of the boundary embedded in flat spacetime.

For any asymptotically flat spacetime $g, \phi$ the above action is positive, and given that the Minkowski spacetime has zero energy, the stability of Minkowski spacetime is guaranteed since we cannot have a decay from a solution of zero energy to a positive energy solution.

For non-asymptotically flat spacetimes the physical action (4.4.2) reads:

$$
\begin{equation*}
I(g, \phi)=\frac{1}{2 \kappa^{2}} \int_{M}\left[R+\mathcal{L}_{m}(g, \phi)\right]-\frac{1}{2 \kappa^{2}} \int_{M}\left[R_{0}+\mathcal{L}_{m}\left(g_{0}, \phi_{0}\right)\right]+\frac{1}{8 \pi} \oint_{\partial M}\left(K-K_{0}\right), \tag{4.4.4}
\end{equation*}
$$

where $R_{0}, K_{0}$ is the Ricci scalar and the trace of the extrinsic curvature for the reference background $g_{0}, \phi_{0}$. In the case of the asymptotically flat spacetimes we take a Minkowski background and the second integral is simply zero recovering eq. (4.4.3).

Therefore, for the clockwork we have

$$
\begin{equation*}
\mathcal{S}=\frac{1}{2 \kappa^{2}} \int d^{4} x \sqrt{-g}\left(R-\frac{1}{2}(\partial S)^{2}+4 k^{2} e^{S}\right) \tag{4.4.5}
\end{equation*}
$$

which admits the classical solution

$$
\begin{align*}
S & =-2 \ln (k r)  \tag{4.4.6}\\
d s^{2} & =\frac{d r^{2}}{1-\frac{r_{s}^{2}}{r^{2}}}+r^{2}\left\{-\left(1-\frac{r_{s}^{2}}{r^{2}}\right) d t^{2}+d x^{2}+d y^{2}\right\}, \tag{4.4.7}
\end{align*}
$$

This solution asymptotically approach:

$$
\begin{align*}
S & =-2 \ln (k r),  \tag{4.4.8}\\
d s^{2} & =d r^{2}+r^{2}\left(-d t^{2}+d x^{2}+d y^{2}\right), \tag{4.4.9}
\end{align*}
$$

which also is a solution of the field equations and therefore the definition of (4.4.2) can be applied.

Therefore, we can define the physical action (4.4.4), which we write as:

$$
\begin{equation*}
I_{P}(g, \phi)=\frac{1}{2 \kappa^{2}} \int_{M}\left[\left(R-R_{0}\right)+\left(\mathcal{L}_{m}(g, \phi)-\mathcal{L}_{m}\left(g_{0}, \phi_{0}\right)\right)\right]+\frac{1}{8 \pi} \oint_{\partial M}\left(K-K_{0}\right) . \tag{4.4.10}
\end{equation*}
$$

We compute the Ricci scalars for the two spacetimes and find:

$$
\begin{align*}
R & =-\frac{2\left(3 r^{2}+r_{s}^{2}\right)}{r^{4}},  \tag{4.4.11}\\
R_{0} & =-\frac{6}{r^{2}} \tag{4.4.12}
\end{align*}
$$

Similarly, substituting for the two solutions in $\mathcal{L}_{m}$ we get of course

$$
\begin{equation*}
I_{V}=\frac{1}{2 \kappa^{2}} \int_{M}(\ldots)=0, \tag{4.4.13}
\end{equation*}
$$

and we are left only with the surface integral

$$
\begin{equation*}
I_{S}=\frac{1}{8 \pi} \oint_{\partial M}\left(\mathcal{K}-\mathcal{K}_{0}\right) \tag{4.4.14}
\end{equation*}
$$

### 4.4.1. The surface integral, $I_{S}$

When one has to evaluate the action for a black-hole metric must be careful due to the singularities. However, as illustrated in [] one can avoid this by working in the complexified metric, the Euclidean metric. We wish to perform the integration in a region safe of the physical singularity at $r=0$ and thus we have to search for a non-singular section.

In addition to transformations giving (4.1.25), we define:

$$
\begin{align*}
z & =\frac{1}{2}(v+u)=\left(r^{2}-r_{s}^{2}\right)^{1 / 2} \sinh (t)  \tag{4.4.15}\\
w & =\frac{1}{2}(v-u)=\left(r^{2}-r_{s}^{2}\right)^{1 / 2} \cosh (t) \tag{4.4.16}
\end{align*}
$$

Therefore, the metric becomes:

$$
\begin{equation*}
d s^{2}=-d z^{2}+d w^{2}+r^{2}\left(d x^{2}+d y^{2}\right) \tag{4.4.17}
\end{equation*}
$$

In these coordinates, $r \geq r_{s}$ since in different situation $z, w$ become imaginary for $r \leq r_{s}$. However, this is because in this region $\{t, r\}$ are not good coordinates and an appropriate signs must be introduced to prevent the coordinates from becoming imaginary.

The event horizon, $r=r_{s}$, is given by $y= \pm z$ while the singularity, $r=0$, is given by $z^{2}-w^{2}=r_{s}^{2}$. However, there is a set of $\{z, w\}$ s.t. we hit the singularity. We can avoid this by defining a new coordinate $z \rightarrow-i \zeta$. Now, the singularity is given by: $\zeta^{2}+w^{2}=-r_{s}^{2}$. Therefore, if we choose to work on the Euclidean section, $(\zeta, w) \in \mathbb{R}$, we have:

$$
\begin{equation*}
\zeta^{2}+w^{2}=r^{2}-r_{s}^{2} \geq 0 \tag{4.4.18}
\end{equation*}
$$

Hence, in this section the singularity is excluded and we can perform the integrals safely.

The metric (4.4.17) becomes:

$$
\begin{equation*}
d s^{2}=d \zeta^{2}+d w^{2}+r^{2}\left(d x^{2}+d y^{2}\right) \tag{4.4.19}
\end{equation*}
$$

The r coordinate is defined through (4.4.18) while the t coordinate is defined by:

$$
\begin{equation*}
z w^{-1}=\tanh (t) \tag{4.4.20}
\end{equation*}
$$

or, in $(\zeta, w)$ coordinates:

$$
\begin{equation*}
\zeta w^{-1}=i \tanh (t)=\tan (i t)=\tan (\tau) \tag{4.4.21}
\end{equation*}
$$

where we have defined the imaginary time $\tau=$ it which happens to be periodic.
A way to investigate the periodicity of $\tau$ is to express the metric near the horizon, $r_{s}$. To do this, we set $r=r_{s}+\epsilon, \epsilon>0$ in (4.1.18) and expand up to first order of $\epsilon$. Doing so, we take ( $x, y$ fixed):

$$
\begin{align*}
d s^{2} & =\frac{r_{s}}{2 \epsilon} d \epsilon^{2}+2 r_{s} \epsilon d \tau^{2} \\
& =d \rho^{2}+\rho^{2} d \tau^{2}, \tag{4.4.22}
\end{align*}
$$

where $\rho^{2}=2 r_{s} \epsilon$. Eq. (4.4.22) is a Euclidean 2D section where $\tau$ is an angular coordinate with periodicity $2 \pi$.

Therefore, the action integral (4.4.5) can be evaluated on a region Y bounded by the surface $r=r_{0}$ which has the topology: $S^{1} \times E^{2}$. So the region of integration is temporally compact and spatially is the Euclidean 2-D space.

Since the region is not compact on its spatial section, we will evaluate the action per unit area, $\mathcal{I}_{S}$, defined as:

$$
\begin{equation*}
\mathcal{I}_{S}=\lim _{L \rightarrow \infty} \frac{1}{L^{2}} I_{S}\left(r_{s}, L\right) \tag{4.4.23}
\end{equation*}
$$

where the surface integral will be evaluated over a finite 2 D region $(-L / 2, L / 2) \times$ ( $-L / 2, L / 2$ ).

The metric of the Euclidean section, $\partial Y$, is given by:

$$
\begin{equation*}
d s_{h}^{2}=r^{2}\left[\left(1-\frac{r_{s}^{2}}{r^{2}}\right) d \tau^{2}+d x^{2}+d y^{2}\right] \tag{4.4.24}
\end{equation*}
$$

This is the surface $r=r_{0}=$ const., therefore the normal vector is given by:

$$
\begin{align*}
n_{\alpha} & =\frac{\partial_{\alpha} r}{\left|g^{\mu \nu} \partial_{\mu} r \partial_{\nu} r\right|^{1 / 2}}=\frac{\delta_{\alpha}^{r}}{\left|g^{r r}\right|^{1 / 2}} \\
& =\left(1-\frac{r_{s}^{2}}{r^{2}}\right)^{-1 / 2} \delta_{\alpha}^{r} . \tag{4.4.25}
\end{align*}
$$

Thus, the trace of the extrinsic curvature is:

$$
\begin{align*}
\mathcal{K} & =n_{; \alpha}^{\alpha}=\frac{1}{\sqrt{-g}}\left(\sqrt{-g} n^{\alpha}\right)_{, \alpha}=\frac{1}{r^{3}}\left(r^{3} n^{r}\right)_{, r} \\
& =\frac{1}{r^{3}}\left(r^{3} g^{r r} n_{r}\right)_{, r}=\frac{1}{r^{3}}\left[r^{3}\left(1-\frac{r_{s}^{2}}{r^{2}}\right)^{1 / 2}\right]_{, r} \Rightarrow \\
\mathcal{K} & =\left(1-\frac{r_{s}^{2}}{r^{2}}\right)^{-1 / 2} \frac{3 r^{2}-2 r_{s}^{2}}{r^{3}} . \tag{4.4.26}
\end{align*}
$$

The surface integral for the black hole metric $g$ is given by:

$$
\begin{align*}
(8 \pi) \cdot I_{S, g}=\int \mathcal{K} d \Sigma & =\int_{0}^{2 \pi} d \tau \int_{-L / 2}^{L / 2} d x \int_{-L / 2}^{L / 2} d y \sqrt{-h_{g}}(r) \mathcal{K}(r) \\
& =2 \pi i L^{2}\left(3 r^{2}-2 r_{s}^{2}\right) \tag{4.4.27}
\end{align*}
$$

where $\sqrt{-h_{g}}=i r^{3}\left(1-r_{s}^{2} / r^{2}\right)^{1 / 2}$. The imaginary $-i$ arises from the $\sqrt{-h}$ of the surface element $\mathrm{d} \Sigma$.

Otherwise:

$$
\begin{equation*}
(8 \pi) \cdot I_{S, g}=\int \mathcal{K} d \Sigma=\frac{\partial}{\partial n} \int d \Sigma=n^{\alpha} \partial_{\alpha} \int d \Sigma=2 \pi i L^{2}\left(3 r^{2}-2 r_{s}^{2}\right) \tag{4.4.28}
\end{equation*}
$$

Therefore, we have:

$$
\begin{equation*}
(8 \pi) \cdot \mathcal{I}_{S, g}=2 \pi i\left(3 r^{2}-2 r_{s}^{2}\right) \tag{4.4.29}
\end{equation*}
$$

In the same footing, we can evaluate the surface integral with background the metric at $r \rightarrow \infty, \mathcal{I}_{S, g_{\infty}}$.

In this case, the normal vector is $n_{\alpha}^{\prime}=\delta_{\alpha}^{r}$. Therefore, the trace of the extrinsic curvature is:

$$
\begin{equation*}
\mathcal{K}_{0}=\left(n^{\prime \alpha}\right)_{; \alpha}=\frac{1}{r^{3}}\left(r^{3} g^{r r} n_{r}\right)_{r}=\frac{1}{r^{3}} 3 r^{2}=3 r^{-1} . \tag{4.4.30}
\end{equation*}
$$

The surface integral reads:

$$
\begin{align*}
(8 \pi) \cdot I_{S, g_{\infty}} & =2 \pi L^{2} \sqrt{-h_{g}} 3 r^{-1}=6 \pi L^{2} r^{-1} i r^{3}\left(1-\frac{r_{s}^{2}}{r^{2}}\right)^{1 / 2} \\
& =6 \pi i L^{2} r^{2}\left(1-\frac{r_{s}^{2}}{r^{2}}\right)^{1 / 2} \tag{4.4.31}
\end{align*}
$$

Hence, per unit area we have:

$$
\begin{equation*}
(8 \pi) \cdot \mathcal{I}_{S, g_{\infty}}=6 \pi i r^{2}\left(1-\frac{r_{s}^{2}}{r^{2}}\right)^{1 / 2} \tag{4.4.32}
\end{equation*}
$$

Overall, the surface integral become:

$$
\begin{align*}
\mathcal{I}_{S} & =\mathcal{I}_{S, g}-\mathcal{I}_{S, g_{\infty}} \\
& =\frac{1}{8 \pi} 2 \pi i\left(3 r^{2}-2 r_{s}^{2}\right)-\frac{1}{8 \pi} 6 \pi i r^{2}\left(1-\frac{1}{2} \frac{r_{s}^{2}}{r^{2}}+\frac{1}{4} \frac{r_{s}^{4}}{r^{4}}+\ldots\right) \\
& =-\frac{1}{8 \pi} \pi i r_{s}^{2}+\mathcal{O}\left(r_{s}^{4} r^{-2}\right) \\
& =-\frac{1}{8} i r_{s} \kappa^{-1}+\mathcal{O}\left(r_{s}^{4} r_{0}^{-2}\right) \tag{4.4.33}
\end{align*}
$$

where $\kappa=r_{s}^{-1}$ is the surface gravity of the dilaton black hole.
In a different way, we can compute the surface integral by taking the difference $\mathcal{K}-\mathcal{K}_{0}$ first as (4.4.14) indicates.

### 4.5. Vacuum Instability

It is well known from Callan and Coleman [] that a false vacuum can semiclassically decay to a more stable state with a lower energy density through a quantum mechanical barrier penetration. In this section we will apply this idea to see that the clockwork vacuum decays to a black hole that has a planar horizon. We begin with an introduction to the instability of Kaluza-Klein vacuum according to the paper of E. Witten [14]. The same procedure for KK vacuum instability applies exactly to the clockwork case.

### 4.5.1. Instability of Kaluza-Klein Vacuum

While the KK vacuum theory is classically stable, it is shown that there is more stable state separated by a finite barrier from the vacuum. Thus, the false vacuum state decays through a barrier penetration to a more stable true vacuum at a given rate. The main idea behind the semi-classical instability of KK vacuum is that if there is a bounce solution to the Einstein's equation whose determinant of small oscillations has a negative mode, then the vacuum has an instability.

Firstly, the Kaluza-Klein vacuum is analytically continued to euclidean space as

$$
\begin{equation*}
\mathrm{d} s^{2}=\mathrm{d} x^{2}+\mathrm{d} y^{2}+\mathrm{d} z^{2}+\mathrm{d} t^{2}+\mathrm{d} \phi^{2}, \tag{4.5.1}
\end{equation*}
$$

where $t, x, y, z \in(-\infty,+\infty)$ and $\phi$ a $2 \pi R$-periodic variable. We can rewrite (4.5.1) in polar coordinates as

$$
\begin{equation*}
\mathrm{d} s^{2}=\mathrm{d} r^{2}+r^{2} \mathrm{~d} \Theta^{2}+\mathrm{d} \phi^{2}, \tag{4.5.2}
\end{equation*}
$$

where $d \Theta$ is the line element on the surface of a 3 -sphere which can be written as

$$
\begin{equation*}
\mathrm{d} \Theta^{2}=\mathrm{d} \theta^{2}+\sin ^{2} \theta \mathrm{~d} \Omega \tag{4.5.3}
\end{equation*}
$$

where $\mathrm{d} \Omega$ is the line element on the 2 -sphere.
In addition, the classical Einstein equations admit a second solution which has the same asymptotic behaviour as (4.5.1), which reads

$$
\begin{equation*}
\mathrm{d} s^{2}=\frac{\mathrm{d} r^{2}}{1-\frac{R^{2}}{r^{2}}}+r^{2} \mathrm{~d} \Theta^{2}+\left(1-\frac{R^{2}}{r^{2}}\right) \mathrm{d} \phi^{2} . \tag{4.5.4}
\end{equation*}
$$

If $\phi$ being again $2 \pi R$-periodic then there is no physical singularity at $r=R$. Also, these coordinates cover the space-time with $r>R$. If (4.5.4) has negative action modes for small fluctuations then it represents an instability of the KK vacuum (4.5.1).

To find if negative action modes exist one has to solve the eigen-value equation for small fluctuations around (4.5.4)

$$
\begin{equation*}
\Delta_{L} h_{\mu \nu}=\lambda h_{\mu \nu}, \tag{4.5.5}
\end{equation*}
$$

where $\Delta_{L}$ is the Lichnerowicz laplacian operator. In the case at hand, indeed, one finds a negative eigenvalue.

However, there is a more easier way to search whether an instability really exists or not. If the bounce solution (4.5.4) can be analytically continued to real valued Minkowski space-time which agrees with the euclidean bounce to a 3-dimensional surface which can play the role of $t=0$, it will describe an instability.

Such a situation is clear here. Indeed, from (4.5.3) one can see that the role of $t=0$ can be played by $\theta=\frac{\pi}{2}$ and the 3 -dimensional space that remains will
be common for the euclidean and minkowskian space-time. The analytical continuation $t \rightarrow i t$ in this case is represented by $\theta \rightarrow \frac{\pi}{2}+i \psi$ and the metric (4.5.4) becomes

$$
\begin{equation*}
\mathrm{d} s^{2}=\frac{\mathrm{d} r^{2}}{1-\frac{R^{2}}{r^{2}}}-r^{2} \mathrm{~d} \psi^{2}+\cosh ^{2} \psi \mathrm{~d} \Omega^{2}+\left(1-\frac{R^{2}}{r^{2}}\right) \mathrm{d} \phi^{2} . \tag{4.5.6}
\end{equation*}
$$

This is the metric at which the vacuum decays. The physical interpretation of this metric is very amazing. Firstly, drop the factors $1-R^{2} / r^{2}$ to have a first illustration of this space. Disregarding also the angular coordinates of the 2D sphere we have

$$
\begin{equation*}
\mathrm{d} s^{2}=\mathrm{d} r^{2}-r^{2} \mathrm{~d} \psi^{2} \tag{4.5.7}
\end{equation*}
$$

Setting $x=r \cosh \psi, y=\sinh \psi$ the metric becomes

$$
\begin{equation*}
\mathrm{d} s^{2}=\mathrm{d} x^{2}-\mathrm{d} t^{2}, \tag{4.5.8}
\end{equation*}
$$

which is just Minkowski space-time but since $x^{2}-t^{2}=r^{2}>0$ it describes the exterior of the light cone as illustrated in Figure 4.1. This is, of course, a nongedesically complete space-time since geodesics can be light-like and space-like with $x^{2}-t^{2} \leq 0$. However, note that for large $r$ the KK vacuum (4.5.1) coincides with (4.5.6) since at these distances the factors of $1-R^{2} / r^{2}$ go to zero.


Figure 4.1: Exterior of the light cone in Minkowski space excluding the factors $1-R^{2} / r^{2}$
On the other hand, for small distances with respect to $R$ one must include these factors. In this case, the coordinate $r$ must be greater not only from zero but $r>R$. Therefore, in this case the space-time that this metric describes is all the points with $x^{2}-t^{2}>R^{2}$ which is the exterior of the hyperboloid shown in Figure 4.2. Thus we have a distorted Minkowski space with the interior $x^{2}-t^{2}<R^{2}$ been deleted.

As said, in this theory there are four non-compact and one compact dimension represented by $\phi$ which is to small to be observed. Therefore, an observer who


Figure 4.2: Exterior of hyperboloid in Minkowski space including the factors $1-R^{2} / r^{2}$
cannot see this extra dimension and is not to close the the horizon $r=R$ describes a Minkowski space with the points $x^{2}-t^{2}<R^{2}$ omitted. It is also important to note that the radius of the extra dimension is $2 \pi R \sqrt{1-R^{2} / r^{2}}$ and smoothly goes to zero when $r$ approaches $R$ sealing the boundary. In this way, this space-time is geodesically complete.

In addition, the constraint $x^{2}-t^{2}>R^{2}$ shows that an observer who does not see the extra compact dimension sees a black hole spontaneously formed from the vacuum initially having radius $R$. After some time $t$ the horizon of the black hole is located at $x(t)=\sqrt{R^{2}+t^{2}}$. This means that the black hole expands in a uniform acceleration reaching fast the speed of light since $R$ is small. Thus the black hole expands rapidly pushing to infinity anything it meets.

Moreover, since the departure of (4.5.6) from the KK vacuum (4.5.1) is of order $\mathcal{O}\left(1 / r^{2}\right)$ the total energy of the spontaneously formed black hole is zero. But such is the energy of the vacuum (4.5.1). Thus, the two solutions are degenerate. In the contrary, Minkowski space has zero energy and, from the positive energy theory, any other asymptotically flat solution has positive energy. Hence, Minkowski space is semi-classically stable. Given that, the positive energy condition for the Kaluza-Klein space is violated since there is a solution other than the vacuum that asymptotically approach vacuum and has the same energy.

Another important element to be calculated is the decay rate. We saw that the vacuum solution decays into a black hole that expands to infinity. However, this happens at every point of the space. One can find the rate of this phenomenon by the well-known formula of Coleman. We can compute the action of the bounce solution $(8 \pi G=1)$

$$
\begin{equation*}
I=-\frac{1}{16 \pi} \int \mathrm{~d}^{5} x \sqrt{-g} R+\frac{1}{8 \pi} \int_{\psi=0} \sqrt{-h}[\mathcal{K}] \tag{4.5.9}
\end{equation*}
$$

where $h_{a b}$ is the induced metric on the (spatial) boundary and $[\mathcal{K}]=\mathcal{K}-\mathcal{K}_{0}$ is the difference in the extrinsic curvature of the boundary in the bounce solution and vacuum space. The Ricci scalar vanishes while the surface Gibbons-Hawking term
gives $\pi R^{2} / 4$ leading to a decay rate of $\exp \left(-\pi R^{2} / 4\right)$.

### 4.5.2. Clockwork instability

Following E. Witten on the instability of Kaluza-Klein vacuum we see that in the clockwork framework the black-hole is the solution at which the vacuum of the theory decays.

The "vacuum" solution of the theory when analytically continued reads

$$
\begin{equation*}
\mathrm{d} s^{2}=\mathrm{d} r^{2}+r^{2}\left(\mathrm{~d} \xi^{2}+\mathrm{d} x^{2}+\mathrm{d} y^{2}\right) \tag{4.5.10}
\end{equation*}
$$

where $\xi$ is periodic with period $2 \pi$.
However, the equation of motion also admit the euclidean bounce solution

$$
\begin{equation*}
\mathrm{d} s^{2}=\frac{\mathrm{d} r^{2}}{1-\frac{r_{2}^{2}}{r^{2}}}+r^{2}\left\{\left(1-\frac{r_{s}^{2}}{r^{2}}\right) \mathrm{d} \xi^{2}+\mathrm{d} x^{2}+\mathrm{d} y^{2}\right\} . \tag{4.5.11}
\end{equation*}
$$

Since (4.5.11) can trivially be analytically continued around a different from $t$ axis into

$$
\begin{equation*}
\mathrm{d} s^{2}=\frac{\mathrm{d} r^{2}}{1-\frac{r_{2}^{2}}{r^{2}}}+r^{2}\left\{\left(1-\frac{r_{s}^{2}}{r^{2}}\right) \mathrm{d} \xi^{2}+\mathrm{d} x^{2}-\mathrm{d} \phi^{2}\right\}, \tag{4.5.12}
\end{equation*}
$$

where $\phi$ is the new $2 \pi$-periodic variable. As happens in the KK vacuum decay, the clockwork decays into (4.5.12) and subsequently this solution expands to infinity. To be more specific, excluding the factors in (4.5.12), we have

$$
\begin{equation*}
\mathrm{d} s^{2}=\mathrm{d} r^{2}-r^{2} \mathrm{~d} \phi^{2} \tag{4.5.13}
\end{equation*}
$$

Now setting $x=r \cosh \phi$ and $y=r \sinh \phi$ we get

$$
\begin{equation*}
\mathrm{d} s^{2}=\mathrm{d} x^{2}-\mathrm{d} t^{2}, \tag{4.5.14}
\end{equation*}
$$

which is exactly the Minkowski space-time with $x^{2}-t^{2}=r^{2}$ excluding the interior of the lightcone.

Including the factors one takes

$$
\begin{equation*}
\mathrm{d} s^{2}=\frac{\mathrm{d} r^{2}}{1-\frac{r_{s}^{2}}{r^{2}}}-r^{2} \mathrm{~d} \phi^{2} \tag{4.5.15}
\end{equation*}
$$

and thus the metric is the whole Minkowski space-time excluding the interior of the hyperboloid $x^{2}-t^{2}<r_{s}^{2}$. In other words the space-time points that this metric describes are given by the relation

$$
\begin{equation*}
x^{2}-t^{2}>r_{s}^{2} . \tag{4.5.16}
\end{equation*}
$$

Thus, the boundary of the black hole which is located at $r=r_{s}$ will expand since after time $t$ its position will be $x=x(t)=\sqrt{r_{s}^{2}+t^{2}}$. We have exactly the same situation as the KK vacuum instability.

Note that in (4.5.12) the dimension $\xi$ is compactified and thus no observable by an observer who lives on the 3-dimensional space-time with $y$ being the other one spatial coordinate. Here, the compactified extra dimension $\xi$ has a radius whose size depend from the distance from the horizon $r_{s}: R(r)=\sqrt{1-r_{s}^{2} / r^{2}}$ with $R\left(r_{s}\right)=0$. As one can see, the Kaluza-Klein case apply perfectly in the clockwork.

The decay rate is simply given by $e^{I_{S}}$, where $I_{S}$ is the surface integral found above with the imaginary $-i$ multiplied by an extra $-i$ from the second analytical continuation.

### 4.6. Charged Black Hole Solution

In order to find the Reissner-Nordstrom like solution, we consider an action with an interaction term between the dilaton and electromagnetism which is

$$
\begin{equation*}
S=\frac{1}{16 \pi} \int d^{4} x \sqrt{-g}\left(R-\frac{1}{2}(\partial S)^{2}-V(S)-\frac{1}{4} e^{\alpha S}\left(F_{\mu \nu} F^{\mu \nu}\right)\right), \tag{4.6.1}
\end{equation*}
$$

where $V(S)=-4 k^{2} e^{S}$ is the clockwork potential and $F_{\mu \nu}=\partial_{[\mu} A_{\nu]}$ is the electromagnetic strength.

The field equations are

$$
\begin{align*}
\square S & =V(S)+\frac{1}{4} \alpha e^{\alpha S} F^{2},  \tag{4.6.2a}\\
0 & =\nabla_{\mu}\left(e^{\alpha S} F^{\mu \nu}\right),  \tag{4.6.2b}\\
R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R & =\frac{1}{2}\left(\partial_{\mu} S\right)\left(\partial_{\nu} S\right)-\frac{1}{2} g_{\mu \nu}\left(\frac{1}{2}(\partial S)^{2}+V(S)\right)+\frac{1}{2} e^{\alpha S}\left(F_{\mu \alpha} F_{\nu}{ }^{\alpha}-\frac{1}{4} g_{\mu \nu} F^{2}\right),
\end{align*}
$$

where the last equation can be written as:

$$
\begin{equation*}
R_{\mu \nu}=\frac{1}{2}\left(\partial_{\mu} S\right)\left(\partial_{\nu} S\right)+\frac{1}{2} g_{\mu \nu} V+\frac{1}{2} e^{\alpha S}\left(F_{\mu \alpha} F_{\mu}{ }^{\alpha}-\frac{1}{4} g_{\mu \nu} F^{2}\right) . \tag{4.6.2c}
\end{equation*}
$$

We may consider the following metric ansatz

$$
\begin{equation*}
d s^{2}=\frac{d r^{2}}{A(r)}+r^{2 N}\left(-A(r) d t^{2}+d x^{2}+d y^{2}\right) \tag{4.6.3}
\end{equation*}
$$

which respects the $I S O(1,2)$ symmetry. In addition, the form of (4.6.3) will allow for a smooth transition to the uncharged solution (4.1.18) when the additional charge $Q \rightarrow 0$.

Solving the corresponding Maxwell equation (4.6.2b) we take

$$
\begin{equation*}
F^{r \rho}=\frac{C e^{-\alpha S}}{r^{3 N}}=F^{r t}, \quad C=\text { const. }, \tag{4.6.4}
\end{equation*}
$$

where only the $F^{r t}$ survives since $A^{i}=0$ for a static, isolated charge. Furthermore, the symmetry of our solution demands for the fields to be functions only of $r$.

For later calculations, some useful relations are

$$
\begin{align*}
F_{r t} & =g_{r r} g_{t t} F^{r t}=-r^{2 N} F^{r t}=\frac{C e^{-\alpha S}}{r^{N}},  \tag{4.6.5a}\\
F^{2} & =F_{\alpha \beta} F^{\alpha \beta}=2 F_{r t} F^{r t}=-2 r^{2 N}\left(F^{r t}\right)^{2} \Rightarrow  \tag{4.6.5b}\\
F_{r t} F^{r t} & =-r^{2 N}\left(F^{r t}\right)^{2} . \tag{4.6.5c}
\end{align*}
$$

The equations of motion (4.6.2) lead to the following independent equations ${ }^{1}$

$$
\begin{align*}
& \frac{1}{r^{3 N}} \frac{d}{d r}\left(r^{3 N} A(r) \frac{d}{d r} S(r)\right)=\frac{d V(S)}{d S}+\frac{1}{4} \alpha e^{\alpha S} F^{2},  \tag{4.6.6a}\\
& \frac{4 N}{r^{2}}=\left(S^{\prime}(r)\right)^{2}  \tag{4.6.6b}\\
& \frac{N}{r} A^{\prime}(r)+\frac{N(3 N-1)}{r^{2}} A(r)=-\frac{1}{2} V-\frac{1}{4} \frac{Q^{2} e^{-\alpha S}}{r^{4 N}} \tag{4.6.6c}
\end{align*}
$$

From eq. (4.6.6b) accepts the linear dilaton solution:

$$
\begin{equation*}
S(r)=s_{0} \ln (k r), \quad s_{0}= \pm 2 \sqrt{N} . \tag{4.6.7}
\end{equation*}
$$

For the rest we choose $s_{0}=-2 \sqrt{N}$.
Thus, we may rewrite the $F_{r t}$ as

$$
\begin{equation*}
F_{r t}=\frac{C(k r)^{-\alpha s_{0}}}{r^{N}}=\frac{Q}{r^{N+\alpha s_{0}}} . \tag{4.6.8}
\end{equation*}
$$

Integration of (4.6.6a) \& (4.6.6c) leads to the following solutions

$$
\begin{align*}
& s_{0} r^{3 N-1} A(r)=C_{1}-\frac{4 k^{s_{0}+2}}{3 N+s_{0}+1} r^{3 N+s_{0}+1}+\frac{\alpha Q^{2} k^{\alpha s_{0}}}{2\left(N+\alpha s_{0}-1\right)} \frac{1}{r^{N+\alpha s_{0}-1}},  \tag{4.6.9a}\\
& N r^{3 N-1} A(r)=C_{2}+\frac{2 k^{s_{0}+2}}{3 N+s_{0}+1} r^{3 N+s_{0}+1}+\frac{Q^{2} k^{\alpha s_{0}}}{4\left(N+\alpha s_{0}-1\right)} \frac{1}{r^{N+\alpha s_{0}-1}}, \tag{4.6.9b}
\end{align*}
$$

[^1]where $C_{1}, C_{2}=$ const.
The consistency of these, (4.6.9), leads to
\[

$$
\begin{equation*}
\frac{Q^{2} k^{\alpha s_{0}}}{2\left(N+\alpha s_{0}-1\right)} \frac{1}{r^{N+\alpha s_{0}-1}}\left[\frac{\alpha}{s_{0}}-\frac{1}{2 N}\right]=\frac{4 k^{s_{0}+2}}{3 N+s_{0}+1} r^{3 N+s_{0}+1}\left[\frac{1}{2 N}+\frac{1}{s_{0}}\right] . \tag{4.6.10}
\end{equation*}
$$

\]

Therefore, we have the following acceptable solutions

- Solution I: $(N=1, \alpha=-1)$.

From (4.6.10) we read

$$
\begin{equation*}
s_{0}=-2 N \Rightarrow \sqrt{N}=N \Rightarrow N=1, \tag{4.6.11}
\end{equation*}
$$

and

$$
\begin{align*}
& 2 \alpha N=s_{0} \Rightarrow 2 \alpha N=-2 \sqrt{N} \Rightarrow \\
& \sqrt{N}(\alpha \sqrt{N}+1)=0 \Rightarrow \alpha=-1 . \tag{4.6.12}
\end{align*}
$$

For these parameter values both of (4.6.9) lead to

$$
\begin{equation*}
A(r)=1-\frac{r_{0}^{2}}{r^{2}}+\frac{Q^{2} k^{2}}{8 r^{4}} \tag{4.6.13}
\end{equation*}
$$

which for $Q^{2}=0$ recovers the uncharged solution.

- Solution II: $(\alpha>-1)$.

$$
\begin{gather*}
N+\alpha s_{0}-1=-3 N-s_{0}-1 \Rightarrow \\
4 N+(\alpha+1) s_{0}=0 \Rightarrow \\
2 \sqrt{N}=\alpha+1>0 \Rightarrow N=\frac{(\alpha+1)^{2}}{4}, \alpha>-1 . \\
\frac{Q^{2} k^{\alpha s_{0}}}{2\left(N+\alpha s_{0}-1\right)}\left[\frac{\alpha}{s_{0}}-\frac{1}{2 N}\right]=\frac{4 k^{s_{0}+1}}{3 N+s_{0}+1}\left[\frac{1}{2 N}+\frac{1}{s_{0}}\right] \Rightarrow \\
Q^{2}=8 k^{2-\alpha^{2}} \frac{1-\alpha}{\alpha^{2}+\alpha+1} . \tag{4.6.14}
\end{gather*}
$$

From (4.6.14) we see that $\alpha \leq 1$. Thus, this solution holds for $-1 \leq \alpha<1$. Plugging these into (4.6.9) we have

$$
\begin{equation*}
A(r)=\frac{D}{r^{\frac{1}{4}}\left(3 \alpha^{2}+6 \alpha-1\right)}+\frac{16}{(\alpha+1)\left(3 \alpha^{2}+2 \alpha+3\right)}\left[k^{1-\alpha}+\frac{\alpha(1-\alpha)}{4\left(\alpha^{2}+\alpha+1\right)} k^{2-\alpha^{2}}\right] r^{1-\alpha}, \tag{4.6.15}
\end{equation*}
$$

where $D$ is a constant.
For $\alpha=1$, ie $Q^{2}=0$, from (4.6.9) or (4.6.15) we can recover the uncharged solution

$$
\begin{equation*}
A(r)=1-\frac{r_{s}^{2}}{r^{2}} \tag{4.6.16}
\end{equation*}
$$

The solution of the charged black hole with interaction $\alpha=-1$ reads:

$$
\begin{align*}
d s^{2} & \left.=\frac{d r^{2}}{1-\frac{r_{0}^{2}}{r^{2}}+\frac{k^{2} Q^{2}}{8 r^{4}}}+r^{2}\left\{-\left(1-\frac{r_{0}^{2}}{r^{2}}+\frac{k^{2} Q^{2}}{8 r^{4}}\right) d t^{2}+d x^{2}+d y^{2}\right\} 4,6.17\right) \\
S & =-2 \ln (k r)  \tag{4.6.18}\\
F_{t r} & =\frac{Q}{r^{3}} \tag{4.6.19}
\end{align*}
$$

The charged black hole admits two horizons which are the solutions of the factors in (4.6.17). These are

$$
\begin{equation*}
r_{ \pm}=\frac{r_{0}}{\sqrt{2}}\left[1 \pm\left(1-\frac{k^{2} Q^{2}}{2 r_{0}^{4}}\right)^{1 / 2}\right]^{1 / 2} \tag{4.6.20}
\end{equation*}
$$

Following the same procedure as for the uncharged black hole, we find the surface gravity

$$
\begin{equation*}
\kappa=g_{\infty}\left(r_{+}\right)=\frac{1}{r_{+}}\left(1-\frac{k^{2} Q^{2}}{8 r_{+}^{4}}\right)^{1 / 2} \tag{4.6.21}
\end{equation*}
$$

where $r_{+}$is the outer event horizon given in (4.6.20).
Following the same procedure as above we find the surface integral to be

$$
\begin{align*}
(8 \pi) \cdot I_{S} & =\int_{\partial Y}[K] d \Sigma=(8 \pi) \cdot\left(I_{S, g}-I_{S, g_{\infty}}\right) \Rightarrow \\
\mathcal{I}_{S} & =-\frac{1}{8} i r_{0}^{2}-\frac{1}{8} i \frac{k^{2} Q^{2}}{8 r^{2}}+\mathcal{O}\left(r_{0}^{4} r^{-2}\right) \tag{4.6.22}
\end{align*}
$$

## Appendix A

## Conformal Transformations

Conformal transformations is a local change of scale, it is not a change of coordinates but an actual change of geometry and it is given by

$$
\begin{equation*}
g_{\mu \nu} \rightarrow \tilde{g}_{\mu \nu}=\Omega^{2}(x) g_{\mu \nu} . \tag{A.0.1}
\end{equation*}
$$

Under such transformations null curves remain null since for a null curve

$$
\begin{equation*}
g_{\mu \nu} \frac{d x^{\mu}}{d \lambda} \frac{d x^{\nu}}{d \lambda}=0, \tag{A.0.2}
\end{equation*}
$$

we have

$$
\begin{equation*}
\tilde{g}_{\mu \nu} d x^{\mu} d x^{\nu}=\Omega^{2}(x) g_{\mu \nu} \frac{d x^{\mu}}{d \lambda} \frac{d x^{\nu}}{d \lambda}=0 . \tag{A.0.3}
\end{equation*}
$$

In addition, any quantity depending on the metric will transform under conformal transformation. The Christoffel symbols transform as

$$
\begin{equation*}
\tilde{\Gamma}_{\mu \nu}^{\rho}=\Gamma^{\rho}{ }_{\mu \nu}+C^{\rho}{ }_{\mu \nu}, \tag{A.0.4}
\end{equation*}
$$

where

$$
\begin{equation*}
C^{\rho}{ }_{\mu \nu}=\Omega^{-1}\left[\delta_{\nu}^{\rho} \partial_{\mu} \Omega+\delta_{\mu}^{\rho} \partial_{\nu} \Omega-g^{\rho \sigma} g_{\mu \nu} \partial_{\sigma} \Omega\right], \tag{A.0.5}
\end{equation*}
$$

which is a tensor since it is the difference of two Christoffel symbols. The conformally transformed Ricci tensor reads as

$$
\begin{equation*}
\tilde{R}_{\sigma \mu \nu}^{\rho}=R^{\rho}{ }_{\sigma \mu \nu}+\nabla_{\mu} C^{\sigma}{ }_{\sigma \nu}-\nabla_{\nu} C^{\sigma \mu}, \tag{A.0.6}
\end{equation*}
$$

which, given (A.0.6) reads as

$$
\begin{align*}
\tilde{R}^{\rho}{ }_{\sigma \mu \nu} & \left.=R^{\rho}{ }_{\sigma \mu \nu}-2\left(\delta_{[\mu}^{\rho} \delta_{\nu]}^{\alpha}\right]_{\sigma}^{\beta}-g_{\sigma[\mu} \delta_{\nu]}^{\alpha} g^{\rho \beta}\right) \Omega^{-1}\left(\nabla_{\alpha} \Omega\right)\left(\nabla_{\beta} \Omega\right) \\
& +2\left(2 \delta_{[\mu}^{\rho} \delta_{\nu]}^{\alpha} \delta_{\sigma}^{\beta}-2 g_{\sigma[\mu} \delta_{\nu]}^{\alpha} g^{\rho \beta}+g_{\sigma[\mu} \delta_{\nu]}^{\rho} \alpha^{\alpha \beta}\right) \Omega^{-2}\left(\nabla_{\alpha} \Omega\right)\left(\nabla_{\beta} \Omega\right) . \tag{A.0.7}
\end{align*}
$$

Contracting $\rho$ and $\mu$, leads to the conformal Ricci scalar

$$
\begin{equation*}
\tilde{R}=\Omega^{-2}\left[R=2(n-1) g^{\mu \nu} \nabla_{\mu} \nabla_{\nu} \ln \Omega-(n-2)(n-1) g^{\mu \nu}\left(\nabla_{\mu} \ln \Omega\right)\left(\nabla_{\nu} \ln \Omega\right)\right] . \tag{A.0.8}
\end{equation*}
$$

The CCW action is originally expressed by the gravity dual of Little String Theory which reads in Jordan frame as

$$
\begin{align*}
S & =\int d^{4} x d y \sqrt{-g} \frac{M_{5}^{2}}{2} e^{S}\left(R+g^{M N}\left(\partial_{M} S\right)\left(\partial_{N} S\right)+4 k^{2}\right) \\
& +\int d^{4} x d y \sqrt{-g} \frac{e^{S}}{\sqrt{g_{55}}}\left[-\delta(y) \Lambda_{0}-\delta(y-\pi R) \Lambda_{\pi}\right], \tag{A.0.9}
\end{align*}
$$

where S is the dimensionless dilaton field and $k^{2}$ the negative vacuum energy in the bulk, $\Lambda_{0}, \Lambda_{\pi}$ are the vacuum energies of the two branes. However, it is convenient to work in the Einstein frame where the gravity kinetic term is canonical. This can be done performing the conformal transformation

$$
\begin{equation*}
g_{M N} \rightarrow e^{-\frac{2 S}{3}} g_{M N} . \tag{A.0.10}
\end{equation*}
$$

Using (A.0.8) we get

$$
\begin{align*}
& \sqrt{-g} e^{S} g^{M N} \rightarrow \sqrt{-g} e^{S} g^{M N} \\
& \sqrt{-g} e^{S} g^{M N} R \rightarrow \sqrt{-g} e^{S} g^{M N}\left(R-\frac{4}{3} g^{M N}\left(\partial_{M} S\right)\left(\partial_{N} S\right)\right)-\frac{8}{3} \sqrt{-g} \nabla_{M}\left(\partial^{M} S\right) \\
& \sqrt{-g} \frac{e^{S}}{\sqrt{g}} \rightarrow \sqrt{-g} \frac{e^{-\frac{S}{3}}}{\sqrt{g}_{55}} \tag{A.0.11}
\end{align*}
$$

Therefore the action (1.1.1) after conformal transformation reads as

$$
\begin{align*}
\mathcal{S}= & \int d^{4} x d y \sqrt{-g} \frac{M_{5}^{3}}{2}\left(R-\frac{1}{3} g_{M N} \partial_{M} S \partial_{N} S+4 k^{2} e^{-\frac{2}{3} S}\right) \\
& -\int d^{4} x d y \frac{e^{-\frac{1}{3} S}}{\sqrt{g_{55}}}\left[\delta(y) \Lambda_{0}+\delta(y-\pi R) \Lambda_{\pi}\right], \tag{A.0.12}
\end{align*}
$$

which is exactly the one we have use in (1.1.3).

## Appendix B

## Kaluza-Klein Theories

A way to modify classical General Relativity is by the introduction of extra dimensions. These theories are called Kaluza-Klein theories after Theodor Kaluza and Oskar Klein who tried to unify electromagnetism and gravity as components of a single higher-dimensional field.

As an example consider a 5D space-time with the extra dimension $y$ to be of periodicity $2 \pi R$. This can be imagined as the product of a Minkowski space-time with a circle at each of each points, $\mathcal{M} \otimes S^{1}$.

One may ask what is the effective field theory on the boundary of this 5D theory, ie our Minkowski space-time. Then, we can think of particle living in this 5D space-time. Its momentum in the fifth dimension will be quantized since its wavelength must satisfy

$$
\begin{equation*}
\frac{\lambda_{n}}{2} n=2 \pi R \Rightarrow p_{y}=\hbar \frac{n}{R} . \tag{B.0.1}
\end{equation*}
$$

In field theory, particles are described by fields. For example, we can imagine a spin- 0 particle, ie a scalar field $\phi(x, y)$ where $x=x^{0}, x^{1}, x^{2}, x^{3}$. One can Fourier transform as $(\hbar=1)$

$$
\begin{equation*}
\phi(x, y)=\sum_{n} \phi_{n}(x) e^{i \frac{n}{R} y} . \tag{B.0.2}
\end{equation*}
$$

Therefore, for a flat 5D space-time we have the Klein-Gordon eom

$$
\begin{equation*}
\partial_{M} \partial^{M} \phi(x, y)=0 \Rightarrow \partial_{\mu} \partial^{\mu} \phi_{n}(x)=\frac{n^{2}}{R^{2}} \phi_{n}(x), \tag{B.0.3}
\end{equation*}
$$

which indicates that an infinite tower of fields with masses $m_{n}=n^{2} / R^{2}$, called KK states, are generated and living on the boundary. Since these particles have not been observed in colliders their masses must be larger than the TeV scale. This implies the constraint

$$
\begin{equation*}
R \sim \leq 10^{-17} \mathrm{~cm}, \tag{B.0.4}
\end{equation*}
$$

which is extremely small to be detected.

However, this can be avoided by the Arkani-Hamed, Dimopoulos and Dvali (ADD) idea that the extra dimension is accessible only to gravity and not to the Standard Model. Their size is therefore fixed by experimental tests of Newton's lay of gravitation, where physicists have reached down to about a millimetre

$$
\begin{equation*}
R \sim \leq 1 \mathrm{~mm} . \tag{B.0.5}
\end{equation*}
$$

Therefore, such particles may exist but until now not detected.

## B.1. The Randall-Sundrum model

In the Randal-Sundrum model there is again a 5 D gravity with a compactified on a circle extra dimension which is symmetric around the $\pi R$. That is the extra dimension is an $S^{1} / \mathbb{Z}_{2}$ orbitfold. This construction has two endpoints, one at $y=0$ and one at $y=\pi R=L$. Two 3-branes are located at each endpoint with one being hidden and the other visible. Bulk is called the space between the branes.

In this set-up, we have the following action

$$
\begin{equation*}
\mathcal{S}=\int d^{4} x \int_{-L}^{+L} d y \sqrt{-g}\left(M_{5}^{3} R-\Lambda+\mathcal{L}_{\text {matter }}\right) \tag{B.1.1}
\end{equation*}
$$

where $\Lambda$ is the cosmological constant in the bulk and $\mathcal{L}$ contains the possible bulk and brane matter fields.

Regarding the background of $\mathrm{R}-\mathrm{S}$ model, we imply an anzatz which respects the 4 D Poincaré invariance which reads as

$$
\begin{equation*}
d s^{2}=e^{2 A(y)} \eta_{\mu \nu} d x^{\mu} d x^{\nu}+d y^{2}, \tag{B.1.2}
\end{equation*}
$$

from which one reads

$$
\begin{equation*}
g_{M N}=e^{2 A(y)} \eta_{\mu \nu} \delta_{M}^{\mu} \delta_{N}^{\nu}+\delta_{M}^{5} \delta_{N}^{5} . \tag{B.1.3}
\end{equation*}
$$

The Einstein eom read

$$
\begin{equation*}
G_{M N}=R_{M N}-\frac{1}{2} g_{M N} R=\kappa^{2} T_{M N} \tag{B.1.4}
\end{equation*}
$$

where $G_{M N}$ is the Einstein tensor and

$$
\begin{equation*}
T_{M N}=-\frac{2}{\sqrt{-g}} \frac{\delta S_{\text {matter }}}{\delta g^{M N}} \tag{B.1.5}
\end{equation*}
$$

is the energy-momentum tensor, with the cosmological constant $\Lambda$ of the bulk included.

Christoffel symbols read as follows

$$
\begin{align*}
\Gamma_{\mu \nu}^{5} & =\frac{1}{2} g^{5 P}\left(-\partial_{P} g_{\mu \nu}\right)=\frac{1}{2} g^{55}\left(-\partial_{5} g_{\mu \nu}\right) \\
& =-A^{\prime} e^{2 A} \eta_{\mu \nu}, \tag{B.1.6}
\end{align*}
$$

and

$$
\begin{equation*}
\Gamma^{\nu}{ }_{\mu 5}=\frac{1}{2} g^{\nu P} \partial_{5} g_{P \mu}=\frac{1}{2} g^{\nu \sigma} \partial_{5} g_{\sigma \mu}=\frac{1}{2} g^{\nu \sigma} 2 A^{\prime}(y) g_{\mu \sigma}=A^{\prime}(y) \delta_{\mu}^{\nu} . \tag{B.1.7}
\end{equation*}
$$

The 5D Ricci tensor reads

$$
R_{M N}=\partial_{P} \Gamma^{P}{ }_{M N}-\partial_{N} \Gamma^{P}{ }_{M P}+\Gamma_{P Q}^{P} \Gamma_{M N}^{Q}-\Gamma^{P}{ }_{N Q} \Gamma_{M P}^{Q},
$$

which leads to the following components

$$
\begin{align*}
R_{\mu \nu} & =-\left(A^{\prime \prime}+4 A^{\prime 2}\right) g_{\mu \nu} \\
R_{\mu 5} & =0  \tag{B.1.8}\\
R_{55} & =4 A^{\prime \prime}+4 A^{\prime 2} .
\end{align*}
$$

In addition, for the Ricci scalar we have

$$
\begin{equation*}
R=g^{M N} R_{M N}=g^{\mu \nu} R_{\mu \nu}+g^{55} R_{55}=-4\left(2 A^{\prime \prime}+5 A^{\prime 2}\right) \tag{B.1.9}
\end{equation*}
$$

Now, suppose that in the bulk we have only the cosmological constant. Therefore, for $0<y<\pi R$, the 55 -component of the Einstein equations gives

$$
\begin{align*}
G_{55}=\kappa^{2} T_{55} \Rightarrow 4 A^{\prime \prime}-4 A^{\prime 2}-4 A^{\prime \prime}+10 A^{\prime 2} & =\frac{1}{2 M_{5}^{3}}(-\Lambda) \Rightarrow \\
A^{\prime 2} & =\frac{-\Lambda}{12 M_{5}^{3}} . \tag{B.1.10}
\end{align*}
$$

Here, one can notice that for a real solution we must demand to have a negative cosmological constant, ie to an anti-de Sitter 5D space-time $A d S_{5}$. Setting

$$
\begin{equation*}
k^{2}=-\Lambda / 12 M_{5}^{3} \tag{B.1.11}
\end{equation*}
$$

we get the solution for the wrap factor

$$
\begin{equation*}
A(y)= \pm k y=k|y| \tag{B.1.12}
\end{equation*}
$$

The last equality in (B.1.12) is coming from the fact that we want the solution to be invariant under the $\mathbb{Z}_{2}$ symmetry transformation $y \rightarrow-y, \quad y \in[-\pi R,+\pi R]$. Therefore, the R-S background metric reads

$$
\begin{equation*}
d s^{2}=e^{2 k|y|} \eta_{\mu \nu} d x^{\mu} d x^{\nu}+d y^{2} . \tag{B.1.13}
\end{equation*}
$$

Therefore eom for $A(y)$ is complete determined by the 55 -component of the Einstein equations. However, the remaining equations are not trivially satisfied but the form of the background demands the existence of tensions on the two branes of the model. Specifically, we have

$$
\begin{equation*}
G_{M 5}=\kappa^{2} T_{M 5}=0, \tag{B.1.14}
\end{equation*}
$$

and the non-trivial equations

$$
\begin{align*}
G_{\mu \nu} & =\kappa^{2} T_{\mu \nu} \Rightarrow \\
\left(6 A^{\prime 2}+3 A^{\prime \prime}\right) g_{\mu \nu} & =\kappa^{2} g_{\mu \nu}(-\Lambda) \\
A^{\prime 2}+\frac{1}{2} A^{\prime \prime} & =k^{2} \\
A^{\prime \prime} & =0 . \tag{B.1.15}
\end{align*}
$$

However, for the solution we have found the second derivative of $A(y)$ reads as

$$
\begin{align*}
A^{\prime}(y)=\operatorname{sgn}(y) k & =k(\theta(y)-\theta(-y)) \Rightarrow \\
A^{\prime \prime}(y) & =2 k[\delta(y)-\delta(y-\pi R)], \tag{B.1.16}
\end{align*}
$$

where we have added the second brane as well. Therefore, the energy-momentum tensor must be extended by terms that can produce these peaks to the wrap factor. These terms are given by

$$
\begin{equation*}
\mathcal{S}_{\text {brane }}=-\int d^{4} x d y \sqrt{-g}\left[\Lambda_{0} \delta(y)+\Lambda_{\pi} \delta(y-\pi R)\right] \tag{B.1.17}
\end{equation*}
$$

where $\Lambda_{0}$ and $\Lambda_{\pi}$ are the tensions of the branes which, given (B.1.15), satisfy

$$
\begin{equation*}
A^{\prime \prime}=\frac{\kappa^{2}}{3}\left[\Lambda_{0} \delta(y)+\Lambda_{\pi} \delta(y-\pi R)\right], \tag{B.1.18}
\end{equation*}
$$

but from (B.1.16) we get

$$
\begin{equation*}
\Lambda_{\pi}=-\Lambda_{0}=\frac{6 k}{\kappa^{2}}=12 k M_{5}^{3} \tag{B.1.19}
\end{equation*}
$$

## B.1.1. Goldberger-Wise mechanism

In order to solve the hierarchy problem we fix the value of the radius of the extra dimension to a specific value. However, we want to make the theory stable in a more natural way.

For this purpose, we stabilize the radius through the so called Goldberger-Wise mechanism. This mechanism introduces a massive particle, the radion, in the bulk
which interacts through some potentials with the boundaries. This, introduces a new degree of freedom to the RS model. The action of the mechanism reads

$$
\begin{equation*}
S_{\text {radion }}=-\frac{1}{2} \int d^{4} x d y \sqrt{-g}\left[\left(\partial_{M} \phi\right)\left(\partial^{M} \phi\right)+m^{2} \phi^{2}\right], \tag{B.1.20}
\end{equation*}
$$

where $m^{2}$ is the mass of the radion field, which is assumed to be small such that the radion does not modify the linear dilaton solution.

The equation of motion for $\phi$ reads

$$
\begin{equation*}
\nabla \phi=m^{2} \phi, \tag{B.1.21}
\end{equation*}
$$

which, considering $\phi$ to be only $y$ dependent leads to

$$
\begin{equation*}
\phi^{\prime \prime}+4 A^{\prime} \phi^{\prime}-m^{2} \phi=0 . \tag{B.1.22}
\end{equation*}
$$

For the RS model and for the upper half of the orbitfold $A(y)=k y$ and therefore (B.1.22) reads

$$
\begin{equation*}
\phi^{\prime \prime}+4 k \phi^{\prime}-m^{2} \phi=0, \tag{B.1.23}
\end{equation*}
$$

which is a linear differential equation of order two. This is easily solved giving

$$
\begin{equation*}
\phi(y)=A_{+} e^{2(\nu-1) k|y|}+A_{-} e^{-2(\nu+1) k|y|}, \tag{B.1.24}
\end{equation*}
$$

where the solution for the lower orbitfold is included putting $|y|, \nu=\sqrt{1+m^{2} / 4 k^{2}}$ and $A_{+}, A_{-}$are constants of integration to be determined by the Dirichlet conditions applied on the branes.

Applying $\phi(0)=\phi_{0}$ and $\phi(\pi)=\phi_{\pi}$ one gets

$$
\begin{equation*}
A_{ \pm}=\frac{\phi_{\pi} e^{2(1 \pm \nu) k \pi R}-\phi_{0}}{e^{ \pm 4 \nu k \pi R}-1} \tag{B.1.25}
\end{equation*}
$$

For the RS action (B.1.1), the radion action (B.1.20) plays the role of a potential. The effective potential on the brane is obtained by the integration of (B.1.20), ie

$$
\begin{equation*}
V(R)=\int_{-\pi R}^{\pi R} d y e^{4 A(y)}\left[\left(\partial_{5} \phi\right)^{2}+m^{2} \phi^{2}\right], \tag{B.1.26}
\end{equation*}
$$

where after some algebra we end up with

$$
\begin{equation*}
V(R) \propto\left(\phi_{\pi} e^{-\frac{m^{2} k \pi R}{4 k^{2}}}-\phi_{0}\right)^{2} . \tag{B.1.27}
\end{equation*}
$$

Since this is never negative, it is minimized only when

$$
\begin{align*}
& \frac{\phi_{\pi}}{\phi_{0}}=e^{\frac{m^{2} k \pi R}{4 k^{2}}} \Rightarrow \\
& k R=\frac{4 k^{2}}{m^{2} \pi} \ln \frac{\phi_{\pi}}{\phi_{0}} . \tag{B.1.28}
\end{align*}
$$

Therefore, for a parameter of order $\mathcal{O}(1)$ one can conveniently choose $k^{2} / m^{2}$ and fix the hierarchy.

This method applies also to the clockwork mechanism, however there is no need to use it since the clockwork scalar plays the role of the stabilization field.
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[^0]:    ${ }^{1}$ Suppose that the observers at $r_{s}$ and $r=\infty$ are connected with an inextensible string.

[^1]:    ${ }^{1}$ These are the independent equations coming from Einstein's equations (4.6.2c) (the dilaton eom is included in them).

