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Abstract

Gambling has been one of the traits of human nature since the beginning of
time and roulette in particular is one of the most popular games today.

Blockchain technology for almost ten years now has revolutionized many aspects
of our lives introducing cryptocurrencies as well as other innovative constructions
such as smart contracts.

The combination of the two has been examined and various constructions have
been proposed but all of them are either centralized or require trust at some level,
require fees and do not offer choices with respect to gambling to players. In our
protocol we address these problems and solve them.

We show that by generating a sidechain to any blockchain everyone can create
his own game. Also, by using a signature scheme alongside the ElGamal encryp-
tion scheme and the hash function SHA256 we prove the randomness of the result
in the random oracle model. We include as well a recovery scheme for penalizing
players who deviate from the protocol and an algorithm to ensure the integrity of
the players’ assets. To the best of our knowledge this is the first fully-decentralized,
zero-trust, zero-fee cryptographic protocol which executes a game of roulette, pro-
viding options with respect to gambling.

Keywords

gambling, blockchain technology, sidechain,






Euyaplotieg

H Simhwpotin| auth] anoTeAel Tooonmmxy| ETAOYT| TOU ouYYEapEd xou eivon Eva
€pyYo Yl T0 omolo damaviInxay TOAAEG NUEPES XL OXOUO TIEPLOCOTERES YUY TEG Ue-
AETNG, avalhTnong xon adte€Odwy UEYEL Vo QTACEL 0TO EMNEDO TWV TEOGOOXLDY TOU
ouyypagéa. H ohoxhfipwon tne dev Yo oy SuVATY GV BEV UTHOY OV CUYXEXQLUEVAL
droua mou Wou mopetyay Ty amapoaltnTn UTosTARIEN OGO Puyohoyixn ahhd xa oE
EMITEDO YVOCEWV.

Apyixd, Vo ferar vo euyaplothon Tov xodny Nt xan emBAETOVTO AUTAC TNG OL-
mhopotixic x. Iloyouptlr, o onolog ATay apmYOS TN CUYXEXPUEVNS EpYaciag ol
TpocEpepe TN Borleta Tou xad” GAn TNV BidpxeLa TNS U GAOUE TOUS BUVATOUE TEOTOUC.

Tov xadnynth x. Iomadomoulo yia TIC YENOOTUTES YVWOELS TOU GTO XOUUATL
Twv  blockchains  xuplwg, ahrd Oyt UOVO, TO AVIBLOTEAES EVOLAPEPOY TOU YLo TN
CUYXEXQUIEVT] DITAGUATIXT xot TNV ToAUTIUN Borjlela Tou pou mopelye.

Téhog, Yo fleha vor euyaploTACE TOUS GIAOUS oL o xUEIWS TNV OOYEVELX LOU
yiow TNV oaéploTn oTARIEN Toug o€ xGUE wou Briua.
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Kegpdhaio 1
ITepiypopn IpwtoxoAAoU

Eiocaywym

H teyvohoyia ndvta énoule onuovtind poho otny avioenmivn totopla. OAdxAneeg
eTOYEC €Y 0LV AABEL TO GVOUd TOUC Umd CNUAVTIXG TEYVOROYIXE GApaTa OTWS 1) Aldvn
emoy 1| xou 1 emoy Tou yoAxol. To teheutala 20 ypedvia Swaviouue avauiBoia Tnv
enoy 1) Tou dtadxtOou. Ilpdxetton yio pio emoyr) mou unopel va yapoxtneo el eicou
amd TNV PNPLoToincy TwV TAVIWY, Amd TO XOUUATL TWV ETMXOWOVIGY, and OToU Xou
Cexdvnoe xudhag, peyet To BiBAla xon Toug Tivaxeg exudinong oe oyolelo. H ypron tng
TEYVOROYIUC OUMCS, OTWS XU OTOLOUBYOTE GAAOU TEAYHUATOS 0TOV X6GUO0, eEupTdTOU
amo 1o yewpto T Tne. Omote, ebvon xardixov pog oyt pévo vo avamtOGOUUE TEYVOLOYIX
x0puUQILa TEOLOVTA OAAS X0 Vo BLAoQUAILOUE Twe aUTd AELTOUREYOUV "OWo T, TPOg
OPENOC TOU XOWVWVIX0U GUVOAoL. Khaooind Tapddelypo Tng SLITThg ¥eY|ong Tou dLadt-
%TVOU TORUBEYHATOC YdELY, TUQUTNEELTOL OTO XOUUATL TV ETXOVWVIGY. Oplouévol
TN XENOHOTOWLY Yo Vo Epouy GE GUECT) ETUPT| UE ATOUUXQUOUEVO TROCKTA, EVE)
dAhoL yio vou xdvouy em€oElC OE BLAPOPES UTNEEGIES %ol VoL DLAMEATOUY ANATES, YT
OLUOTOLOVTOG DlapoeeTIXd TI¢ (Bleg duvatotnTeg. Auth 1) epyasio mpocavatorileto
OTO VoL TOREYEL plol VEX BUVATOHTNTA GTO YWEO TV TUYEPMY ToLY VIOLWY.

Eov xdmolog tn ypoviny| meplodo tng cuyypaghic Tng mapoloog epyaoctag emiiu-
novoe va eumiaxel o €va Tuyepd mouyvidl Yo elye tpelg emAoyéc. No ebvon mabxtng
elte oe xdnowo avaroywd xalivo, eite oc xdmoo Yngioaxd mou Be yenowonotel ohu-
olda cuvalhay®y, €lte og %Mol Tou YENCWOTOLEL. TNV TENOTN %ol GTN OEUTERN
TepinTwo o maixtng Vo €mpene Vo eumoTELTEL TO €V AdYw %allvo w¢ TEog TN BLodt-
xaoto UToAOYIoUOU Tou anoteéopatos. Autd cuyfoaivel SLOTL o (Blog Yol eumopLog
Aoyoug xupleg de Vo elye mpocPaor Yo emiempnor 00Te 0TS aVIAOYIXES POUARETEC,
00TE GTOV %W oL TapdyeL To Peudotuyaio anoteréopata. Mévo oty tepintwon
Tou yenoylomoteltar Teyvohoyio ahucidoug cuvaAlaydY Unopel o Talxtng va emBeou-
(OEL To AMOTEAECUOTA X0 OUCLACTIXS T1) SLadixacior Tapaywyrg toug. {doTtéco TO
€vo {ATNpo Tou Be Umopel Vor avTYETWTIG Tel 0Ty Teltn mepintwon, etva o “dyenoTog
Y WO’ v oty oAucida. Autd onualvel TKS xaTd TNV EXTEAEST] EVOC TEWTOXOA-
AOU POVAAETOG TOL UNVOUOTA TOU aVTUAGGOUY oL TafxTeg amodnxedovtoun oTnyv oAucioa,
oA HETE TNV OAOXATIPOOT] TOU TIOLY VIOLOU oUTE T OEBOMEVAL BEV EYOUV Xl OUCLA-
ot a&ion xoun ToEaéVouy dyeno ta xadng AoYw Tng doung Tng TEy Voloyiug ahuoldag
0€ UmopolV Vo dlaypaoly Tote. TEAOG, €val apVNTIXG oL TWY TELOY UTHEYOUCKY
EMAOYOV ATOTEAEL 1) TANPWUY ETUTALOV DUOUWY TWV TOUXTMY YL TN CUVTHAPLOT) AUTDV
TWV XEVIPOTOLNUEVWY ETOUELOY TOU TUREYOUV TIC UTNEEGIEC TUYERMY ToLY ViwY.



Avaryvwplloviag Tic aBuvaples TwV UTEEYOUCKHY ETAOY®Y, AOLTOV, GTOYOC TNG
CUYXEXQUIEVNC pyaoiag amoTeAel 1 ONULoLEYio EVOC ATOXEVTOOTIOUUEVOL TEWTOXOA-
AOL WG TPOG TO TowyVIBL TNG POVAAETAS ToU Vol €yel undevixr] TeoUUeLd, UNdEVIXY
EUTOTOOUVY, O EVal TARPWS OMOXEVTIPOTOUNUED TEQUBAANOY, TOREYOVTOG ENTUTAEOV
EMAOYEC S TTPOS TOV TEOTO TouyVLdLo) Tou TLoYaddEou.

ITowToyevelc Awadixacieg

Ipw mapouctactel T0 TpwTOX0ANO, YeeldleTon VoL avohuYo0V UEQIXEC XQUTTOYQO-
pieéc mpwToyevelc dladixaciec. Apywd, Yo TapouctacTel TO XPUTTOYRUPIXG Oy Y|
mou yenowomnoteltar, énetta Yo e&nyndoly ou dmelaxéc umoypagéc, mou eivon (wTi-
%0 XOPPATL TOU TEWTOXOAOU pag xon ev TéAeL Yo avaavlel 1 teyvoloyio ahuciadag
cuVaAAaY @V pall pe Y TEYVOroYid TV TASUEXOY dAUGLOGMY.

Keuntoyedopnon EA-T'xoud

To EXI'tapol xpuntoclo trua mapouotdo tnxe To 1984 xou 1) acpdieid tou BaociCe-
Tou o€ €va dbuoenihutTo TEOBANU Tou ovoudletar "TEOBANUA TOL BloxeLtol Aoyapld-
wou”. Iho ouyxexpyéva Pacileton otnv aviahhayt| xhewol Diffie- Hellman, ondte
opileton oe Yior xuxhixy| oudda (g) evog tpdtou tEne m. To oynAuo topovotdleto
EXTEVEGTEPO GTO Topomdve oyAuo(l.1).

G(1M (pk, sk) « G(1*)
T h= g* mod p
pk = {{p,m,q),h)
sk =ux

E(pk, M) : M e (g)

& Lom

vroroyilovpe 1o G = ¢" mod p, H = h"M mod p
gmotpépovpe to (G, H)

D(sk,G,H): vrokoyilovue to M = H/G* mod p
emotpépovpe to M

Euwxcova 1.1: Tyruoa xwdixonoinone ElGamal [1]

Wnoraxég YT roypopes

H xpuntoypagia, ko600, dev nepiopiletar 0TV XwOXOTOINoN 1| AmOXOXOTOiN-
om unvuudtey. Mia and Tig dhheg tng poppés eivon 1 avdevtixoroinom unvuudtewy. O
TPOTOC UE TOV OTOO EMTUYYEVETOL oUTO Efval e TN Yenom dmgLoxcdv utoypagoy. H
onutovpyla wog Pngraxhc uToypaprc amontel Evay GUVBLAOUO TANEOPORLLY CYETIX
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ue to (Blo To prvupa xan To urvuua Tou umoypdgovioc. Emed) ou dngloxéc mAnpo-
(opleg UTOPOVV VoL AVTLYEUPOLUY xou Var emoAANoly, Yo mpénel v uTdplel oOvOEDT
petol Tou pnvipotog xou e Bloc e Ynglaxic uroypognc.[4][5] AlpopeTind, o
TOPUANTTNG UTOPEL Vor TpoTOTOAGEL TO Urvupa Tely pgavioet To (ebyog unoypapnc
unvouatog oe évay Bixao . Axoun yeipdtepa, Yo unopoloe va emouVAEL TV uTo-
Youpn o€ onotodfmoTe uRvupa, xadbécov elvor adUvaTo Vo aviyveuldel 1 nAextpovixy
KOT> AL KETUXOAANGTY. LUVETAC, Ot oxdhovdeg emuunTES WOLOTNTES UTOPOLY Vo
eCory o0y amd o Pnelat| uToyeapt:

o H {npranr| utoypagy| meénel va eivon e€opTOUEVN a6 TO UAVUUAL.

e Mobvo o dnuiovpyog eVOC NAEXTEOVIXOU UNVOUATOS UTOPEl Vo uTohoyioel T
owoTh el uToYEAPH.

e Omotocdrimote hopfdver Eva prvuda xat Ty avtio totyn bngio urtoyeagr uro-
el va v emPBefanoet xon ev ouveyeio va evon BEBonog Twe yLor TY xoTay YN
XU TNV OXEEALOTNTOL TOU UNYUUOTOG.

LOUPOVAL UE TA TUPATAVE TEOXVOTTOUY Ol axOhouToL 0pLoUOL VLol Tl DOUIXY G TOLYE-
foe Tou oY AUATOC TWY PNPLaxey vToyeap®y. Unelot uToypeapY| etvan Eva pardnuoTies
oyfua To omolo amodeEWVUEL TN YYNnoloTNTo €VOg InLoxol xewévou 1 unvouaTog
XU TNV TAUTOTNTA Tou ouyypagéa Tou. Alyodpriuog mapaywyhs dneloxdy utoypeo-
v etvon 1 uédodog 1 omolo axohouveiton yior TV ToEAY YT PNELaXmy UTOYEAUPEY.
Ahyopriuoc emarieuone Pngroxdy utoypapny elvar o alyopripog Tou e€aopoilel
™ yvnowotnta e dmelaxhc umoypapnc. ‘Eva oyfuoa ¢nelaxdy utoypapoy amo-
telelton amd €vay aAyOpLIUo TORUYWYHAC UTOYRUPOY Xal EVay OYETXO ahyopLiuo
enakf]ﬂsucng.[él] Mo Sradixacion utoypaphc PneLaxmy UTOYEUP®Y GUVIG TUTOL OE EVay
aAY6pWIHo TapaYWYHS PNPLIXDY UTOYEAPLY, 08 GLYOLACUO PE TNV uédodo uoppo-
moinong Twv dedopévev oe unvoupata. Mo Stadixacta enaidevone Pnelaxmy uto-
Youp®y anotelelton and Evay ahyopriuo enoifieuong, pall e woa pédodo avixtnong
0EBOUEVWY amd TO Urvula ToU YeELdlETaL Vo UTOYRAUpEL.

Teyvohoyia AANLcidag XUVOAAAY OV

Aev urdpyel, TEOC YVOOT TOL CUYYEAUPEN EVAS XUVOAXOSC 0PLOUOS XOlL UETAPEO-
omn yw Tov 6po “blockchain”.  Xtnv epyacia auty| avagpepduevol ot “teyvohoyia
aAuctdog cuVIAaY®OY’ avapepduacte 6Tov AyyAixd 6po ’ blockchain technology ™
ITohoi yenowonowolv to Bitcoin  wg epakthiplo yia vvo e€nyfioouv tov 6po, and
TNV apYAOTERT EQopUOYT, To xpurTovouiouota. ITToAlol opiouol €youy dolel mpooma-
Yovtog va anocagpvnotel TAfpwe 1 oporoylo. Mio emitpony| yéoo 6TOV 0pYUVIOUO

ISO mou acyoleite ye to Véua BeV €YEL XATOLO XATUANUTINO ETOTEAEGUA TTPOS TO
TopoV oA meptypdpel To blockchain we: “éva xowo, auetdBinto BBAlo Tou unopel
vau xatorypdiper cuvolharyée oe Sudpopec Bropnyavies, [...]. Tlpdxertan yuor o dmepron
TAATPOPUN TTOU XaToypdpeL o ETOANUE0EL TIC CUVUAAXYEG UE DLUPAV X0 UGPAAY)
TEOTO, XATUPYWOVTAC TNV oVAYXN Yl HECALOVTES Xt UEEVOVTAS THY EUTLOTOCUVY
uéow tou Witepa Sropavoie yapoxtipo e’ [6]. H IBM mpoteiver évav napduolo
oplopd Aéyovtog ott évar blockchain ebvan évag xowde, auetdBintoc nyétng yio Ty
XOTorY papT| TOU Lo Topol Twv cuvakhory@v’[7]. Ta Aéyoug amhétntag Yo xevndolue



YOpw amd auth) TNV TEpypapt| xar Yo Yewpricouue Twe OAo Tar dedouéva Tou amo-
Unxedovton oty ahucida ebvor Ld pop@r cuvarhayovy. T v eufadivouue Afyo
TEPLOOOTEPO, OUWS, TPETEL Vol OLUOTIACOUNE Souxd TNV TEYVoloyio TewTa. Apyxd,
ooy, ula ahuoida cuvahhay v etvar €va 8ixTuo peTadd yenotwy. Autol, utopolyv
VoL YweloTOOV 0 U0 XoTNYORlES, TOUC TEAATES Xt TOUG METAMAEUYOoUS( onuovTi-
%0 amOTEAEL TS AUTOS O BLUYWELOUOG BEV EVOL ATOXAEIC TIXOG, ONANDY| EVag TEAATNG
umopel vou lvon xa UETUAAWELUYOC XAl owdzorpocpcx).

o Ilehdtng: Evag ypriotng mou yenotuonotel To 6iXTUO Yior Vo EXTEAECEL XAl Vol
AdBer TAnpwHES avahdYng TG EMJUPIES To.

e MetaAAwplyog: Evog yerotng mou npoonaiel va Aoet éva mpdBAnue uto
™ popen: Aocuévou tou a Beec B oltwe wote I'(B)=o. Edv Beer ) Ao,
TOTE QUTOG EXTEUTEL GE OAO To BixTuo TN AooT wall Ue To oapéong dnuoupYniéy

block mou mepLEyEL TIC GUVAAAAYES TTOU VEREL VoL EVOWUATHOEL O (Bloc.

Kdébde block amd xataoxeufc delyvel 0T0 aEowe TEONYOUPEVO TOU X0l GUVETHOS
onutovpyelton Ye auTOV Tov TEOTOo 1) ahuoida. ‘OAot ol yeoteg Aotmdy, amodey dUeVoL
0 AUom o Toug exméuTETAL €YoV pla xodohxr 6n TG aAuolBag GUVOAAXY WY Xou
CUUPOVOLY OTNV EYXVEGTNT TNG.

Trdpyel n neplontwot, woT6o0, Evag XOUog Tou BLXTOOUL Vo EYEL Uit BLPOEETIXT
o e avoidocu, BLoTL 800 TOUAdyloTOV amd Toug YelTovEC Tou, Tou elémeudory
OLPOPETIXES AUGELC xa dpa €yel €val TEOBANUA amOPAcTC WS TEOS To Ttota Ao Va
oeytel. "BEvoag amhdc xavovag umdpyet yia Tny emiAucT autodv Twv dtapoytov: Kdde
xouPBog cuveyiler va Sovkeler oty o g ahucidog mou €yel, uéyplc 6Tou AdPel
ular n omolar efvon YeyahOTER. XE aqUTH TNV TEPINTOOT, CTOHAT VoL EQYALETAL OTNY
meonyoluevn xou ouvey(el otny tedeutaio. Autd BeBardver twg oe Bddog ypedvou
ular xou povo plor aductdo Yo unepteploel av 1 TAsoPNGla TV UETHAAWEUY WY elvou
Tiuot.

Ebvauxopugaioc onuaciog va toviotel To 6TL oL ypRoTteg evdg BixTiou xoTAARYOUVY
oe Bddog yedvou ce pio xxowt| ahuolda, onuavel oUCLUG TIXG TWE xuTahiyouy ot pla
%o UOvo plor xovy| ahrfielor uetald twv, Tou o umopel var ouptoBntniel and xovévoy
evtog Tou Oixtlou. 'Etol, 1o mpwtéxolho xdie olucidoc cuvaAlay®y eival, oty
TEOYUOTIXOTNTA, VA TRWTOX0AAO cupguviag cuvaiveong. To mo evdlapepoy xouudT
auThg TNg aAdetag ebvon 1 oxAnedTNTA TG avao TeeydTnTag TG oAuoidag. Ilpoxer-
uévou évag avtinahog vo ahhdlel éva and tor block , ag modue to x-teheutaio block
, TEETEL VoL XAVEL OXT) TNV TEOMYOUUEVY BOVAELS (€VpeoT VEWY MICEWV X-(POREC) Xal
va Bydher ohoxabvoupyta (x + 1) block yio vo neloet dhouc toug dhhoug x6uBouc
VoL OEYTOUV TN Ot ToU ohUGION WS TN UEYOAUTERT ot ETOPEVLS TNV aAntvr. Edv
deydolue v ethxpvi) TAetodmglar 670 dixTuo autéd WyleL ue TdavotnTo 1/25F o
TeoYAvVAS, auTh 1 mavotnTa xadioTaton aueAnTér xadde 1 UTOAOYLOTIXY BUVAUN
TOU OVTITIAOL UEIOVETOL ETiong 1} 600 Barditepa VéAEL Vo ahhEEel %dTL oTNV ohu-
ofda. OuctaoTixd, o pnyovionds Tou e&nyeiton Tapamdve, xahoTd To damavner| Thy
TAAG TOYQEAPNON Wag CUVOAAAY NG amtd TO BUVNTXO XEEOOS. Xwplic Evay xaTtdAAnio
alyopriuo o Ty emiteudn ouvaiveong yia o blockchain , 8ev Yo unrpye eumioTo-
oLvn oto blockchain-system tou Bitcoin , ag@ol omowocdrnote pe npdofacn otny
loTopla TWY GUVORAaYGY (6hot ot xépfot) Yo urnopoloe va Eavorypder To Lo TopXd
X0 VO TO ONUOGCLEVCEL WG TO TRUYUOTLXO.



Enopévwe, o axéhouvdoc optouds gaivetar var xahOTTEL OAOL ToL THEATAVE, SNhodT)
TIc xVpLeg TTUYEC evoe blockchain . Mio alucido cuvalhory v efvor pLor xotaveunuevn
OOYLTEXTOVIXT] UTOAOYLO TGOV OTOU €VOC UTOAOYIGTHG ovoudletal xouBog v GUUE-
T€yel 670 dixTvo. Kde x6ufog Eyel TAen YVOGOT OAWY TV GUVAAAAYGY TOU £Y0UY
ouufetl, oL mAnpogoplec potpdlovtar. Ot cuvakhayéc opadorolovvtal o blocks mou
mpoctidevton SLadoy s GTNY xoTaveunUévT Bdor dedopévwy. Mdbvo éva block xdie
popd umopet var tpooteel xou yio vo tpoctelel éva véo block mpémel va mepLéyet pa
pordnuaTe| améoeln mou va eroAndever 6Tt axohoudel axoroudio and To TporyoluE-
vo block . Ta block cuvdéovton petadd tToug ue ypovohoyinn oelpd. O mopamdve
oplopodg efvar TOAD eupl xat XUAOTTEL OAEC OYEDOV TG UTHEYOUGES UAOTIOLOELS TGV
AAUGLBWY GUVOIANALYOV.

ITAsvpixec AAucioEC

O mhevpirée ahuoldeg ebvar 1) Evvola TwV TUEdANAWY dAUGEBEY GUVOAAXY OV TTOU
emteénouy TN ueToP{Boon teptovcloxdy ototyelwy amd éva blockchain o éva diho.
H 18éa avaxowvainxe emorung to 2014 and v Blockstream , pior tdiwtiny| etonpela
Tou anoTEAElToL amd TOANG amd Tar péAN TG ouddag avdnTtuing Tou Bitcoin . Eve 1
10€a TpogpyeTon amd To Bitcoin |, 1 eupltepn Yewplo mlow amd Tic mhevpixés ahuoideg
eQopUOlEToL OE OTOLOBHTOTE GYEB0 ohucidac. Apyxd, 1 TEOUEST] TWV TAEUPIXWY o-
Auctdwy oy vo emiTeédel T peTapopd bitcoins ot dAla blockchains , emitpénovtog
€TOL OTIC TAEUPIXES AAUGIDES VaL AELTOURYHOGOUY WG EVOANIXTIXG GUC TAUTH XPUTTOVO-
mopdtwy ywels va amanteltar 1 xomr| VE®Y xEpUdToV. (261600, 0 apYIXOS OYEBLUCUOG
TAEUEXTG aAUGEBoG ovorahOQUNXE OTL TEQIEYEL UT) TETEWUUEVA EAUTTOUATH AoQAAELaS.
Ev 1o petodd, ta véa oyédia Peioxovtal oe e€ENEN, 0AAE xatd T oTiyUr| TS YeaPnic
0ev €youv pidoet oe weudTTa ¥ ToparywyN.[8]

[Mopdho owtd, 1 ueTAUPOEd GTolyelwy and upio ahuolda oe ula dAAT, elvar oTny
TEUYUOTIXOTNTA 10N €QTY| amd To oyediaoud tou sidechain . H 0€a elvan opxetd
amAT), UE TNV ELOAYWYT| o Aettoupylog Tou ovoudleton appidpoun cOvoeo, T Te-
prouctaxd otovyeto Yo emtpeneTon var petapépovton amd éva blockchain oe éva dhho
xou iow. M amd i Pacixéc apyéc tng augidpoung olvoeong etvan 6Tt ebvon adlVUTO
VoL ETULO TRAPOUY TEQLGCOTEQN GTOLYElN OTNV «UNTEWXY dhuolday amd oo TEOEEYOVTAL
amb oUTHY, OTOTE O GUYOAXOC apldUOC TEQLOUCLOXMY GTOLYEWY TNG UNTEMXAC ohu-
oldag dev unopel va tedel oe xivduvo. 'Etol, véol xavdveg umopoly Vo EQupuocTouY
TNV TAEUEXT ahLGIBA YWl Vo BNULOUEYOUY EVOEYOUEVO TEOBATUOL YLo T1) UNTEIXY
aAuoido.

O mheupinéc ahucideg UmopolV Vo ETEXTEVOLY TN AELTOURYIXOTNTA EVOS YOVIXOU
blockchain elodyovtag veéa yapuxtneioTind otnv mheupr) ahuctda. I'ar mopdderyua,
ETELDY] Wit €0UCLOBOTNUEVY) ahUGEDY UTOREL VoL YENOLWOTOLEL €Vl UEPLOUATING Oyl
U@Ly LTOYEUPMY S HOVTEAD GUVALVESNC, AUTO ETUTEETEL GYEQOY QueoT emiPe-
Balwon yeovev ulag apyxd un eCouctwdotnuévne aAuvoidag, 6mwe to bitcoin. 'E-
VoL ToEABELY o TETOLG TAELEWAC oAucidag elvon auTtd TN mAsupxhc oAucidog Lig-
uid, mou dwatnpeiton amd to Blockstream yio Sidpopeg cuvahiayég Bitcoin.[9] "AM
TOQUOELYHOTA YAPUXTNPIO TIXOY TV TAELEXGMY 0AUGIDWY Tou UToEO0Y BUVNTIXG Vo
TEOGPEEOLY VEES BUVATOTNTES OE 1) €0UCIWOOTNUEVA BixTua Efvon oTotyElo OTWE 1
UTOG TAPIEN TOARATAGY TUTOV TEQLOUCLAXWY OTOLYEIY and OLoPOpETIXES ahUGEBES
CUVAAAXY WY TOU UTdEy 0LV ot apolBolee TAEUPIXEC aAUGIDES, OTwe Tor ECUTVOL GU-



Bohano.

To Ilowyviou

H pouhhéta amotehel éva amd tar o dnuoguhy| mawyvidio oe xde xalivo. To
mouy vidL €yel Yepnole Baoolc xavovee xou mailetar o yOpoug. Apyixd, umdpyouyv
37 voUuepa oTor oTtolal UTOREL XATOLog Vo oToL NUATIOEL X0 To xde Eva EYEL andd0oT)
36. Auté onualvel TS O WBIOXTATNG TOU TaLy VIS0V €YEL TAEOVEXTNUA EVOVTL TWV
Aoy mouxtédyv 2,774, Houyvidt maileton we axohovdwe: O moixtec movidpouy Tto
1066 Tou EMIUUOUY, O LBLOXTATNG TOU Touy VIOOU YeNoULOoTOoLEl €Val TPOTIO TTHEAY WY TG
TUY WY ATOTEAEGUATODY (mcpozBsiypchog YSpwv 670 avahoynd xalivo To yOploua Wiog
unihlog og evor Aelo, XeEXAVOUEVO, XUXAXO XOUAOUGPE, TTOU GTO ECWTERIXO TOL EYEl 37
DLy WELOUEVEC VETELS. XE OToLa amd aUTEG TECEL 1) UTtEALYL, AMOTEAEL XaL TO ATOTEAEOUAL
ToU YUpou. AuT6 1o TaLyVISL Yo TPooTAIHCOVUE Vo TEPLYPAOUUE OTO TPWTOXOAAG
HOIC TTOEaXETE.

To llpwTtdxorro

To mpwtdxorho Pocileton otny Topaxdte Wea. Trdpyet pla ahucido cuvaAlay Y
XL OToL0¢ YeNoTNG TNE VEAREL Vo BNULOVEYAoEL TO OO Tou Towy VIOl Tng PoUAETTAC,
onuovpyel pla mAevpr ahuotda v Roulettechain . ‘Omnolog ket va naiel 6o ev
AOY W Tawy VoL, UETAUPEREL XEQAALO amd TN unTtewr) ahuctda otnv Roulettechain . Ta
blocks dnuioupyolvToL amd TOV POVO UETAANOPVYO TNG dAUGEDG Xou BNULOVEYOd TNG
RM . T va emixotvevicouy ot TofxTeg Tig emUUUIES TOUG GTEAVOLY UTOYEYPOUUEVAL
o unvopotd toug otov. RM . To mouyvidr naileton oe yOpoug, 6mou évag yipog mept-
YedpeTon 670 TEWTOXOAO. TTdpyel o ahydoriuog Caleplayers yia vo utoloyilovto
o€ x&e yUPOo oL TAiXTEC TOU UTOPOLY VoL GUUUETEYOUY 0T0 TewToXoAo. H Tuyoudtn-
Tot Tou anoteréouatog dtacpuileton and pla SlmAvEn TEALT, YENOEHOTOLWYTIS TN
ouvdpTnom xataxepuatiopod SHA256 xa tov tedecth @. Erniong, évag pnyaviopog
ao@aheiog undpyel yior var ebvor BEBato Twe av xdmolog and Toug TaixTeS LEQUYEL amd
N oY) Tou TEwToXOAhov, Vo Tipwendel. Ia T Tapandve, TéAog, Loy LouY Xl TEELS
umovéoelg, To 6Tl undpyel Tiua TAslodngla o unTer ahucida, 6Tt auth Eyel (wTl-
XOTNTA XL EVEWO Tlar XOVWE UXOUA TG UTIEEYEL Xt €Vag Tilog TadxTng ot xde yUpo
ToU TPoTWxOAAoL. To mpwTtdxoAo Tou €yel we oTolyeia Tou Toug natxtee Player;
ue tov Playery va eivar 0 RM, to avtiotowya xepdhao tou xodevoe  balanceli], ta
oUuTAUATY TRV TouX TV requests[n] téhog ta movtopiopota bet;[j] mou odnyolv ota
amotehéopoto Tou YOpou resultyli], nopotidetor oo mapaxdte: oy



Protocol Trouiette

Protocol Treuette 18 €xecuted by n players with identities (idy ,..., id,), pa-
rameterized by a timeout limit v and interacting with the stateful contract
functionality Fgo. We assume that the parties agree on a generator g of a
group G of order p for the El-Gamal encrypion scheme EGE and also on a
EUF-CMA secure digital signature scheme SIG. Moreover, a nonce unique to
each protocol execution and protocol round(e.g. a hash of the public proto-
col transcript up to the current round) is implicitly attached to every signed
message to avoid replay attacks.

Recovery Triggers: Whenever a signature is published, its validity is
tested. If the test fails, the party proceeds to the recovery phase. The same
happens if a party does not receive an expected message until a timeout limit .

Request phase: Fori =0, . . . , n, the party with ¢d; proceeds as follows:

e Verifies information in the previous block, secretkeyli], that is the other
player’s secret key as well as result,[i] for the previous (k) round.

e Generates the keys of the signature scheme

(SIG.wk; , SIG.sk;) + SIG.Gen (1*).

e Uses the keys above forn the encryption scheme, such as,
EGE . sk; = SIG.sk; and EGE.pk; = SIG.vk;

e Sends:

— Check-in: (Check-in, M, walletadress; S1G.vk; ), where M is the
maximum sum of money intended to be played for the round and
walletaddress; points to the transaction of a block in Roulettechain
from where the money would be bet, if she wants to play.

Figure 1.2: Protocol mroyiette




e Or else:

— Check-out: (Check-out, balance, o) to Fsc, where o contains all
signatures on balance, waits for confirmation from Fgc and stops
execution, otherwise.

e RM, that is, Playery with idy publishes requestli] on the sidechain.

Calculating plyers phase:

e Each player verifies information in the previous block, that is the other
player’s request.

e Playery runs Algorithm CalcPlayers to determine the players of the
round P; and publishes them on the sidechain alongside her queue[0].

Betting phase:

e Each player verifies information in the previous block, that is players for
the round and queue[0].

e Each Player; updates their queueli].

e Each player chooses a randomness r and sends her bets;[j]l= Enc,(m;;)
where m includes information about the number intended to be bet on
alongside the respective sum of money.

e Playery publishes bets;[j| on the sidechain.

Tallying result phase:
e Each player verifies information in the previous block, that is the bets;[j].
e Each player sends his EGE.sk; to Playery.

e Playery decrypts bets;[j] and calculates
resulty[i] = (SH Agse (Y25~ (Dec(Enc,(m; ;) ® (Dec(Enc,(mg;)))) mod
37.

e Playery publishes resulty[i] and secretkey[i] = EGE.sk; on the sidechain

Recovery request: If a party P, enters the recovery phase at any step of a
given phase, it halts the execution of the protocol and sends a message (report,
Player;, sk;, Block,) to Fsc , where Block; is the block that contains infor-
mation on which the verification test failed and thus contains forged or false
data.

Figure 1.3: Protocol Trouiette (continuation)




I'evixevon tpwTtoxOAAOL ce dAAo oy vidla

Y& auth) T evotnTa GLINTAUE dhhor oy VIGLY TTOL UTOEOUY VoL EXTEAEGTOUY amd
TEOTOXOAAYL TTOU €Y 0LV XUTACKEVAC TEL UE TOV (Blo TpOTO, dnhadT €yovtog plo ahucida
CUVAAAXY WV amd €Vl UTAOX Tou omofou €vag Yenotng Eexwvd pla TAsupxr| oAucioa,
EXTEAWVTAC TO TakyY VIOl OE €val TpWTOX0AO exTOC ahucidog xou amoUnxedovtac Uovo
Cwtiig onuaotag TAnpogopieg oyeTind Ue auTod Tave Tng. Me Tov oyediooud autoy,
TO TANCLECTEPO Touy VDL GT1 POUAETAL €lvor Ol AayELOPORES OYORES, ETELDY) oL OL Tal
6V0 Uotpdlovtal Toug (BLoUC UNYUVIOUOUC UE TIC TILO SLUPOPETIXEC TTUYES TOUG VoL OTo-
TEAODV OL TANPWUES TWV TouxXT®Y. Oo umopolcoe xavelc vo utoc TNEigel 6T 1) POUAETA
ebvor pLor EEYwELo T TEPITTWO) TakyY VIBLWY AXYELOPORMY oy0p™Y X0k 0uTO eV Yo oy
avaindéc. Autd onualvel TpaxTd, TKG PE TNV ahhoyT| HOVO TOV TEOTO TORAYWOYNES
ATOTEAEOUATOV %ot TOU ohy0pldloU YLol TOV UTOAOYIOUO TV TOUX TRV, CUUPWVOL UE
TOV 0pLlUO TV ETAOYWY TOU £Y0UV OL TUUXTES XaL TN PEYLOTY amddooT xde GTOoL-
YAUATOS, UTOREl XAUVEIC VO XUTAGKEUAOEL TO TEWTOXOANO AUYELOQPOEOL aYORdS TNG
emAoYHC Toug Ywelc va yeedleton Vo ahhdEel TimoTta dAAO amd TO OYEDIAOUO oG,

To Cdpta umopolv enlone va Yewpenoly éva mouyvidl xovTtd 6Tn poVAéTa. TNV
TEUYUOTIXOTNTA, 1) LOVT| BLapopd Tou £Y0uV elvol auTY| NG EYYUONS TUYOLOTNTAS OTO
mouy vidl. Eg ‘6cov xdmolog Tponomolel avdAoya TwV amodOCEMY oL TIC ETLAOYES TV
moux Ty Yo ebvar o Véom va exteréoel To oy vidL Twv Lapuwy entlong.

TéNog, ua GAAT EQuEUoYT) ALTOL ToU TOTOU TEOTOXOANOL EIVAL OE CUYHEXQUIEVAL
mouy Vit Tedmoviag. Autéd ogelleton 0To YeEYOVOS OTL Tar oy VBl Evag evavtiwy
evog’ ouvavtovTon cuVAdwe ot Taky Vil TEdmOVAAG XaL amd TO YEYOVOS OTL YET-
OLOTOLOVTOC Uit GUUBOA0CELRE 256 Buadixdy Ynpiwy umopolv va avamapac toadoly
Oheg ou avoxatepévee tpdmoulec (52! <22%). To blackjack ebvon évor mowyvidt tou
Yo umopoVoe Vo EXTEAEGTEL 0d TO TEWTOXOAAS UOC UE XATOLES TORAUTEVE ULXQOUAAAL-
YEC, Ol ONUAVTIXOTEPES TwV oTolwy eivon 6Tt Var ypetaldTay par @dor puiUicenmy Yo
TO AVOXYTEUO TNG TEATOVAS HETE TN QAOT) UTOAOYIGUOD TWV TOUXTWY oL Lol QAo
extéheong yeptol UeTd amd autd. Puoixd o alydprduog xon ol TAnpwus Yo mpénel
eniong va Slopdwioiv.

Y VUTEQACUATA KoL LEANOVTIXY] Epyacio

Ye auTH| TN OIMAWUATIXY TOPOUCIACTNXE EVOL VEO TEWTOTOPLAXO TEOTOXOAAO Yo
TO Toy VIO TNG POVAETOG. LUYXEXQWEVA, YENOWOTORUNKE Utar CUVOEDEUEVY TAEURLXY
ahuctdo oty omolo amoUNHeElTIXOY XPICWES TANEOQORIEC OYETHE UE TNV EXTEAE-
o1 Tou TouyVLoto0 pall UE Evary UNyovioldd avaxTNong yiol TNV ETBOAT XUPKOOEWY OTIG
AmOXA(CELC TOUXTOY oo To TEKTOX0MO. ‘Ola To amoteréouata Bactlovton 6To emtye-
fonuo TS W1 BLaxELOWOTNTAC, Yiot ToEdBELY A, Ot TaixTeg TeplopllovTal GTO TL UToEoLY
va: Stoxpivouy 1y av To Bécoupe detind o maixteg ypetdlovTon dpxeTEC TANPOPORiES
Yl vou etvo o€ Yé€ar var Soxplvouv To cevdplo oTo omoio BploxovTon.

Mot oeLpd avoIXTOY EPWTHCENY TEOXVTTOLY ATO AUTH TNV EPYUCIA XL TEQLYEAPO-
VTOL TOEOXATE:

e Thomoinorn Tou TEWTOXOAAOU OE XPUTTOOXOVOULXO GUOTNUA UECK EEUTVKDV
cuufolalwy.

o ['evixeuon tou TpwToxOAOL (oTE Vo Umopel var exTteAel yevxd ‘évag evavtiov



evOg’ TuyEEd Towy VIBLAL.

e Behtiotonolnon Tou unyoaviodol Yo T HETUPORE TEQLOUCLAXWY OTOLYEIWY omd
ular chuctdo cuvakhory v o€ pior SR
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Chapter 2

Introduction

Technology has always played an important role in human history. Whole
eras were named after the technological advancements that shaped them. For
example tool making technologies defined three large periods of human history,
the stone, bronze and iron age. It is no exaggeration to say that for the last twenty
years we are living in the age of the Internet. However, as with any technological
achievement, whether its use is for better or for worse, is entirely determined by the
ones who use it. Internet is not an exception to this rule. In the past few years,
it was made clear, especially after the Snowden leaks that through the Internet
one can achieve massive privacy violations with little effort. Therefore, it is not
only in our hands to guard and support the fair use of this technology, but our
responsibility as well to keep advancing its security in new, innovative ways that
will ultimately improve one’s everyday life. This work is towards this direction and
tries to explore and combine in a unique way, some new capabilities of the Internet
that were only in the sphere of our imagination till the last 10 years.

The milestone mentioned above is no other than the invention of the blockchain.
Its impact has been growing exponentially since the first blockchain -the Bitcoin-
was released in 2009 by Satoshi Nakamoto and has gathered the attention of nu-
merous scholars as well as entrepreneurs. As of 2014 more and more companies are
exploring the option of adopting blockchain technology in order to boost the secu-
rity of some or even every aspect of their services. IBM, Walmart, Maersk, British
Airways and UPS are some of the early innovators that have already adopted
blockchains and numerous others are on their way, no matter the field of their
expertise. Blockchain is best known from and associated closely with the Bitcoin,
so one may naturally assume that a blockchain is just a decentralized payment
system. In reality though, its most favored aspect -and the one industry is greatly
interested in- is that it maintains a public transaction ledger in a distributed man-
ner, in fact consisting the communication protocol of a blockchain a decentralized
consensus agreement protocol. Conclusively, this means that there exists a net-
work where its nodes have limited trust over each other and yet they can agree on
a common truth.

Motivation

A case where trust is almost considered a prerequisite is gambling. While using
a service either analog or digital the user is trusting the gaming company at some
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level to execute the game randomly and with no bias towards him. In the case
of analog casinos or even house games total trust is required. The same holds for
e-gambling platforms that do not use blockchain as the digital mechanism used for
the random generation of the numbers is not publically available for profitability
reasons and as a result, the randomness of the outcome cannot be verified from
the user.

Blockchain’s consensus agreement protocol is bringing new light in some ob-
scure problems concerning communication and provides new opportunities to boost
security in some others. Namely, the mental poker problem which was stated in
1979 by A.Shamir et all. was not solvable up until lately by B.David et all. in
2018. Although this, previous work, is a breakthrough in cryptographic protocols,
its implementation is in the static scenario and covers only card games. Further-
more, online casinos using blockchain like FunFair, Dao or Sp8de have blockchain
implemented in their services but they require fees in addition to the gambling bet
of the players. It came to our attention, thus, that there exists no decentralized,
zero-trust, zero-fee, cryptographic protocol for games such as roulette or lotteries,
especially in the dynamic scenario.

In this work we will construct a blockchain based cryptographic protocol to
execute the game of roulette. We will need a blockchain on which we shall build a
pegged sidechain. The communication of the players is being done over the insecure
private network of the sidechain in which crucial information is stored and message
verification is achieved through a secure signature scheme. The outcome of every
round is being determined by a commitment scheme between the players and there
exists a recovery mechanism for correcting wrongdoings, when a player deviates
from the protocol. In addition, the setup of the table for every round is calculated
by an algorithm to ensure maximum resources on the table at any given round,
while respecting priority of sitting. Finally there will be no fees needed when
someone intends to participate in any game or intends to host a game. Therefore
the scope of this work is to introduce a fully-decentralized, zero-trust, zero-fee
cryptographic protocol which executes a game of roulette, providing options with
respect to gambling.

Outline

The rest of the thesis is organized as following. Chapter 2 analyzes thoroughly
both the “blockchain” and its “pegged sidechain”. Focus will be given into their
constructions, their uses as well as their interoperability. Moving on, in Chapter
3 cryptographic protocols are being introduced, their designing issues and security
properties are explored. Moreover, the adversary model is being analyzed and
lastly the differences between on-chain and off-chain protocols. Chapter 4 contains
our construction which executes the game of roulette and its generalization to other
games. More precisely, we will see who interacts with the protocol, the progress
of the idea behind the protocol, the protocol mrouette and how this protocol with
some twists can execute other games as well. Finally, in Chapter 5 conclusions and
future work are stated.
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Chapter 3

Cryptographic background

Introduction

The roots of cryptography can be traced back to thousands of years. When
Julius Caesar sent messaged his generals, he didn’t trust his messengers. So he
replaced every A in his messages with a D, every B with an E, and so on through
the alphabet. Only someone who knew the “shift by 3” rule could decipher his
messages. So the types of data can be distinguished from the previous example.
Data that can be read and understood without any special measures is called
plaintext or cleartext. The method of disguising plaintext in such a way as to
hide its substance is called encryption. Encrypting plaintext results in unreadable
gibberish called ciphertext. You use encryption to make sure that information
is hidden from anyone for whom it is not intended, even those who can see the
encrypted data. The process of reverting ciphertext to its original plaintext is
called decryption.

Cryptography is the science of using mathematics to encrypt and decrypt data.
Cryptography enables you to store sensitive information or transmit it across in-
secure networks (like the Internet) so that it cannot be read by anyone except
the intended recipient. While cryptography is the science of securing data, crypt-
analysis is the science of analyzing and breaking secure communication. Classical
cryptanalysis involves an interesting combination of analytical reasoning, appli-
cation of mathematical tools, pattern finding, patience, determination, and luck.
Cryptanalysts are also called attackers.

Cryptography has been advanced through the ages little by little, but since
the invention of the Internet its advancement has been exponential. Some of the
cryptographic primitives developed till the time of the writing of this thesis are
explained below and will be crucial in understanding our construction.

Discrete logarithm

We shall now state three assumptions that are commonly used in cryptographic
schemes based on a discrete log setting.

e The Discrete Logarithm (DL) assumption for group (g) states that it
is hard to compute x given a random group element g* .
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e The Diffie-Hellman (DH) assumption for group (g) states that it is hard
to compute g”y given random group elements g* and g¥.

e The Decisional Diffie-Hellman (DDH) assumption for group (g) states
that it is hard to distinguish g”y from a random group element g¢* given
random group elements ¢* and ¢Y.

The DH assumption is sometimes called the Computational Diffie-Hellman
(CDH) assumption to stress the difference with the DDH assumption. Evidently,
these assumptions satisfy: DL <= DH < DDH.[10] Therefore, it is better if a scheme
can be proved secure under just the DL assumption.[4] It turns out, however, that
in many cases the security can only be proved under the DH assumption, or even
only under the DDH assumption.

Diffie-Hellman key exchange

The Diffie-Hellman key exchange protocol enables two parties A and B to arrive
at a shared key K by exchanging messages over a public channel. Key K remains
unknown to any eavesdropper. The protocol runs as follows. Suppose parties A
and B have agreed upon a group G,, = ( g) , where we require n to be prime. Party
A picks a value x4 € Z, uniformly at random, and sends hy = g*4 to party B.
Similarly, party B picks a value zp € Z uniformly at random, and sends hp = ¢*#
to party A. Upon receipt of hp , party A computes key K4p = h%' . Similarly,
party B computes Ky = h%P. Clearly, K = K 5 = Kpa is a shared key for A
and B, which means (i) that it is the same for A and B, and (ii) that it is a private
key (only known to A and B), and (iii) that the key is actually equal to g*4*5 |
hence uniformly distributed.

A passive attacker (eavesdropper) learns the values hy = ¢4 and hp = ¢*& .
Under the DL assumption, it is hard to determine x4 and xp from hy and hp ,
respectively. However, this does not guarantee that the value of K = h%? cannot
be determined given just hy and hg . To exclude this possibility we need the DH
assumption. A stronger assumption is needed to ensure that an eavesdropper does
not learn any information whatsoever on K. In general, an eavesdropper may learn
some partial information on K, while full recovery of K is infeasible. For example,
an eavesdropper might be able to determine the parity of K, viewing K as an
integer, which would mean that the eavesdropper learns one bit of information. To
exclude such possibilities we need the DDH assumption.

The Diffie-Hellman protocol only withstands passive attacks. A first, but gen-
eral, idea to obtain a key exchange protocol withstanding active attacks is to
authenticate the communication between A and B. For instance, we may assume
that A and B know each other’s public keys in a digital signature scheme. There
are many solutions to this problem, but only few have been proved correct [11].
We will not give a formal security analysis at this point. The protocol is as follows.
Party A picks z4€Z uniformly at random, and sends h4 = ¢g“* along with a signa-
ture on (hy , B) to party B. Similarly, party B picks zpeZ* uniformly at random,
and replies with hp = ¢*8 along with a signature on (hy, hp, A) to party A. As
before, the agreed upon key is K = ¢*4*8. A protocol of this type is secure under
the DDH assumption, also assuming that the digital signature scheme is secure.
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Commitment schemes

The functionality of a commitment scheme is commonly introduced by means
of the following analogy. Suppose you need to commit to a certain value, but you
do not want to reveal it right away. For example, the committed value is a sealed
bid in some auction scheme. One way to do this is to write the value on a piece of
paper, put it in a box, and lock the box with a padlock. The locked box is then
given to the other party, but you keep the key. At a later time, you present the
key to the other party who may then open the box, and check its contents.

An immediate application of commitment schemes is known as “coin flipping
by telephone.” Two parties, say A and B, determine a mutually random bit as
follows. Party A commits to a random bit bse R {0, 1} by sending a commitment
on by to party B. Party B then replies by sending a random bit bge R {0,1} to
A. Finally, party A opens the commitment and sends b4 to B. Both parties take
b=b4 @ by as the common random bit.

If at least one of the parties is honest, the resulting bit b is distributed uniformly
at random, assuming that A and B cannot cheat when revealing their bits. Note
that party B sees the commitment of A before choosing its bit bg , so no information
on bit by should leak from the commitment on b,4. Similarly, party A could try to
influence the value of the resulting bit b (after seeing the bit bg) by opening the
commitment on by as a commitment on 1—-by . Clearly, party A should not be
able to “change its mind” in such a way.

Generating mutually random bits is a basic part of many protocols. Commit-
ments are used as an auxiliary tool in many cryptographic applications, such as
zero-knowledge proofs and secure multi-party computation. [11]

A commitment scheme consists of two protocols, called commit and reveal,
between two parties, usually called the sender and the receiver. In many cases,
the protocols commit and reveal can be defined in terms of a single algorithm,
requiring no interaction between the sender and receiver at all. Such commitment
schemes are called non-interactive. More precisely, by definition:

Let commit : {0,1}%{0,1}* = {0,1}" be a deterministic polynomial time
algorithm, where k is a security parameter. A (non-interactive) commitment
scheme consists of two protocols between a sender and a receiver:

Commit Phase. A protocol in which the sender commits to a value x
¢{0,1}* by computing C = commit(u, x), where u ¢R{0,1}" , and sending C
to the receiver. The receiver stores C for later use.

Reveal Phase. A protocol in which the sender opens commitment C
= commit(u, x) by sending u and x to the receiver. The receiver com-
putes commit(u, x) and verifies that it is equal to the previously received
commitment.

In the special case that the committed value is a bit, that is, x eR{0, 1}, one
speaks of a bit commitment scheme. The security requirements for a bit commit-
ment scheme are the following. The commitment must be binding, i.e., for any
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adversary E, the probability of generating u, u’ eR{0,1}" satisfying commit(u,
0) = commit(u’ , 1) should be negligible (as a function of k). Furthermore, the
commitment must be hiding, i.e., the distributions induced by commit(u, 0) and
commit(u, 1) (with u eR{0,1}" ) are indistinguishable.

Moreover, one makes the following distinctions. A commitment scheme is called
computationally binding if the adversary E is restricted to be a p.p.t. algorithm.
If no such restriction is made (in other words, the adversary may be unlimitedly
powerful), the scheme is called information-theoretically binding. Similarly, if the
distributions induced by commit(u, 0) and commit(u, 1) are computationally indis-
tinguishable the scheme is called computationally hiding and the scheme is called
information-theoretically hiding if these distributions are statistically (or even per-
fectly) indistinguishable.

The security properties are easily extended to the case that x is an arbitrary
bit string. Note that the above security requirements only cover attacks by either
the sender or the receiver. For example, suppose party A acts as the sender and
party B acts as the receiver, and A sends a commitment C to B. Then there is
no guarantee that B will notice if an attacker replaces C by a commitment C’ =
commit(u’ , x’ ) during the commit protocol, and replaces u, x by u’ , x” during the
reveal protocol. Such attacks may be stopped by using an authenticated channel
between A and B. [11]

A natural question is whether there exists a commitment scheme which is both
information-theoretically binding and information-theoretically hiding. The fol-
lowing informal argument shows that such a scheme cannot exist.

Consider any bit commitment scheme which is information-theoretically bind-
ing. For such a scheme there cannot exist any u, u’ such that commit(u, 0) =
commit(u’ , 1), because then the (unlimitedly powerful) sender would be able to
compute both u and u’ , and open the commitment at its liking. However, if the
sender commits to 0, say, using C = commit(u, 0) for some u, the (unlimitedly
powerful) receiver will notice, by exhausting the finite set of possibilities, that there
does not exist any u’ with C = commit(u’, 1), hence the receiver knows that the
committed bit must be 0.

Zero Knowledge Proofs

In mathematics and in life, we often want to convince or prove things to others.
Typically, if one knows that X is true, and she wants to convince another person
of that, she tries to present all the facts she knows and the inferences from those
facts imply that X is true. A simple example of that is the following:

Let’s suppose that there exists to entities Alice and Bob and Alice wants to
prove to Bod that she knows that 26781 is not a prime. The knowledge of that
derives from the factoring she knows, that is 113 times 237 equals 26781. So she
presents these factors to Bod and thus, demonstrates that she knows a factoring
pair of 26781.

Now, a typical byproduct of a proof is that you gained some knowledge, other
than that you are now convinced that the statement is true. In the example
before, not only are you convinced that 26781 is not a prime, but you also learned
its factorization.
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However, A zero knowledge proof tries to avoid it.[12] In a zero-knowledge proof
Alice will prove to Bob that a statement X is true, Bob will completely convinced
that X is true, but will not learn anything as a result of this process. That is, Bob
will gain zero knowledge.

Zero knowledge proofs were invented by Goldwasser, Micali and Rackoff (GMR)
[13]. Zero-knowledge proofs (and interactive proofs in general, also introduced in
that paper) turned out to be one of the most beautiful and influential concepts in
computer science, with applications ranging from practical signature schemes to
proving that many NP-complete problems are hard even to approximate.

The motivation behind their development was double: One was philosophical:
the notion of a proof is basic to mathematics and to people in general. It is a very
interesting quesiton whether a proof inherently carries with it some knowledge or
not. The other one is practical: zero knowledge proofs have foundmany applica-
tions. Most practical applications fall into two types:

Protocol design: A protocol is an algorithm for interactive parties to achieve
some goal. For example, we saw the Diffie-Hellman key exchange protocol. In
that protocol, we assume that both parties follow the instructions of the protocol,
and the only thing we worried about was a passive easvesdropping adversary Eve.
However, in crypto we often want to design protocols that should achieve security
even when one of the parties is “cheating” and not following the instructions. This
is a hardle problem since we have no way of knowing the exact way the party will
cheat. One way to avoid cheating is the following: If Alice runs a protocol with
Bob, to show Bob she is not cheating she will send Bob all the inputs she had,
and then Bob can verify for himself that if one runs the prescribed instructions on
these inputs, you will indeed get the outputs (messages) that Alice sent. However,
this way will be often unacceptable to Alice: the only reason they are running
this protocol is that they don’t completely trust each other, and the inputs she
had may be secret, and she does not want to share them. Zero-knowledge offer
a solution to this conundrum. Instead of sending her inputs, Alice will prove in
zero knowledge that she followed the instructions. Bob will be convinced, but will
not learn anything about her inputs he did not know before. In fact, we will see
that it is possible to do this in a very general way, applying essentially to all cryp-
tographic protocols. Thus, a general technique (invented by Goldreich, Micaliand
Wigderson , GMW) is to design a cryptographic protocol first assuming everyone
will follow the instructions, and then “force” them to follow instruction using a
zero knowledge proof system.

Identification scheme: A somewhat simpler and more direct application is
to identification schemes. Suppose that we want to control access to a database.
One way to do that is to give authorized people a secret PIN number, and have a
box on the door where type the PIN number on that box. (A more convenient but
essentially equivalent way is that the authorized people have a card that transmits
the PIN number to the box.) A drawback of this approach is that the box remains
outside all the time, and if someone could examine the box, they would perhaps
be able to view its memory and extract the secret keys of all people. Thus, from
a security standpoint, it is much better if the box contains no secret information
at all, and even if someone installed a “fake box” they would not learn anything
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about the secret PIN. Zero-knowledge proofs help us in the following way.

e Have the box contain an instance of a hard problem. For example, the box
can contain a composite number n without its factorization.

e Give the authorized people the solution to the instance. For example, they
can get the factorization of n to n = p*q.

e The authorized people will prove to the Box they know the factorization in
zero knowledge. (Of course, there is a question of how do you prove that you
know something, but this was also shown by GMR (and further developed
by others.)

Zero knowledge is an elusive concept in the sense that not only it’s not clear how
to construct such things, it’s also not clear even how to define such creatures. We
will start by explaining some of the generalizations to the notion of proofs that are
needed. Then, we will give an example for a zero knowledge proof for a particular
family of statements (or in more standard terms, for a particular language). We
will then talk about the definition of zero knowledge proofs. Next lecture we will
see that the extremely useful fact, shown by GMW, that any NP-statement can be
proven in zero knowledge.

The standard mathematical notion of a proof is the following: you have axioms
and inference rules, and the proof for x is a string n that derives x from the axiom
using the inference rules.

e A proof system is sound if you can never derive false statements using it.
Soundness is a minimal condition, in the sense that unsound proof systems
are not very interesting.

e A proof system is complete if you can prove all true statements using it.
Similarly, we say it is complete for a family L of true statements, if you can
prove all statements in L using it.

Thus the traditional notion assumes that the proof n is a static string that
was written down somewhere and anyone can verify. A valid proof gives absolute
certainty that the statement is true. GMR generalized this notion to think of a
proof as a game between a prover and a verifier. The game can be interactive,
where the verifier asks questions and the prover answers, and the goal of the game
is for the prover to convince the verifier that the statement is true. They even
further generalized it to the notion of a probabilistic proof system. That is, the
verifier does not convinced with absolute certainty that the statement is true but
“only” with 99.999 /certainty. What is crucial here is that no matter what the
prover does and how she tries to cheat, if the statement is false she will fail with
this probability. One example for a probabilistic interactive proof is proving that
Alice can distinguish between Coke and Pepsi using the following protocol: Alice
turns her back, Bob flips a coin and puts either Coke or Pepsi into a paper cup
according the result, Alice tastes and announces whether she thinks it was Coke
or Pepsi. If they repeat this k times and Alice always answers correctly then Bob
can conclude with 1 — 27% probability that she really can tell the difference. [14]
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El-Gamal encryption scheme

In 1984 Taher ElGamal presented a cryptosystem which is based on the Discrete
Logarithm Problem discussed in the last section.[15] It relies on the assumption
that the DL cannot be found in feasible time, while the inverse operation of the
power can be computed efficiently. The original public key system proposed by
Diffie and Hellman requires interaction of both parties to calculate a common
private key. This poses problems if the cryptosystem should be applied to com-
munication systems where both parties are not able to interact in reasonable time
due to delays in transmission or unavailability of the receiving party. Thus ElGa-
mal simplified the Diffie-Hellman key exchange algorithm by introducing a random
exponent k. This exponent is an replacement for the private exponent of the re-
ceiving entity. Due to this simplification the algorithm can be used to encrypt
in one direction, without the necessity of the second party to take actively part.
The key advance here is that the algorithm can be used for encryption of electronic
messages, which are transmitted by the means of public store-and-forward services.
In this section, the ElGamal cryptosystem will be introduced to the reader.

Firstly, the key generation mechanism is explained. As discussed above, the
basic requirement for a cryptographic system is at least one key for symmetric
algorithms and two keys for asymmetric algorithms. The key generation steps are
similar to the general scheme explained above. With ElGamal, only the receiver
needs to create a key in advance and publish it. Following our naming scheme from
above, we will now follow Bob through his procedure of key generation. Bob will
take the following steps to generate his keypair:

e Prime and group generation: First Bob needs to generate a large prime
p and the generator g of a multiplicative group Z of the integers modulo p.

e Private key selection: Now Bob selects an integer b from the group Z by
random and with the constraint 1 < b < p — 2. This will be the private
exponent.

e Public key assembling: From this we can compute the public key part g
b mod p. The public key of Bob in the ElGamal cryptosystem is the triplet
(p, g, ¢° ) and his private key is b.

e Public key publishing: The public key now needs to be published using
some dedicated keyserver or other means, so that Alice is able to get hold of
it.

Now, the encryption scheme works as follows. To encrypt a message M to Bob,
Alice first needs to obtain his public key triplet (p, g, ¢° ) from a key server or by
receiving it from him via unencrypted electronic mail. There is no security issue
involved in this transmission, as the only secret part, b, is sent in ¢* . Since the
core assumption of the ElGamal cryptosystem says that it is infeasible to compute
the discrete logarithm, this is safe.

For the encryption of the plaintext message M , Alice has to follow these steps:

e Obtain the public key: As described above, Alice has to acquire the public
key part (p, g, ¢° ) of Bob from an official and trusted keyserver.
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e Prepare M for encoding: Write M as set of integers (mq,ms,...) in the
range of {1,...,p — 1}. These integers will be encoded one by one.

e Select random exponent: In this step, Alice will select a random expo-
nent k that takes the place of the second party’s private exponent in the
Diffie-Hellman key exchange. The randomness here is a crucial factor as the
possibility to guess the k gives a sensible amount of the information necessary
to decrypt the message to the attacker.

e Compute public key: To transmit the random exponent k to Bob, Alice
computes g k mod p and combines it with the ciphertext that shall be sent
to Bob.

e Encrypt the plaintext: In this step, Alice encrypts the message M to
the ciphertext C. For this, she iterates over the set created in step 2 and
calculates for each of the m;:

Ci = MMy * (gb)k
The ciphertext C is the set of all c;with0 < i < |M|. The resulting encrypted
message C is sent to Bob together with the public key g* mod p derived from the
random private exponent. Even if an attacker would listen to this transmission,

and in a second step would also acquire the public key part g b of bob from a

keyserver, he would still not be able to derive ¢* * k as can be seen from the

Discrete Logarithm problem. [16] Elgamal advises to use a new random k for each

of the single message blocks m; . This greatly improves security, as knowledge of

one message block m; does not lead the attacker to the knowledge of all other m i

. The reason for this ability is that if ¢; = my * (¢°)*modpandcy, = my * (¢°)*modp,

from knowing only m; the next part of the message ms can be calculated by the

following formula:

After receiving the encrypted message C and the randomized public key g k |
Bob has to use the encryption algorithm to be able to read the plaintext M . This
algorithm can be divided in a few single steps:

e Compute shared key: The ElGamal cryptosystem helped Alice to define
a shared secret key without Bobs interaction. This shared secret is the com-
bination of Bobs private exponent b and the random exponent k chosen by
Alice. The shared key is defined by the following equation:

(gF)P=1=b = (gF)~b = b~k

e Decryption: For each of the ciphertext parts ¢; Bob now computes the
plaintext using:

mi = (¢")~" * comodp

After combining all of the m; back to M he can read the message sent by Alice.
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Digital Signatures

As stated before cryptography is not explicitly restricted to encryption. One
of its other forms is authentication, which is another fundamental property of
cryptographic schemes. The way to achieve authentication mostly lies with digi-
tal signatures. Devising a digital signature requires a combination of information
concerning the message itself and that of the signer. Because digital information
can be cut copied and pasted, there should be a link between the message and
the digital signature itself.[4][5] Otherwise, the recipient could modify the message
before showing the message-signature pair to a judge. Even worse, he could attach
the signature to any message whatsoever, since it is impossible to detect electronic
‘cutting’ and ‘pasting’.[17] The following desirable properties can therefore be de-
duced from a digital signature:

e The signature is message dependent.

e Only the originator of an electronic message can compute the correct digital
signature.

e Anyone who receives a message and a digital signature can verify the signa-
ture and consequently be certain of the origin and integrity of the message.

This is were the one-way function enters. The one-way function can make a
unique fingerprint of a message. This unique fingerprint is then encrypted with
the trap-door one-way function. This is called the digital signature. The signature
is message dependent because of the unique digital fingerprint and it is uniquely
bound to the issuer because of the encryption with the unique private key.

For our scenarios we suppose that A and B (also known as Alice and Bob) are
as the encryption key of X, two users of a public-key cryptosystem. If we denote
E, then we will distinguish the encryption and decryption procedures of A and B
with E4, Da, Eg, Dg[18].

If Alice wants to send a signed message to Bob, then the digital signature, is
computed as follows:

e Of the plaintext a unique fingerprint is calculated with the help of a one-way
function, h(p).

e The result of the calculation is then “signed” with her private key D 4. Thus,
the digital signature now consist of: D4 (h(p)).

e Alice then sends the plaintext, D4 along with her signature, D4(h(p)) , to
Bob.

Bob will do the following after receiving the message:

e Of the plaintext he will calculate the unique fingerprint with the help of the
same one-way function, h(p).

e He will then decrypt the unique fingerprint with the help of the public key
of Alice, E 4, which is available in the public file, E4(Da(h(p))).
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e Bob will then compare the value of his calculation with the value calculated
by Alice. If the two match then the message has been signed by Alice and
the message is unaltered.

Alice cannot later deny having send message, P, because only she could have
signed the message. Furthermore, she, or anyone else, can not modify plaintext P
because a message P’ would produce a different signature. Bob on the other hand
cannot use the signature for any other message because it is unique.
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Chapter 4

Blockchain Technology

Introduction

There exists, to the knowledge of the author, no single, formal definition of
blockchain technology, which is generally accepted. Many use Bitcoin as a starting
point, explaining blockchain technology by its first application, cryptocurrency.
However, there are systems that are not captured very well by that definition and
still are generally classified as blockchains. As for alternative definitions there is
one by Vitalik Buterin, the founder of Ethereum: “ a blockchain is a magic com-
puter that anyone can upload programs to and leave the programs to self-execute,
where the current and all previous states of every program are always publicly
visible and which carries a very strong cryptoeconomically secured guarantee that
programs running on the chain will continue to execute in exactly the way that the
blockchain protocol specifies.” [6]. The definition of blockchain made by Buterin
is not very rigorous or technical and is certainly not identical to Bitcoin, but man-
ages to include many characteristics of blockchain systems. An attempt to classify
different blockchain technologies was made by Okada, Yamasaki and Bracamonte
in 2017[19], but it fails to provide a satisfactory definition. A technical committee
has been formed within ISO to define areas for standardisation [20]. They have
yet to publish a formal definition but do describe the blockchain as: a shared,
immutable ledger that can record transactions across different industries, [...]. It
is a digital platform that records and verifies transactions in a transparent and se-
cure way, removing the need for middlemen and increasing trust through its highly
transparent nature. IBM proposes a similar definition saying that a blockchain is
a shared, immutable ledger for recording the history of transactions[7].

All the above definitions cover some but not all, not even the most, aspects of
a blockchain. For simplistic reasons we assume, for now, that all data stored in a
blockchain are in the form of transactions. To gain a better insight on what it is
and how it operates one must break it down. First and foremost, a blockchain is
a P2P network. Its users can be separated into two categories, the clients and the
miners (keeping in mind that a node may be both at different times, according to
her wishes).

e Clients: A user that is using the network to execute and receive payments
acoording to her wishes. In order to make a transaction, the sum is needed
alongside the addresses of the sender and the receiver. Moreover, an addi-
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tional fee is required that will be given to the miner for including the desired
transaction into her freshly mined block.

e Miner: A user that is trying to solve an one-way function (OWF). This
means that miners are given a value y=f(x), where f is an OWF and they are
trying to find x. This is being done by brute forcing inputs into the OWF
until the desirable output is presented or until receiving the solution from
another node of the network. If a solution is found, the miner broadcasts
it to the whole network as well as the newly minted block which contains
the transactions she wished to include in it. Should the network accept this
block, then she gets a reward in addition to the fees from the transactions
that were included.

Each minted block, by design, points to its immediate ancestor, thus form-
ing the ”chain of blocks”, or rather the blockchain. All users conclusively upon
receiving the solution and the data stored in the latest block, have a universal
understanding of the blockchain and are agreeing to its validity.

There is a case though when a node of the network has a view of the blockchain
and is receiving a different one from some of her neighbors. This is leading to a
conflict because each node must decide which one trully is "the blockchain”. To
dissolve this dispute a simple rule is exercized: each node keeps working on the
view of the chain she has, unless she receives one which is longer. In that case she
throws the former away and starts working on the latter. This ensures that in the
long run one and only chain will remain if and only if the majority of the nodes
are so-called honest.

Another substantial aspect of the blockchain ecosystem is the payment of the
miners. Block reward as well as average transactions fees differ from chain to
chain and their values are generally not constant through time. For example,
Bitcoin’s block reward was at the first block 50BTC and now is at 12.50BTC with
their respective average transaction fees 0.0001BTC and 0.7640BTC with an all-
time maximum of 55.16BTC at 22/12/17. Ethereum also has fluctuations with
block reward being at start 5.01163ETH and now 4.35727ETH with their average
transaction fees being 0.0566 and 5.528 ETH which is also the all-time maximum
for this blockchain.

Finally, of utmost importance is the fact that the one and only chain, which
each and every node can agree upon, is a truth that is indisputable for all the
nodes participating in the network. So, the protocol of every blockchain is, in
fact, a consensus agreement protocol. The most interesting part of this truth is
the hardness of the reversability of the blockchain. In order for an adversary to
change one of the blocks, let’s say the k-last block, he must do all the previous
work (finding new solutions k-times for the OWF) and come up with brand new
(k+1)-blocks in order to convince all the other nodes to accept his blockchain
as the biggest and therefore the true one. If we assume honest majority in the
network this holds with probability 1/2%! and obviously, this probability becomes
negligible as the computing power of the adversary diminishes as well or the deeper
she wants to meddle in the blockchain. Essentially, the mechanism explained above,
makes it more expensive to fake a transaction than the potential gain. Without
an appropriate algorithm for establishing consensus on the blockchain, there could
be no trust in the blockchain-system of Bitcoin, since anyone with access to the
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history of transactions (all nodes), could re-write history and publish it as the true
one.

So, the following definition seems to cover all of the above, that is the main
aspects of a blockchain. A blockchain is a distributed computing architecture where
a computer is called a node if it is participating in the blockchain network. Every
node has full knowledge of all the transactions that have occurred, information is
shared. Transactions are grouped into blocks that are successively added to the
distributed database. Only one block at a time can be added, and for a new block
to be added it has to contain a mathematical proof that verifies that it follows in
sequence from the previous block. The blocks are connected to each other in a
chronological order. The above definition is a very wide one, encompassing almost
all existing implementations of blockchains.

Bitcoin - The first blockchain

Blockchain technology stems from the seminal white paper[21], outlining how
the cryptocurrency Bitcoin could be constructed. Bitcoin solved a very important
problem in the field of electronic money called double-spending. This problem is
refering to one trying to buy two separate items while using the same monetary
tokens. Up until the invention of the blockchain, as well as nowadays for everyone
not using a cryptocurrency, this was solved through a central authority, such as
a bank or another trusted third party. To decentralize this procedure Nakamoto
proposed a time-stamp server, which ensures all transactions are appearing chrono-
logically in the data structure called ”"the blockchain”. So, the blockchain of the
Bitcoin is a chain of linked blocks containing transactions from one user to another
as shown in the figure below.
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Owner 1's Owner 2's Owner 3's
Public Key Pukblic Key Pukblic Key

“Ens,. ""%j,
Owner 0's Cwner 1's Owner 2's
Signature vl Signature v Signature
i A
ES &®
Owner 1's Owner 2's Owner 3's
Private Key Private Key Private Key

In Bitcoin, users do not have accounts or account balances but instead sign
transactions using their private key. Each bitcoin is linked to a public key through
an unspent transaction output (UTXO) and the user who possesses the correspond-
ing private key is the owner and can control the usage of it. The UTXO is there
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because, in Bitcoin, all coins sent to an address have to be spent, even if the user
actually doesn’t want to spend the entire amount. It is however, possible to split
a transaction. Assume that a certain address contains 3 XBT (abbreviation for
the Bitcoin currency), and the owner of the private key to that address, i.e. the
owner of the bitcoins, wants to pay 1 XBT to another address. The new 1 XBT
transaction will use the entire 3 XBT as input and the 3 XBT are thereby spent.
So, the change in this transaction, the 2 XBT, will be sent back to the same user
but as a new input using a new address. A user who has taken part in payments,
whether as payer or payee, will have a collection of addresses, all summing up to
the total balance of her wallet.

The block holds transactions between users. In order for a transaction to be
considered valid it has to be included in a block. For the creation of the blocks,
the author(s) proposes the use of a Proof-of-Work (PoW) algorithm (finding the
solution to a problem, as explained above) for establishing consensus on which
chain is the correct one. This establishes an incentive for users to be correct in the
validation of transactions. Especially in Bitcoin’s blockchain, this is being done
through solving the SHA-256 hash function for some output parameterized by a
security parameter A . This parameter is designed to change the hardness of the
given value so as, in average, one block being generated every ten minutes. More
precisely, a miner tries to find x in order to satisfy y=SHA-256(x), where y ends
in A zeros. For example, if there is a radical advancement in the computational
power of even one miner, then the system will dynamically change the parameter
accordingly as to maintain the balance intended by its creator(s).

Historically, the first blockchain to be used was Bitcoin, therefore, there was
at first no distinction between Bitcoin and blockchain. All initial applications for
blockchain were within cryptocurrencies or financial processes. Many blockchain-
based use cases are still within the financial sector, but the benefits of disinterme-
diation of trust have proven to be useful in other areas as well. This was brought
forth by the advent of Ethereum, a Bitcoin-like cryptocurrency but with added
functionality for smart contracts.

Post-Bitcoin blockchains

Some properties of Bitcoin have been abstracted and rebuilt into what is now
called blockchain technology or distributed ledger technology. While still maintain-
ing the main properties of Bitcoin, new blockchains are often more flexible in their
applications and what actions they allow. It is a technology very much under de-
velopment where new approaches and applications are being published frequently,
most often through white papers published by start-ups or a group of corporate
researchers[22]. Still the basics of blockchain remain the same, it is a distributed,
time-stamped database with consensus-establishing peers.

Blockchain technology is characterised by the following traits:

e Distributed: Nodes are considered equal in the sense that they all have a
full copy of the entire history of the database. There can also be less equal
nodes, also called lightweight nodes, which only have a couple of the last
blocks stored locally. Generally, communication between nodes is done over
the Internet with private-key cryptography.
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e Time-stamped: Since every block of transactions is hashed into all the
subsequent blocks, it becomes increasingly difficult to change history the
further away in time the current block is. The blockchain at hand becomes
a provably correct auditing tool.

e Consensus: Nodes establish one truth about which version of the database is
the correct one through a consensus-algorithm. This serves to validate trans-
actions as well as to discourage for example double-spending attacks. The
type of consensus-algorithm being used is highly dependent on the structure
and purpose of the blockchain.

Permissions and specialization

As the development of blockchain technology progressed past Bitcoin, two dif-
ferent options developed as to who should be allowed to participate in the validation
and observing of the network. The dichotomy is essentially between permissioned
and permissionless blockchains, although there is in some cases some flexibility for
hybrid solutions to be implemented. A blockchain which exists openly on the in-
ternet is called permissionless, classic examples of such are Bitcoin and Ethereum.
This type of structure is what was defined in the Section 2.2. However, the more
actions that are allowed, the more possibilities to hack the blockchain there are.
This was seen during the infamous DAO-hack where approximately USD50 million
were siphoned from an ether fund. [23]. Also, since the data on the blockchain is
open to anyone who wishes to join the network, data has to be kept completely
anonymised (as not completely successfully attempted by Bitcoin, Vasek and Moore,
2015 ) if it’s necessary to keep it private. Since, in some cases, it is not possible to
anonymise all the data or it is simply not desirable that everyone can participate
in a network, permissioned blockchains were developed.

The principle of permissioned blockchains is that there is a regulation of who is
allowed to join and participate in the network. This can be done by a consortium
of companies, governmental agencies or other organisations, either by inviting new
members one by one, or by predefining a set of criteria. The benefits, besides
the increase in privacy, include the potential for more flexibility in adapting the
network, better scalability and faster transactions. Sometimes, depending on the
consensus algorithm at play, permissioned blockchains can be more susceptible to
unintended changes of its history. In other words, the speed, privacy and scalability
are sometimes being traded for immutability and censorship-resistance[3]. This
is because a permissioned blockchain doesn’t necessarily require a PoW-consensus
algorithm, but can use one with less resource expenditure, thus making the process
of concurrency easier.

Blockchains can also be created more or less flexible, or specific, in what ac-
tions are permitted on them. For example, Bitcoin and most coins, is an example
of highly specialized chains with one purpose - to safely transmit the tokens of the
cryptocurrency. On the other hand, there is Ethereum, with a virtual machine
built in, as well as the possibility to deploy smart contracts in a turing-complete
manner. Ethereum was explicitly created to allow for the creation of decentralised
applications (DApps), and has at the time of writing this thesis, roughly 1700
applications listed on https://www.stateofthedapps.com/. Ethereum is, however,
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Specialization\ Permission Permissionless Permissioned

General Purpose Ethereum Monax’s eris-db

Specialized Bitcoin Multichain

Table 4.1: Generalized vs. Specialized blockchains and Permissioned vs. Permissionless.[2]

permissionless and isn’t the right platform for all DApps, necessarily. In table 2.1
the matrix of permissionless/ permissioned and generalized /specialized blockchains
is shown with examples of a blockchain or platform for each category. A gener-
alized blockchain is one which is not optimised for performing one specific task,
in opposition to a specialized one that is. Both Ethereum and Bitcoin are per-
missionless, but on the permissioned spectrum, there is the multi-purpose eris-db
from Monax and the specialized Multichain platform. Eris-db is a blockchain client
containing a permissions layer, an implementation of the EVM and uses by default
Tendermint consensus, although that can be modified. Tendermint is a Proof-of-
Validation (PoV) algorithm, where scarce tokens are deposited and are threatened
to be deleted if voting is dishonest. Eris-db is different from MultiChain in that,
MultiChain is a fork from the Bitcoin Core source code and is in many ways op-
timised to work with the Bitcoin network. Multichain is specialized because it
is optimised to perform transactions, whereas Monax is built to supply a great
number of services. It does not, however, mean that it is not possible to build cus-
tomised services on Multichain, or high-performance payment systems on Monax,
just that it is made easier by design. It doesn’t use PoW, but has a type of algo-
rithm where the maximum amount of votes that a miner can cast during a specific
timeframe is limited.[24]

Smart Contracts and Ethereum

The name smart contracts is arguably a misnomer since they are in fact neither
smart nor contracts in the common sense. Smart contracts are, in the context of
blockchain, simply logic that is published on a blockchain, can receive or perform
transactions like any address (transactions may be rejected or require special ar-
guments to function) and can act as an immutable agreement. The purpose of
smart contracts is to act as a ”"computerised transaction protocol that executes
terms of a contract”[25] and was first coined by cryptographer Nick Szabo. The
basic idea, is that certain parts of contracts can be included in software in such a
way that the breach of them is either expensive or impossible. Smart contracts are
sometimes confused with Ricardian contracts, which is the digital recording and
connection to other systems of a contract at law. This is not what is meant by
smart contracts, since they do not need to be legal in any way, nor connected to
outside systems. One could however, find value through the connection of smart
contracts with Ricardian ones to "outsource” functionality of legal contracts to
smart ones.

According to Szabo, contracts need to have some specific characteristics to be
defined as, truly, smart. These characteristics are: visibility, online enforceability,
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verifiability and privity. Visibility (Szabo uses the term observability) means that
participants in the contract should be able to see each other’s performance of the
terms of the contract, or to be able to prove the fulfilment of their own terms
to other participants. It is also referring to the visibility of actions taken by the
logic in the contract; a Point-Of-Sale screen showing the amount to be paid to the
customer but omitting the fact that data is being saved from the credit card is an
example of such a hidden action. Online enforceability refers to making certain
that the terms of a contract are being fulfilled. The measures that can be taken in
order to achieve this can be categorised into proactive and reactive ones. Proactive
measures seek to make it technically impossible to breach terms or to allow either
party to drop out of the contract if there is a valid breach on another part. Reactive
measures deter malicious behaviour through reputation or enforcement, but also by
recovering potential assets after breach of contract. Smart contracts also need to be
verifiable, or auditable, should there be a conflict. Lastly, smart contracts should
be as private as possible, meaning that knowledge and control of data involved in
a smart contract should only be available to participants if necessary.

One might notice that the objectives of smart contracts just mentioned; visibil-
ity, online enforceability, verifiability and privity, results in two separate directions.
Privity is exerting a controlling force over the contracts, wanting to minimise open-
ness to outside parties. Diametrically opposed, there are the other three objectives,
visibility, enforceability and verifiability, which require access to contractual data
to be handed out to participants or auditors. Therefore, an optimum must be
found where as little information and control as possible is given to external par-
ties, yet the possibility to verify, observe and enforce is still available. In 1997,
before blockchain technology and advances in zero-knowledge proofs, as well as,
secure multi-party computations, Szabo’s solution to the optimisation problem
was to trust an intermediary, a third party, such as an auditor.[26][27] A problem
of that approach is that by inducing judgement in the system, on one hand luck is
induced and on the other it becomes automatically semi-decentralized. Nowadays,
though, there exist the tools to eliminate such entities from our design maintainng
all the desired properties of the smart contract in question.

The Ethereum platform is a general blockchain, with a virtual machine (Ethereum
Virtual Machine, EVM) to run smart contracts. Since the environment exists only
on the blockchain in the form of a virtual machine, the smart contracts are com-
pletely isolated from network, file-system or other processes on the node machines.
A high-level, Turing complete language was created to write smart contracts with
on Ethereum. However, that language, Solidity, has now become standard also for
other platforms with smart contract capabilities. Solidity is similar to JavaScript
in syntax, but is written in a completely different style. After a contract has been
written in Solidity, it is compiled into EVM bytecode and then deployed at a spe-
cific Ethereum address. To deploy and interact with smart contracts on Ethereum
however, a special JavaScript RPC-library is used alongside a web APIL.3. Be-
cause smart contracts programming started with Ethereum and Solidity, it is still
a discipline under development. The Solidity language has a number of known pe-
culiarities and a list of changes to come, meaning that code being written now may
not be fully functional with the next update. There are a couple of programming
best practices that are specific to smart contracts development, gathered in the
(relatively) short time that Solidity has been in use. There are two main reasons
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behind the extra considerations of security that should be taken into account for
smart contracts development; Solidity contracts are likely to process the ownership
of valuable tokens, items or rights to something; the execution of smart contracts
occurs on a blockchain, meaning that all participants can observe it and the source
code for it. Common security guidelines that have been gathered during the short
time that Solidity has been used are:

e Damage Control: If possible, the amount of tokens stored in a smart
contract should be limited since, if the source code, the platform or the
compiler would contain a bug, then the tokens may be stuck in the contract.

e Modularity: Smart contracts should be kept as tiny and simple as possible.
Local variables and length of functions should be limited to keep the contracts
as readable as possible. The more modular the contracts are, the easier it is
to improve a system of smart contracts.

e Check-Effects: Functions should perform precondition checks at the first
step of the algorithm. Then, as a second step, changes to state-variable
should be made. Finally interactions with other contracts should occur.

Consensus algorithms

Consensus algorithms are of the highest relevance to blockchain technology
since the purpose of Bitcoin was to transfer value in an unregulated, distrusting
environment, where a sure way of validating transactions was needed. The goal of
the consensus algorithm is to ensure a single history of transactions exists and that
the history in question does not contain invalid or contradictory transactions. For
example, that no account is attempting to spend more than the account contains,
or to double-spend. In Table 2.2, different important consensus algorithms are
compared to each other. Below, a brief introduction to a few of them is given, but
for more details, the reader is referred to[21][28].

Bitcoin solved the consensus problem by announcing a target for each new
block. This target has to be equal or more than the hash of the previous block, the
hash of the current block and a variable nonce. Since the output of the hashing
function is evenly distributed, it’s impossible to create a block such that it will
be easy to reach the target, with certainty. Therefore, there is a race between the
mining computers in the network to find the right nonce. Once a target is reached,
the mining computer broadcasts that block to the network and other participants
validate the transactions. If enough validating nodes find the transactions to add
up, they agree upon that block being added to the blockchain. This procedure is
called proof-of-work (PoW). Since the goal is, not to give too much power to a single
person or organisation, a limited resource has to be chosen which will be spent upon
voting for the validity of a block. In PoW, that resource is computing power|[28].
Since computing power is getting cheaper and more available with Moore’s Law
and cloud computing, the difficulty of the hashing problem is regulated according
to the frequency with which the previous problems were solved. A common critique
of PoW is however, that the ”"waste” of computing power also means a large waste
of energy. There are miners who only mine in winter, and use the exhaust heat
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from the mining farm to warm up their house. What this essentially means is that
miners are forced to pool resources into what can ultimately be a handful of giant
Bitcoin farms, thus having centralised the decentralised network. Additionally,
Bitcoin does not have a very high throughput of transactions since the block time
stays constant at about 10 minutes and block size as well (about 1 MB). The
energy waste and throughput are two reasons why alternatives have emerged. The
most relevant are Proof-of-Stake (PoS) and Tendermint which are very similar.
Neither uses computing power as a scarce resource, but rather the ownership of
the inherent tokens of the blockchain. The principle is that owners of tokens put
a certain amount of tokens at ”stake” by betting on the version of the blockchain
that they believe is the correct one. This will increasingly incentivise validators
to behave according to the rules depending on how much they possess. Validators
in the Tendermint consensus algorithm are nodes who take turns proposing blocks
of transactions and then vote on them. If a block fails to get enough votes, the
protocol moves to the next validator to propose a block. To successfully commit
a block, there are two stages that need to be passed: pre-commit and pre-vote.
A block is committed when more than 2/3 of validators pre-commit for the same
block on the same round. As long as no more than 1/3 of validators are byzantine,
it is impossible for conflicting blocks to be committed at the same height of the
blockchain. Tendermint can be modified to act as a Proof-of-Stake algorithm by
assigning different ”weights” to the votes of different validators. In PoS, there is
an attack, or a problem, called the nothing-at-stake-attack. The core of it is that
there is no reason why a validator couldn’t bet on all different proposed versions,
thus being certain to win. The Ethereum wiki-page explains it as: an attacker may
be able to send a transaction in exchange for some digital good (usually another
cryptocurrency), receive the good, then start a fork of the blockchain from one
block behind the transaction and send the money to themselves instead, and even
with 17of the total stake the attacker’s fork would win because everyone else is
mining on both.
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Consensus Resource Benefits Drawback Examples
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rithm
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power im- consump-
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Proof- Security Has the Nothing- Eris-Db
of- deposit benefits of at-stake
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(PoV) tokens out almost lem  still
subject any of its persists
to burn if drawbacks
voting dis-
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Table 4.2: Consensus algorithms for usage in blockchains. Adapted from [3]

Pegged Sidechains

Sidechains are the concept of parallel blockchains that allow assets from one
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blockchain to be transferred into another. The concept was formally announced
in 2014 by Blockstream, which is a private company consisting of many of the
Bitcoin core development team members. While the concept originated from Bit-
coin, the broader theory behind sidechains is applicable to any blockchain design.
At first, the intention of sidechains was to enable the transfer of bitcoins to other
blockchains, thus enabling sidechains to act as alternative cryptocurrency systems
without requiring the minting of new coins. However, the initial permissionless




sidechain design was discovered to contain non-trivial security flaws. Meanwhile,
newer designs are currently under development, but have at the time of writing
not reached maturity or production.[8]

Nevertheless, transferring assets from one blockchain to a permissioned blockchain
is in fact already workable by the sidechain’s design. The idea is fairly simple, with
the introduction of a function called a two-way peg, assets will be allowed to be
transferred from one blockchain to another and back. One of the key principles of
the two-way peg is that it is impossible to return more assets to the ”"parent chain”
than what originated from it, thus, the total number of assets in the parent chain
cannot be compromised by the implementation of the peg. Thus, any new rules
can be implemented in the sidechain without posing a risk to the parent chain.

Sidechains can extend the functionality of a parent blockchain by introducing
new features on the sidechain. For example, since a permissioned sidechain can
leverage a threshold signature scheme consensus model, this allows for near-instant
confirmation times of an originally permissionless token such as the bitcoin. One
example of such a sidechain is the sidechain Liquid, maintained by Blockstream for
various Bitcoin exchanges.[9] Other examples of features sidechains can potentially
bring to permissionless networks are things such as supporting multiple asset types
from different blockchains to exist on a mutual sidechain such as smart contracts.

A two-way peg can be either symmetric or assymetric. In the first case, assets
are locked on the parent chain through the means of multi-party escrow, meaning
that they are sent to an address which requires a multisignature to unlock. This
multisignature is formed by the permissioned entities on the sidechain. When the
assets on the parent chain are in escrow, the sidechain can allow the creation of
these assets on its own blockchain. In order to reintroduce the assets from the
sidechain on the parent chain, the owners of the assets on the sidechain must
prove that they have destroyed the coins on the sidechain by sending them to an
unspendable address.[29] When this proof is provided, the permissioned entities on
the parent chain release the same amount of assets from the parent chain escrow.
The proof provided for this whole scheme is a simplified payment verification proof
(or SPV proof).[8] Essentially, an SPV proof is composed of a list of blockheaders
demonstrating proof-of-work and a cryptographic proof that an output was created
in one of the blocks. This allows verifiers to check that some amount of work has
been committed to the existence of an output. Such a proof may be invalidated
by another proof demonstrating the existence of a chain with more work which
does not include the block which created the output. So the symmetric peg works
as follows: to transfer parent chain coins into sidechain coins, they are sent to a
special output on the parent chain that can only be unlocked by an SPV proof of
possession on the sidechain. The two blockchains need to be synchronized and in
order to achieve that, the definition of two waiting periods is needed.

e Confirmation period: The duration for which a coin must be locked on
the parent chain before it can be transferred to the sidechain. A typical
confirmation period would be on the order of a day or two in the originally
proposed idea.

e Contest period: A duration in which a newly-transferred coin may not be
spent on the sidechain. A typical contest period would also be on the order
of a day or two in the originally proposed idea.
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Figure 4.1: Example two-way peg protocol.

The assymetric peg, on the other hand, works somewhat differently. The users
of the sidechain are full validators of the parent chain, and transfers from parent
chain to sidechain do not require SPV proofs, since all validators are aware of
the state of the parent chain. Still, though, the parent chain is unaware of the
sidechain, so SPV proofs are required to transfer back. As a result, prerequisite
for the adoption of this scheme consists that the sidechain’s validators are forced
to track the parent chain, whereas in the symmetric scenario no such thing is
needed. In conclusion, it is obvious that the symmetric peg has a dreadful drawback
concerning its waiting periods, whilst the assymetric one requires more information
to be stored in the clients of the sidechain’s users.

SPV proofs

In order to transfer coins from a sidechain back to Bitcoin, we need to embed
proofs that sidechain coins were locked in the Bitcoin blockchain. These proofs
should contain (a) a record that an output was created in the sidechain, and (b) a
DMMS proving sufficient work on top of this output. Because Bitcoin’s blockchain
is shared and validated by all of its participants, these proofs must not impose
much burden on the network. Outputs can be easily recorded compactly, but it is
not obvious that the DMMS can be.

Compact SPV Security. The confidence in an SPV proof can be justified by
modelling an attacker and the honest network as random processes. These random
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processes have a useful statistical property: while each hash must be less than its
target value to be valid, half the time it will be less than half the target; a third
of the time it will be less than a third the target; a quarter of the time less than
a quarter the target; and so on. While the hash value itself does not change the
amount of work a block is counted as, the presence of lower-than-necessary hashes
is infact statistical evidence of more work done in the chain. We can exploit this
fact to prove equal amounts of work with only a few block headers. It should
therefore be possible to greatly compress a list of headers while still proving the
same amount of work. We refer to such a compressed list as a compact SPV proof
or compressed DMMS.

However, while the expected work required to produce a fraudulent compact
SPV proof is the same as that for a non-compact one, a forger’s probability of
success no longer decays exponentially with the amount of work proven: a weak
opportunistic attacker has a much higher probability of succeeding “by chance”;
i.e., by finding low hashes early. To illustrate this, suppose such an attacker has
107of the network’s hashrate, and is trying to create an SPV proof of 1000 blocks
before the network has produced this many. Following the formula in we see that
his likelihood of success is ~ 1096, To contrast, the same attacker in the same
time can produce a single block proving 1000 blocks” worth of work with probability
roughly 10 , a much higher number.

For now we will describe an implementation of compact SPV proofs, along with
some potential solutions to block this sort of attack while still obtaining significant
proof compaction. Note that we are assuming a constant difficulty. We observe
that Bitcoin’s difficulty, while non- constant, changes slowly enough to be resistant
to known attacks. We therefore expect that corrections which take into account
the adjusting difficulty can be made.

Implementation. The inspiration for compact SPV proofs is the skiplist, a
probabilistic data structure which provides log-complexity search without requiring
rebalancing (which is good because an append-only structure such as a blockchain
cannot be rebalanced). We require a change to Bitcoin so that rather than each
blockheader committing only to the header before it, it commits to every one of its
ancestors. These commitments can be stored in a Merkle tree for space efficiency:
by including only a root hash in each block, we obtain a commitment to every
element in the tree. Second, when extracting SPV proofs, provers are allowed to
use these commitments to jump back to a block more than one link back in the
chain, provided the work actually proven by the header exceeds the total target
work proven by only following direct predecessor links. The result is a short DMMS
which proves just as much work as the original blockchain.

How much smaller is this? Suppose we are trying to produce an SPV proof of an
entire blockchain of height N. Assume for simplicity that difficulty is constant for
the chain; i.e., every block target is the same. Consider the probability of finding
a large enough proof to skip all the way back to the genesis within x blocks; that
is, between block N —x and block N. This is one minus the probability we don’t
equals x over N and the expected number of blocks needed to scan back before
skipping the remainder of the chain is thus N+1 over 2.

Therefore if we want to skip the entire remaining chain in one jump, we expect
to search only halfway; by the same argument we expect to skip this half after
only a quarter, this quarter after only an eighth, and so on. The result is that the
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expected total proof length is logarithmic in the original length of the chain. For a
million-block chain, the expected proof size for the entire chain is only log 1000000
~ 20 headers. This brings the DMMS size down into the tens-of-kilobytes range.

However, as observed above, if an attacker is able to produce compact proofs
in which only the revealed headers are actually mined, he is able to do so with
non-negligible probability in the total work being proven. One such strategy is for
the attacker to produce invalid blocks in which every backlink points to the most
recent block. Then when extracting a compact proof, the attacker simply follows
the highest-weighted link every time. We can adapt our scheme to prevent this in
one of several ways|[8]:

e By limiting the maximum skip size, we return to Bitcoin’s property that the
likelihood of a probabilistic attack decays exponentially with the amount of
work being proven. The expected proof size is smaller than a full list of
headers by a constant (proportional to the maximum skip size) factor.

e By using a maximum skip size which increases with the amount of work being
proven it is possible to get sublinear proof sizes, at the cost of subexponential
decay in the probability of attack success. This gives greater space savings
while still forcing a probabilistic attacker’s likelihood of success low enough
to be considered negligible.

e Interactive approaches or a cut-and-choose mechanism may allow compact
proofs with only a small security reduction. For example, provers might be
required to reveal random committed blockheaders (and their connection to
the chain), using some part of the proof as a random seed. This reduces the
probability of attack while only increasing proof size by a constant factor.

If we expect many transfers per sidechain, we can maintain a special output in
the parent chain which tracks the sidechain’s tip. This output is moved by separate
SPV proofs (which may be compacted in one of the above ways), with the result
that the parent chain is aware of a recent sidechain’s tip at all times. Then transfer
proofs would be required to always end at this tip, which can be verified with only
a single output lookup. This guarantees verifiers that there are no “missing links”
in the transfer proofs, so they may be logarithmic in size without increased risk of
forgery. This makes the total cost to the parent chain proportional to the number of
sidechains and their length; without this output, the total cost is also proportional
to the number of inter-chain transfers.

36



Chapter 5

Cryptographic Protocols

Introduction

Cryptographers aim to deliver protocols which preserve security requirements
in the presence of an arbitrary adversary. However, such an adversary should not
be expected to follow any prescribed rules, nor adhere to any particular behavioral
patterns. Moreover, the ingenuity of the adversary should be considered boundless.
As an analogy, let’s consider, for example, the challenge faced by the architects of
the ‘inescapable’ Alcatraz. The prison is situated 1.5 miles from San Francisco,
California, and isolated from the mainland by the strong currents of San Francisco
Bay. In addition to the treacherous waters and the physical security features,
inmates were counted twelve times a day and the ratio of inmates to armed guards
was three to one. Despite this, an elaborate escape plan was hatched by Clarence
Anglin, John Anglin, Frank Morris and Allen West which involved the fabrication
of: life-like dummies, fashioned from soap, toilet paper and hair (the dummies
were used to avoid detection during evening head counts); tunneling equipment,
built from the motor of a stolen vacuum cleaner; and a raft, constructed from
the rain coats of fellow inmates. On June 11, 1962 the two Anglin brothers and
Morris escaped the prison. Their whereabouts are currently unknown. Given the
water temperature and tidal direction, the official FBI investigation presumes the
three men drowned; however, the only thing known for certain, is the security of
Alcatraz was violated. Designing a resilient prison to contain such devious inmates,
whom are determined to escape, is difficult. In some sense, cryptographers face a
more challenging problem: a prison may be considered inescapable if no inmate
has successfully broken out; by comparison, we will only consider a protocol to be
secure, if security requirements cannot be violated by any adversary.

Cryptographic protocols are small distributed algorithms that aim to provide
some security-related objective over a public communication network, such as the
Internet. Since the communication medium is public, an adversary may interfere
with the transmitted messages. This introduces the possibility of interference by
a powerful adversary and has made the design of secure protocols notoriously
difficult. The canonical example is the Needham-Shroeder public key protocol[30],
which is intended to provide mutual authentication of two principals. The protocol
was scrutinized by experts for nearly two decades before Lowe discovered a man-
in-the-middle attack[31]. This dictates the necessity for protocol verification and
moreover, highlights the need for automated support to overcome the inherent
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human weaknesses present in the manual verification process.

Verification of protocols

When verifying protocols there are two distinct cases: the ideal and the real
world. Firstly, in the ideal scenario there exists two schools as to how to verify a
protocol: the computational and the formal methods one.

e Computational: In this school, often called the provable security school,
a protocol is analyzed according to some well-defined model. A complexity
theoretic reduction is given which turns an adversary against the protocol
into an adversary against a component. Thus the protocol is secure if all of
its components are secure. To determine whether the component is secure
(which is often a cryptographic scheme) a further reduction is provided to a
cryptographic primitive. These reductions can be complex, with proofs being
many pages long, and needing to be produced and verified by hand.

e Formal Methods: In this school, often called the symbolic school, a pro-
tocol is analyzed assuming perfect cryptography. The protocol is then ab-
stractly described in, for example, a process algebra, with the attacker’s goals
being described by equations and the attacker’s capabilities defined by equa-
tional theories. After this stage an automated checking process is applied
to ensure that the attacker can never reach the stated goals. This type of
analysis is often said to use the “Dolev-Yao” model.

Each school has its advantages and disadvantages. The first school has the
disadvantage that it requires hand generated and checked proofs; on the other hand
it models the cryptography and adversary as close to the real world as possible. The
second school has the disadvantage that it assumes perfect cryptography (which
we know is not possible in real-life systems), but it allows for tools that automate
devising proofs, or at the very least checking them.

Now, in the real world protocols are almost always designed, deployed, patched
and extended before any formal analysis of their properties happens. This is ei-
ther for historic reasons (the protocols date to a time before verification techniques
were understood), or for business reasons (for example a protocol is defined “in
house” and only then is made public for public analysis, after a product has been
produced). Thus formal verification using either symbolic or computational means
is often applied post-hoc. Often this post-hoc analysis finds faults in the stan-
darized/deployed protocols or it can only be applied to small subsets of the actual
protocol. In the latter case one can obtain verification of the small part, but not
of the whole protocol. This leads to a major problem concerning protocols: their
composability. A protocol when run in isolation may be secure but should it be
run in composition (either sequentially or in parallel) it may not retain its security
properties. Since most protocols are run in an online environment, with multiple
executions happening at any one time, the issue of parallel composition is vital to
ensure. Techniques exist to enable composition of protocols to be designed in from
the start, for example the Universal Composability Framework, which consists the
strongest composability framework today.
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Ideal/ Real paradigm

One of the main objectives of cryptography, as stated before, is to construct
protocols, which are "secure” even in the presence of corrupted parties. But, first
of all, we have to define what secure means. In order to do so imagine what
properties we would have in an ideal world and then we call a protocol secure if
the real (the constructed) protocol has similar properties. This is the basic idea of
the Ideal/Real paradigm.

There are two main kinds of adversaries: static and adaptive. In the first case,
the adversary chooses which party it corrupts before the protocol begins[32]. In the
latter case, the adversary chooses the party to be corrupted during the execution
of the protocol. The network, which is used might be either authenticated, which
means that the receiver always knows who the sender was, or not. It might also
have secure or public channels. The former ensure that the transmitted messages
reveal useful information only to the receiver, while the latter do not. Here, for sim-
plicity, we may assume static adversaries and a network with secure, authenticated
channels.

For example let us see a ZK protocol for some relation R, where generally the
verifier V has as input some y and the prover P wants to prove to V that there
exists some x such that (x, y) € R. In an ideal world we can imagine a third party,
which is honest and trustful and can communicate with both P and V . In this
ideal scenario, P could give (x, y) to this trusted party the latter would check if
(x, y) € R and then tell V if this is true or false.

However, in the real world we do not have such trusted parties and we have
to substitute them with a cryptographic protocol © between P and V . Roughly
speaking, the Ideal/Real paradigm requires that for whatever information an ad-
versary A (which plays the role of either P or V) could retrieve in the Real world,
there is a way to retrieve it in the Ideal world as well.

The trusted third party can be viewed as the functionality we want to achieve
and we denote it by Fzx . If some protocol satisfies the above property regarding
this functionality, we call it secure. The formal definition of security follows:

Definition 1. A protocol = realizes Fyf if for all ppt A, there exists a ppt S
such that

Real’y, ~ < [deal ;7% .

Now let us see what is the role of simulator S in each case of corruption. In the
case where the adversary A corrupts the verifier V | the simulator S only learns
in the ideal world whether the statement is true or not, while in the real world A
also sees a proof for that. Thus, S must be able to simulate an accepting proof,
while only knowing that the statement is true. On the other hand, if A corrupts
P , S must be able to provide the witness x to the functionality F ZK in the Ideal
world. Observing that S can simulate V we see that S must be able to extract the
witness from P (which is corrupted). The next theorem must be intuitively clear:
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Random oracle

Another primitive is the Random oracle model which is commonly used in
cryptographic protocols and we shall now give its definition:

A function H : {0,1}" — {0, l}k, mapping bit strings of arbitrary length to bit
strings of a fixed length k, k > 0, is called a hash function. Function H is called a
cryptographic hash function, if it is easy to compute H(x) given any string x, and
one or more of the following requirements are satisfied:

e preimage resistance (onewayness): given a k-bit string y, it is hard to
find a bit string x such that H(x) = y.

e 2nd-preimage resistance (weak collision resistance): given a bit string
X, it is hard to find a bit string x” # x such that H(x") = H(x).

e collision resistance (strong collision resistance): it is hard to find a
pair of bit strings (x, x’) with x # x’ such that H(x) = H(x’).

In general, collision resistance implies 2nd-preimage resistance, but collision
resistance need not imply preimage resistance. In practice, however, cryptographic
hash functions usually satisfy all three requirements[11].

Practical examples of cryptographic hash functions are MD5, SHA-1, SHA-
256, with output lengths k = 128, k = 160, and k = 256, respectively. If collision
resistance is not required, one may truncate the outputs by discarding, e.g., the
last k/2 bits; the resulting hash function is still preimage resistant.

Many protocols make use of a cryptographic hash function. In order to be
able to prove anything useful on the security of such protocols one commonly uses
the so-called random oracle model. In this model, a cryptographic hash function
is viewed as a random oracle, which when queried will behave as a black box
containing a random function H : {0,1}* — {0,1}* | say. If the oracle is queried
on an input value x, it will return the output value H(x). As a consequence, if the
oracle is queried multiple times on the same input, it will return the same output
value, as H is a function. Moreover, if one observes the distribution of the output
value for different input values, the distribution will be uniform, as H is a random
function.

Note that the use of the random oracle model is a heuristic. If we prove a
protocol secure in the random oracle model, it does not follow that the same
protocol using, e.g., SHA-256 as its hash function is secure, since SHA-256 is
simply not a random function. Thus, the practical upshot of the random oracle
model is that a protocol proved secure in it can only be broken if the attacker takes
into account specific properties of the concrete hash function used.

There are numerous further requirements that can be demanded of a crypto-
graphic hash function beyond what is stated in the definition stated earlier. In
general, any deviation from what can be statistically expected of a random func-
tion should be absent or unlikely, and in any case it should be infeasible to exploit
such statistical weaknesses. By definition, the random oracle model is robust with
respect to such additional requirements. For example, partial preimage resistance
(or, local onewayness) basically states that given a k-bit string y it is hard to find
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(partial) information about any input x satisfying H(x) = y. Many applications
of hash functions,such as the bit commitment scheme stated later, rely on this re-
quirement rather than the (much weaker) requirement of preimage resistance[11].
Clearly, partial preimage resistance also holds in the random oracle model, in which
each hash value is, by definition, statistically independent of the input value.

On-chain and off-chain protocols

Since the introduction of Bitcoin and blockchain in general, the possibility of
running cryptographic protocols on a blockchain has been explored. The desirable
properties provided by the use of the blockchain, such as, anonymity, verifiability
and traceability of assets are are some of the reasons for doing so. The issue
that was, firstly, encountered was the time of execution of such constructions,
especially in the Bitcoin’s blockchain. Imagine trying to run a »-protocol where
three messages need to be exchanged. For doing so, while being close to certain
that there will be proof of the protocol’s execution, at the time of writing this
thesis and supposing the use of Bitcoin’s blockchain, the two parties would have
to wait approximately three hours, for the messages to be burried deeply enough
in the blockchain and thus be forever verifiable.

For even more complex designs, the time needed to be spent, before the com-
pletion of the protocol, consists in reality a prohibitive factor in designing on-chain
protocols. So, the idea of constructing off-chain protocols is being entertained
and in fact the first results seem to be very efficient both with respect to time
and to computational complexity of the designs. In particular, an off-chain proto-
col for executing the game of poker was introduced recently and was part of the
motivation for this thesis as well. The idea behind that construction was to use
the blockchain ”only when needed” through a penalizing mechanism for players’
misbehavior, while, otherwise, executing the protocol over a public network.
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Chapter 6

Our construction

Introduction

In this chapter the game of roulette will be executed. It is a game played
in rounds, where each round has a random outcome that affects the balances of
the players according to their respective bets. Specifically, a protocol will be con-
structed for this purpose which must have certain limitations and properties. In
order to identify them the game has to be broken down. Firstly, let’s think of this
as a house game, where there is the owner of the game, RouletteMaster (RM) and
the rest of his guests are playing against him (players). In this scenario all people
have direct contact with the physical aspect of the game, a game which has some
rules by default and the ones that are of major importance to our construction,
specifically, are the following:

e The maximum payout in each round for every player, should one decide to
go all-in on a number, with balance b is 36 * b.

e At any given point, before the spinning of the ball, the game owner has to
be able to cover the maximum payout for all of her guests.

Now, let’s assume that we want to execute this game remotely, where all com-
munication is being done over a private network. A first idea would be for all
players to send their input concerning their choices, in numbers and bets, then
wait for the RM to spin the ball, tally the result and inform accordingly all the
players. In this case an extreme amount of trust towards the RM is required as:

e There are no guarantees of any kind that RM will not lie, concerning the
input received from the players

e There can be no verification of the randomness of the result.

In fact, RM is practically incentivised to lie about the choices of the players or
even generate biased results. In order to avoid this extreme trust prerequisite the
idea of using a blockchain to store the communication between each player and RM
was explored alongside a multi-party computation in order to generate a random
result for all players. In order to go deeper into the construction let’s state some
preliminaries.
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Preliminaries

Game overview

Initially a player places bets on numbers from 0 to 36 according to her wishes.
Upon completing the bet placement a ball is spinned on a 37-spot wheel and when
it stops on a number the bets are being payed from the host of the game towards
the players who bet on that particular number. All other bets are lost to the
game host. The spinning of the ball is used to simulate a number generation as
randomnly as possible. The game is repeated until, either the player or the host
loses all their money, or upon one of them wishes to terminate the game.

Actors

The actors of the protocol, as stated above, will be two: the RouletteMaster
(RM) and the other players. RM uses a blockchain, namely Roulettechain and is a
miner in it. Other players get Roulettechain’s tokens, in order to play against RM.
Finally, the latter is in charge of publishing on the blockchain crucial information
concerning the communication between every other player and herself.

Digital signatures

The communication between the players is being done using secure digital sig-
natures with Existential Unforgeability under Adaptive Chosen Message Attacks
(EUF-CMA). In general, a digital signature scheme is a tuple of three PPT algo-
rithms SIG = (SIG.Gen, SIG.Sign, SIG.Vif) such that:

e SIG.Gen(1* ) takes in a security parameter and outputs a verification key
SIG.vk and a signing key SIG.sk.

e SIG.Sign SIG.sk (m) takes in a signing key SIG.sk and a message m, out-
putting a signature ¢ on message m under signing key SIG.sk.

e SIG.Vrf SIG.vk (m, o) takes in a verification key SIG.vk, a message m and
a signature o, outputting 1 if the signature is valid and 0 otherwise.

Algorithm Calcplayers

The calculation of the players for each round is being done with the use of
the following algorithm which ensures at the start of every given round maximum
resources in game.

Idea from naive to smart

The first (naive) idea was to have RM use Roulettechain, on which the com-
munication of the protocol would be stored. Other players wanting to play would
get that blockchain’s tokens. Upon wishing, RM would broadcast her intension
to host a game and all interested parties would join. Should a player run out of
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Data: queue[n], balance[n]

Result: The players for a round of roulette
initialization;

tempbalance <— balance[0];

i< 0

while tempbalance > 0 and i < n do

i++;

if tempbalance > balancefijx36 then
tempbalance < tempbalance - balanceli];
give player with balanceli] id;;

else

swift from i+1 space balance[n] one spot right;
balance[i+1] < balance[i] - tempbalance;
balance[i] < tempbalance/36 ;
tempbalance < 0 ;

give player with balanceli| id;;

end
end

Figure 6.1: Algorithm CalcPlayers

money, they would be eliminated from the game. The above scenario has some ma-
jor drawbacks needing attention in order to create a cryptographic protocol with
desirable properties. In particular, RM can exclude messages from some blocks,
thus pretending never to have gotten them in the first place. Another power she
has over the game is reorganizing the table as seeing fit, should RM lose a round
and as a result her balance would be below the threshold of being able to cover
the balances of the rest of the players. An issue needing attention as well, is that
the instance of the game described till now is a static one, where players simulate
a tournament-type roulette game. Lastly, should all messages be written on the
blockchain then, after the completion of the game, all information stored in previ-
ous blocks would be of no use to anyone, so there would be too much useless space
on-chain.

Our first attempts on tackling these weaknesses were to focus on achieving
dynamic-ability with respect to players in the game. This can be succeeded by
constructing a one-round protocol that when executed repeatedly carries out a
dynamic game of roulette. This one-round protocol would be played seperately
between the host and each other player in a ”one.vs.one” setting and would consist
of four phases and at the end of each crucial information would be included in a
block, on Roulettechain and every player would verify its legitimacy. In particular,
the four phases in time sequence would be the following:

¢ Request phase: All players send their intentions, for participating or not,
to RM for the round.

e Calculating players phase: RM calculates the players for the round and
publishes them on-chain.
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¢ Betting Phase: All players send their bets to RM, who then publishes them
on-chain.

e Tallying result phase: RM calculates the results for the round and pulishes
them on-chain.

Having ensured the dynamic aspect of our game, playerwise, the next problem
was space. The notion of sidechains erupted and the solution was found. In more
detail, there would be, now, Roulettechain and should one wish to host a game they
would start a pegged sidechain from one of Roulettechain’s blocks. The advantage
provided was that upon completion of the game, all of its participants could erase
their locally stored sidechain with the new balances of the players being secured
on Roulettechain, having avoided the excessive space on it and therefore, on the
hard drives of the nodes of the network.

The issue with RM being able to reorder the table was conquered with the
adoption of an algorithm that would ensure maximum resources in the game at
the start of any given round. More specifically, for the algorithm to work a queue
of players wanting to take part in the game as well as a queue for the requests of
every player would need to be inserted into the construction. The algorithm works
s follows: RM takes requests for the round according to, firstly, the players of the
previous round and then her queue of players waiting to play. All these requests
are added serially to her queue of requests. Then she takes the requests of the
new, prospective, players and adds them as well, updating the queue of requests
once more. Now, RM executes the requests respecting priority and if the game
"fills up”, meaning that the insertion of another player in the game could jeoprdize
the second rule of the game, as stated before, then the player in question will be
inserted with as much money as possible so as to maintain coverability of the RM
bet-wise. The proof that this algorithm is the best for RM and all other players
derives from the fact that due to the nature of the game, RM has a 2,7/advantage.

Another improvement could be considered in the area of the multi-party com-
putation. More precisely, a commitment scheme where the commitment would be
the encrypted bets of a player and the reveal would be the secret encryption key
was explored and seemed to achieve even greater security.

In addition to all of the above, to prevent RM from excluding message, a
recovery mechanism will be inserted to our construction. The purpose of this
mechanism is to ensure that should a wrongdoing happens by the RM, the players
can reverse it and incur the apropriate penalty. If a player enters the recovery
at any step of a given phase, she complains about a mistake on Roulettechain,
providing the encriminating evidence, while haulting the flow of the game. So,
should Roulettechain have liveliness and robustness, this complaint will be inserted
in a block eventually and the incident will be corrected.

Finally the realization that there is no particular need of a universal result per
round and that it is rather an improvement if we consider the game of roulette as
many instances of an one.vs.one games. This holds because in the latter scenario,
the adversary of our model will be able to corrupt at most one player per result.

45



The Roulette Functionality Fr,uiete

. We, now, formalize the earlier game in the ideal functionality Froyiere in the
figure below.

Functionality Frouiette

The functionality is executed with n players with identities (idy,...,id, ).
There is one corrupted party that is controlled by S. Whenever a message is
sent to S for confirmation or action selection, S should answer, but can always
answer abort, in which case the recovery procedure is executed; this option will
not be explicitly mentioned in the functionality description henceforth.

e Request phase: Wait to receive request[i] from each player and procced
as following depending on their choice:

— Player Check-out: Send (Check-out, i) to S. If S answers
(checkout, i), mark P; as inactive in the game, send (payout,
coins(balanceli])) to P; and ignore future messages from P; . If no
active player is left, stop the execution.

— Player Check-in: Wait to recieve a message (Check-in, M) from
each other player and store them in requestsg[n] .

e Calculating players phase: Send requestsg[n] to S so as to run the
algorithm CalcPlayers to decide on the eligible players of the round and
announce the final check-ins to the other players. Keep track of the active
players in the game, who are automatically considered that upon checking
in the game.

e Betting phase: Wait to receive bet;[j] =Enc,(m;; from each player and
inform all the other players about them.

e Tallying result phase: Send bet;[j] for all i,j to S. S calculates resulty|i]
= (SH Ags6(> - (Dec(Enc,(m; 7)) & (Dec(Enc,(mo,;)))) mod 37 and in-
forms the other players about the results.

Figure 6.2: Functionality Froyiette
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Roulette protocol

In building our protocol, we consider all ideas mentioned above and formally
express them. All actors are considered players in the manner of RM being
Playery,whereas everyone else engaging in the game being Player;. Each player’s
balance is represented in a vector balancefil. An array containing the requests of
each of the n players for a round is needed, requests[n] as well as one for each
player’s bets, bet;[j]. Also, the hash function SHA256(x) along with the & per-
mutation is used for the calculation of the result for round k and per player;,
resulty[i].

Protocol Troutette

Protocol Treuerte 18 €xecuted by n players with identities (idg ,..., id,), pa-
rameterized by a timeout limit t and interacting with the stateful contract
functionality Fso. We assume that the parties agree on a generator ¢ of a
group G of order p for the El-Gamal encrypion scheme EGE and also on a
EUF-CMA secure digital signature scheme SIG. Moreover, a nonce unique to
each protocol execution and protocol round(e.g. a hash of the public proto-
col transcript up to the current round) is implicitly attached to every signed
message to avoid replay attacks.

Recovery Triggers: Whenever a signature is published, its validity is
tested. If the test fails, the party proceeds to the recovery phase. The same
happens if a party does not receive an expected message until a timeout limit .

Request phase: Fori =0, . . ., n, the party with ¢d; proceeds as follows:

e Verifies information in the previous block, secretkeyli], that is the other
player’s secret key as well as result,[i] for the previous (k) round.

e Generates the keys of the signature scheme
(SIG.wk; , SIG.sk;) < SIG.Gen (17 ).

e Uses the keys above forn the encryption scheme, such as,
EGE . sk; = SIG.sk; and EGE.pk; = SIG.vk;

e Sends:

— Check-in: (Check-in, M, walletadress; SIG.vk; ), where M is the
maximum sum of money intended to be played for the round and
walletaddress; points to the transaction of a block in Roulettechain
from where the money would be bet, if she wants to play.

Figure 6.3: Protocol Trouiette
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e Or else:

— Check-out: (Check-out, balance, o) to Fsc, where o contains all
signatures on balance, waits for confirmation from Fgc and stops
execution, otherwise.

e RM, that is, Playery with idy publishes requestli] on the sidechain.

Calculating plyers phase:

e Each player verifies information in the previous block, that is the other
player’s request.

e Playery runs Algorithm CalcPlayers to determine the players of the
round P; and publishes them on the sidechain alongside her queue[0].

Betting phase:

e Each player verifies information in the previous block, that is players for
the round and queue[0].

e Each Player; updates their queueli].

e Each player chooses a randomness r and sends her bets;[j]l= Enc,(m;;)
where m includes information about the number intended to be bet on
alongside the respective sum of money.

e Playery publishes bets;[j| on the sidechain.

Tallying result phase:
e Each player verifies information in the previous block, that is the bets;[j].
e Each player sends his EGE.sk; to Playery.

e Playery decrypts bets;[j] and calculates
resulty[i] = (SH Agse (Y25~ (Dec(Enc,(m; ;) ® (Dec(Enc,(mg;)))) mod
37.

e Playery publishes resulty[i] and secretkey[i] = EGE.sk; on the sidechain

Recovery request: If a party P, enters the recovery phase at any step of a
given phase, it halts the execution of the protocol and sends a message (report,
Player;, sk;, Block,) to Fsc , where Block; is the block that contains infor-
mation on which the verification test failed and thus contains forged or false
data.

Figure 6.4: Protocol Troulette (continuation)
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Stateful contract functionality Fso

Implementation of Fsc. It is important to emphasize that the Fgo func-
tionality can be easily implemented via smart contracts over a blockchain, more
formally, using a public available ledger. In addition, our construction (for pro-
tocol T ouerte) Tequires only simple operations, i.e., verification of signatures and
discrete logarithm operations over cyclic groups. The regular operation of our pro-
tocol is performed entirely off-Roulettechain, without intervention of the contract.
However, in the case that any participant in the game claim problems in the execu-
tion, any player can publish their complaint in the Roulettechain. This approach
reduces the information stored in the parent-blockchain.

Assuming that the DDH problem is hard and that the digital signature scheme
SIG is EUF-CMA secure, protocol Tgouerte Securely computes Frouiette in the Fgo
-hybrid, random oracle model in the presence of malicious static adversaries.

In order to prove the above statement we construct a non-uniform expected
probabilistic polynomial time simulator (ideal adversary) S and internal copies of
¢ corrupted parties. S simulates both the actions of honest and corrupted parties
and the functionality Fso . Let H denote the set of honest parties and C denote
the set of corrupted parties in the internal execution run by S. S is parameterized
by a timeout limit t . S proceeds as follows:

Functionality Fsc

The functionality is executed by n players with identities (idy ,..., id,),
parameterized by a timeout limit t’.

Player checking-in: Wait to receive from each player with id; (checkin,
M, walletadress; SIG.vk; ) containing the maximum balance intended to be
played, and their signature verification key.

Player checking-out: Upon receiving (checkout, balance, o) from Player; ,
verify that o contains valid signatures. If everything is correct, send (payout,
balance) to Player;. Then, send (checkedout, i, balance) to Playery.

Recovery: Upon receiving a recovery request (report, Player;, sk;, Block,)
from Player; containing some unverifiable signatures in another block create
a transaction with all of the above in Roulettechain and wait a timeout
limit ¢ Should the transaction be included within the timeout, then send
(payout, balance|challenging] + balance[defending]) to Player naiienging and
(payout, 0) to to Playergefending, otherwise send (payout, balance[challenging]
+ balance[defending]) to Player g fending and (payout, 0) to to Player haiienging-

Figure 6.5: Functionality Fsc¢
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Security of T ouictte

Theorem 1. Assuming that the DDH problem is hard and that the digital
signature scheme SIG is EUF-CMA secure, protocol mgrouette securely computes
Frowette in the Fgo -hybrid, random oracle model in the presence of malicious
static adversaries and under the following assumptions:

e Roulettechain has liveliness and robustness.
e Honest majority on Roulettechain.

e There exists 1-honest player during the execution of the protocol.

Proof. In order to prove Theorem 1 we construct a non-uniform expected
probabilistic polynomial time simulator (ideal adversary) S that interacts with the
ideal functionality Frouerre and internal copies of at most one corrupted party. S
simulates the actions of the other honest parties and the functionality Fsco. Let H
denote the set of honest parties and C denote the set of corrupted parties in the
internal execution run by S. S is parameterized by the timeout limit t . S proceeds
as follows:

Player Check-in: S simulates Fis¢ internally as well as the parties. Whenever
a corrupted party P.e C sends a message (checkin, balanceli])) to FsC, S acknowl-
edges the check-in of that party with Froueie. Whenever an honest party P,e H
checks-in with Froyierte, S is informed and simulates mgrouette’s check-in procedure
for that party. If some party fails to check-in within the timeout limit, S allows
the parties to dropout from Fryeite and reclaim their coins.

Player Check-out: S simulates Fg¢ internally as well as the honest parties.
If a corrupted party P. performs a check-out in the internal execution, S performs
P.’s check-out on Fryyeire and use the received coins to pay P. . If an honest player
P, is able to check-out in the internal execution, then S allows P,’s check-out from
Frouterte to proceed. S follows the same recovery triggers as the real protocol to
activate the recovery phase.

Betting Phase: During the betting phase, S receives the bets of the honest
parties from Fprouere and simulates the respective actions of the honest parties in
the internal simulation. Whenever a corrupted party performs an action in the
internal simulation, S forwards that action to Frouierre- S follows the same recovery
triggers as the real protocol to activate the recovery phase.

Result Tallying Phase: During the betting phase, S receives the secret keys
of the honest parties from Frouerre and simulates the respective actions of the
honest parties in the internal simulation. Whenever a corrupted party performs
an action in the internal simulation, S forwards that action to Fgrouette. S follows
the same recovery triggers as the real protocol to activate the recovery phase.

Recovery: S emulates Fs¢ and simulates the behavior of the honest parties
according to the procedures described above for the respective part of the protocol.
If a timeout occurs S perform the check-out for that player or if a misbehavior is
detected S performs recovery: S aborts the execution in Fgryuete , thus publishing
on the parent chain the evidence. Otherwise, S returns to the normal execution.

Simulator Analysis: Notice that the simulator S conducts a simulation with
internal copies of the corrupted parties by emulating Fsc and executing the proto-
col exactly as an honest party would do for most of the protocol, except for phases
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where bets are placed and the keys are revealed. In these phases, S during the
betting phase waits for information on the signed and encrypted bets in the form
of commitments and in the next phase according to the keys received calculates the
result which the round is supposed to have by Fgrouere and then produces bogus
secret keys that result into the ElGamal ciphertext that reprisents the bet of a
player being decrypted to the value obtained from Fgoyere- S is able to do this
because it can use the simulators for the signatures used in mgroyere t0 produce a
valid signature showing that the bogus public key is valid even without knowing
the respective secret one. As the secret key of the player is never revealed until
the reveal phase, it is clear that the encrypted bets are indistinguishable from a
random element of the same group. Hence, the execution with S could only be
distinguished from the real execution if the signature generated by their respective
simulators are distinguishable from an actual real world signature generated by a
player. This is clearly not the case, since distinguishing the signatures generated
by their simulator from those generated by real world parties who know the secret
key would break the properties of the signature scheme.

In a more informal way, upon making a request(check-in or check-out), calculat-
ing players, betting and result tallying, S has total control over all communication
and simulates all actions with timeout limit t. The execution of S could only be
distinguished from the real execution if S could forge signatures or decrypt cipher-
texts without having firtsly be communicatted the respective secret key. This is
clearly not the case, since by doing that the simulator would have broken the hard
cryptographic properties or assumptions stated earlier either in the signature or in
the encryption scheme.

Generalization to other games

In this section we discuss other games that may be executed by protocols con-
structed in the same setup, that is, an existing blockchain from a block of which
an actor starts a pegged sidechain, hosts the game on an off-sidechain protocol
and stores only vital information on it. By design the closest game to roulette
is actually lottery because they both share the same mechanisms with their most
different aspects being the payouts of the players. One could argue that roulette
is a distinct case of lottery games and that would not have been a false statement.
This means that by changing only the result-tallying function and the algorithm
for calculating players, with respect to the numbers of choices players have and
the maximum payout of each bet, one can construct the lottery protocol of their
choice without needing to change anything else from our design.

Craps can also be considered a game close to roulette. In fact the only difference
they have is that of the generation of randomness for the game. So as long as one
modifies accordingly the payouts and the choices of the players they would be able
to execute the game of craps as well.

Lastly, another application of this type of protocol is on specific card games.
This derives from the fact that one.vs.one type of games are commonly found in
card games and from the fact that by using a 256-bit string one can represent all
possible shuffled decks of cards (52! < 22°¢). Blackjack is a game that could be
executed by our protocol with some tweaks, their major ones being, a setupcal-
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culation phase would be needed after the calculating players phase and a hand
execution phase after that. Of course the algorithm and the payouts should be
corrected as well.
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Chapter 7

Conclusions

In this thesis a new innovative protocol for the game of roulette was presented.
In particular, the use of a pegged sidechain on which crucial information about
the execution of the game would be stored alongside a recovery mechanism for
penalizing deviations from the protocol was used. All of the results are based on
the indistinguishably argument, in example, players are limited on what they can
distinguish, or in a positive manner, players need enough information in order to
be able to distinguish the scenario they are in.

A number of open questions arise from this work and are described below:

e Implementation of the protocol into a cryptoeconomic system via a smart
contract.

e Generalizing the protocol to be able to execute generic one.vs.one lucky
games.

e Optimize the mechanism for transferring assets from one blockhain to an-
other.
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