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ITepiindn

Yy mopolou SImAwUTiy epyacio HEAETOUUE QLAOAAUE unyaviopols o Xuvou-
actnéc Anuornpacteg pe budgets. I'a v nepintwon mou dev undpyel teploptopds oto bud-
gets, TopdAo Tou uTdpyEL unyaviouog ou Beloxel T BéEATIoTN AUon Yo to Social Welfare,
1 EQUPUOYT| TOU Vol UTOROYIG TIXG ABUVATY). MUVETWS, TEETEL Vol aval NTACOUNE TPOCEYYLO-
TIX0UG UNYAVIOUOUE TOU VoL EXTEAOUVTOL amodoTixd. XTo Thaiolo autd, mapouotdlouye éva
OLAUPOPETIXG EBOC UNYOVIOUWY, TIC ONUOTPACIES ALEAVOUEVNE TWAC, Xol TIC LOEEC TwV clearing
prices xat Walrasian Equilibrium. Emmiéov, napousidloupe unyaviopole yio cuviuao TIXég
onuonpactes ue ypron demand query oracles, mou eunveboTnxay and TNV W Twv clearing
prices, xaL EMTLYYEYOLY TOUC XAADTEEOUS AOYOUS TPOGEYYIoNG, €Y L orjuepa. AvahbovTac
To Bocind CUOTATIXG TV UNYAVIOUGY AUTOY, EEEUVOUNE TIC TEOUTOVECELS, %dTw amd Tig
omoleg umopolpe vo enextelvoude ta amoteAéopata autd yia To Liquid Welfare, pio petouw
UETENONG TNG AMOTEAECUOTIXOTNTAS TwV Unyaviouwy e budget-restricted natyteg, 1 omola
meotdinxe and toug Dobzinski xou Leme.

‘Eneita, delyvouue 6Tl xdmolo and Ta TO YVWO T ATOTEAECUUTA UMY OVICUMY YLoL TN
npocéyyton tou Social Welfare pe submodular (¥ XOS) noiyteg unopolv vo ipocuppoc oy
yioo ™) petewx Tou Liquid Welfare. ITo cuyxexpuyéva, yu tn Behtiotonoinon tou Liquid
Welfare oe cuvdvactixég dnuonpaociec pe submodular natyteg, malpvouue €vor @uhahin
O(log m)-mpoceYYIOTIXG UNYOVIoUO, OTOU M 0 JPLIUOC TWY AVTIXEWEVLY, TRocupr6LovTaC
T0 unyovioud twv Krysta xaw Vocking.

YN ouvéyela, pe Bdon tnv 1oéa Tou large market assumption, topouotdlouye dio véa €v-
vola ylo competitive markets xou detyvouue 611 o€ téToleg aryopée, To Liquid Welfare unopel
va TpooeyYloTel pe €va oTadepd mapdyovta. Télog, yia To Bayesian setting, mpocopuo-
Lovtog to amoteréopata twv Feldman et al., nafpvoupe évay guhokidn O(1)-npooeyyiotixd
unyovioud yia Ty mepintomon mou To valuation Twv maryTOV Topdyovtal ooy avegdoTnTo
OEly AT ATO YVWO TEC XATAVOUEC.

Ag€eig KAewdid: Yyedoudc Mnyavioumy, Yuvovactixég Anuonpacics, Walrasian Equi-
librium, Demand Queries, Ilepiopiopol oto Budget, Liquid Welfare, Competitive Mar-
kets.






Abstract

In this thesis, we study truthful mechanisms in Combinatorial Auctions with budgets.
For the budget-unrestricted case, although there is a mechanism that provides a welfare
maximizing solution in a truthful way, its implementation is computationally intractable
in most cases. Therefore, we have to design approximation mechanisms that can be exe-
cuted efficiently. In this sense, we present a different kind of mechanisms, the Ascending
Price auctions, and the notion of clearing prices and Walrasian Equilibirum. Further-
more, we present mechanisms for Combinatorial Auctions through demand query oracles
that are motivated by the clearing prices and succeed the best approximation ratios, until
now. Analyzing the basic components of such mechanisms, we investigate the conditions
under which we can extend these results for the Liquid Welfare, a notion of efficiency for
budget-constrained bidders introduced by Dobzinksi and Leme.

In this work, we show that some of the best known truthful mechanisms that approx-
imate the Social Welfare for Combinatorial Auctions with submodular (or XOS) bidders
through demand query oracles can be adapted so that they retain truthfulness and achieve
asymptotically the same approximation guarantees for the Liquid Welfare. More specif-
ically, for the problem of optimizing the Liquid Welfare in Combinatorial Auctions with
submodular bidders, we obtain a universally truthful randomized O(logm)-approximate
mechanism, where m is the number of items, by adapting the mechanism of Krysta and
Vocking.

Additionally, motivated by large market assumptions often used in mechanism design,
we introduce a notion of competitive markets and show that in such markets, Liquid Wel-
fare can be approximated within a constant factor by a randomized universally truthful
mechanism. Finally, in the Bayesian setting, we obtain a truthful O(1)-approximate
mechanism for the case where bidder valuations are generated as independent samples
from a known distribution, by adapting the results of Feldman et al. .

Keywords: Mechanism Design, Combinatorial Auctions, Walrasian Equilibrium, Posted-
Price mechanisms, Demand Queries, Budget Constraints, Liquid Welfare, Competitive
Markets.
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Chapter 1
Extetopévn EAAnvixn Tlepiindn

Y10 onuelo autd, Vo cuvodicovye To TEQLEYOUEVO NG ToEOUCAS SITAWUATIXAC, OlvovTag
Baowolg oplopolc xon Vemphuata, ywelc amodellelc.

1.1 Ewoaywyn

Me tov 6po ‘Eyedooudc Mnyoviopody’ (Mechanism Design) evvoolue to oyedaoud yuag
oldwactog oe éva Talyvio Ye oTEaTNYIXoUg Ty TES, UE 0TOYO TNV lpeot TN BEATIOTNSG
AOoNG, CUUPOVOL UE XATOLOL OV TIXEWEVIXT] CLVAETNOY). XTor TodyViot auTd, xdle modyTng €yet
TNV TEOCWTIXT) TOU CTEAUTIYIXT| X0 OP0L UE YVWUOVA ATOXAELOTIXG TNV BIXT| TOU IxavoTolnoT).
Yxomdec Tou pnyoviodol elvon vor pn 8ooel xivteo otoug mabyTeg va dnhdoouv (PeudEls
TAnpogopieg, WoTe va €yel eyyuoes Y To amotéieopo.  Ou unyoviouol yweiCovial o
direct revelation, 6mou ol TalyTEC AVAXOVMVOLY GTO UNYAVIOUO TIC TROTIUNOELS TOUG, XAl OF
indirect, 6mou o unyoavioudg e€ehicoetan avdroya Ue TIC TEAEELC TwV oty Twy. ‘Evogc direct
revelation unyoviopog pe n mofyteg xan éva oivoro O amd duvatd amoTEAEGHATA AELTOURYEL
o¢ e&ic: Kde nabytng @ €yet éva valuation v; : O — R>g %ot aVAXOWOVEL GTOV UNYAVIOUO
70 bid Tou b;. O ynyavioude avtiototyel To b= (b1,...,by) péow wac ouvdptnone f :
b — O oc éva anotéheopo xou utohoyilet éva Bidvuoua TANewU®Y J = (1, ..., ps). Single-
parameter tep3dArov Yewpolue otav xdle malyTng mEEmeL Vo avaxovaoeL pla uovo T,
eve multi-parameter av npénet tohAomiéc. To single-parameter eivon opxetd euxohdTeRO
xan yU auto Yo aoyorniolyue ue to multi-parameter.

‘Evo multi-parameter nepi3dhhov oplleton oty yevixr| teplntomon we eEhAc:
e n otpatrnyxol TalyTeC.
e 'Eva nenepacuévo ohvoro £ and ta eputd omoTEAEOUATAL.

o Kdéle nafytne éyet éva mpoowmxd valuation v;(w), Vw € €.

- -

H wpéleia xdie naiyt i opileton oTic nepiocdtepes tepimtdoeic oc u; = v;(f(b)) — pi(b)
xa 0VoudCouUE TN oTeaTNYWH| b; EvOC TalyTNe xLplaey” CTEATNYLXY, EQV UeyioToTOLE
™V wEéleld Tou, aveldptnTa pe To T Yo mailouv ot dhhol. Av n xuplapyn oTeXTNYLXA
evog mabyTn €lvor VoL avoXoVGoeL To TeaypaTixd Tou valuation, 16te o unyoaviouog etvon

PLAAROTG.



Yuvdvactixy Anponpacio ctvor plo ewdxr xatnyopla Tou multi-parameter neplBdi-
hovtog. 1o cuyxexpuyeva, arnoTeAelton amd Eva GUVORO M AVTIXEWEVWY XAl 1 GTEATIYIXO0UC
malytec. Kdlde matytne @ €yer éva valuation v; : 2™ — Rsp. Xxomndg elvor va umoroyi-
ooupe o avédeon S = (S,...,5,) TOV M AVTUXEWEVLY OOTE Vo UEYIOTOTOGOVUE TN
oLVEETNoT AllOAGYNONG, 1) OTOl0L OTIC TEPLOOOTERES MERLTTWOELS elvon 1) cuvdpTnoTn Kouv-
wvixAc Bunuepiog xo opileta we Y i, v;(S;). O mo Pacixéc xhdoeic valuation eivou
ot additive, gross substitutes, submodular,XOS, subadditive xot meprypdpovtan avahutixd
oTo section 3.3.2

O unyoviouéc VCG , o omolog moapoucidleton avahutixd oto section 3.3, umohoyilel uia
avdleon Tou YEYIGTOTOLEL T1) GUVEETNOT XOWKOVIXTG eunUepiag PE Lhakidn TEdTO, WOTOCO
elvon ad0VUTY 1) EQPUPUOYT] TOU, OTIC TMEQIOOOTEPEG TEPLTTWOELS, AOYW TNG UTOAOYLOTIXNS
mohumhoxotnTag. I'a 10 Adyo autd, mEénel Vo oY EBEOOUUE Uy avIoUOoUE ToL TpooeYYilouy
™ BéATiotn Aoor. Mia xotnyoplo t€towwy unyoaviouov eivon ou Posted-Price unyoviopot.

Ye €vav posted-price unyoviouod, 0VOUNE THIEC OTA AVTIXEUEVA XOL GTY CUVEYELX, Ol
mabytec €pyovion Ue piot oelpd xan SLIAEYOLY TO GOVOAO amtd AVTIXEUEVO TOU UEYIGTOTOLEL
™V 0EEAELd Toug oTIC TWES auTég, P. [lohAéc popéc, eqpopudleTon Evag xavOVaS EVIUERKOTC
OTIC TYWES TV AVTIXEEVWY TIou ETAEyovTaL. 110 onueio autd, elvan ePavéc Twg o Aoyog
TeocEYYIoNG €€opTdTUL o TOV TEOTO ToU UTOAOYILOVTAL XL EVIUELMVOVTOL Ol TWES TV
aVTIXEWEVDY. T'o GOVOAD TWV AVTIXEWEVKY TTOU HEYLOTOTOLEL TNV WPERELS TOUG BIVETOL UECE
Demand Queries (DQ). Eva DQ(v;, U, p) emotpéget, dnhady, To:

S = argmax {v;(S) — p ()}

Eniong, Mue 6t évag tuyononomuévos unyavioudc €yet Aoyo npocéyyiong p, edv E[ALG] >
p-OPT, 6mou p < 1, ALG n Aoon tou pnyoviogol xou OPT 1 Béktiotn Ao,

1.2 Anuonpacieg avgavopevng TLUNG

M xatryopla dnuompaciev cbvar oi dnuonpacieg ALEAVOUEVNG TLANAG. M AUTES
TIC ONUOTRAGIES, 0EYIXOTOLOVVTAL Ol TYWESC OAWY TwV OVTIXEWEVGLY 0To 0, xou xde mduyTng
xahelton var BhéEEL To GOVORO TWV OVTIXEWEVGDY TTOU UEYIGTOTOO0Y TNV WPEAELS TOU GTIC
UTdEYOVOES THES, PEoU amd Wiar ETovoAnTTXy otaduxaoion. ‘Otav evag malytng SlahEyel Eva
o0Ovoho, T6Te e avTixeluevo o auTd audvel TN T Tou. Ot emdUevoL Taly TEC UTOEOoLY
(PUOXE VoL TdPOLY XdmoLoL amd Tal avTiXeluevd Tou, To omolo av Véhel pmopel var Eovomdpet
oToV EMOUEVO YORO ot xdmota YeyohUTeRT THr. ‘Otoy xavévag malytng dev emiupel xdmoto
GANo avTixelpevo, TEpa amd aUTd oL Tou €youv amoucelvel, 1 dnuonpacio Tepuatilel. "Evag
TETOLOG UNyoVIouog Teptypdpetan otov oAyopriuo 5. To (htnua ebvon va avoklicoupe Ty
UTOTEAECUATIXOTNTA TOU Unyaviopol autoL. [ 1o Adyo autd, tpwta Yo oplcouue xdmoleg
AmUPUUTNTEG EVVOLES YO TNV AVIAUGTY| HOG.

‘Eotw n otpatnyxol malyteg xan v oet U and m dtapopetind avtixelueva. ¢ Walrasian
Equilibrium ogiCouye éva Sidvuoua tiwodv pxon pla avddeon S = (S1,...,5,), xau héue
6t 1o (S, p) etvon plo Walrasian Equilibrium, v ixavomolotv tic e€rc ouvirixec:

2



e Kdéle noiytne i naipver to obvoho mou peylotonotel Ty weéhetd tou (1 1o 0), dSnhadh:

S; € argmax {UZ ij}

JET

e 'Evo avtixelpyevo j € U ebvar anolinto, povo edv p; = 0.

H évvowr tng Walrasian Equilibrium eivon moh0 onpoavtic, xodog eCacpoiiler udhmin
Kowovir Evnuepio. o cuyxexpyéva, clugonvo ue to mopaxdton Oeoenua, ov to (S, p)
ebvon plae Walrasian Equilibrium, téte 1 avédeon S peyiotonowel v Kowwvixd Eunuepta.

Ocwpnpa: Eoto unyaviouds e n malyteg, éva obvoro U amd m SlopopeTind avtixetueva,
uloe avddeon S = (S1,...,5,) x éva Bidvuopo Tey p. Av (S, p) ebvon pio Walrasian
looppoTia, T6Te 1 .S peYIoTOTOLE! TNV XOWVWVIXY EunuEeRiaL.

Anédeiln: Eotw O = (Oy,...,0,) pio avédldeon mov peytotonotel Ty xowvmvixd eunuepio
o P= 3"y pj- Agob (S,p) ebvor o Walrasian woopporia, xdde malytne madpver to
‘ayamnuéVo’ Tou GUYOAD, BNAadY| Yia xdie dAro civoro T' C U, €youpe:

Si Eargmax{vZ ij}

JjeT
Yuveroe, Yo xdde malytn ¢ oy Vet
)= i >0 = Y p;
JES; Jj€O0;
AdpoiCovtac Tic elomoelg Yo xdde malytr, €youue:
=D D pzv0)=3 > » (11)
i€[n] JES; i€[n] j€0;

(o1t600, emewr otny avéeon S €va avtixelpevo j ebvar amodinto pévo av p; = 0, o
QEVNTIXOC 6POC TOL UL TERPOV UEAOUC TNE Topandve e€lowong atpoilel oe OAo Tar avTIXEIUEVY
TOL €Y0UV U1 UNOEVIXEC TWES %Ol Pl €YOUNE:

2.2z ). p (12)

i€[n] jES; i€[n] j€0;
Yuvoudlovtog tic e€lotoeic (1.1) xau (1.2), malpvouye:
v(S) 2 v(0)
xan dpo 1) S peyloTomolel TNY Xowwvixy| eunuepia.

Ou tipéc oe éva Walrasian didvuopa tuov povoudlovtar clearing prices, xodog, und auTég
TIC TS, 1) TPoCPopd oot e TN (ATNOM Xou dpol UTERYEL Lol LOOPEOTOl OTNY Ay OQa.
Enfong, av €youpe unoloyioet clearing prices, tp€yovtoag évav posted-price unyoviouo,
xatoAfjyoupe o€ BEATIoTn Ador).



Qot600, N uTdeEn woc Walrasian Equilibrium Sev eivon 6edouévn xon eloptdrton omd tny
xhdon Tov valuation twv mouytev. H xhdon Gross Substitutes, mou opileton avahutixd
oto section 4.5 elvar 1 yeyohltepn xAdon cuUVUPTACEWY Yo TIC OTOIEC UTAEYEL TavTAL Wl
Walrasian Equilibrium. Me Alya Aoyio, 1 xhdon auth| teptypdgetor and tny €€Xg LOLOTNTIL
‘Eotw xdmotog natytng mou aydpace Eva civoho avtixeévny T', 1o onolo peylotomololos
Y wEELed Tou, LTS Eval BIdvuoPa TWOY Pxan P éva BLldvuoua TIWOY e p; < pl, v xdide
avtixeipevo j. Tote, ta aviixelyeva R C T twv onolwy 1) Ty Topéustve otadepy| TEETEL Vo
OVAXOUY GTO GET TOU UEYIGTOTOLEL TNV WPEAELS Tou LTS To Blovuopo Ty P /. TTo auth
™Y WBOTNTY, 0 aAyoprduoc 5 teppatilet oe pla Walrasian Equilibria.

1.3 Xuvovaoctixeg Anuonpacieg ue Demand Queries

270 XEPANLO oUTO TOPOUCIALOUPE TOL O CTUAVTIXG ATOTEAEGUATOL TWV GUVOLAO TIXWDY ONUO-
TEUCLY, TOU TEOXUTTOUY amd posted-price unyoviopole. Iho cuyxexpiuéva, avaiboupe To
OOUXE CUGTUTIXG TOUC Xal TIC WOEEC, GLVOLALOVTAC TEY VXY avdAuom xou dlaiodnorn. H 16éa
mlow and toug posted-price unyoviopolc elvar vor 0MCOLUE TWES OTo avTIXElUEVA, TETOLEC
OOTE, av oL TalyTEC pyovial ot ula oelpd xou Tadpvouy To GUVOAO TOU UEYLOTOTOLEL TNV
O@EAELd Toug, va eCacpaiicoupe OTL 1) TeAxr) avddeon eivon xovtd ot Bértiotn Abor. T
valuation xAdoewg, omou 1 Unapdn clearing prices etvon Sedouévr), umopoUUE Vo Bpolue THES
mou évag posted-price unyovioudc, YEYIOTOTOEL TNV XoWwVixY| eunuepia. §26T600, OTWS
TOVICOUE GTO TPOTNYOUUEVO XEPIANLO, XYTL TETOLW OeV oy Vel Yio submodular, XOS xou sub-
additive xh\doeic. Buvenmg, autd Tou Umopolue va xdvoupe ebvar va Bpolue approximate
clearing prices. Ané to Ilapdderypo 5.1 xadloToton copéc 6Tl dev opxel U6vo auTd, ahhd
TEETEL TO revenue Tou Pnyovioldol va ebvar cuyxpiowo pe tnv alla e Bértiotng Abong.
YUVETOC, av 0 pnyovioloc tepuotioet e tnv avdldeon S, Véloude Yo TIC TWWES TWV av-
TIXEWEVWY VO LoYVEL:

ij >a-v(OPT)

j€S
OTOL a 0 AOYOG TPOGEYYIOTC.

Y10 worst-case setting, omou dev €youpe xauio TAnpogopia yio To valuation Twv mouy Ty,
ot Dobzinski et al. [21] ewofjyoyay évav O(log? m)- approximation posted-price pnycvioud
yioe submodular valuations. H 1déa mlow and to unyoaviopd autod etvon 1 edpeon ulag Ty,
{Btag yior Ohar o avTixetueva, oyt ToAD udmArc o0TeE TOAD Younirc, 1 omola vo e€acpahilel
OTL T avTixelpeva tou Yo ayopao Toly, tpooeyyiCouv T BéhTioTn Aon e éva mapdyovTa
O(log?m). O UMY OVIOUOC oUTOG TopoUoLdleTon To avahuTixd oTo section 5.3.1.

‘Eneita, o Krysta xau Vocking [41] xatdgepay vo tpoceyyicouv v Bértiotn Kowwvixd
Eunuepla ye éva napdyovta O(logm) yio submodular valuations. H 18éo tou unyaviopod
Teonide amd Tic dnponpacieg aUEAVOUEVNS TWAS, OTOU 1) TY XAVE aVTIXEWEVOL auEavo-
Toy avdhoya pe T {Atnoy| Tou. ‘Etot, opiCovtag évay yopeo avalhtnong Ty yeyédoug
log m, otav €vog malytne ayopdlet xdmolo ayodod 1 Ty Tou ayadol dimhactdletar. o va
olatnenUel 1 e@uToTTO TNG ADONG, O PNYAVIopog ovard€Tel ‘eovind’ avTlypapa TV av-
TIXEWEVOY, Yadatvoviag €ToL TN ‘owo T’ T Tou xdle avTixelpévou xat Telxd amogacilel
yoo Ty avddeor) Toug 1 pn u€ow aveddotntwy doxyoy Bernoulli. O unyoavioude auvtodc
ToEOVGIALETOL O oVOAUTIXG OTo section 5.3.2.

To mo mpbogoto anotéreoua yio submodular valuations eivar évac O(y/logm) unyovio-
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uéc and tov Dobzisnki [16], 6mou cuvbudlet Tic dUo mponyolueves Wéee, dnAadt (Bwv xat
OLUPOPETXAY TGY. O TEOTOC TOU TO EMTUYYAVEL AUTO Elvol UECEK ETOVUANUBUVOUEVLY
OnuoTEACLWY, oL oTtolec Yivovton TeEAxéC pe wla uxey| miovotnta, Ue (Blor Ty o Oha To
AVTIXELPEVY, PECW TV OTolwY PodofVEL TIC BLUPORETIXES TWES TV UVTIXEWEVKY, AVIAOYX
UE TOV OV oryopdoTnxay 1 Oyt 0TI ExdoTote TYEC. O unyaviouds autdg mopouctdleTton To
avaALTIXE oTo section 5.3.3.

TéMoc, vy o Bayesian setting, 6mou ta valuations twv mawy TV TeoEpyYOVTOL 0O XATAVOUEC,
Tic onoleg yvwpilet o unyavioude, napouctdloue évor O(1)-tpoceyyloTind unyaviopd, tov
omolo ewohyoryav o Feldman et al. [29]. O tpdmog mou uroloyilet o unyoviouds autdg Tic
TiéS ebvan péow ghost samples and Tic xatavoues. 1o cuyxexpiuéva, yeow twv samples
unoloyiCet pio oyeddy BérTioTn Ao, xan €tel Ty T xdde avTixeyévou {on Ue To wod
NG OLVELCPORAS TOL O AUGT aUTY. O UNyoVIouog aUTOS TUEOVCLALETOL TILO AVUAUTIXG GTO
section 5.4.

1.4 Liquid Welfare o Yuvovaoctixeg Anuonpacicg

MéypL otiyurc, 6hot oL unyaviogol Tou avaAUGOUE oy VooLcaY [iot ONUOVTIXY TUEIUETEO:
Tov TEploplold ot budgets Twv mavytov. Eneidr] n aviixeyeviny| tng Kowwvinric Evnueplog
(SW) 8¢ umopel var mpooey yloTel omd xdmoto napdyovTo UixpdTtepo Tou n Ue @uakfiin tpomo,
bTov ot aby TeEC €y 0LV TEploptoolS pevototnTag, ot Dobzinski xou Leme [19] npdtevay ooy
avtxetpevixy ouvdptnon ) Pevoth Eunpepio (LW), n onoio opileton w¢ to ehdytoto
Tou valuation xou tou budget xdde natytn. o cuyxexpéva, o LW woac avddeone S =
(S1,...,Sn) opiletar we:

LW(S) = Z min{v;(S;), Bi}

6mou B; to budget tou malytn i. (¢ liquid valuation optloupe to 7;(.S;) = min{v;(S;), B;}.

2€ CUVOLUCTIXES ONUOTPAOIES, BEV UTARYE XOVEVH UTOTEAEGUO UEYQEL TWE OTNV TEOCEY-
yion tou LW, extég and tnv meplntwon ye diounpéotua avtixelyeva xou additive valuations
uno éva large market assumption. ‘Eva ebloyo epmtnua etvon, yiori 8ev e@opuoloupe Toug
posted-price ahydprduoug yio SW pe yerion tou DQ(min{v, B}, U, p); Apyxd, npénet va
amodeiloupe OTL T v xaL U avixouy oTny Bla xAdor, yio v submodular, XOS 1| subadditive.
H omédeln diveton oto mopoxdte Afuuo.

Afppa 1: 'Eotw v pla submodular (avtiotorya XOS, subadditive) cuvdptnon. Tore, yia
onowdnfnote B € Rxg, © = min{v, B} eivar eniong sumodular (avtiotoryo XOS, subaddi-
tive).

Anodeln: Apywnd, n v dwtneel T povotovia. Kdvoupe tny anddeiln yio xdide nepintwon
EeywploTd.

e (submodular) Ectw v submodular cuvdptnon. Téte, and tov opioud tou submod-
ularity, yia sets T'C S xou j ¢ S éyoupe:

v(SU{j}) —v () <v(TU{j}) —v(T)
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Eniong, enednq v ebvar povétovn: v(T) < v(S), 10 onolo ouvendyetan 9(1) < o(S).
‘Eyouye, hoimév Ti¢ g TEQIMTOOELS:

1. Av B < v(TU{j}) < v(SU{j}). Téte, yw to liquid valuations €youpe:
v(SU{j}) —0v(S) =B—-0v(S) <B-oT) <o(TU{j})—o(T), émou n

TEOTN AVLOOTNTA oY VEL OO T1) LOVOTOVIAL.

2. Ava(TU{j}) < 5(SU{j}) < B. Téte, 5(SULTH —5(S) = v(SU{5}) —v(S) <
v(TU{j}) —o(T) =o(TU{j}) —o(T).

3. Avu(Tu{j}) < B <v(SU{j}). Tote, éyouue tic axdhovieg nepintidroelc: Av
v(S) > B tote, 0(SU{j}) —9(S) =0 < o(TU{j})—v(T) =o(TU{j})—o(T).
Av v(S) < B, t6te (S U{j}) —0(S) = B—0v(S) <v(SU{j}) —v(S) <
v(TU{j}) —v(T) =0(TU{j}) —o(T). Téloc, Abyw tne povotoviog autég elvou
Ol UOVAOLXEC TIEPLTTWOELS.

e (XOS) Eotw v pla XOS cuvdptnon: Téte, undpyouv adtpolo txés cuvapthoels o, . . . , oy,
tétotec wote v(S) = max;ep o;(S). T va etvon 1 o XOS, mpéner va Seloupe otL uT-
dpyouv adpoloTiXée CUVIPTAGEIC o, ..., oy TTetoleg Kote 9(S) = max;ep a;(S).
o xdde ouvdptnon a; Yo oplcoupe m! cuvapthoeig, uio yio xdde dlapopeTiny UETd-
veon m TV avTIXEWEVLDY. 'EoTtw ot oUYXEXQUIEVT UETAVEST, Ty TV AVTIXEWEVLY
{1,2,...,m} x éotw m(j) n Véoel Tou avtixeévou j otn yetddeon m. Opiloupe
B we:

ey Jalin), N Y pm < @ ({F}) < B
pr({i}) = {maX {B = D kem(by<m(y) @ ({F}) O} W D <m) @ ({K}) > B

Hedra, Yo dei€oupe 6t yio xdde S C U, B(S) < min{v(S), B}, Vi, m.

Ané tov oplopd tou BT, etvan tpogavég 6t BT ({j}) < a;({j}). Buvende, adpotlov-
Tag o€ OAa T avTixeluevo oto S (oc(po() €y 0ouUE POLOTIXES ouvocprﬁoag), Tadpvouue
ot

B*(S) < ai(S) < maxay(S) = v(S)

Ané tov oplopd tou [, éyoupe oxdua 6t B (S) < B.

Y1 ouvéyew, Yo Betloupe 6Tty xdde S C U : 3BT térowr wote B(S) =
min{v(S), B}. Awxpivouye Tic €€c TEPLTTHOOELS:

1. v(S) < B. 'Eoto m pio yetddeon, tétota Hote Gha o avuxelpevo ato S €pyov-
ot AT X0 €0TW (;+ 1) Maximizing cuvdetnon yia To alvoho S, dni. v(S) =
a;(S). Tére, enewn D cgai-({j}) < B, éyoupe B (S) = > ,cs B ({7}) =
Djes i ({7}) = v(9).



2. v(S) > B. 'Eow m pla petddeon, tétowo dote Ok tor aviixelyeva oto S
€0)YOVTOL TEWTA X £0TW Q+ 1) Maximizing cuvdptnom yio To cbvolo S, BMA.
v(S) = ;= (S). 'Eotw j* 1o teleutaio avuxeipyevo otn petddeon m yia to onolo
Zrzﬂt(r)gm(j*) Oéﬁ({’f’}) S B. Téte:

Y. srh= Y ()

remg (r)<m (5*) g (r)<m(5*)

[Mo toe embpeva avxetyevo z € S ot petdieon m,éyovpe ot B ({z}) =
max{B — >, . ycn () @({k}), 0} Xy mporypatidne, 1o mpddTo oviixel-
MEVO WETE TO j* Yo ouumAne®oel TNy emmAéov olia, TETOLL OTE VO €YOUUE:
D kmy<m o)1 B ({7}) = B, xou yior kot tor embpeva avtixeluevo ¢ Yo €youpe

B ({q}) = 0. Tote, ZjeS BE{s}) =

e (subadditive) 'Eotw v pla subadditive ouvdptnon. Téte, and tov optouéd tou subad-
ditivity, yio o obvora T', .S €youpue:

v(SUT) <v(T)+wv(S)
‘Eyoupe Ti¢ €€r¢ TepInTOoELS:

1. Avo(SUT) =v(SUT) < B. Téte éyouye otyovpa 6t 9(S) = v(S) < B xou
6t v(T) =v(T) < B. Téte, v(SUT) = v(SUT) < v(S)+0v(T) = v(S)+9(T),
omou 1 aviootnTa TeoxOTTEL and To subadditivity g v.

v(SUT). Enerta, molpvoude Tic €AC TEQLTTOOELS:

B <
) =B < v(S),0(T) = B <v(T). Téte, 9(SUT) = B < 2B =
o(T).

2. Avo(SUT) =
S

() Av o(
v(S) +

(B) Avo(S) =B <v(S),0(T) =v(T) < B. Téte, o(SUT) = B < B+u(T) =
v(S)+0(T), 6mou n avicoTnTo TpoxdTTEL omd 1o 6Tt To liquid valuation etvan

un aevnTixo.

(¢) Avo(S) =v(S) < B,o(T) =B <v(T). Téte, vo(SUT) = B <v(S)+B =
0(S)+0(T), 6mou n avicdTnto tpoxdTTeL amd 1o 6Tt To liquid valuation etvan

un cevnTixod.

() v(S) =v(S) < B,o(T) =v(T) < B. Téte, o(SUT) =B <v(SUT) <
v(S) +v(T) = v(S) + 0(T), émou 1 teheutaia aviedTNTa TEOXVUTTEL AN6 TO
yeyovog 6t ) v ebvan subadditive.

261660, €youpe T0 €€Ng TEOBANUA, OTWS PUIVETOL GTO TOQUXATE TOURADELY UL

IMopdderypo: Pavtacteite éva natytn ue B = 2 xou 500 avtixeluevo a xou b Stodéoiuo oTic
TWéc p, = 2 xou pp = 1. Av unodéocouye 61 to valuation tou eivan v({a}) = v({a, b}) = 10,
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v({b}) =2 (xou dpa 7o liquid valuation etvar v({a}) = v({b}) = v({a,b}) = 2), to1e Véler
T0 a oTny Ty 2, €yovtag weéheta 8. ‘Ouwg, To demand query yio to liquid valuation v
emAéyel To b, mou Tou divel wéieta 1. Luvenng, o matytng €yel xivnteo va el Péuota oo
demand query oracle.

To mapdderypa autd amotundvel 6Tt xdde matyTng VEAEL Vo UEYIGTOTOOEL TNV WPERELS
ToU, aveldpTNTA PE TO TOCU YENUOTo EYEL Var SLodEoEL. JUVETAOC, DIHAEYEL TO GUVOLO TWV
avTixeyévov Tou Yékel uéow tou BCDQ(v, U, p, B) mou tou emiotpépel, and éva 6OVOAO
avTixeévey U, to oeT:

S; = arg ma {vi(S) —p(9)|p(S) < B;}

To mpoBhnua var 611 de aivetan Eexdiopa var uropolue va tdpoude o avtioTtolyn oyéon
v o liquid valuation cav ot Tou diver to DQ(min{v, B}, U, p), dnhodn:

(8) = p(8) = o(T) — p(T)

v xdde T'C U . Q2071600, €Y0UUE TO TUEUXATE AU

1]

Adppa 2: Eotw S C U 1o cOvoho mou emotpégel 1o BCDQ yior xdmolov malytn e
valuation v xou budget B. Téte, yio onolodrinote cbvoro T' C U, ioybouv To e€Xc:

1. 9(S) > o(T) — p(T)

2. 20(S) — p(S) > o(T) — p(T).
Amédeln: Oa amodeifouye Toug 600 oyvplopols Eeywplotd. Ta Ty mpdTn oyéon, av
p(T) > B, 16t 10 8l péhog TNy ovodtntag Yo lvan opvnTind xa 4o 1 aviooTnTaL Loy Vel

TeTptpéva.  Luvenwe, Yo eotidooupe oty mepintwon tou p(1T) < B. 'Eyouue tic e€hc
TEQPLTTOOELS:

L. (9(5) = v(S) xou 9(T) = v(T).) Apa, B > v(T). To clvoro T e&etdotnxe and o
query xot o’ 6hot awtd enéotpede t0 olvoro S. Tuvenne: 0(S) > v(S) — p(S) =
v(S) = p(S) =2 v(T) = p(T) = o(T) — p(T).

2. (0(S) = B xow 0(T') = B) Téte, n aviootnto toy Vel tetpiupévo diot: B > B — p(T)
xoL oL TWES elvon i apvnTixéc.

3. (0(S) = Bxawo(T) = v(T)) H avicotnto oy el opot: B > B—p(T) > v(T)—p(T') =
o(T) = p(T).

4. (v(S) = v(S) xaw v(T) = B) Apa, B < v(T'). To olvoro T e&etdotnue anbd to
query xot o’ 6hot awtd enéotpede t0 oivoro S. Tuvenne: 0(S) > v(S) — p(S) =
v(S) = p(S) = v(T) = p(T) = B —p(T) = v(T) — p(T).

Auté ohoxhnpdvel TNV amoBElEn TN TEWTNG OYEOTS.
[a ™ oyéon 2, enedn 1o S evar To oeT nou enécteede to BCDQ, 161 pmopoloe va
ayopootel: 9(S) > p(S). Adpoilovtog v ovioébtnta auth ot oyéon 1, €youpe ot

20(S) — p(S) = o(T) — p(T).

‘Eyovtoc autée Tic oyéoelg, unopolue vo mdpoupe yioo To LW Slag tdéne npooeyyioeic pe
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Algorithm 1 KV-Mechanism for Liquid Welfare
: Fix an ordering 7 of bidders and set U; = U.
: Set initial prices pgl) == p$}) = ﬁ.
: for each bidder + = 1,...,n according to m do

Let S; = BCDQ(v;, U, o9, B;)

With probability ¢, allocate R; = S; to i and set U;.; = U; \ S;. Otherwise, set
Ui—i—l = UZ,RZ — @

Update prices Vj € S;: p§
7: end for

(@)

i+1) _ % i
e

2

autég mou divouv posted-price unyaviouol v to SW. IHopoxdte olvetor mwg PeTaoyn-
wortiletan o akydprduog twv Krysta xan Vocking [41] pe ) yerion touv BCDQ. H avoutixd
omdden poiveton oto section 6.4. Try Bl petotpony) unopolue vo xdvoupe xou 6to [29]
vt To Bayesian setting, malpvovtag ndh (Blog tédEng mpocéyyion.

1N ouvéyea, Seiyvouue 6Tl 1) Tpooéyylon twv Lu xou Xiao [46] yio to large market as-
sumption dev e@upUéleETal OTNY TEPITTWOT TWV CUVOUUC TIXMY ONUOTOUCLOY UE UdLolpETA
avTixeipeva xar optlouye pe SlopopeTind TeoTo €va competitive market assumption. Io
ouyxexpévae, ot Lu xou Xiao [46] dedpnoov tnv mpolnddeon B; < 2EL énou OPT 1
Bertiotn yr) Tou LW xou ¢ por ueydhn otodepd yio oUVOLAO TIXES DNUOTIRUGIES UE DLonpEatua
avtixelpeva. 201600, TNV TERIMTWON TWV UBLUPETLY AVTIXEWEVLY XdTL TéTolo Bev elvan
eQTO, Aol To ToAL m makyteg Vo Tdpouv xdmoto avtixelyevo xar doo OPT < mBq,.

Téte, n oyéon auth divel Bep < B”c””” Yoo ¢ > 1, mpdyua droto.

H 8w poc mpocéyyion otov oploud tou competitive market Pooileton otnv 1déa 611 av
aponpéooupe €va Tuyaio olvolo amd n/2 naiyteg, éotw S tote Ye THovOTNTO TOLALYIOTOV
1 =9, 6mouv § < %, 1 Bértiotn Aoom oto evamoucivay clvoro T Vo eivon cuyxployn ue
Behtiotn Aoor tou mpoPAfjuatog. Iho cuyxexpyeva, €youye:

Optopdc: Eotw 0 < e < 2 xou otadepd § > 0. Mio ayopd xoheiton (g, ) - Competitive,
av, aPaEAOVTAC Eval Tuyaio chvoho S, and § TalyTeg, yia To evanoueivay cuvolo T, woyleL:

P [OPTT > (1 - g) -OPT} >1-6 (1.3)

OOV [E OPTy oudBoiillouue to Bértioto LW 1o olvoro T.

Adyw ouuuetplag TOU CUVOAOU TOU APUIEECUUE XAl TOU EVATOUEVOVTOE, Ue TiovoTnTa
TouAdytotov 1 — 24, xou ta 800 cUvoha €youv AUCEC cuyxploweg pe TN BEATIOTY, Xou
doat UTOEOUUE VoL UTOAOYICOUNE TIC TWES OO TO S o VoL TIC TPOCPEPOUPE OTOUG Taly Teg
tou T. ILo avahutxd, 1 Wéa autr Tapouctdleton oto section 6.6.

o(AS T
Aqppa 3: 'Eotw C = {j‘q}r > %} yioe otadepd B > 1. Tore, Zjeé q}r < mOPT

B(2—)-2 AT
XL D e q > g(ﬁfl) OPT.

Anodeln: And tov oplopd 6.4, 1oylel ye otadepr| miavotnTo Ot

oPT=Y"+Y =Y ¢ > (1—%) .OPT

jec jec jelu



Algorithm 2 Competitive Market (CM) Ahydprduoc

1: Divide the bidders into sets S, T uniformly at random, s.t., [S| = § = |T|.

2: Run the greedy algorithm A for bidders in S and denote the solution obtained by AS.
3: for j € U do

4: Set p; = %1‘) (.A?), where 5 > 1 is a constant

5. end for

6: Fix an internal ordering of bidders in T, 7, and set U; = U.

7. for each bidder ¢ € T arriving according to = do

8: Let S; = BCDQ(v;, U;, p).

9: Set U;qy = U; \ S;.

10: end for

. 'Eotw Sz C S 10 0Uvoho 1wV mowy eV Tou naipvouy Ta non-competitive avtixelyeva anod
Tov dninoto akyopriuo A étav teéyel oto olvoro S. Tote, oo enavinuévo oet T U Sg,
umdpyet avddeon Q ue liquid valuation

Q) > q+) 7 (A) (14)
jec jec
xal dpat:
OPT20(Q) 2D qj+) () 2D aj+8) 4
Jjec jec jec jec
I —
> (1—§> OPT+(5-1)Y 4"
jec
Metd and mpdéelc, nolpvouye:
€ - E\ -
45— OPT >3 ¢f > (1-2) OPT

Zqﬂ+2(5_1) _Zq]_ 9
jec
LUVETOC, Yo Ta avTixelpeva oto C oy Vet

T B2—¢g) -2 -
> g EWOPT

Jjec

210 EMOUEVO MAUQL, BIVOUNE Eva XdTw QEAYUN Yid TN CUVELC(QOEd Twy competitive ov-
TIXEWEVWY 0T ADoT) Tou dnAnctou ahyoplduou.

» . — ﬁ* —E&- B* T
Afppo 4: 30500 (A3) > %OPT.
Anddedn: Yuvdudlovtag v oviootnta (1.4) xou 1o Afupo 3 nadpvoupe ot
5 ( AS) < L |3 )
ZU(AJ)_Q(ﬁ_l)OPT (1.5)

jec
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O ahydprduoc A Biver plo 2-mpocéyyion yia to Bértioto LW yia 10 6T S, ouvende €youpe:

- 1—-£¢ _
S o (A)+D> v (A) > %OPTS > —52OPT (1.6)

jec jec
Yuvoudlovtag T 2 TeEAeUTAlEC OYETELS, TAlPVOUUE TO AMOTEAEGUAL.

Bewpnuo: O CM Alybpriuoc eivon prhodiing xo xou metuyaiver O(1) npocéyylon tou
Behtiotou Liquid Welfare. ITo cuyxexpyeva:

E[5(S) > (1 - 20) . 20 _125?;;%6 “Yopr
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Chapter 2

Introduction

Imagine that you are a social planner wanting to auction-off the seats of a local stadium
in an extremely wealthy neighborhood (i.e., people have no budget constraints for the
seats) for a big concert. As a social planner, your goal is to allocate the seats in a way
that maximizes (or at least approximates as closely as possible) the happiness of the
people interested in these seats. However, different people have different seat preferences;
some people are happy with two consecutive seats anywhere in the stadium, some might
be happy with only one seat in front of the stage, and some might want a whole row.
Phrased in mechanism design language, this is a Combinatorial Auction, where you seek
to optimize the Social Welfare by a truthful mechanism. Combinatorial Auctions, like
the one above, appear in many contexts (e.g., spectrum auctions, network routing auc-
tions [38], airport time-slot auctions [53], etc.) and have been extensively studied by both
Economists and Computer Scientists (see e.g.,[12] for a survey).

As if this problem was not hard enough to solve, imagine that you find out two un-
fortunate events; the stadium is in fact at a working-middle class neighborhood (i.e.,
people do have budget constraints) and your boss is concerned about the effect of budget
constraints on potential revenue. Now, the objective function should balance between
the willingness and the ability of the people to pay for their seats. Motivated by usual
discrepancies between auction participants’ ability and willingness to pay, Dobzinski and
Leme [19] introduced the notion of Liquid Welfare, which is the minimum of an agent’s
budget and valuation for a bundle of goods. As such, maximizing the Liquid Welfare
achieves a reasonable compromise between social efficiency and potential for revenue ex-
traction (which is constrained by the budgets).

It is clear that in such complex and unprincipled systems the people’s preferences may
coincide, in a way that they cannot all be fulfilled at the same time, and, as an outgrowth,
they behave in a selfish manner to get the maximum satisfaction, ignoring whether their
actions disappoint other people or not. This context comprises a game, where many
people, the so called agents, interact with each other in order to satisfy their own desire.
These agents have their private strategy and their sole aim is to maximize their “happi-
ness”, the so called utility.

Game Theory is the field that tries to quantify in a principled way the interactions be-
tween the agents, calculating the benefits and the losses of every possible action and
providing solutions that try to maximize every agent’s payoff. However, these solutions
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may be inefficient for the whole welfare. Mechanism design- the science of rule-making-
tries to fix this problem, providing guarantees that agents behave in such a manner, that
the final solution is efficient for the whole system and as a result can be thought as reverse
game theory. In this field, we design procedures that affirm that no agent has incentive
to lie about their preference, and thus, maximize their ulitity by acting in a truthful
manner. Consequently, we are able to predict the action of the players and, therefore, to
reason about the outcome of the mechanism. In other words, we want to design systems
with strategic participants that have good performance guarantees.

Informally, a mechanism is characterized by a set of feasible outcomes O, an alloca-
tion rule f and a payment rule p’ = (p1,...,p,). Each agent has a private valuation
v; : O — R5( and tries to maximize its utility, which is defined as the valuation for the
outcome w minus the payment, i.e. u; = v;(w) — p;. This utility model is called quasi-
linear. From now on, we will assume that the utilities of the agents are quasi-linear, unless
mentioned otherwise. We call a mechanism truthful, if every agent has no incentive to lie
about their private information, no matter how the rest of the agents play. This means
that every agent maximizes its utility by reporting his true valuation, independently of
what others’ strategies are. Therefore, the payment rule is essential for succeeding the
truthfulness of the mechanism.

The performance is measured, in the majority of the mechanisms in the literature, by the
total utility or Social Welfare, which is defined as the sum of every agent’s valuation on
the outcome of the mechanism w € O, i.e. Y ", v;(w). At this point, we have to mention
that problems in Mechanism Design are either single-parameter, where the preference
of each agent consists of only one number, or multi-parameter. In this diploma thesis,
we focus on a certain type of mechanisms, the so called Auctions, which are mechanisms
specifically for the exchange of goods and money, and has been studied by both Computer
Scientists and Economists.

Single-Parameter Auctions

Imagine that you want to auction-off an item and there are n available buyers. Every
buyer i has a private valuation v; for the item and wants to maximize their utility, i.e.
u; = v; — p, if buyer ¢ gets the item, where p is the price he has to pay and 0 otherwise.
Your goal is to give the item to the buyer who wants it more, i.e. the buyer with the
highest valuation. Now, we are going to compare two different payment rules, that do not
affirm truthfulness. First, we assume that the item is given for free, meaning that p = 0.
Then, every buyer would misreport their true valuation, by announcing a much higher
number, since they only have better chances of getting the item. Second, we assume that
if buyer ¢ gets the item, he has to pay the number he announced to the auctioneer. Then,
it s clear, that every buyer would announce a lower number, as their utility stays 0 by
reporting their true valuation, whether they acquire the item or not. This latter form is
known as first-price auction and its performance has been studied extensively in

The solution to this problem is due to Vickrey [64], who introduced the so called Second-
Price Auction. In this mechanism, the bidder with the highest bid gets the item and
has to pay a price equal to the second highest bid. The truthfulness of the Second-Price
auction is presented in Section 3.2.1.
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In the case of multi-unit auctions, where there are multiple copies of the same item, My-
erson [49] proved that a mechanism is truthful if and only if is monotone, meaning that
the amount of staff an agent is allocated is monotone to his bid. At the same time, the
payment rule is unique (see Section 3.2.2) and, intuitively, each agent pays for each unit of
item the minimum report needed to win this unit. As the single-parameter environment
is well understood, we will focus on the multi-parameter environment and Combinatorial
Auctions.

Multi-Parameter Auctions

Now, assume that we have to face a more general problem, for example there are multiple
items to be auctioned. This setting is known as a Combinatorial Auction. A Combina-
torial Auction (CA) consists of a set U of m items to be allocated to n bidders. Each
bidder 7 has a valuation function v; : 2V — Rso. Valuation functions, v, are assumed to
be non-decreasing, i.e., v(S) < v(T), for all S C T C U, and normalized v({)) = 0. For the
objective of Social Welfare (SW), the goal is to compute a partitioning S = (51, ..., S,)
of the set of items, U, that maximizes v(S) = Y., v;(S5;).

We focus on Combinatorial Auctions with submodular, XOS or subadditive bidders.
A set function v : 2V — Ry is submodular if for every S, T C U, v(S) + v(T) >
v(SNT)+ov(SUT) and subadditive if v(S) +v(T) > v(SUT). A set function v is XOS
(a.k.a. fractionally subadditive, see [28]) if there exist additive functions wy : 2V — Rsg
such that for every S C U, v(S) = maxg{w(S)}. The class of submodular functions is
a proper subset of the class of XOS functions, which is a proper subset of the class of
subadditive functions.

The question is how should an appropriate payment rule look like in a Combinatorial
Auction in order to to retain truthfulness. In fact, there is a mechanism that terminates
with the optimal solution for general valuation functions in a truthful way. This mech-
anism was introduced by Vickrey [64], Clarke [8] and Groves [35] and is known as VCG
mechanism. VCG is the unique truthful welfare-maximizing mechanism and is applied in
general mechanism design environments. The idea behind this mechanism is to associate
the welfare maximization with the maximization of the utility of each bidder and charge
him his externality, i.e. p; = maxyeo Y ;. vj(w) — >, vj(w*), where w* is the optimal
solution (see Section 3.3.3 for further details). However, VCG cannot be implemented in
polynomial time for most valuation function classes and as a result, we have to look for
approximation mechanisms. One would may ask why not compute an approximate VCG
solution and calculate the prices according to it. The answer is that any price calculation
based on approximation would result to non-truthful mechanisms. As far as the com-
munication complexity of the mechanism is concerned, we assume that the auctioneer
has oracle access to the players’ utilities and that he can ask queries to them, since each
bidder has to announce exponentially-sized information to the mechanis. The two main
categories of queries are the value and the demand queries. In this thesis, we focus on
Combinatorial Auctions with demand queries, as this kind of queries is a more powerful
tool and allows the achievement of much better approximation guarantees.
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Combinatorial Auctions via Value Queries

In mechanisms that operate with value queries, valuations are given via black boxes. In
a value query, the mechanism defines a subset S C U and the player i returns v;(S). As
optimization problem, forgetting incentives, the computation of a near-optimal welfare
maximizing allocation with value queries is still a challenging task; Khot et al. [40] proved
that there is no approximation algorithm that uses polynomially many value queries and
approximates the optimal welfare by a factor better than (1 — 1/e), unless P = NP.
Based on this result, Vondrak [65] developed an algorithm which achieves a (1 — 1/e)-
approximation for the submodular welfare problem with polynomial number of value
queries. Furthermore, Mirrokni et al. [48] proved that for any fixed ¢ > 0, achieving
an approximation ratio of (1 — 1 +¢) for welfare maximization with submodular bidders
requires an exponential number of value queries. For the case of subadditive valuations,

Dobzinski [20] introduced an \/Lrn—approximation algorithm, using a polynomial number

of value queries. Later, Mirrokni et al. [48] proved that for any fixed £ > 0, achieving an

approximation ratio of —— for welfare maximization with subadditive bidders requires

m2_°
an exponential number of value queries. Dobzinski [15] proved that any truthful mecha-

nism for submodular Combinarorial Auctions with approximation ratio better than mz—¢

must use exponentially many value queries.

Combinatorial Auctions via Demand Queries

In mechanisms that operate with demand queries, valuations are given via black boxes.
In a demand query DQ(v;, U, p), the mechanism presents price vector j for the goods
and each player ¢ returns the set S; of goods that maximizes his utility, i.e. S5; =
argmaxrey {v;(T) — p (T)}. In the worst-case setting, where we do not make any further
assumptions on bidders’ valuations, Dobzinski et al. [21] presented the first truthful mech-
anism with a non-trivial approximation guarantee of O(log* m). Dobzinski [17] improved
the approximation ratio to O(logmloglogm) for the more general class of subadditive
valuations. Subsequently, Krysta and Vécking [41] provided an elegant randomized on-
line mechanism that achieves an approximation ratio of O(logm) for XOS valuations.
Dobzinksi [16] broke the logarithmic barrier for XOS valuations, by providing an approx-
imation guarantee of O(y/logm). We highlight that accessing valuations through demand
queries is essential for these strong positive results. In the Bayesian setting, bidder valu-
ations are drawn as independent samples from a known distribution. Feldman et al. [29]
showed how to obtain item prices that provide a constant approximation ratio for XOS
valuations. In Chapter 5 we analyze these mechanisms’ components, presenting the way
they operate.

In fact, these mechanisms are inspired from the notion of clearing prices, for which sup-
ply equals demand. We say that an allocation S = (Si,...,S,) and a price vector p
are in Walrasian Equilibrium if (i) S; € arg maxpcy {Ui(T) =D jer pj} and (ii) an item
j € U is unsold, only if p; = 0. According to the First Welfare Theorem, if (S,p) is a
Walrasian Equilibrium, then S is a welfare-maximizing allocation. The case of Walrasian
Equilibrium in auction format has been first studied through ascending price auctions
(see e.g. [47, 10, 1, 2]). Kelso and Crawford [10] introduced an ascending price auction
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with use of demand queries that terminates at a Walrasian Equilibrium for gross substi-
tutes valuations. An agent is said to have a gross substitutes valuation if, whenever the
prices of some items increase and the prices of other items remain constant, the agent’s
demand for the items whose price remain constant weakly increases. However, Gul and
Staccheti [36] proved that gross substitutes is the largest valuation class, for which a
Walrasian Equilibrium is guaranteed to exist (see Chapter 4 for further details). As a
result, for more general valuation functions, such as submodular, XOS, or subadditive,
where clearing prices are not guaranteed to exist, the above mechanisms tried to compute
approximate clearing prices, i.e. prices that a posted-price mechanism would result with
high welfare. In other words, these mechanisms try to find prices, neither too low, nor
too high, such that there exist an allocation S with }_._¢p; > a-v(OPT).

Value vs Demand Queries

It is apparent that demand queries are much more powerful than value queries. In fact,
a value query can be simulated by polynomially many value queries, but exponentially
many value queries may be required to simulate a single demand query, as Blumrosen
and Nisan [5, Lemma 3| proved. It gets more clear with the following example: Assume
there are 2 bidders and m items. The first bidder has valuations 2|S| for every set S,
except for a set H of % items with valuation 2|H| + 2, and the second bidder has valua-
tion 2|S| + 1 for each set S. The optimal solution is to assign H to the first bidder and
the rest 7 items to the second bidder, with a total welfare of 2m + 3. For price vector
P = (p1,...,pm) With p; = 24 ¢ for all items j, the demand query of the first bidder
returns set H. However, with the use of value queries, unless all the sets of % items be
queried, the optimal allocation cannot be determined. Therefore, Q(2") value queries
will be needed in the worst case. As this example highlights, a demand query can export
and communicate exponentially larger amount of information than a value query, as it
returns the utility maximizing set along all possible 2™ different subsets.

Budget Feasible Mechanisms

Until now, the mechanisms presented did not take into account a crucial parameter in real
life application, the budget constraints. However, when bidders are budget constrained,
the Social Welfare cannot be approximated by a factor better than n, where n is the
number of agents. The classic VCG approach does not hold anymore, since the utilities
of the bidders stop being quasi-linear. In fact, they are formed as:

v;—p, if p<DB;
Wi = .
—00 otherwise

where B; is bidder’s ¢ budget. Nonetheless, a reverse approach has been studied exten-
sively, in the so called Procurement Auctions. In a Procurement Auction there are n
sellers, competing each other to be preferred by a single buyer. Budget feasible mecha-
nisms refer to the case where the buyer is budget constrained. This topic was introduced
by Singer [62], where he introduced a randomized O(1) factor budget feasible mechanism
that is universally truthful for the class of submodular functions. Moreover, Dobzinski
et al. [22] proved a O(log®n) approximation for the case of subadditive functions. This
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results were improved by Bei et al. [4], where they gave a O(lolgof0 Tg‘n) approximation mech-

anism for subadditive functions. Budget feasible mechanism design focuses on payment
optimization in reverse auctions, a setting almost orthogonal to the setting we consider
in our work, but we refer to it for completeness.

Liquid Welfare

Liquid Welfare was introduced as an efficiency measure for auctions when bidders are
budget constrained in [19], since it was known that getting any non-trivial approxima-
tion for the SW in these cases is impossible. Moreover, Dobzinski and Leme [19] proved
a O(logn) (resp. (log®n))-approximation to the optimal LW for the case of a single di-
visible item and submodular (resp. subadditive) bidders. Dobzinski and Leme [19] and
Lu and Xiao [45] proved that the optimal LW can be approximated truthfully within
constant factor for a single divisible good, additive bidder valuations and public budgets.
Closer to our setting, Lu and Xiao [46] provided a truthful mechanism that achieves a
constant factor approximation to the LW for multi-item auctions with divisible auctions,
under a large market assumption. Under similar large market assumptions, Eden et al.
[26] obtained mechanisms that approximate the optimal revenue within a constant factor
for multi-unit online auctions with divisible and indivisible items, and a mechanism that
achieves a constant approximation to the optimal LW for general valuations over divisible
items. However, prior to our work, there was no work on approximating the LW in CAs
(in fact, that was one of the open problems in [19]).

Our Results: Intuition and Contribution

Our aim is to extend these results to the objective of Liquid Welfare. To this end, we
exploit the fact that most of the mechanisms above (and the mechanisms of [41] and [29],
in particular) follow a simple pattern: first, by exploring either part of the instance in
[41] or the knowledge about the valuation distribution in [29], the mechanism computes
appropriate (a.k.a. supporting®) prices for all items. Then, these prices are “posted” to
the bidders, who arrive one-by-one and select their utility-maximizing bundle, through a
demand query, from the set of available items,as in Algorithm 3.

Algorithm 3 Core Mechanism
: Fix an ordering 7 of bidders and set U; = U.
. Set initial prices for the items: p{V) = (p§”, o ,p,(%)).
: for each bidder + = 1,...,n according to m do

Let S; = DQ(v;, U, p19,)

With probability ¢, allocate S; to ¢ and set Uy = U; \ S;. Otherwise, set
Uit1 =U;.

Update item prices to g1 = (
7: end for

)

y ey UM

32

The technical intuition behind the high level approach above is nicely explained in [16,
Section 1.2]. Let O = (Oy,...,0,) be an optimal solution for the SW (in fact, any con-

LA price vector = (p1,...,pm) supports allocation S = (Sy,...,S,), if v(S) > Zj Dj.
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stant factor approximation suffices). The supporting price of item i in O is ¢; = wr({j}),
where wy, is the additive valuation determining the value v;(O;) (recall that valuation
functions are XOS). Intuitively, ¢; is how much item j contributes to the social welfare of
O. Then, a price of p; = ¢;/2 for each item j is appropriate in the sense that a constant
approximation to v(Q) can be obtained by letting the bidders arrive one-by-one, in an
arbitrary order, and allocating to each bidder 7 her utility maximizing bundle, chosen
from the set of available items by a demand query (see [16, Lemma 4.2]).

Hence, approximating the SW by demand queries boils down to computing such prices
pj. In the Bayesian setting, prices p; can be obtained by drawing n samples from the
valuation disribution and computing the expected contribution of each item j to a con-
stant factor approximation of the optimal allocation (see Section 3 and Lemma 3.4 in
[29]). Similarly, the idea of estimating the contribution of the items would work un-
der some market uniformity assumption, as the one introduced in Definition 6.4. In
the worst-case setting, if we assume integral and polynomially-bounded valuations (i.e.,
that max;{v;(U)} < m4, for some constant d), a uniform price for all items selected at
random from 1,2,4,8,...,2%98™ results in an logarithmic approximation ratio. Krysta
and Vocking [41] show how to estimate supporting prices online, by combining binary
search and randomized rounding. Importantly, as long as each bidder does not affect the
prices offered to her, this general approach results in (randomized universally) truthful
mechanisms.

Towards extending the above approach and results to the LW, our first observation
(Lemma 6.2) is that if a valuation function v is submodular (resp. XOS), then the
corresponding liquid valuation function © = min{v, B} is also submodular (resp. XOS).
Then, one can directly use the mechanisms of e.g., [41, 16, 29] with valuation functions
v = min{v, B} and demand queries of the form: DQ(min{v, B},U,p) (i.e., wrt. the
liquid valuation of the bidders) and obtain the same approximation guarantees but now
for the LW. However, the resulting mechanisms are no longer truthful; bidders still seek
to maximize their wtility (i.e., value minus price) from the bundle that they get, subject
to their budget constraint, rather than their liguid utility (i.e., liquid value minus price).
Specifically, given a set of items U available at prices p;, j € U, a budget-constrained
bidder i wants to receive the bundle S; = argmaxgcy{v:(S) — p(S) | p(S) < B;}, and
might not be happy with the bundle S; = arg maxgcy{v:(S) — p(S)} computed by the
demand query for the liquid valuation.

To restore truthfulness, we replace demand queries with budget-constrained demand queries.
A budget-constrained demand query, denoted by BCDQ(v, U, p, B), specifies a valuation
function v, a set of available items U, a price p; for each j € U and a budget B, and
receives the set S C U maximizing v(S) — p(S), subject to p(S) < B, i.e., the set of
available items that maximizes bidder’s utility subject to her budget constraint.

To establish the approximation ratio, we first observe that the fact that liquid valua-
tions are XOS suffices for estimating supporting prices, as in previous work on the SW.
Additionally, we show that the bundles allocated by BCDQ(v, U, p, B) approximately sat-
isfy the efficiency guarantees on the liquid welfare and the liquid utility of the allocated
bundles (see Lemma 6.3). Specifically, we observe that the approximation guarantees of
mechanisms for the SW mostly follow from the fact that a demand query DQ(v, U, p)
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guarantees that for the allocated bundle S and for any T C U :
1 u(S) = p(S) > o(T) — p(T)
2. v(8) =z o(T) — p(T)

In Lemma 6.3, we show that a budget-constrained demand query, BCDQ(v, U, p, B),
guarantees that for the allocated bundle S and any T' C U,

1. 20(S) = p(S) 2 v(T) — p(T)
2. 5(S) > o(T) — p(T).

Using this property, we can prove the equivalent of [16, Lemma 4.2] in Lemma 6.5) and
also the approximation guarantees of the mechanisms in [41, 29] but for the LW.

Formalizing the intuition above, we obtain (i) a randomized universally truthful mech-
anism that approximates the LW within a factor of O(logm) (Section 6.4), and (ii) a
posted-price mechanism that approximates the LW within a constant factor when bidder
valuations are drawn as independent samples from a known distribution (Section 6.5).
Both mechanisms assume XOS bidder valuations; the former is based on the mechanism
of [41] and the latter on the mechanism of [29].

Motivated by large market assumptions often used in Algorithmic Mechanism Design (see
e.g., [6, 26, 46] and the references therein), we introduce a competitive market assump-
tion in Section 6.6. The main idea is that when there is an abundance of bidders, even
if we remove a random half of them, the optimal LW does not decrease by much. Then,
computing supporting prices for all items based on a randomly chosen half of the bidders,
and offering these prices through budget-constrained demand queries to the other half,
yields a universally truthful mechanism that approximates LW within a constant factor
(Theorem 6.4).
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Organization of the Thesis

In Chapter 3 we will make a brief introduction to Mechanism Design, giving fundamental
definitions and theorems, such as the notions of dominant strategy, truthfulness, DSIC
mechanisms and Revelation Principle. For the single-parameter case, we will deal with
the Second-Price Auction and Myerson’s Lemma, while for the multi-parameter setting,
we will state the VCG mechanism, its power and limitations, and the definition of a
Combinatorial Auction. Afterwards, we will introduce a different class of mechanism, the
Posted-Price mechanisms and finally, we will make a short notice on the Linear Program-
ming machinery.

In Chapter 4 we will introduce a new notion of auctions, the Ascending Price auctions
and define a new concept of truthful revelation, sincere bidding and ex-post Nash equi-
librium. Furthermore, we are going to deal with the case of market equilibrium, the so
called Walrasian Equilibrium and the prerequisites under which, ascending price auctions
terminate at a Walrasian Equilibrium. Finally, we will express the Combinatorial Auc-
tions via Linear Programming and examine under which conditions the VCG mechanism
can be implemented in polynomial time.

In Chapter 5 we will introduce the supporting prices and the structure of Posted-Price
mechanisms in Combinatorial Auctions. In the worst-case and the Bayesian setting, we
will present the most important results, providing a deeper explanation and intuition to
their technics. More specific, we are going to categorize mechanisms according to the
way they post the prices, and connect it with the notions of Walrasian Equilibrium and
Ascending-Price auctions.

In Chapter 6 we will present an alternative notion of efficiency in auctions with budget-
constrained bidders, the so called Liquid Welfare, introduced by Dobzinski and Leme
[19]. Thus far, there was no work approximating the Liquid Welfare in Combinatorial
Auctions, except the case of multi-item divisible setting with additive bidders under a
large market assumption. However, we will extend the approximation results of Social
Welfare in Combinatorial Auctions with submodular (or XOS) bidders for the measure
of Liquid Welfare. Finally, we will define a new notion of Competitive Markets and give
a constant approximation mechanism for XOS bidders.
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Chapter 3

Basics of Mechanism Design

First, we are going to give some fundamental definitions of the area of mechanism design
and present some basic mechanisms for single and multi -parameter environment.

3.1 Preliminaries

The basic setup: Assume that there are m agents participating in the mechanism
and let O be the set of the feasible outcomes. Each agent ¢ has a private valuation
v; © O = R5( and reports its bid b; : O — R to the mechanism. After collecting the
bids, the mechanism uses a social choice function f : b — O, which maps the bidding
profile, b = (b1, ...,by), to an allocation, and a payment scheme p'= (p,...,p,) for this
allocation. A deterministic mechanism is defined by the pair (f,p).

Note: A mechanism that operates as described above, is called direct revelation An in-
direct mechanism is a function M : A" — O, which maps an action vector to a feasible
outcome. We will focus later on indirect mechanisms.

Notation: By ©_; we express the valuation profile of all agents, except for i, i.e.
Ty = (U1, Vic1, Vigd, - -+ Un)

Definition 3.1 (Quasi-linear Utility). In a mechanism (f,p) we say that the utility func-
tions are quasi-linear if:

-, -,

u; = vi(f(b)) — pi(b) (3.1)
where b is the bid profile of the agents.

Note: For the rest of the analysis, we assume that all agents have quasi-linear utilities,
until we introduce the notion of Liquid Welfare.

Definition 3.2 (Dominant Strategy). A bidding strategy b; € V; is dominant, if it maz-
imizes agent’s 1 utility, regardless what others are doing. Formally:

v (f(biy U)) — pilbi, Us) > v; (f (b}, V) — pi(b], U-s) (3.2)

We call a mechanism truthfull, when truthtelling is the dominant strategy for every
agent. Formally:
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Definition 3.3 (Truthfulness, [51]). Let (f,p) be a mechanism. Then, Mechanism (f,q)
is truthful if for all i € [n] and for any v}, it holds that:

vi (f (i, U4)) — pi(vi, i) > i (f (v, 0-3)) — palvg, T-4) (3.3)

Our mechanisms in this work are going to be randomized, i.e., they are probability distri-
butions over deterministic mechanisms. The incentives desiderata for randomized mecha-
nisms are either universal truthfulness (when all the deterministic mechanisms are Domi-
nant Strategy Incentive Compatible (DSIC)) or truthfulness in expectation(when bidders’
expected utilities are maximized under truthful reporting of their private information).
In this work, we are focusing on the former, stronger notion; the one of universal truth-
fulness.

Definition 3.4 (Universal Truthfulness). Let ( f, ]5) be a randomized mechanism over

a set of deterministic mechanisms {(fl,pl) ey (fk,pk)}. Mechanism (f, ]5) is univer-
sally truthful if for all i € [n], k € [k] and for any v}, it holds that:
vi (f"(vi, U4)) = Pf (vi, V) > v (f7 (07, T-4)) — pf (0], 0-4) (3.4)

When an agent enters the mechanism, it is important for him to know that whatever the
outcome is, he can never have negative utility. The mechanisms that fulfill this property
are called individually rational. Formally, we have:

Definition 3.5 (Individually Rational, [51]). A mechanism (f,p) is individually rational
if for all i € [n] and for all valuation profiles ¥ = (vy,...,v,), it holds:

v (F(@) = pi(®) = 0 (3.5)

Definition 3.6 (DSIC). A mechanism (f,p) is DSIC (Dominant Strategy Incentive Com-
patible) if it is truthful and individually rational.

Assume that mechanism (f, p) is non-DSIC, in the sense that every agent has a dom-
inant strategy, but it is not guaranteed that this strategy is truthtelling. The question
that arrises is whether (f,¢) can be simulated by another mechanism (f’,p’), such that
(f',p') is DSIC. The answer is positive and is called Revelation Principle. Formally, we
have:

Theorem 3.1 (Revelation Principle). For every mechanism (f,p) in which every agent
has a dominant strategy, there is an equivalent direct-revelation DSIC mechanism (f',p’).

Proof. As defined above, every agent has a private valuation v; and a dominant strategy
si(v;). Hence, it means that each agent ¢ would announce s;(v;) to (f,p). Let us now
construct an equivalent mechanism (f’,p) that accepts each agent’s bid b;, operates the
function s; on the announced bid b;, Vi € [n] and then outputs the same allocation and

- —,

payments as (f,p). Formally, we define f'(b) = f (s(l;)) and p'(b) = p <s(g)>, where
s(b) = (s1(b1), - - ., Sn(by))-
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Consequenlty, as agent ¢ who has private valuation v; and dominant strategy s;(v;), would
only diminish their utility by reporting a bid other than v; and therefore, by possibly
playing in (f,p) a strategy other than s;(v;). Hence, mechanism (f’,p’) is DSIC.

m

By this time, we have not mention anything about the measure of efficiency of the mech-
anisms. It is reasonable that efficiency varies according to the mechanism’s designer
wishes. If a government is to decide about the realization or not of a public project, then
the appropriate efficiency measure is the total welfare of the community. If a seller is
to auction his car, he probably wants to get as much money as possible and wants to
maximize their revenue. Formally, we have:

Definition 3.7 (Social Welfare). Let (f,p) a mechanism and S € O its output by the
participation of n agents. Then, Social Welfare is defined as:

SW = Xn:vi(S) (3.6)

On the other hand, it is logical that the revenue extracted from the agents is the
sum of the prices each agent was charged. More formally, we define the revenue of the
mechanism as follows:

Definition 3.8 (Revenue). Let (f,p) a mechanism and S € O its output by the partici-
pation of n agents. Then, revenue is defined as:

REV = Z nil(S) (3.7)

In Chapter 6 we introduce another notion of effficiency, called Liquid Welfare which is
defined when agents are restricted by their budget. Briefly, we have:

Definition 3.9 (Liquid Welfare). In a budgeted setting with n bidders, where each bidder
1 has budget B; and valuation v;, we define the Liquid Welfare of outcome w € O by:

LW = " min{uv;(w), B;} (3.8)
i=1
Finally, we are going to define the concept of approximation and randomized algorithms,

which are widely used in Mechanism Design.

Approximation in Mechanism Design. We say that a mechanism p-approximates
the optimal solution if: ALG > p - v(OPT), where p < 1, ALG is the solution of the
mechanism and OPT the optimal solution.

Randomization in Mechanism Design. We say that a randomized mechanism p-
approximates the optimal solution if: E[ALG] > p- OPT, where p < 1, ALG is the
solution of the mechanism and OPT the optimal solution.

25



3.2 Single-Parameter Environments

3.2.1 Single-item Auctions

Suppose that you want to design an auction for an indivisible item, so as to maximize
the Social Welfare, i.e. allocate the item to the agent that wants it more. As claimed
before, we cannot give the item for free, nor charge the winning bidder his bid, as we
incentivize the agents to misreport their true valuation and can lead to a really low
welfare. Therefore, we have to find the appropriate payment rule, so as no agent can
augment their utility by lying about their valuation. The solution to this problem is the
so called Second-Price Auction, where the bidder with the highest bid gets the item and
has to pay a price equal tothe second highest bid, and which was introduced by Vickrey.

Theorem 3.2. The Second-Price Auction is DSIC.

Proof. Let n be the number of bidders that participate in the auction. Fix an arbitrary
player ¢ an let v; be its valuation. Our aim is to prove that ¢ has dominant strategy to
bid their true valuation, i.e. b; = v;. Let b_; be the bidding profile of the rest of the
agents and let L be the highest bid, among them, i.e. L = argmax;,; b;. Now, we are
going to distinguish the following cases:

e v; < L. If b; < v; then the outcome of the auction remains the same and 7 does not
get the item. If b; > v;, agent i compromises to exceed L and therefore, to acquire
the item in the price of L, getting negative utility.

e v; > L If b; > v; then the outcome of the auction remains the same and agent 1
gets the item in the price of L. If b; < v;, agent ¢ compromises to fall behind L
and therefore, to lose the item , getting zero utility. If they still win the item, then
price will be still be L and their utility would remain the same.

Therefore, it is clear that agent ¢ has no incentive to lie about their valuation and
truthtelling is their dominant strategy. O]

3.2.2 Multi-unit Auctions

Now, suppose that you have multiple or infinite copies of the same item. Second-Price
Auction seems a powerless tool to be implemented in this setting. So, we have to think

- -

of a new feasible allocation and payment rule f(b),p(b) C R"™. Agents have still to report
their valuation v, which in this case is the valuation “per unit of staff”. The solution to
this setting was given by Myerson. Formally, we have:

Theorem 3.3 (Myerson’s Lemma, [49]). A mechanism (f,p) is DSIC if and only if,
assuming for every bidder i with bid b; and b_;, it holds:

o fi(b, l;_z) is non-decreasing in its bid b;
e the unique payment rule is given by the formula:

-

b; d .
0 dz
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3.3 Multi-Parameter Environments

In the previous sections, we discussed primarily for cases where agents should report to
the mechanism a single valuation. What if we have to face a more general problem, for
example there are multiple items to be auctioned?” How should an appropriate payment
rule look like in order to to retain truthfulness? One would reasonable think that, running
separate Second-Price Auctions for each item, would result to DSIC mechanism. Hence,
the answer is more complex than that. In fact, separate Second-Price Auctions is the
solution if agents’ valuations are additive, meaning that the valuation of a bundle of items
equals to the sum of valuation of each item separately.

3.3.1 Combinatorial Auctions

At this point, we are ready to define the notion of a Combinatorial Auction. Informally, it
is a special case of the multi-parameter environment defined previously, where valuation
functions are defined on the 2™ subsets of the m different items, although there are
(n 4+ 1)™ different outcomes. The reason for this is that every agent is indifferent who
gets an item, if it is not him.

Definition 3.10 (Combinatorial Auction). A Combinatorial Auction (CA) consists of
a set U of m items to be allocated to n bidders. Each bidder i has a valuation function
v; 1 2V — Rsg. Valuation functions, v, are assumed to be non-decreasing, i.e., v(S) <
o(T), for all S C T C U, and normalized v(0) = 0. For the objective of Social Welfare
(SW), the goal is to compute a partitioning S = (S1,...,S,) of the set of items, U, that
mazimizes v(S) =Y v;(S;).

3.3.2 Valuation Classes

Now, we are going to give some basic definitions about the valuation classes, which
determine the difficulty of the problem. Let v a valuation function and U the set of m
items.

Definition 3.11 (Additive). A set function v : 2V — Rsq is additive if for every S C U:

v(S) =Y v{i}h (3.10)

JjeS

This is the least general class of valuation functions and entails that there are no de-
pendencies between the items or the size of the set. This setting can be solved optimal
through parallel second-price auctions.

Definition 3.12 (Gross Substitutes). An agent is said to have a gross substitutes valu-
ation if, whenever the prices of some items increase and the prices of other items remain
constant, the agent’s demand for the items whose price remain constant weakly increases.

The above definition is informal, as it requires some more technical background, which is
provided later in the thesis, and this class arises naturally as a necessity for the efficiency
guarantees of an ascending price auction, presented later. Therefore, we give the formal
definition in Section 4.5.
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Definition 3.13 (Submodular). A set function v : 2V — Rsq is submodular if for every
S, T CU, withT C S and item j ¢ S:

v(SU{j}) —v(S) < v(TU{j}) —o(T) (3.11)

Submodularity can be seen as the discrete analog of concavity and arises naturally in
economic settings since it captures the property that marginal utilities are decreasing as
we allocate more goods to a player.

Definition 3.14 (XOS). A set function v is XOS (a.k.a. fractionally subadditive) if
there exist additive functions wy, : 2V — Rsq such that for every S C U:

v(S) = mkax{wk(S)} (3.12)

Definition 3.15 (Subadditive). A set function v : 2V — Rsq is subadditive if for every
S, T CU,:
v(S)+v(T) >v(TUS) (3.13)

Subadditivity can be seen as complement-free market, as the combination of any two
bundles of items does not increase their value.

The relation between the aformentioned classes is the following:

Additive C Gross Substitutes C Submodular C XOS C Subadditive (3.14)

subadditive

Figure 3.1: The relation between the valuation function classes.

3.3.3 VCG mechanism

Hence, there is a mechanism that solves much more complicated and general settings
than the auctioning of multiple items, even for general valuation functions. Imagine the
most abstract definition of a multi-parameter environment. Then, it should be defined

like this:
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e There are n agents.
e There is a finite set {2 of possible outcomes.

e Every agent has a private valuation v;(w), Yw € Q.

Now, we are ready to introduce a DSIC mechanism for the Welfare maximization of
any multi-parameter environment, where the utilities are quasi-linear.

Theorem 3.4 (VCG mechanism, [64, 8, 35]). In every general mechanism design en-
vironment, there is a DSIC welfare-mazximizing mechanism (f,p), which is defined as
follows:

o w* = f(b) = arg max,eq o bi(w)

* pi(b) = maxyeq Zj;éi bj(w) — Zj;éi bj(w").
(Intuitively, each agent is asked to pay its externality, since the first term in the RHS of
the payment rule equals to the optimal solution, calculated on all the agents except for
1, and the second term equals to the contribution of the rest of the agents in the optimal
solution.)

Proof. Fix an arbitrary player ¢ an let v; be its valuation function. Our aim is to prove
that ¢ has dominant strategy to bid their true valuation function, i.e. b; = v;. Let 5,1 be
the bidding profile of the rest of the agents. Based on the allocation and payment rules,
defined above, the utility of player ¢ is defined as:

u; = v (wW*) — pi(w*) = [Ui(w*) + Z b; (w*)] —max » b;(w) (3.15)

— weN
J#

J#
It is clear, that agent ¢ cannot influence the second term of the RHS of equation (1.9).
However, the term [vi(w*) + D2 (w*)] is maximized when agent 7 reveals their true

valuation profile, by the definition of the allocation rule, as misreporting can lead to
another outcome with lower welfare. Therefore, it is dominant strategy for every agent
7 to bid their true valuation function. Moreover, it is easy to verify that truthtelling
guarantees non-negative utilities for all agents, since the maximization space for the
positive term of the RHS of (1.9) is only bigger than that of the negative term, and
hence, the VCG mechanism is DSIC. n

However, as we will discuss now, VCG is not a panacea; imagine a Combinatorial Auction
with n bidders and m items. As defined above, each bidder has to announce 2™ values, one
for each bundle of items, assuming that valuations are not additive. So, for instance, for
m = 20 each bidder has to communicate more than 1 million numbers to the auctioneer,
and as a result, it is clear that it cannot be implemented in real life.

Even if we overlook the communication problem, another problem that appears is that
VCG cannot be implemented in polynomial time, except for some very specific classes of
valuation function, that we are going to define in the next chapter. As a result, the way
to overcome this problem is to seek for near-optimal solutions, the so called approrimate
solutions.

Furthermore, although we proved that VCG is DSIC mechanism, it is vulnerable to
collusion among the agents. In other words, it is not group strategyproof. The following
example delineates this issue.
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Example 3.1. Think of a case with 3 agents and the mechanism wants to decide whether
to build a road or mot. The possible outcomes are “yes” and "no”. Now, assuming
vi(yes) = va(yes) = 3, vi(no) = va(no) = 0 and vs(yes) = 0,v3(no) = 5, then the
outcome of the mechanism, implementing VCG, is “yes” and ends up with payments
p1 = p2 = 2,p3 = 0. Now, if agents 1,2 collude and report vi(yes) = vh(yes) = 5, then
the outcome will remain the same, but the payments will decrease to 0, for both agents.

The last example highlights one more problem, that VCG can have a really bad rev-

enue. Finally, in many real-life situations, decisions about the allocation of resources
must be made online, without information about the future. For example, think of a
Combinatorial Auction, where bidders arrive sequentially; how can the seller be reas-
sured that items will not end up early to agents with low valuations? The problem that
arises is that VCG cannot be implemented in online settings, as it requires to compute
an offline optimal solution.
Consequently, there have to be found another mechanisms to be implemented in Combi-
natorial Auctions. Until now, we have only talked about direct-revelation mechanisms,
where the agents report all of their private information to the mechanism. Though, we
have to introduce a new category of mechanisms, the so called indirect mechanism, where
information is provided only on a “need-to-know” basis through queries.

3.4 Value and Demand Queries

As it has been clear, Combinatorial Auctions with m items have a strong disadvantage;
the communication complexity. Each agent has 2™ different values, one for each bundle,
except for the case of additive valuations. Of course, it is impossible for a mechanism to
operate with exponential size of input, even in real life auctions with a small number of
items. A solution to this problem is the implementation of queries, through which the
mechanism can acquire the information needed. The two main categories are the Value
and the Demand queries. More specifically, we have:

Definition 3.16 (Value Query (VQ)). Let S be a set of items. Then, bidder i’s Value
Query (VQ(S)) returns the value of the set:

VQ(S) = vi(5) (3.16)

The definition of a value query is simple enough; it just returns the value of a bundle. It
is clear that this tool does not give great power to the mechanism, as it would require
exponentially many value queries, in order to execute VCG. However, it allows the mech-
anism designer to define the way he learns the valuations. A more powerful tool is the
demand query and is defined as follows:

Definition 3.17 (Demand Query (DQ)). Let U be the set of items that are available
and p their prices. Then, bidder i’s Demand Query (DQ(v;, U, p)) returns set S; C U
satisfying:

Si = arg max {v;(5) — p (5)} (3.17)

It is apparent, that demand queries are much more powerful than value queries; they
return the most profitable bundle between 2™ different bundles at specific prices. A naive
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way to simulate the function of demand queries through value queries would require to
examine all 2™ possible bundles. However, it is necessary in many cases, as it is illustrated
by the following example:

Example 3.2 ([5]). Assume there are 2 bidders and m items. The first bidder has val-
uations 2|S| for every set S, except for a set H of % items with valuation 2|H| + 2, and
the second bidder has valuation 2|S|+ 1 for each set S. The optimal solution is to assign
H to the first bidder and the rest 3 items to the second bidder, with a total welfare of
2m + 3. For price vector p = (p1,...,pm) with p; = 2+ ¢ for all items j, the demand
query of the first bidder returns set H. However, with the use of value queries, unless all
the sets of % items be queried, the optimal allocation cannot be determined. Therefore,
Q(2™) value queries will be needed in the worst case.

More specifically, we have the following lemmas, according to Blumrosen and Nisan [5]:

Lemma 3.1. A value query can be simulated by a polynomial number of demand queries.

Lemma 3.2. An exponential number of value queries may be required for simulating a
single demand query.

Mechanism design with the exclusive use of value queries is very restricted. In fact, as
optimization problem, forgetting incentives, the computation of a near-optimal welfare
maximizing allocation with value queries is still a challenging task; for example, Mir-
rokni et al. [48] proved that for any fixed ¢ > 0, achieving an approximation ratio of
(1 — 1+ ¢) for welfare maximization with submodular bidders requires an exponential
number of value queries. Moreover, Dobzinski [15] proved that any truthful mechanism
for submodular Combinarorial Auctions with approximation ratio better than M2~ must
use exponentially many value queries. Therefore, we have to look to obtain better ap-
proximation guarantees with the use of demand queries.

Informally, in a Combinatorial Auction with Demand Queries, items are posted with
prices and agents arrive one-by-one, choosing their utility-maximizing bundle in the ex-
isting prices. Then, it is common to operate an update rule on the prices, which is
necessary for the improvement of the approximation guarantees. It is important to men-
tion that this whole procedure is executed in a way that retains truthfulness. Now, it is
clear that the efficiency of such mechanisms depends on the way of posting and updating
the prices.

In order to illustrate the notion of approximate randomized combinatorial auctions with
demand queries, we give the following simple example:

Example 3.3. Let a single-item auction with n agents. We divide the agents into sets
A, B uniformly at random, such that |A| = |B| = §. The mechanism comprises of two
phases; in the first phase, we ask the agents of set |A| to reveal their valuation and let
L = max;ca{v;} be the mazimum of these valuations. These agents will not be allocated
the item, so they have no incentive to lie about their true valuation. In the second phase,

we post price L to the item and fix an internal ordering m of agents in |B|. Then, agents
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from set |B| arrive one-by-one and have to decide whether they buy the item or not. The
moment the item gets sold (if any), the mechanism is terminated.

We claim that the above randomized mechanism %l—approximates the optimal solution.
Indeed, with probability }l the second largest bidder, i.e. the one whose valuation is the
second largest among all the bidders, belongs to the set A and the largest bidder to set
B. Conditioning on this event, the only bidder from set |B| that can buy the item is the
largest one, which results to the optimal solution. Therefore, E[ALG) > }LOPT.
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Chapter 4

Ascending Implementations and
Walrasian Equilibrium

When someone hears about auctions, the first thing that comes to their mind are big
auction houses, where items of great value, such as art work and houses, are sold. In
this context, the auctioneer raises constantly the price, until only one bidder remains in
the auction and who finally gets the item. It is apparent that this type of mechanism
is indirect, in the sense that bidders do not report their valuation to the auctioneer, but
rather they answer “yes” or “no” queries, as the price increases. The question is why this
kind of auctions are implemented in most cases in real life and whether we can reason
about efficiency and incentive guarantees.

First of all, it is clear that it is easier for bidders to answer simple queries than
to announce their valuation, especially in more tortuous settings. Secondly, it retains
privacy, since the winner of the auction does not reveal their valuation, even not to the
auctioneer; we just learn a lower bound on their valuation by the last price all other
bidders quited the auction. Thirdly, it has more transparency, since all bidders are able
to see the price augmentation. First, we are going to analyse the k—Vickrey auction
in an ascending price format and define the equivalent notion of truthful revelation in
ascending price auctions. This chapter is based on [54, 55, 60, 56, 57, 58].

4.1 Warm-up

Suppose an auction with n bidders and k identical items, the so called k—Vickrey Auction.
Each bidder is unit demand, meaning that he only wants to acquire one copy of the item.
Implementing VCG on this setting, the k highest bidders would be allocated a copy of
the item, and they would be charged the k+ 1 highest bid. An ascending implementation
of this setting is described on Algorithm 1.

Let us now reason about the incentives of this procedure. First, we are going to define
an analog of truthful revelation in ascending price auctions.

Definition 4.1 (Sincere bidding). We say that an agent bids sincere, if they answer
honestly all queries.

In this case, sincere bidding means that an agent aswers “yes” in Step 3 of Algorithm 1,
only if his valuation exceeds p; + €.
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Algorithm 4 Ascending Implementation of k—Vickrey Auction
. Initialize the price po = 0 and the set of active bidders Sy = [n], t = 0.
2: while |S;| > k do
Ask each bidder in S; if they want the item in price p; + ¢ and let Sy,; be the set
of the bidders they answered positive.
Di+1 =Pt +€
t—t+1.
end while
Allocate an item to each bidder in |S;| at price p;_;.
if |S;| < k then
Choose at random k — |S;| bidders from S; 1 — S; and give them an item on price
Pt—1-
10: end if

—_

@

Proposition 4.1. Sincere bidding is a dominant strategy in Algorithm 1 (up to €).

In this setting, it easy to reason about incentives, since if a bidder leaves earlier from
the auction, then he loses the chance to get the item in a profitable price, while if he
stays longer, he jeopardizes getting the item in a higher price than his valuation, and
thus, leading to negative utility. Therefore, the welfare achieved by this auction is within
ke of the maximum possible.

Now, think of a case with n bidders, m non-identical items and each bidder has
additive valuation function. It is easy to see that the VCG solution is the same as running
m parallel Second-Price auctions, since there is no dependence between the items that an
agent gets. Based on the previous setting, it is reasonable to think that sincere bidding
is a dominant strategy. However, as we show on the next example, it is not a dominant
strategy.

Example 4.1. Suppose a Combinatorial Auction with items A, B and 2 bidders with
additive valuations. Let v1(A) = v1(B) = 2 and vy(A) = va(B) = 1. Asumming that
both agents bid sincere, then agent 1 acquires both items in price 1 each. Now, think that
agent 2 follows the strategy below: If agent 1 bids for item A, then keep bidding for both
items until agent 1 leaves the auction, otherwise, bid sincere. Then, it is clear that agent
1 would prefer to bid only for item 2 since it guarantees him a utility of 1.

The aformentioned example illustrates a fundamental problem of the ascending price
auctions; the action space is much larger than that of the direct revelation mechanisms
and is history-dependent. In other words, it means than an agent can act according to the
information he receives by observing what other agents do, since it proceeds iteratively.
Therefore, we have to define a new notion of incentive guarantees, implying that sincere
bidding is dominant strategy, conditioning on the event that all other agents bid sincere.
This guarantee does not sound implausible, since each agents has only to assume that all
others bid according to their valuation profile, no matter what it looks like. In the next

section we are going to define a class of mechanisms, according to this guarantee, the so
called EPIC mechanisms.
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4.2 EPIC Mechanisms

In this section, we are going to define a new equilibrium concept, the so called ex post
Nash equilibrium. Assume there an n bidders, and each bidder ¢ has a set of private
valuations V;. As strategy of bidder i, we define a function s; : V; — A;, where A; is
the set of actions. A; is much more richer than that of direct revelation mechanisms, as
ascending auctions proceed in iterations and can be history-dependent.

Definition 4.2 (Ex Post Nash Equilibrium). A strategy profile (s1,...,$,) is an ex post
Nash equilibrium, if, for each bidder i, sincere bidding, i.e. s;(v;), is dominant strategy
to every action profile s_;(V_;)

In other words, it means every bidder knows that sincere bidding is the best response,
only knowing that all the other agents use strategies s_;(v_;), without actually knowing
their true valuation profile.

Note: Fx post Nash equilibrium is a weaker equilibrium concept than dominant strategy
equilibrium as the latter does not need to assume anything about the action of the others.

Definition 4.3 (EPIC mechanism). A mechanism (f,p) is ex post incentive compatible
(EPIC), if sincere bidding is an ex post Nash equilibrium ,and is individually rational.

Now, the question that needs to be answered is, how difficult is it to design an EPIC mech-
anism. Since dominant strateqy equilibrium concept is subset of ex post Nash equilibrium,
then it is obvious that every DSIC mechanism is EPIC. However, in direct-revelation
mechanisms, the two concepts coincide, since every available action is consistent with
the truthful revelation of a possible valuation profile, and as a result, truthtelling can
only increase a bidder’s utility. Therefore, designing an EPIC iterative mechanism is
only harder than designing a DSIC direct-revelation mechanism; assume that (f,p) is an
EPIC iterative mechanism. Then, implementing revelation principle, there is a mecha-
nism (f’,p') that is direct-revelation and has the same outcome as (f,p). Since the two
equilibrium concepts are equivalent in direct revelation mechanisms, as described above,
then (f’,p’) is DSIC.

As we claimed in the previous chapter, in a direct-revelation mechanism, VCG out-
come is the unique welfare maximizing outcome, that guarantees truthfulness. Further-
more, as said before, for every EPIC mechanism, there is an equivalent direct-revelation
DSIC mechanism, by implementation of the revelation principle. Therefore, we have the
following proposition:

Proposition 4.2. Fvery EPIC and welfare-mazimizing mechanism must lead to the same
allocation and payment rule as VCG.

In the next section, we are going to define the notion of a new equilibrium concept,
but this time an equilibrium concept by the side of the market.
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4.3 Walrasian Equilibrium

In economics, markets are places for the exchange of money and goods, where buyers and
sellers participate and act selfishly. If the price of an item is relative low, meaning that
its demand exceeds its supply, then there is a great margin for the seller to augment the
price, without losing revenue. On the other hand, if the price of the item is relative high,
then supply surpasses the demand and the price diminution is inevitable. As we observe,
there is a state, where supply equals demand, the so called Market Equilibrium. The price
that succeeds this type of equilibrium is called clearing price; for instance, in the case of
the k-Vickrey auction, every price between the k-highest and the (k + 1)-highest bid is
clearing, since the demand of the bidders equals to k for every price in that region. The
question is how effective a Market Equilibrium is, in the sense of the welfare achieved. In
this section we will define the notion of competitive or Walrasian Equilibrium and explore
its efficiency guarantees.

Formally, in a Combinatorial Auction environment, the Walrasian Equilibrium is defined
as follows:

Definition 4.4 (Walrasian Equilibrium). Suppose there are n agents and a set U of m
non-identical items. A Walrasian Equilibrium (WE) is a non-negative price vector p’ and
an allocation S = (S1,...,S,) such that:

e Fach agent i is allocated its utility-maximizing bundle (or (), i.e.

S; € arg max {’UZ ij} (4.1)

jeT

Then, we say that (S,p) is a Walrasian Equilibrium.

It is clear, that some very interesting and fundamental properties emerge from the
above definition. Suppose a Walrasian price vector p, i.e. there exists an allocation S,
such that (9, p) is a Walrasian Equilibrium. Then, we have that every agent is allocated
its favorite bundle and therefore, there are no collisions among the bundles that agents
want to get. As a result, if we have a Walrasian price vector p, there is no need for a
central coordination of the mechanism, since there is a distributed solution, where each
agent would choose their favorite bundle, without worrying that another agent would get
some of the items included in it. The question that arises is how efficient is the allocation
S in a Walrasian Equilibrium (S,p). The answer is given by the First Welfare Theorem.

Theorem 4.1 (First Welfare Theorem). Let a mechanism with n agents, a set U of m
non-identical items, an allocation S = (Si,...,S,) and a price vector p. If (S,p) is a
Walrasian Equilibrium, then S is a welfare-maximizing allocation.

Proof. Let O = (Oy,...,0,) be a welfare-maximizing allocation rule and P =} ./, p;.
Since (.5, p) is a Walrasian Equilibrium, each agents is allocated its favorite bundle, mean-
ing that for every bundle 7" C U, we have:

S; € arg max {UZ ij}

JET
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Therefore, for each agent ¢ it holds:

)= > pi = ui(0) = p;

JES; Jj€O0;

Summing the above equation for each agent, we have:

= > pzu0) =Y > b (4.2)

1€[n] JES; i€[n] J€O;

However, since in allocation S an item j is unsold only if p; = 0, the negative term of
the LHS of the above equation sums over all the items that have a non-zero price, and,

thus, we have that:
DI ED BB (4.3)

i€[n] JES; i€[n] J€O0;

Combining equations (2.2) and (2.3), we get that:
v(S) = v(0)
and, therefore, S is a welfare-mazimizing allocation. m

The question that emerges is in what cases there exists a Walrasian FEquilibrium and how
it can be reached.

4.4 Ascending-Price Combinatorial Auctions

Now, think of the most general valuation model you can think. The only assumptions
that need to be made are the following:

e v()=0

o if 7' C S, then v(T) < v(S).
Next, we provide an algorithm, introduced by Kelso and Crawford, and then, we will
examine what properties should the valuations meet, in order to terminate at a Walrasian
Equilibrium.

Now, think the above algorithm, implemented on the following case of 2 bidders and
a set U of 2 items, A and B, with valuations:

2, it S=U
Ul(s):{

0 otherwise

and:

0 otherwise

UZ(S):{L& if S0

So, the first bidder, wants both items or non, meaning that he has zero valuation for each
of the items seperately. On the other hand, the second bidder wants at least one item,
being indifferent which of the two he gets. Now, if we run Algorithm 2 on this setting,
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Algorithm 5 Kelso-Crawford (KC) Auction
1: Initialize the price of each item j, p; = 0 and the allocating set of each bidder i, S; = 0.
2: while true do
3: Ask each bidder sequentially for their favorite bundle of items not assigned to
them, giving them the items they already have, .i.e. for each bidder ::

T, = arg TQIFW%}—(SZ- {v;(S;UT) —p(S; UT)}

where:
p(S,UT) = pj+) (pj+2)
JES; JET
if T, = () for each bidder 7 then
Terminate the auction with allocation (Si,...,S,) and prices p.
else
Choose uniformly at random a bidder i, with T} # ()
Sk« Sy —1T;, for all k #1
10: pj < pj +¢, forall j €T;
11: end if
12: end while

the first bidder will bid on both items, at price zero, and the second bidder will bid for
one of the two, say item A. Then, the first bidder will bid again on both the items, while
this time, the second bidder will bid on item B, which has a lower price. This bidding
procedure will continue until the price of each reaches 1. Then, the second bidder will
choose one of the two items, say A, increasing its price to 1 + . Now, the first bidder
wants to drop item B at price 1, as he has zero valuation for it alone. However, this
kind of action, i.e. drop an item you already have, is not allowed by the algorithm. As a
result, it is clear, that this algorithm is suitable only for specific valuation classes.

Note: This situation, where a bidder wants to drop an item, unless he has not an-
other item, is known as the exposure problem.

This example did not only show a fundamental problem of this algorithm, but also indi-
cated what properties should a valuation class fulfill, in order to terminate at a Walrasian
Equilibrium.

4.5 Gross Substitutes

As it is apparent from the implementation of Algorithm 2 to the above setting, the
problem that occured was a situtation, where a bidder preffered to drop an item he
already had, by the price augmentation of another item. This is exactly the condition
that our valuation functions need to meet and this class of functions are called Gross
Substitutes.

Definition 4.5 (Gross Substitutes). Let a set of m items U a valuation function v, a
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price vector p and let D(p) the set, containing the most demanded set under these prices,

1.e.:
arg max {U(T) - j;py}
We say that valuation function v satisfies the gross substitutes condition, if the following
condition hold:
For every set S € D(p) and price vector ¢, with q; > p; for each j € U, there exists a set
T C U, such that:
(S—A)UT € D(q)

where A = {jlq; > p;}.

To simplify the notation above, the gross substitutes condition means that if a bidder has
a “favorite” bundle under a specific price vector, the increase in the prices of some of the
items of the bundle, does not make him want to drop the items, whose price remained
stable, but rather there exist a set, containing those items that is his “favorite” under
the new price vector.

As a result, it is clear that we have fixed the problem, presented in the example above.
Formally, we have the following theorem:

Theorem 4.2. The Kelso-Crawford mechanism terminates at a me-Walrasian FEquilib-
rium, if all bidders have gross substitutes valuations and bid sincere.

Proof. The first condition of the Walrasian Equilibrium is more challenging than the
second. First, we are going to prove the claim that at each moment of KC mechanism,
with price vector p, S; belongs to a set of D;(p.), where p. equals p;, if j € S; and p; + ¢
if 7 ¢ S;. The proof is by induction:

e The base case where S; = () for each bidder 7, holds trivial.
e Now, think of a bidder <.

— If 7 is chosen to bid at this iteration, then, by inductive hypothesis, there is
aset T; C U — S;, such that S; UT; € D;(p:). As a result, at the end of the
iteration, S; < S; U T; and, thus, S; € D;(p.).

— If ¢ was not chosen to bid at this iteration, then think of the last time he was
chosen and acquired bundle G;. Then, S; = G; — H;, where H; is the bundle
of items that were taken from him by the other agents in the next iterations
until now. Because his valuation satisfies the gross substitutes condition, we
have that S; € D;(p.).

As a result, at the final iteration, where no one wants to acquire any items he does not
possess, every agent is with their favorite bundle. The second condition of the Walrasian
Equilibrium, that an item j has p; = 0 only if it is unsold, it is trivial, since bidders
relinquish an item only if it is taken by another bidder. As a result, if an item is unsold,
it entails that no one ever bids on it, and therefore has a price of 0. Therefore, KC auction
terminates at a Walrasian Equilibrium. O

It is clear that the me term results from the descretization of the price increase.
Therefore, we have:
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Proposition 4.3. Let a mechanism with n agents and m items. If vq,...,v, fulfill the
gross substitutes condition, then there exists a Walrasian Equilibrium.

Although we have proved that the Kelso-Crawford auction terminates at a me-Walrasian
Equilibrium, if all bidders have gross substitutes valuations and bid sincere, we have not
talked about incentives. So, is this auction EPIC?

As we claimed in Proposition 2.2, a welfare-mazimizing allocation must lead to the
same allocation and payment rule as VCG, in order to be EPIC. For the unit-demand
case, i.e. each bidder wants only one item, there is a variation of KC mechanism, the
Crawford-Knoer Auction, which yields to a Walrasian Equilibrium and the VCG payment
rule. However, for gross substitutes valuation function, there does not exist a similar
guarantee. Formally, we have:

Theorem 4.3. Let n bidders whose valuations fulfill the gross substitutes condition.
Then, there is no ascending price auction, that results to VCG payment rule for every
possible valuation profile U= (vq,...,vy,).

The proof of the theorem is based on the idea that in an indirect mechanism, where
bidders answer queries, there may not be enough information revealed, so as to compute
VCG prices. For example, there may be two different valuation profiles, that lead to
exact the same aswer queries by the bidders, and as a result, the mechanisms computes
the same allocation and payment rule, as it depends only on the aswer of the queries.

Proposition 4.4. If a valuation function v satisfies the gross substitutes condition, then
v 18 submodular.

Finally, as we will show in the next section, gross substitutes is largest valuation class,
that guarantees the implementation of VCG in polynomial time.

4.6 Combinatorial Auctions via Linear Programming

In this section, we are going to show that gross substitutes is largest valuation class, that
guarantees the implementation of VCG in polynomial time, and at the same time, enhance
our intuition about the Posted-Price mechanisms, which are discussed in the next chapter.
As we have already seen, VCG is reduced to the calculation of n + 1 welfare-maximizing
allocations, as the payment of each bidder requires computing such an allocation. But
the question is whether there is a way to calculate a welfare maximizing allocation in
polynomial time. The KC auction is not an option, as it is pseudo-polynomial. The
solution is provided by the Linear Programming. Formally, a Combinatorial Auction is
expressed by the linear program, below:

max Z Z v;(S)x;s

i€[n] SC[m]
sty Tig < 1 Vj € [m]
i€[n] SC[m]:jeS (4.4)
> s <1 Vi € [n]
SClm]
Tis >0 Vi € [n],VS C [m]
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and its dual:

i€[n]

Jj€m]
st w; > v(S) — ij Vi € [n], VS C [m] (4.5)
jes
ui,p; >0 Vi € [n],Vj € [m]

In fact, we should allow xz;5 to take only integer values. However, since integer pro-
gramming is NP-hard, we express its linear relaxation. Before we proceed to the main
theorem, let us express the Complementary Slackness conditions for this linear program:

1. if ;5 > 0, then u; = Uz(S) - Zjespj

2. if u; > 0, then ng[m] Tig =1

3. if p] > O, then Zle[n} zsg[m]:jeg Tis = 1

The first and third conditions resemble the Walrasian FEquilibrium definition, as the first
means that if ¢ gets (even fractionally) bundle S, then it is i’s “favorite” bundle and the
third that since item j has a non-zero price, then it is sold. Now, we have the following
theorem:

Theorem 4.4. Let OPTrp and OPTyp be the optimal values of the integer program and
its linear relaxation, respectively. Then:

o There exists a Walrasian Equilibrium iof and only if OPTip = OPTpp

e Conditioning on this, p is a Walrasian price vector if and only if there exists vector
@ such that (@, p) is an optimal solution to the dual problem (2.5).

Proof. Let p'be a price vector and A an allocation. We will prove the equivalent condition,
that (A, p) is a Walrasian Equilibrium if and only if there exists vector u such that (i, p)
is an optimal solution to the dual and A is an optimal solution for the linear relaxation.
First, assume that (A, p) is a Walrasian Equilibrium and let Z denote the integral solution
induced by allocation A, meaning that z;4, = 1 and z;5 = 0,VS # A;, for all bidders i.
Since we have # and p, the only thing that remains to be constructed is the vector .

Now, setting:
P = 0, i(S) — E j
U max{ Snéz[xx] {v( ) p]}}

JjeS

we have that if bidder 7 is allocated A;, then

u; = vi(A;) — ij > v;(S) — ij,VS C [m]

JEA; JjeS
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since (A, p) is a Walrasian Equilibrium. Furthermore, if 2,4, = 0, i.e. Esgm} Tig = 0
and, by the above definition of u;’s, we have that u; = 0. Finally, the third condition
holds, since (A, p) is a Walrasian Equilibrium and ¥ is induced by A.

Now, assuming that OPT;p = OPT.p, let & be the optimal solution of the integer
program, and (u, p) the dual solution. Then, because of optimality, the Complementary
Slackness conditions are fulfilled and therefore the allocation A, induced by Z, and the
price vector p, form a Walrasian Equilibrium. O]

Therefore, according to Proposition 2.3, we have the following corollary:

Corollary 4.1. Let an auction with n bidders and m items. If vy, ..., v, satisfy the Gross
Substitutes condition, then OPTip = OPTypp.

Now, it is clear that if we are able to solve the LP in polynomial time, then we are also
able to implement VCG in polynomial time. Thus, we can compute the LP in polynomial
time via ellipsoid algorithm.
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Chapter 5

Combinatorial Auctions with
Demand Queries

5.1 Introduction

As we have already seen in the first chapter, there is a DSIC mechanism, VCG, that
achieves a welfare-maximizing solution for Combinatorial Auctions with general valu-
ation classes. The problem is that VCG cannot be implemented in polynomial time,
except for some very limited cases. In the previous chapter we have claimed that Gross
Substitutes is the “largest” valuation class that guarantees the existence of Walrasian
Equilibrium and, therefore, the VCG implementation in polynomial time. The question
that emerges is whether we can design a computational efficient mechanism that suc-
ceeds even a near-optimal solution in Combinatorial Auctions with submodular, XOS or
subadditive valuation classes. The answer to this question is positive and the solution
is achieved by the implementation of Posted-Price mechanisms, where bidders arrive in
the auction according to a specific order, and buy their favorite bundle of items in the
prices being posted. As a result, the efficiency of the mechanism depends on the way
prices are calculated. At this point, we should mention again a fundamental property
of clearing prices; once they have been calculated, running a posted-price auctions with
agents arriving even in adversarial order, it terminates with an optimal solution. Based
on the notion of clearing prices and Walrasian Equilibrium, it would be ideal if we were
able to calcualte approximate clearing prices. However, approximate clearing prices are
not enough; the following examples illustrate the problem may arise and highlights a
fundamental property these prices should satisfy.

Example 5.1. Suppose there are n bidders with additive valuations and n non-identical
items. Since valuations are additive, there exist clearing prices and Walrasian Equilib-
rium. Now assume that agents have the following valuations:

e v;=mn, fori=1,...,n
ev,; =1 fori#jandi,j=1,...,n

It is clear, that in OPT solution, agent i receives item i, for all i = 1,...,n, and the
welfare achieved is n*. Every price vector o = (p1,...,pn), where p; € (1,n) is a Wal-
rastan price vector, since only bidder 1 wants to buy item v in a price between 1 and n.
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As a result, suppose a Walrasian price vector p* = (p5,...,pl), where pf = 1+¢, for all
i=1,...,n. Now, suppose that someone with full knowledge of the private information
of the bidders, gives us an approzimate price vector p= (p1,...,Pn), where p; € (%:,p;‘).
We expect that, running a posted-price auctions with the approzimate Walrasian price
vector p, then the welfare achieved will be near-optimal. However, assume a random or-
der of the bidders. Then, the first bidder arriving at the auction, say bidder k, will buy
not only item k, but also all the other items, since his valuation for them exceeds their
price. As a result, the welfare achieved by the mechanism will be 2n — 1, which is a O(n)-
approximation of the optimal solution.

It is apparent, that it is not enough calculating approximate clearing prices; we have to
calculate prices that achieve revenue comparable to the optimal welfare, meaning that if
it terminates with allocation S, then:

ij > a-v(OPT)

j€s
In this chapter, we are going to discuss and analyze the algorithmic technics and compo-
nents some of the Posted-Price Combinatorial Auctions, that give the best approximation
ratios, until now.

In the worst-case setting, where we do not make any further assumptions on bidders’
valuations, Dobzinski et al. [21] presented the first truthful mechanism with a non-trivial
approximation guarantee of O(log?m). Dobzinski [17] improved the approximation ratio
to O(logmloglogm) for the more general class of subadditive valuations. Subsequently,
Krysta and Vocking [41] provided an elegant randomized online mechanism that achieves
an approximation ratio of O(log m) for XOS valuations. Dobzinksi [16] broke the logarith-
mic barrier for XOS valuations, by providing an approximation guarantee of O(y/logm).
We highlight that accessing valuations through demand queries is essential for these strong
positive results. Dobzinski [15] proved that any truthful mechanism for submodular CAs
with approximation ratio better than m2~¢ must use exponentially many value queries.

In the Bayesian setting, bidder valuations are drawn as independent samples from a
known distribution. Feldman et al. [29] showed how to obtain item prices that provide a
constant approximation ratio for XOS valuations.

In the next section, we are going to present some of the basic components that are found
in Posted-Price mechanisms.

5.2 Structure of Posted-Price mechanisms

At this section, we are going to analyze the idea and the basic components of Posted-Price
mechanisms.

5.2.1 Preliminaries

Before we proceed with the core components, we find it useful to provide a definition
from [17], that will assist us in our analysis.

Definition 5.1 (y-supporting prices). Prices p1,...,pm are called vy-supporting for a set
of items S and valuation function v if the following conditions hold simultaneously:
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e S is strongly profitable: for each T C S it holds that: v(T') > > 1 p;.

i ioh: v(S)
e the prices are high: Zjespj > =

For XOS valutions, we have to give a slightly different definition of supporting prices. At
this point we have to make clear that it is not the same as y-supporting prices, defined
above.

Let O = (O4,...,0,) be an allocation and w; be the maximizing clause of O; in the
valuation v; of bidder ¢. For each bidder 7 and j € O;, we say that j’s contribution in
the allocation O is ¢; = w;({j}). Moreover, we say that allocation O is supported by
prices pi,...,Dm, if ¢;j > p; for all items j. These prices are called supporting prices of
an allocation. Once calculating supporting prices of an allocation, we have the following
lemma of Dobzinski [16]:

Lemma 5.1. Let T = (11, ..., T,,) be an allocation that is supported by prices pl, ..., pl,.
A fized price auction with prices p; = p;-/Q generates an allocation (S, ...,S,), with

S u(S) > w

This lemma makes obvious, that if we to calculate supporting prices with high value, we
achieve an allocation with high welfare.

5.2.2 Components

General Framework for aproximating Social Welfare in CAs. It was well under-
stood in the literature that posted-price mechanisms for approximating the SW in CAs
use some core components; the most crucial of them are the Price-Exploration and
the Price-Exploitation. Both for the Bayesian and the worst-case setting, the core
of the framework remains the same; it goes without saying that the more advanced the
results become, the more advanced the techniques become, as well. As we realized, this
core is much more general than it is originally stated.

1. [Dominant Bidder| With constant probability, run a second-price auction for the
grand bundle U, in case there is a dominant bidder. If there is a dominant bidder,
i.e. his valuation for all the items is a higher fraction of the optimal solution than
the approximation ratio, we get in a truthful way the desired result by allocating
all the items to the dominant bidder.

2. [Sampling and Estimation|: Agents are divided with some probability into some
sets, most commonly into SAMPLE and TEST sets, in order to estimate a quantity
from the SAMPLE set and apply it on the TEST set. Because sampling methods
depend only on statistical properties and agents do not get any items, it does not
break the truthfulness. In the absence of a dominant bidder, two randomly chosen
groups of bidders have many common characteristics, such as a constant fraction
of the total welfare and preferences.
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3. [Price-Exploration| Find vy-supporting prices p;,j € U for an allocation S:

)
ijz y

jeu

that is a ci-approximation to the optimal:

v (OPT)

C1

v(S) >

4. [Price-Exploitation| Post prices p;,j € U and let bidders use Demand Queries
(DQ) to choose their most preferred bundles.

The key relation for the analysis of the posted-price mechanism is the relaxed utility-
maximizing property, obtained from the Demand Query (DQ), i.e. for each agent i,
where S; is the bundle he obtained and T; every other bundle available at the moment
he arrived:

v;(S;) = vi(T;) — p(T7)

The above relation is used to relate the the value of the bundle an agent obtained with
the value of the bundle he acquired in the optimal solution, restricted on the available
items. The strong profitability of a set is used for ensuring that when an agent arrives at
the auction, the bundle he acquired in the optimal solution, restricted on the available
items, gives him non-negative utility, and therefore, he could have chosen it. Finally, we
have to inspect under which conditions the Demand Query returns a Strongly Profitable
set. In Dobzinski [17] lies the following lemma:

Lemma 5.2. Let v be a subadditive valuation and let S be the set returned from the
utility-mazimizing Demand Query in the price vector p. Then, S s strongly profitable in
these prices.

5.3 Worst-case Setting

In this section we are going to analyze the three main ways of implementing a Posted-
Price mechanism in a worst-case setting - Uniform Prices, Distinguished Prices and a
combination of the two - in order to enhance out intuition about the primal technics, and
present the most important results. We also provide the mechanisms in an algorithmic
form, explaining the ideas behind them and the key reasons they finally work.

5.3.1 Uniform Prices

Assume that you know somehow a good approximation of the optimal solution, APX,
such that APX > a - OPT. Then, supposing that every item contributes the same to
the optimal solution, i.e. ¢; = % for all j € U, a plausible thought would be to run a
posted price auction with fixed price p = % for all items. According to Lemma 5.1, and
since Amﬂ < %, a fixed price auction with price p would lead to an 2- approximation
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of the optimal welfare. In the absence of the assumption that all items contribute the
same in the optimal solution, could we find a price that results to a fixed price auction
with high welfare? Of course this price cannot be too low, neither too high and has to
balance between the low and high valued items. The answer to this question is positive
and a mechanism, operating in this way, was designed by Dobzinski et al. [21], which
results to a O(log® m)- approximation.

Algorithm 6 Dobzinski et al. [21] - O(log® m) mechanism for XOS valuations
1: Assign each bidder to exactly one of the following three sets: SEC-PRICE with
probability 1 — e, FIXED with probability /2, and STAT with probability /2.
2: Find an O(1) approximation of the optimal solution with bidders from STAT,
OPTgsrar.
3: From the above allocation, find a price p’ and an allocation T', such that 7" is supported
by p' and its supported value is Q(OPIOTg%).
4: Run a second price auction for the grand bundle U with the bidders from SEC-PRICE
and reserve price 155 - % and if there is a winning bidder, terminate the auction.
5: Run a fixed-price auction with price p’/2 with bidders from STAT.

Theorem 5.1. Algorithm 6 is universally truthful and achieves an approximation ratio
of O(log®m) for the Social Welfare.

First, we are going to give some definitions. We say that an allocation T' = (13, ...,T),)
is supported by a price p, if for each bidder ¢ and possible bundle S; C T;, it holds that
v;(S;) > |Si| - p. We call ). |T;| - p the supported value of 7T'.

The key point of the mechanism lies in Step 2 and Step 3 of the algorithm. In the
absence of a dominant bidder, Sample and Estimation component succeeds with high
probability that OPTgrar > §-OPT and OPTprxpp > § - OPT. The most crucial part
of the algorithm is the Price-Exploration and the calculation of price p’. The success
of the algorithm is owed to the following lemma:

Lemma 5.3. There exists with high probability a price p, € P = {277?11;’;”, ey ggri},
where |P| = logm, such that there exists an allocation T* of the items to the bidders in

FIXED only, such that T* is supported by py, and the supported value of T* is Q( L Israr),

logm

Therefore, according to Lemma 5.1, running a fixed price auction with price p’/2, gives
the desired result.

5.3.2 Distinguished Prices

The above mechanism is based on the idea that, in the absence of a dominant bidder,
we have to find a price, neither too low, nor too high, in order to sell the items at that
price and achieve a revenue comparable to the optimal welfare. But, as it has been clear
from the previous chapter and the definition of Walrasian Equilibrium, every item should
be sold at a different price, according to its demand. Therefore, the matter is whether
we can imitate the notion of clearing prices in order to achieve better approximations.
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This idea was implemented from Krysta and Vocking [41], achieving an approximation
ratio of O(logm). Their algorithm is inspired from the Ascending-Price auctions, where
the price of each item is increased, as long as it is preferred by the agents. Informally,
the mechanism calculates supporting prices by combining binary search and randomized
rounding and operates as follows:

Supposing there an n agents, arriving online, and m non-identical items, the mech-
anism assigns each item the same price at first. As long as the bidders arrive online
and acquire their utility-maximizing bundle, through a demand query, the mechanism
increases the price of the items being chosen, multiplicatively, allowing the overselling of
copies. In this way, the mechanism learns the appropriate price of each item, terminating,
however, with an infeasible solution. In order to fix the infeasibility of the allocation, the
mechanism assigns each bidder “virtual copies”, and decides the realization of the bun-
dle via oblivious randomized rounding. Therefore, the mechanism succeeds in finding of
“correct” prices and at the same time, keeping the allocation feasible. Below, we provide
the randomized algorithm, terminating at a feasible solution.

Algorithm 7 KV [41] O(log m) -mechanism for submodular valuations
1: Ask the first half of the bidders their valuation for the whole set of the items U and
let L be the highest value. Allocate them nothing.

Fix an ordering 7 of the rest bidders and set U; = U.
Set initial prices pgl) =..=p = L.

for each bidder 7 according to 7w do

Let S; = DQ(v;, U, 7 @)

With probability ¢, allocate R; = S; to i and set U;.; = U; \ S;. Otherwise, set
U =U, R =10.

Update prices Vj € S;: pg-
8: end for

i+1) _ 2p(z’)
e

=

Theorem 5.2. Algorithm 10 is universally truthful and for ¢ = 1/©(logm), achieves an
approzimation ratio of O(logm) for the Social Welfare.

In this mechanism, the Sample and Estimation step is used in order to calculate
the parameter L for the prices. In fact, the mechanisms conditions on the event that the
second-highest bidder belongs to the SAMPLE set and the highest bidder to TEST set.
The truthfulness of the mechanism is retained, since the first half of the bidders do not
have incentives to lie, as they will not receive any item, and the rest do not affect the
prices offered to them and the realization of their chosen bundles. Unlike the previous
mechanism, the Price-Exploration and Price-Exploitation components take place
simultaneously, as prices are posted for each bidder and formed online for the next one.
The key lemma that allows the above mechanism achieve a “good” approximation ratio
is the following:

Lemma 5.4. For Algorithm 10 with q = m, it holds that for each agent i and
for all AC U, Elv;(ANU;)] > v;(A)/2.

The above lemma ensures that, when an agent arrives at the auction, the expected value
of every bundle, restricted on the set of the available items, is comparable to the value
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of the unrestricted bundle. Therefore, it allows us to compare for each agent the value of
the chosen bundle with his utility in the optimal solution. The proof of the theorem is
based on the combination of the above lemma and the property of the utility-maximizing
bundle. Informally, for each agent ¢, where T; is the bundle of items he receives in the
optimal solution, the fundamental relation is the following:

E[vi(Si)] > Elvi(Ti N U;)] — E[p(T; N U;)]
> Su(T;) — Blp(T)

Summing the above equation for all agents, we can relate the welfare obtained from
the Algorithm 10 with the optimal solution, as follows:

1
E[v(S)] > §U(OPT) — E[p(OPT)]
Finally, by the starting price and the price update rule, we get that:
1
E[v(S)] > gv(OPT)

and since E[v(R)] = ¢E[v(S)], we get the result. The analysis is almost identical to the
analysis in Section 6.4 for the case of Liquid Welfare.

5.3.3 Uniform and Distinguished Prices

The question that emerges is whether we can combine the above ideas, i.e. uniform and
distinguished price for all the items, and achieve a better approximation ratio. Dobzinski
[16] managed to do this in a much more involved way, achieving an approximation ratio

of O(v/logm)

First we are going to define some necessary notions. Let A = (Ay,..., A,) be some
allocation and P = {%}kez- We say that bin & is associated with p(k) = Qk;(QA) in

allocation A. Suppose that all valuations are XOS and let qf denote the contribution of
item j in A. Let ¢; be the maximal value in P such that qj‘-4 > ¢;. We say that an item j
belongs in bin k in allocation A if ¢; = p(k).

At this point, we are going to expand our intuition. If we assume that all valuations
are constructed from integers in {1,2,4,8,...,m}, a uniform price for all items selected
at random from 1,2,4,8,...,2°™ results in an logarithmic approximation ratio. To
see this, let O = (O4,...,0,) be the optimal allocation. For each bidder i and item
Jj € Oy, let ¢; = a;({j}) be the contribution of j in the optimal solution. Now, we
partition the optimal allocation into logm bins, and allocate item j to bin G, if ¢; = r.
Let ¢(G,) = r|G,| be the contribution of bin G, to the optimal solution O. It is clear
that v(O) = >, ¢(G,). For additive valuations, it is straightforward that in a fixed price
auction with price r, all the items in bins GG, or higher would be sold. For XOS valuations,
we have a similar result; from Lemma 5.1, it holds that running a fixed price auction with
price ¢ terminates to an allocation with welfare Q(c(G,.)). Therefore, choosing a price p
from 1,2, 4,8, ...,2°™ uniformly at random, we obtain an allocation with approximation
ratio O(logm).

Now, what if we use O(1) numbers of bins? Intuitively, when an item j belongs to bin
k, it holds that p, < g; < pry1. In the case of logm bins, we have that p, < ¢; < 2p;, and
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as a result, py > ¢;/2. Therefore, when we find the correct price of an item, we get the
efficient guarantee for free, which is impossible in the case of O(1) bins. An elegant way
to diminish the number of bins is by arranging the log m them into v/log m chunks, such
that each chunk contains v/log m bins. Let val(C},) be the value of chunk k, i.e. val(C},) =
Zreck c(G,). We call a chunk k easily approzimable if, running a fixed price auction with
price &, where 7 is the price of the first bin in chunk k, terminates to an allocation with
welfare Q(val(Cy)). Then, if the value of easily approzimable chunks is high, selecting
uniformly at random a price from the first bins of all the y/logm chunks, and running
a fixed price auction with this price, the mechanism terminates to an allocation with
approximation ratio O(y/logm). On the other hand, if the value of easily approxrimable
chunks is low, we have think of something else. Intuitively, a fixed price auction with
low price will end up with the items, having high contribution to the optimal solution,
sold. The problem is that it does not entail that these items are bought by bidders with
high valuation, and therefore, can lead to inefficient solution. However, the fact that the
items are sold in fixed price auctions with price lower than their contribution, allows us to
execute an ascending-price procedure, in order to find their correct price. The idea that
leads to a O(y/logm) approximation ratio is running “imaginery” fixed price auctions
with increasing price to find the chunk of each item in the optimal solution. Then,
choosing uniformly at random one of the y/logm prices in each chunk, we “guess” for
each chunk C}, the correct price of items of expected value (y/logm)'val(Cy). Formally,
the mechanism is described in Algorithm 8.

Theorem 5.3. Algorithm 8 is universally truthful and achieves an approrimation ratio

of O(v/logm) for the Social Welfare.

The most innovative and interesting fact at this mechanism is that there are two
Price-Exploration and two Price-Exploitation phases, intersecting with each other.
To be more specific, in Step 7 of the algorithm, the Price-Exploitation from bidders
in UNIFORM leads to Price-Exploration for bidders in FINAL. The key claim of the
mechanism is that if Price-Exploration of Step 7(b) gives a bad approximation ratio,
it results to an effective Price-Exploration for Step., i.e. calculates “good” supporting
prices, and is given by the following lemma:

Lemma 5.5. Let A = (A4,..., A,) be an allocation that is supported by pi,...,p,,. For
every item j € Ay, let q; be its supporting price. Let o =3 > ., q;. Let N' be a ran-
dom set of bidders where each bidder is in N' independently at random with probability r.
Let T = (T4, ...,T,,) be the random variable that denotes the allocation of the fized price
auction with price p; = p;./2 for every item j when N’ is constructed at random as above
and the order over bidders in N' is chosen uniformly at random.

Lete—1— 2 ZjEAiOﬂ(U’“T"‘)Qj . Then E[Y". vi(T;)] > % , where expectations are taken
over the random choices of N’ and its internal order.

Let us make the above lemma more clear. We have to interpret the role of variable c.
From its definition, ¢ expresses the fraction of the welfare the items, that were unsold in
allocation T', give in allocation A. Therefore, when c is small, it means that the majority
of the items were bought in allocation A, while when c is large, it ensures that allocation
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Algorithm 8 Dobzinski [16] - O(y/logm) mechanism for XOS valuations

1: With probability % run a second-price auction for the grand bundle U and terminate
the auction.

2: Divide the agents uniformly at random at sets STAT, UNIFORM, FINAL.

3: Run a 2-approximation greedy algorithm for bidders in STAT and let APX be the
allocation.

4: Partition bins 1, ...,logm of the allocation APX into Vlogm disjoint chunks, such
that chunk Cj, contains bins {(k — 1) - 41@% ey f/ll‘:%}

5: Select uniformly at random an integer from {1,2,3,--- , ymﬂ}

6: Select uniformly at random an ordering 7 of the bldders in UNIFORM and set p; =0
for all items 7 € U.

7: Consider each chunk C% in an ascending order:

a) Let p’ be the smallest price associated with any bin in Cj. Run a fixed price
auction restricted to bidders in UNIFORM with price p’/2 for every item, where
the order of the bidders in UNIFORM is 7 (Step 6). Denote the allocation that
this fixed-price auction outputs by T% = (TF,..., T*) and by p** the payment

of bidder 1.
b) With prgbability \/I;W . Each bidder
i pays p"*

c) Let p” be the price of the bin with the r’th smallest value in Cy. Update the
price p; of every item j € U;TF to p; = p" /2.

8: Run a fixed price auction with prices py, ..., p, with the participation of bidders in
FINAL.

T has high welfare.

Now, assume that A is the optimal allocation from bidders in UNIFORM U FINAL,
restricted on the items of chunk Cj. Then, A is supported by every price p below the price
of the first bin of Cj. Let T be the allocation from the fixed price auction from bidders in
UNIFORM with price pg, where p;. is the value of the first bin of a chunk C}. When chunk
CY is not easily approxzimable, it holds that E[c] < 7 and as a result, according to the above
explanation, most of the items of chunk C}, were bought in allocation T'. Therefore, when
running “fictitious” fixed price auctions, most items are sold until reaching the chunk
they belong and finally, we are able to guess their correct price. This step embodies the
ascending-price procedure.Finally, the fact that the first bins of consecutive chunks are at
a distance of v/logm bins, ensures that the value of items that become repriced, even after
they reach their chunk, is small. Consequently, after having calculated /log m-supporting
prices for bidders in FINAL, according to Lemma 5.1, the posted price auction in Step 8
gives the result.

5.4 Bayesian Setting

As it has been made clear through the previous section, a Posted-Price mechanism aims to
calculate approximate clearing prices either through sampling methods, or dynamically.
However, if we were able to see the full valuation profile of the bidders, what would we
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do? Perhaps, we would calculate a greedy solution, (for XOS valuations there is a 2-
approximation greedy algorithm), and post prices according to every item’s contribution
in the solution. More specifically, for XOS bidders, we would calculate a 2-approximation
allocation A and set for every item j price p; = q;“ /2, where q;-“ is the contribution of j
in A. Then, according to Lemma 5.1, we would get an allocation S with:

I & 41
U(S)zi-;qj > 5 v(OPT)

In the Bayesian setting, where agents’ valuations are drawn independently from Vy, ..., V,,
we denote by V = V; X --- x V,, so that ¥ is drawn from V. We suppose that )V is public
knowledge and we have sample access, but the realization of v; is known only to bidder .
In the Bayesian setting, we say that an allocation A is an a - approximation of optimal
solution if:

E [v(A)] > 1 E [v(OPT)]

Y a o~V
Feldman et al. [29] implemented this idea in a slightly different, more probabilistic
analysis. The aim is to assign for each item j price p; = %ngv [qf]. However, we have
only sample access to the distribution V.Therefore, we have to estimate p;.

Lemma 5.6. Let p; be the average of t = (logm +logn —log €)4m? /e? identical samples
from distribution V, with expected value p;. Then, with probability at least 1 —e/n, we

have
€

/
pj —p;l < o

for all items 7.
Now, we are ready to proceed to the main lemma:

Lemma 5.7. Given a distribution )V over XOS valuations, let p’ be the price vector de-
fined as p; = %EgNV[qJA]. Let p'' be any price vector such that |p; — pi| < 5 for all items

j. Then for any arrival order w, a posted price mechanism with prices P’ results in an

expected welfare at least 5 Egop[v(A)] — 5.

Algorithm 9 Feldman et al. [29] - O(1) mechanism for XOS valuations in Bayesian
setting
1: for each item j € U do
2: Qj +—0
Repeat t times:
Draw ¢ ~ V and let T' = A(Y).
Let ¢; be the contribution of item j in A.
Qj < Q;+q;
8: end for
9: Run a posted price auction with prices p,...,p.,.

Formally, the mechanism is described in Algorithm 9. It is clear, that in this mech-
anism, the Sample and Estimation component is omitted, since we can learn all the
information needed through samples from the distribution. The analysis is almost iden-
tical to the analysis in Section 6.5 for the case of Liquid Welfare.
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5.5 Incentives: Dominant Strategy vs Ex-Post Nash
Equilibrium

In Chapter 4 we defined a new notion of incentives’ guarantee, the Fx-Post Nash FEqui-
librium. This definition was necessary for reasoning about the strategy profile of the
bidders in iterative mechanisms, such as ascending price auctions. The main reason is
that in an ascending price procedure, the actions’ space can be history dependent, since
it proceeds in rounds and every bidder can act according to the actions of the others.
The question that may arises is how the mechanisms, presented in the previous sections,
differ from the framework of chapter 4. The main difference is that when bidders ar-
rive at the auction and choose their utility-maximizing bundle, they do not affect the
price increase, as long as they are to participate again in the auction. Even in case of
Algorithm 8, where bidders in UNIFORM participate in an ascending price auction in
Step 7, the prices offered to them does not get influenced by their decisions in previous
rounds, as they are pre-defined by the values of the bins; they only affect the prices that
are posted to the bidders in FINAL. Therefore, it is Dominant Strategy for the agents to
choose their utility-maximizing bundle and these mechanisms are truthful.
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Chapter 6

Liquid Welfare

6.1 Introduction

In the previous chapters, we studied Combinatorial Auctions and Posted-Price mecha-
nism, trying to maximize the Social Welfare, i.e. > ., v;(S;), where S is the allocation of
the mechanism. However, we overlooked a crucial parameter for real life applications; the
Budget constraints. The budget constraints become more important as the magnitude of
the financial transactions augments, as in spectrum auctions, where hundreds of millions
of dollars are paid. Even in Google Adwords, the bidders are asked their available bud-
get, even before bids or keywords. Until now, we designed truthful mechanism with good
approximating guarantees, without taking into account the potential of the bidders to
pay the asked amount. But what should we do in a second price auction, if the winning
bidder has budget below the second highest bid? One thought would be to give him the
item and get all of his budget. Nonetheless, such an action would violate the most fun-
damental property of mechanism design, the truthfulness of the mechanism. In order to
make it more clear, imagine a single item auction, where bidder ¢ has v; = 2 and budget
B; = 1. Then, knowing that we can announce a much higher bid, for example b; = 100
and avoid paying more than 1, why would he report his true preference? However, we
said that VCG is a DSIC mechanism for much more general environments. Why does it
fail now? The reason is, that the utility of the bidders stops being quasi-linear and is
modified as follows:

v —p, if p<B;
U; = .
—00 otherwise

The aformentioned example illustrates an essential problem for the efficiency measure
under budget constraints. In fact, Social Welfare cannot be approximated by a factor
better than n, where n is the number of the agents, even when bidders’ budgets are known
to the auctioneer. The n-approximation is succeeded by allocating the item uniformly
at random and charge nothing. Dobzinski and Leme [19] introduced a new notion of
efficiency for budgeted settings, a measure that balances between the willingness and
ability to pay, the so called Liquid Welfare. Informally, Liquid Welfare is defined as the
minimum between each agent’s budget and his valuation for the acquired bundle of items.
In other words, this measure of efficiency respects the available funds of each bidder and
as a result, denotes a compromise between the social welfare and the maximum revenue
extraction, which is upper bounded by the budgets.
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In this chapter, we are going to extend the results of Posted-Price mechanisms in
Social Welfare to Liquid Welfare, but first we will present the some results in the multi-
unit case.

6.2 Definitions and Previous Results

First, we are going to give the notion of Liquid Valuation and Liquid Welfare, as defined
in [19]. Formally, we have:

Definition 6.1 (Liquid Valuation). In a budgeted setting , we define the liquid valuation
of a bidder in allocation S = (S1,...,Sy,) by:

0;(S;) = min{w;(S;), Bi} (6.1)

Definition 6.2 (Liquid Welfare). In a budgeted setting with n bidders, we define the
Liquid Welfare of allocation S = (Si,...,S,) by:

LW = zn: ;(S;) (6.2)

At this point, the question that arises is whether we can implement VCG on liquid
valuations. In fact, for single-item case, the aswer is positive. Formally we have, according
to [19]:

Theorem 6.1. For single-item case with indivisible item, VCG on modified values v; =
min{v;, B;} is DSIC and ezxactly optimizes the liquid welfare objective.

The proof is similar to that of Theorem 3.2, since if an agents overbids, he may has
to pay more than his budget. Nevertheless, for multi-unit auctions with divisible item, it
holds:

Lemma 6.1. For multi-unit auctions with divisible item, the allocation that mazximizes

+
the Liquid Welfare occurs for xj = min (Bi [1 — Zj<i .CE*] ), where agents are sorted

v; ) J

in non-increasing order of value, i.e. vy > -+ > vy,.

However, it is clear that this allocation rule is not monotone. To see this, the amount
the highest bidder is allocated, is decreasing by the increase of his bid. Therefore, we had
to design approximation mechanisms that guarantee truthfulness and the main technic
was Posted-Price mechanisms.

Dobzinski and Leme [19] proved a 2-approximation to the optimal Liquid Welfare for the
case of a single divisible item and additive bidders with public budgets and a O(logn)
(resp. (log® n))-approximation to the optimal Liquid Welfare for submodular (resp. sub-
additive) bidders with private budgets. Lu and Xiao [45] proved that the optimal Liquid
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Welfare can be approximated truthfully within constant factor for a single divisible good,
general valuations and private budgets. Closer to our setting, Lu and Xiao [46] provided a
truthful mechanism that achieves a constant factor approximation to the Liquid Welfare
for multi-item auctions with divisible items and additive valuations, under a large market
assumption. Under similar large market assumptions, [26] obtained mechanisms that ap-
proximate the optimal revenue within a constant factor for multi-unit online auctions with
divisible and indivisible items, and a mechanism that achieves a constant approximation
to the optimal Liquid Welfare for additive valuations over divisible items. However, prior
to our work, there was no work on approximating the Liquid Welfare in Combinatorial
Auctions (in fact, that was one of the open problems in [19]). In the next sections, we
are going to extend the results of Posted-Price mechanisms for Social Welfare to Liquid
Welfare.

6.3 Liquid Welfare in Combinatorial Auctions

As we said in the previous section, prior to our work, there was no work on approximating
the Liquid Welfare in Combinatorial Auctions. The main difference between the multi-
unit and multi-item setting is the heterogeneity of the items; in multi-item setting, agents
have to “divide” their budget into many items, whereas in the multi-unit setting they
have to buy the most their budget allows them.

6.3.1 Approach

If we are going to extend the results of chapter 3, we have to ensure that liquid valuation
functions belong to the same class as the valuation function. Formally, we have:

Lemma 6.2. Let v be a non-negative monotone submodular (resp. XOS, subadditive)
function. Then, for any B € Rsq, v = min{v, B} is also monotone submodular (resp.

XO0S, subadditive).

Proof. Clearly, capping valuation with budget does not affect monotonicity. We provide
the proof for each case (i.e., submodular, XOS, subbaditive) separately.

e (submodular) Let v be a monotone submodular set function. Then, by the definition
of submodularity, for sets T C S and j ¢ S we have:

v(SU{7}) v (S) <v(TU{j}) —v(T)

Further, since v is monotone: v(T") < v(S), which implies that o(T") < v(S). We
distinguish the following cases:

1. If B<ov(TUu{j}) <v(SU{j}). Then, for the liquid valuations we have:
v(SU{j})—0v(S)=B—-9(S)<B—9(T)<v(TU{j})—o(T), where the
first inequality is due to monotonicity.

2. Ifo(TU{j}) <o(SU{j}) < B. Then, 9(SU{j})—0(S) = v(SU{j})—v(S) <
v(TU{j}) —o(T) = o(T U {j}) — o(T).
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3. Ifv(T'U{j}) < B<v(SU{j}). This breaks down to the following two cases;
on the one hand, if v(S) > B then, o(SU{j})—0(S) =0 < v(TU{j})—v(T) =
o(T'U{j}) —o(T). On the other hand, if v(S) < B, then v(SU{j}) —v(S) =
B - u(8) < o(SU{j}) - 0(8) < o(TU{j}) — o(T) = o(T U5} — o(T).
Finally, we remark that due to monotonicity, these cases are the only possible
ones.

e (XOS) Let v be an XOS set function; there exist additive functions aq, ..., q; s.t.
v(S) = maxep o;(S). In order for v to XOS, we need to prove that there exist

additive functions o, ..., o) s.t. 9(5) = maxcp a;(S). For each function a; we
are going to define m! functions, one for each permutation 7 of the items. Suppose
a specific ordering 7, of the items {1,2,...,m} and let m;(j) be the position of item

J in ordering ;. We define 8" as:

ron Jeadad), i ey <m( @ ({k}) < B
Br({i}h) = {max {B = hemky<m () i ({F) ,0}, i3 y<m) @ ({F}) > B

First, we are going to prove that for each S C U, 57 (S) < min{v(S), B}, Vi, ;.

By the definition of £, it is clear to see that 7 ({j}) < a;({j}). Therefore,
summing upon all items in S (since we have additive functions), we get that:

Bt (S) < ai(5) < maxay(S) = v(S)

By the definition of 5, we also have that 57 (S5) < B.

Next, we are going to prove that for each S C U : 357 s.t. 57(S) = min{v(S), B}.
We distinguish the following cases:

1. v(S) < B. Let m be a permutation, s.t. all items in S come first and let
a;= be the maximizing function for set S, i.e. v(S) = a;+(S). Then, because

Z(ée)so‘i*({j}) < B, we have B1(S) = Y .o B ({5}) = Djesair({i}) =

2. v(S) > B. Let m be a permutation, s.t. all items in S come first and let
a;» be the maximizing function for set S, i.e. v(S) = ;«(S5). Let j* be
the last item ir71r the permutation m s.t. > o o) i ({r}) .§ B. Then,
Y ormmy<m) B () = 2m<me @+ ({7}). For the next items z € S
in permutation m;, we have G ({z}) = max{B — >_, o)) @({k}),0}.
In fact, the first item after j* will complete the missing value, in order to
haver 374 <m B ({7}) = B, and all subsequent items, ¢ will have

B ({q}) = 0. Therefore, ZjeS B ({j}) = B.
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e (subadditive) Let v be a monotone subadditive set function. Then, by the definition
of subadditivity, for sets T, S we have:

v(SUT) <o (T)+v(S5)
We distinguish the following cases:

1. Ifo(SUT) = v(SUT) < B. Then, we know for a fact that v(S5) =
that 9(T) = v(T') < B. Then, 0(SUT) = v(SUT) < v(S)+v(T)
where the inequality comes from the subadditivity of v.

v(S) < Band
= v(5)+0(T),

2. If9(SUT) = B <v(SUT). We have to further distinguish the following

(2) 9(S) = B < v(S),5(T) = B < o(T). Then, 5(SUT) = B < 2B =
o(S) + o(T)

(b) 9(S) = B <v(S),9(T) =v(T) < B. Then, 5(SUT) =B < B+v(T) =
v(S) + o(T'), where the inequality comes from the non-negativity of the
liquid valuation.

(c¢) v(S) =v(S) < B,o(T) = B <v(T). Then, 5(SUT) =B <v(S)+ B =
v(S) 4+ o(T'), where the inequality again comes from the non-negativity of
the liquid valuation.

(d) 9(S) =v(S) < B,o(T) =v(T) < B. Then, 5(SUT) =B <ov(SUT) <
v(S)+v(T) = 0(S) +v(T), where the last inequality comes from the fact
that v is subadditive.

O

Then, one might think that he can directly use the mechanisms of e.g., [41, 16, 29] with
valuation functions © = min{v, B} and demand queries of the form: DQ(min{v, B}, U, p)
(i.e., wrt. the liquid valuation of the bidders) and obtain the same approximation guaran-
tees but now for the LW. However, the resulting mechanisms are no longer truthful; bid-
ders still seek to maximize their wtility (i.e., value minus price) from the bundle that they
get, subject to their budget constraint, rather than their liquid utility (i.e., liquid value
minus price). Specifically, given a set of items U available at prices p;, j € U, a budget-
constrained bidder i wants to receive the bundle S; = arg maxscy{v;(S) — p(S) | p(S) <
B;}, and might not be happy with the bundle S! = arg maxgscy{v;(S) — p(S)} computed
by the demand query for the liquid valuation, as the following example highlights:

Example 6.1. Consider a bidder with budget B = 2 and two items a and b avail-
able at prices p, = 2 and p, = 1. Assume that the bidder’s valuation function is
v({a}) = v({a,b}) = 10, v({b}) = 2 (and therefore, her liquid valuation is v({a}) =
v({b}) = v({a,b}) = 2). The bidder wants to get item a at price 2, which gives her
utility 8. However, the demand query for her liquid valuation function v allocates item b,
which gives her a utility of 1. Clearly, in this example, the bidder would have incentive
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to misreport her preferences to the demand query oracle.

To restore truthfulness, we replace demand queries with budget-constrained demand
queries. A budget-constrained demand query, denoted by BCDQ(v, U, i, B), specifies a
valuation function v, a set of available items U, a price p; for each j € U and a budget
B, and receives the set S C U maximizing v(S) — p(S), subject to p(S) < B, i.e., the
set of available items that maximizes bidder’s utility subject to her budget constraint.
Formally, we have:

Definition 6.3 (BCDQ). Let U be the set of items that are available. Then, bidder i’s
BCDQ returns set S; C U satisfying:

Si = argmax {v;(S) — p () [p(9) < By} (6.3)

To establish the approximation ratio, we first observe that the fact that liquid valua-
tions are XOS suffices for estimating supporting prices, as in previous work on the SW.
Additionally, we have to show that the bundles allocated by BCDQ(v, U, p, B) approxi-
mately satisfy the efficiency guarantees of DQ on the liquid welfare and the liquid utility
of the allocated bundles. In fact, it holds:

Lemma 6.3. Let S C U be the set allocated by the BCDQ) for a bidder with valuation v
and budget B. Then, for every other T' C U, the following hold:

1. 9(8) = o(T) — p(T)
2. 20(5) = p(S) = o(T) — p(T).

Proof. We will prove each claim of the lemma separately. For claim 1, notice that if
p(T) > B, then the Right Hand Side (RHS) of the inequality will be negative and
thus, the inequality trivially holds. So, we will focus on the case where p(T) < B. We
distinguish the following cases:

1. (o(S) =v(S) and o(T) = v(T).) Hence, B > v(T'). Bundle T was considered at the
time of the query and yet, the query returned set S. Thus: ©(S) > 9(S) — p(S) =
v(S) = p(S) 2 v(T) = p(T) = o(T) — p(T).

2. (0(S) = B and 9(T") = B) Then, the inequality trivially holds since: B > B —p(T)
and prices are non-negative.

3. (9(S) = B and 0(T") = v(T)) The inequality holds since: B > B — p(T') > v(T) —
p(T) = o(T) = p(T).
4. (0(S) = v(S) and ©v(T) = B) Hence, B < v(T). Bundle T" was considered at the

time of the query and yet, the query returned set S. Thus, v(S) > 0(S) — p(9) =
v(S) = p(S) 2 o(T) = p(T) =2 B —p(T) = o(T) — p(T).

This concludes our proof for claim 1.
For claim 2, notice that since S is the set received from the BCDQ), then it is affordable:

o(S) > p(S). Adding this inequality to the inequality of claim 1, we have that: 2o(S) —

p(5) = o(T) = p(T).
0
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Now that we have ensured the truthfulness and the efficiency guarantees of the
BCDQs, we can examine whether we can implement the same components as in Sec-
tion 5.2.2 for the objective of Liquid Welfare.

6.3.2 Components

First of all, we have to check whether the v — supportingprices definitions can hold with
liquid valuations. The condition we have to examine is the strong profitability of a set
chosen by the BCDQ. Therefore, we have the following lemma:

Lemma 6.4. Let S = argmaxgcy {v(S") — p(S")|p(S’) < B} a strongly profitable set
under item prices pi, ..., Ppm for valuation v. Then, S is also a strongly profitable set for
the liquitd valuation v.

Proof. Let T C S. We want to show that o(T") > p(T). If 9(T) = v(T), then the
property holds, since S is strongly profitable for valuation v. If o(T) = B, then, due to
monotonicity of v, v(T) = v(S) > p(S) > p(T'), where the first inequality comes from
individual rationality.

]

Now, if we want to find supporting prices for Liquid Welfare, we need a variant of
Lemma 5.1 for liquid valuations, in order to guarantee high welfare. Therefore, we have:

Lemma 6.5 (Extension of Lemma 4.2 in [16]). Let « = (o, ..., ay) be an allocation that
is supported by prices pi,...,pm. A fized price auction where budget constrained bidders
make BCDQs and the items have prices p; = % generates an allocation A = (G, ..., ay)

with LW: Zie[n] v; (&) > M'

Proof. We will follow closely the proof presented by Dobzinski [16], changing the analysis
only slightly when it is required to reason about the behavior of the BFDO.

For every bidder i, let W; = Uy ;& denote the set of competitive items that were
allocated before bidder ¢ arrives to the auction. Let OPT; = ) €U0\ W; P Then,
OPTi = > cu.q, Pi and OPT, 4y = 0. For every bidder i € [n] it holds that Wiy, =
W; 4 ¢&; and that the allocation (0,...,0,c; \ Wi, a1 \ Wi, ..., ap, \ W) is still supported
by p1,...,pm. Thus,

OPT; —OPTii= > pi+ > p (6.4)
je(@i\Wy)  jeas

Now notice that bidder ¢ could buy set «; — W; which implies that the liquid valuation
that he got from the set that was ultimately received by the BCDQ was lower bounded
by:

vi(a; \ W) — Z qj = vi(c; \ W) — Z p]

JE(ai\Wi) Jé(az\W)

Dj
> 5 (6.5)

JE€(a; \W5)
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Since the bidder had enough budget to buy set &; (otherwise, it would not have been
received as the answer of the BCDQ) we have that:

A D
(&) > £y )
Ui (Gu) > Z 5 (6.6)
JEQ;
Summing up Equations(6.5) and (6.6) and using Equation (6.4) we get:

: ~ OPT, — OPT,
20, (Gi) > Y %+Z%: 1

A — 2
j€(ai\W;) JEQ;

which concludes our proof.

]

At this point, we need to test if the components Section 5.2.2 are violated because of the
liquid valuations. The Dominant Bidder phase remains the same, since as we showed
in Theorem 6.1, the VCG mechanism for single-item setting is DSIC and maximizes the
Liquid Welfare. The same holds for the Sample and Estimation component, since liquid
valuation functions belong to the same class as valuation functions (for submodular, XOS,
subadditive functions) and therefore, we can implement the same algorithms, as agents
have no incentive to lie. Finally, the Price-Exploration and Price-Exploitation
phases are executed with the usage of BCDQs instead of Demand Queries and therefore,
we have the efficiency guarantees of BCDQs, according to Lemma 6.3.

Conceptually, we present a general approach through which known truthful approx-
imations to the SW, that access valuations through demand queries, can be adapted
so that they retain truthfulness and achieve similar approximation guarantees for the
LW. The important properties required are that liquid valuation functions v belong to
the same class as valuation functions v (proven for submodular, XOS and subadditive
valuations), and that the efficiency guarantees of budget-constrained demand queries on
liquid welfare and liquid utility are similar to the corresponding efficiency guarantees of
standard demand queries for liquid valuations (proven for all classes of valuations func-
tions). Indeed, applying this approach to the mechanism of [16], we obtain a universally
truthful mechanism that approximates the LW for CAs with XOS bidders within a fac-
tor of O(v/Iogm). In the next sections, we will prove the approximation guarantees of
the mechanisms in Krysta and Vécking [41], Feldman et al. [29] but for the LW, using
BCDQs, since our technics become more clear in these mechanisms than in [16] .

6.4 Worst-Case setting

In this section, we present Algorithm 10, which is based on the mechanism of [41] and
achieves the same approximation guarantee for the objective of Liquid Welfare. The
only difference is that budget-constrained bidders in Algorithm 10 are restricted to using
BCDQs, instead of DQs, thus making the mechanism universally truthful. Resembling the
analysis of [41], we show that for 1/q = ©(logm), Algorithm 10 achieves an approximation
ratio of O(logm) for the LW. First, we note that parameter! L is selected so that there
exists only one bidder whose liquid valuation for U (weakly) exceeds it.

1L can be computed with standard techniques, as explained in [41].
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Algorithm 10 KV-Mechanism for Liquid Welfare
: Fix an ordering 7 of bidders and set U; = U.
: Set initial prices pgl) == p$}) = ﬁ.
: for each bidder + = 1,...,n according to m do

Let S; = BCDQ(v;, U, o9, B;)

With probability ¢, allocate R; = S; to i and set U;.; = U; \ S;. Otherwise, set
Ui—i—l = UZ,RZ — @

Update prices Vj € S;: p§
7: end for

i+1) _ 2p(i)
e

2

Theorem 6.2. Algorithm 10 is universally truthful and for ¢ = 1/©(logm), achieves an
approximation ratio of O(logm) for the LW.

We present a series of Lemmas that will lead us naturally to the proof of the Theorem.
Let S = (51,...,5,) and R = (Ry,..., R,) the provisional and the final allocation of
Algorithm 10 respectively. First, we provide two useful bounds on o(S). We find it
important to also discuss an overselling variant of Algorithm 10. In the Owerselling
variant, allow us to assume that for Step 5 of Algorithm 10, ¢ = 1 (i.e., S; is allocated
to bidder ¢ with certainty) and U;;1 = U; = U (thus the name of the variant). The
Overselling variant allocates at most k = log(4m) + 2 copies of each item and collects a
liquid welfare within a constant factor of the optimal LW. To see that, observe that for
q = 1, after allocating k — 1 copies of some item j, j’s price becomes ﬁQlog(‘*m)“ = 2L.
Then, there is only one agent with liquid valuation larger than L who can get a copy of

Ve

Lemma 6.6. Let p; denote the final price of each item j. Then, for any sets Uy, ..., U, C
U of items available when the bidders arrive, Algorithm 10 with ¢ = 1 satisfies v(S) >

ZjeU p;j — L/4.

Proof. Since bidders are individually rational and do not violate their budget constraints,
for every bidder i it holds that B; > . pgz) and v;(S;) > >, pg-z). The rest of the

proof is identical to the proof of [41, Lemma 2| for b = 1. Specifically, let Eg»i) be the
number of copies of item j allocated just before bidder ¢ arrives, and let ¢; be the total
number of copies of item j allocated by Algorithm 10 with ¢ = 1. Then,

TOED 9) SIS ) SE0

i=1 jeS; =1 jES;
=&)Y @2-1)=> p—L/4,
jeu jeu

where we have changed the order of summation and we have used the fact that p; =
L ot

=2 O
4m

Lemma 6.7. For sets Uy = --- = U, C U, the Overselling variant of Algorithm 10 with
q =1 satisfies 0(§) > OPT =3y pj-
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Proof. Let O = (O4,...,0,) be the optimal allocation. From Lemma 6.3, we get that

for each bidder i:
o(S) = 0(0) = > p)) = 0(0) = D

j€0; Jj€0;

where we use that the final price of each item is the largest one. Summing over all bidders,

we have that:
5(8) > 0(0)=> > p; = OPT - p,
i=1 j€O; jeu
where the last inequality uses the fact that the optimal solution is feasible and thus, each
item is allocated at most once in O.
O

Lemma 6.8. The Overselling variant of Algorithm 10 with ¢ = 1 allocates at most
log(4m) 4 2 copies of each item and computes an allocation S with liquid welfare v(S) >
soprT
3 .

Proof. Summing the equations from Lemma 6.6, Lemma 6.7 we have:

25(S) > OPT —

N

Since OPT > L, we have:

QMSﬁzopT—%OPT:>MS)2§OPT

O

Of course, the allocation § in Lemma 6.8 is highly infeasible, since it allocates a loga-
rithmic number of copies of each item. The remedy is to use an allocation probability
q = 1/6(logm). For such values of ¢, we can plugin the proof of [41, Lemma 6] (which
just uses that the valuation functions are fractionally subadditive) and show that for each
agent ¢ and for all A C U, E[g;(ANU;)] > v;(A)/2. We are now ready to conclude the
proof of Theorem 6.2.

Lemma 6.9. For Algorithm 10 with q =
E[o(R)] > q OPT/S.

it holds that E[v(S)] > OPT/8 and

1
4(log(4m)+1)’

Proof. Let O = (O4,...,0,) be the optimal allocation. For each bidder i, Lemma 6.3
implies that the response S; of BCDQ satisfies:

5(S) > wm(0:nU) — > p

JjEO;NU;

for any U; resulted from the outcome of the random coin flips. Therefore:

E[5:(S:)] > E[0:(0: N U) - E[ > py]

JeEO;NU;
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By the choice of ¢, for any bidder i, E[v;(O; N U;)] > v;(0;)/2. Then, working with the
expectations as in the proofs of Lemma 6.6, Lemma 6.7, we have:

ij] —L/4

Jjeu

E[3(S)] > E

and:

E@wnz;ﬁT_E

>

jeu

Summing the above equations and using the fact that OPT > L we have:
E[o(S)] > OPT/8
Finally, one can use linearity of expectation and show that E[o(R)] = ¢E[o(S)]. O

6.5 Bayesian setting

In this setting, let ¥ = (vq,...,v,) be a profile of bidder valuations and B= (B1,...,By)
a profile of bidder budgets. Assume that the bidders’ valuations are drawn independently
from distributions Vi, ..., V, and the budgets from distributions By, ..., B,. For simplic-
ity, let us assume that their liquid valuations are drawn independently from distributions
D1, ..., D,. We will denote by D =D, x --- x D,, the product distribution where liquid
valuations profiles, v = (o1, ...,0,), are independently drawn from.

We are going to show that the results presented in [29] can be extended for budget-
constrained bidders. Specifically, we are going to show that, if liquid valuations are
fractionally subadditive, then we can create appropriate prices such that, when presented
to the bidders in a posted-price mechanism and bidders are making BCDQs, then we
can obtain universally truthful constant-factor approximation mechanisms for the LW in
Bayesian CAs. Our Lemma 6.10 establishes the existence of such appropriately scaled
prices. The key component activating our results is that instead of reasoning about the
utility achieved from the bundle purchased by bidder i (as received by the BCDQ), we
instead have to use Lemma 6.3.

Theorem 6.3. Let distribution D over XOS liquid valuation profiles be given via a sample
access to D. Suppose that for every v ~ D, we have:

1. black-box access to a LW mazimization algorithm, ALG? for CAs.

2. an XOS value query oracle (for liquid valuations sampled from D).

Then, for any € > 0, we can compute item prices in POLY(m,n,1/e) time such that,
for any bidder arrival order, the expected liquid welfare of the posted price mechanism is
at least 1 Eqp[V(ALG(V))] — &, where by ALG(V) we denote the solution produced by
algorithm ALG.

2ALG can be any algorithm that provides a O(1)-approximation to the optimal LW, since we do not
care about incentives (access to ALG will only happen for ghost samples). For example, it could be the
greedy algorithm by [42].

3An XOS value oracle takes as input a set T and returns the corresponding additive representative
function for the set T, i.e., an additive function A;(-), such that (i) ©;(S) > A;(S) for any S C [m] and
(i) 5:(T) = Ai(T).
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Lemma 6.10. Given a distribution D over XOS liquid valuations, let p be the price

vector s.t. p; = 5 Egp[LW;(V)], where LW;(¥) is the contribution of item j to the liquid

welfare under valuation profile V. Let p'’ be any price vector such that \p; —p;l <90 for

all j € Im|. Then, for any arrival order, mw, bidders buying bundles by making BCDQs
md

under prices p' results in expected liquid welfare at least 3 B p[V(ALG(V))] — 22,

Proof. We are going to follow the proof presented by [29]. For each j € S;, we denote
by LW;(¥) := A;({s}) (ie., LW;(¥) corresponds to the contribution of item j to the
liquid welfare, under liquid valuation profile ¥), where A;(+) is the corresponding additive
representative function for the set \S;. From the definition of p;:

= E_[LW;(¥) - p]] +2(p — py) (6.7)
=) E [T — ;) 1{j € Si(¥)}] +2(0; — p;)
ieh]

Let SOLD;(¥,7) be the set of items that have been sold prior to the arrival of bidder
i. Bidder i’'s BCDQ receives set S; as the answer, from the items in U \ SOLD;(v, )
that maximizes v(S;) — p(S;) subject to the fact that p(S;) < B;. Consider another
random liquid valuation profile ¥, ~ D_l, independent of v. Let S;(v;, V" ;) be the
allocation returned by ALG on mput (v;, ¥ ;). For the additive representative function
A; for the set S;(v;,¥';) it holds that A;({j}) = LW,(v;,¥",) for each j € S;(v;,¥";).
Let S;(v;, v_;, v ;) := S;(v;,¥";) \ SOLD;(¥, 7) be the subset of items in S;(v;, v_;) that
are avallable for purchase when bidder ¢ arrives. Since bidder ¢ could have bought set
Si(v;, V_;,¥"_;) but instead did not, using Lemma 6.3 we get that:

20;(S;(¥)) — p(Si(¥)) > V1;»3 [max {LW;(v;,v_,) — p;, 0}]

—1

Summing up for all the bidders and taking the expectation over all ¥ ~ D we have:

QVIAE;D ZVZ(S VND Zp

i€[n] i€[n]
> Z Z B [1{jeSi(v:;,v,)} - max {LW;(2;, v";) — p;,0} - 1 {j # SOLD;(¥,m)}]
jemicp BV
(6.8)

Following exactly the same steps as in [29] we can rewrite the above as:

QV]ED Z\‘/i(& v~D Zp

i€[n] i€[n]
> Zlg[j # SOLD(¥, )] - (p; + (p; — 1)) (6.9)

For the expected revenue, due to individual rationality of the bidders it holds that:

E [Rev(v,m)] =) P[j € SOLD(v, )] (p; — (p; — #})) (6.10)

v~D -
jeU
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Adding Equations (6.10) and (6.9) we get:

2 E Y w(Si(¥)| - E |> p(Si(¥)] + E [Rev(¥,7)]

v~D v~D v~D
i€[n] i€[n]
>3+ (n—#) (1-2P[j € SOLD (v, 7))
JjeUu jeU v
> 1 V. (S ) /
255 | 2 WilS) | =2 lps 1]
| i€[n] | gev
> 1 7.5 | = mé
- 5 9D Vi 7 —m
1€[n]

6.6 Large and Competitive Market

In this section, we are going to extend the notion of Large Market Assumption for multi-
unit settings, as presented in [6, 26, 46], and introduce a new notion of a competitive
market in the multi-item setting. Finally, we give a O(1)-approximation algorithm for
Liquid Welfare with XOS bidders under the competitive market assumption.

6.6.1 Introduction

Intuitively, the large market assumption says that the contribution of a single bidder
or a small group of agents to the whole market is negligent. This assumption is well
founded in cases, such as the internet economy. In budgeted settings, this assumption
can be expressed through the ratio of the budget of each agent to the optimal solution
for multi-unit cases. Borgs et al. [6] were the first ones to define a budget dominance
parameter that corresponded to the ratio of the maximum budget of all the bidders to the
value of the optimum SW in the context of multi-unit auctions with budget-constrained
bidders. More recently, Eden et al. [26] and Lu and Xiao [46] used similar notions of
budget dominance! (termed large market assumptions) as a means to achieve constant
factor approximation to the LW in multi-unit auctions and auctions with divisible items
respectively, when bidders have additive valuation functions. However, for the case of
divisible items, it is clear that the definition of a large market used in the previous cases,
becomes almost void.

Example 6.2. Imagine, a large market with m indivisible items and n bidders, s.t.
B; < % for some large constant ¢ > 1. The number of bidders who receive at least one
item is at most m and therefore, OPT < m - Biax, which leads to Bpmax < Bmax /¢, which
18 a contradiction.

In reality, the previous settings possessed another crucial property, that made it pos-
sible for the large market assumption to activate the results about the constant factor

4Namely, that Vi € [n] : B; < (253’ where c is a large constant.
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approximation of the optimal LW. This property was the homogeneity of the goods be-
ing auctioned; every bidder wanted exactly the same item or at least some portion of
every item. The homogeneity of the goods, coupled with the large market assumption,
essentially established competitive markets.

6.6.2 Preliminaries

Below, we first introduce our definition of Competitive Markets for indivisible goods and
then, show how one can obtain a constant factor approximation of the optimal LW, when
bidders have XOS liquid valuations. To enhance our intuition, by competitive market
we mean that if we remove a randomly selected group of agents from the auction, the
value optimal solution does not get affected so much. This is a reasonable assumption,
especially in budget-restricted agents, since it denotes the existence of many agents with
similar budgets and preferences under the budget constraints.

Definition 6.4 ((¢,0) - Competitive Market). Let 0 < ¢ < 2 and a constant § > 0. A
market is called (¢,8) - Competitive Market, if for any randomly removed set of bidders,
S, with cardinality 5, then for the remaining set of bidders, T, it holds that:

P[WFT2<1—§>-WF]21—5 (6.11)

where by OPTr we denote the optimal LW achieved by bidders in set T.

Proposition 6.1. In an (g,0) - Competitive Market, let S C [n] be randomly chosen s.t.
IS| =2 and let T = [n]\'S. Then:

2

([0 = (=)} o o () o)

Proof. Let Xgs the event that OPTg > (1 — %) OPT and X7 the event that OPTt >
(1 — g) OPT. Then, we have:

PXsNXp]=1-P[XsUXg| >1-2§

where the inequality follows from the Union Bound. n

6.6.3 CM mechanism

Our mechanism operates as follows. First we divide the agents uniformly at random into
two equal sets S and T. Then, we run a 2-approximation greedy algorithm on the sample
set S. Our claim is that, since both OPTgs, OPT7y are close to the optimal solution, the
items whose contribution in OPTg is much greater than in OPT7 cannot be large, since
we could transfer their owners from S to T and take a solution whose value is greater
than OPT. Now, we are ready to state our Competitive Market mechanism that will be
used for approximating the optimal LW. We note here that the greedy algorithm A is
due to [42].

As usual, we denote S = (S, ..., 5,) the final allocation from mechanism presented
in Algorithm 11. Valuations of bidders are XOS (and so are the liquid valuations (Lemma
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Algorithm 11 Competitive Market (CM) Algorithm

1: Divide the bidders into sets S, T uniformly at random, s.t., [S| = § = |T|.
2: Run the greedy algorithm A for bidders in S and denote the solution obtained by AS.
3: for 5 € U do
4: Set p; = —v (.AS) where 5 > 1 is a constant
5: end for
6: Fix an internal ordering of bidders in T, 7, and set U; = U.
7. for each bidder ¢ € T arriving according to m do
8: Let Sz = BCDQ(UI, Uuﬁ)
9: Set Ui+1 = Uz \ Sz
10: end for

6.2)); let a; be the maximizing clause of S; in the liquid valuation 9; of bidder . Since
a;'s are additive, for each bidder ¢ and j € S; let ¢; = a;({j}). Notice that >, v(S;) =

> J€UsepnSi 4 We denote by OPTr = > jev q}r, where q;r is the contribution of item j

in OPTy. We divide the set of all items U into two sets; the set of competitive items,
denoted by C and the set of non-competitive items, denoted by C = M\ C. The following
lemma upper bounds the contribution of non-competitive items in the optimal solution.

o(AS
Lemma 6.11. Let C = {j|q}r > #} for constant 3 > 1. Then, > OPT

jeC qj > 2(5 0
T B(2—e)-2"ADpT
and Zjec q; > 2(551) OPT.

Proof. From Definition 6.4, it holds with constant probability (w.c.p) that: OPT >
Yiccl + 2 ieed; = Yevdy = (1—5) - OPT. Let Sz C S be the set of the bidders
that are allocated the non-competitive items from the greedy algorithm A when running
on set S. Then, in the augmented set T U Sz, there exists an allocation Q° with liquid

valuation,
Q=D g+ v (A (6.12)
jec jec
and therefore we have w.c.p:

OPT20(Q)2) qj+) v(A) 2> ¢/ +5) ¢

jec jec jec jec

(1——) OPT+(8-1)Y

jec
Re-arranging the latter and using the fact that:

g+ O—>qu_(1——>OPT

jec Jjeu

As a result, for the items in C it holds w.c.p that: >, . q > B 2 5) 2OPT. O

5 Allocation Q is realized by allocating all items in C to bidders in T that also had them in the OPTy
allocation and all items in C to the bidders in Sz that had them in the allocation of the greedy A. The
claim is completed by submodularity.
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In the next Lemma, we prove a lower bound on the contribution of competitive items
to the solution obtained by the greedy algorithm, with respect to OPT.

o (A;S) > 28-1)-=B-1) AP

Lemma 6.12. 15

jec
Proof. Combining Inequality (6.12) and Lemma 6.11 we get that:

S0 (A3 < __opt (6.13)
) =55 |

jec

Algorithm A provides a 2-approximation to the optimal LW of set S [42], so w.c.p we
have:

1— 1—5__
— (1S — (1S
Zv (A) + Zv (A7) = 5OPTs > — 20PT (6.14)
jec jec
Combining the last two equations, we get the result. O]

Theorem 6.4. The CM Algorithm is universally truthful and achieves, on expectation,

a constant approxzimation to the optimal LW, i.e., E[v(S)] > (1—20)- %OPT.

Proof. Since the bidders that control the prices being posted belong to set S and they
never get any item, it is their (weakly) dominant strategy to report their valuations and
their budgets truthfully. Furthermore, the bidders that are buying under the said posted
prices belong to set T and they make BCDQs, which we shown to be truthful. Finally,
the bidders are uniformly at random split at sets S and T.

For each item j € C we have ¢; > 0(AS)/B. Therefore, there exists an allocation
(A7)
Thus, from a modification of [16, Lemma 4.2] (formally presented in Lemma 6.5), set’gng

p; = p;/2, for each j € C, and running a fixed price auction in T with prices pi, ..., p,,
we get that: v(8) > 3. p;/4. Using the latter, along with the prices of the items, we
have:

for bidders in T and items in C that is supported by prices pi, ..., pm, where p; =

1) = 5 ok = 20 A= Yopr

where the last inequality is due to Lemma 6.12. Thus, we conclude that:

jec

Efo(s)) 2 (- 20) 2= 0= 00 Ugpr
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6.7 Conclusion and Future Work

In this work, we showed how some of the best known truthful mechanisms that approx-
imate the SW, can be adapted in order to yield the same order approximations for the
LW, when bidders are budget-constrained in the worst-case and Bayesian instances. Ad-
ditionally, we introduced a notion of market competitiveness, for markets with indivisible
goods and provided a constant factor approximation to the LW in this case. The most
meaningful question that arises from our work (apart, of course, from the ever existent
one of lowering the approximation guarantee in worst-case instances) is related to the
competitive markets. We conjecture that the condition that we provide can be made
even weaker, and leave it to future research. We hope that the results and the techniques
presented in this work, will serve future researchers in obtaining improved same order
approximations for both the SW and the LW.
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