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#### Abstract

The demand of high accuracy geodetic measurements for the needs of engineering, deformation and monitoring surveying is nowadays heightened. The intense technological improvement and development of geodetic instrumentation has broadened the capabilities and prospects in the applications of the surveying engineer.

Despite the fact of technological advantages the accuracy of engineering and geodetic type measurements, which are carried out either in the lower atmosphere and close to the ground or indoors and underground, is still limited because of refractive effects. The error of geodetic refraction, which bends the sighting line through any telescope, is in terms influenced by the fluctuations of the meteorological parameters that are causing air density inhomogeneity along the sighting path.

The aim of this master thesis is to address a generally applicable method, regarding as much as the instrumentation configuration and the data acquisition procedure as well as the post-processing computations, in order to compute refraction corrections in spirit levelling measurements. The determination of the refraction corrections is based on the direct measurement of the temperature gradient, which is the major influential factor.

Hence, both indoor and outdoor experimental tests were carried out by implementing a stand-alone set up of a high accuracy digital level and air temperature sensors nodes mounted on the barcoded invar staff. Thus, the additional time series were generated, containing repeatable short term measurements of height readings, air temperatures at certain heights and atmospheric pressure for a time period of several days and a time interval of 5 minutes.


The present master thesis is consisted of and summarized by the following 5 chapters:

- The first chapter introduces the effect of geodetic refraction and explains the different terminologies of the refraction among the surveyor's practices. Moreover there is a briefing of the existing refraction correction methods while the goal of this thesis is highlighted.
- The second chapter includes a thorough theoretical overview of the geodetic refraction starting from the Fermat's principle and Snell's law and leading to the equation of the local geodetic refraction coefficient k. Subsequently there is an analysis of the refraction correction by using the direct measurement of the temperature gradient and the corresponding temperature height functions. Lastly there is a detailed demonstration of the amplitudes of the temperature gradient and the geodetic refraction coefficient k with regard to past studies results.
- The third chapter presents the air temperature sensors nodes as well as the meteorological instrumentation. Additionally a calibration procedure of the air temperature sensors is being displayed by using a climate chamber device and
linear modeling in order to adjust the air temperature measurements to the same reference scale.
- The fourth chapter demonstrates analytically both the indoor and the outdoor experimental tests. Initially starts with the presentation of the geodetic instrumentation and the stand-alone set up and continues with the thorough illustration of the acquired datasets. Thereafter the evaluation of the temperature height functions curve fitting is introduced as well as the computations of the temperature gradient. In the end the calculated refraction corrections results are being illustrated.
- The fifth chapter consists of the final conclusions and deductions of the overall process and highlights proposals and recommendations that are in the need of further investigation.

In conclusion the calibration procedure of the air temperature sensors managed to improve the temperature readings by adjusting the measurements to the same reference scale. Moreover the dependence of the height readings with respect to their linear relationship of the measured meteorological parameters showed a poor and a moderate correlation with regard to atmospheric pressure and air temperature respectively.

Moreover when the temperature gradient had values greater than the measuring accuracy of air temperature sensors $0.4^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ then all the temperature height functions seemed to work properly. Additionally when this value was limited to $0.2^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ then the models failed to pass the statistical test of the parameters, or to fit the data, or over-fitted the data, except Huggershoff's model.

Lastly none of the computed refraction corrections managed to contribute to the smoothing of the height readings time series since there is a lot of noise contained therein the data. Nevertheless the signs and the amplitudes of the corrections were in line with the theoretical and past studies values. Thus, the geodetic refraction coefficient k took accepted values from 0 to +2.4 in the outdoor tests and from -1.6 to +3.2 in the indoor tests.
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 $\mu \varepsilon \tau \varepsilon \omega \rho о \lambda о \gamma \iota \kappa \varepsilon ́ \varsigma ~ \pi \alpha \rho \alpha \mu \varepsilon ́ \tau \rho о \nu \varsigma ~ к \alpha ı ~ о ~ \tau \rho о ́ \pi о \varsigma ~ \chi \rho \eta ं \sigma \eta \varsigma ~ \tau \eta \varsigma$.






 ขлоөと́бєı૬:
- H $\varepsilon \pi i ́ \delta \rho \alpha \sigma \eta \tau \eta \varsigma$ v $\gamma \rho \alpha \sigma i ́ \alpha \varsigma ~ \theta \varepsilon \omega \rho \varepsilon i ́ \tau \alpha ı ~ \alpha \mu \varepsilon \lambda \eta \tau \varepsilon ́ \alpha ~ \gamma 1 \alpha ~ \tau \eta ~ \delta 1 \alpha ́ \delta o \sigma \eta ~ к \nu \mu \alpha ́ \tau \omega v$

- Н $\delta \alpha \sigma \tau \rho \omega \mu \alpha ́ \tau \omega \sigma \eta$ тоט $\alpha \varepsilon ́ \rho \alpha ~ Ө \varepsilon \omega \rho \varepsilon i ́ t \alpha ı ~ \pi \omega \varsigma ~ \pi \rho \alpha \gamma \mu \alpha \tau о \pi о є \varepsilon i ́ \tau \alpha 1 ~ \sigma \varepsilon ~$








 $\mathrm{k} v \alpha \lambda \alpha \mu \beta \alpha ́ v \varepsilon \iota \tau \tau \mu \varepsilon ́ \varsigma \alpha \pi o ́ ~-4 ~ \varepsilon ́ \omega \varsigma ~+16 . ~$
- То трíто кєца́даıо $\varepsilon \mu \pi \varepsilon \rho เ \varepsilon ́ \chi \varepsilon ı ~ \tau \eta v ~ \pi \alpha \rho о v \sigma i ́ \alpha \sigma \eta ~ \tau \omega v ~ \tau \varepsilon \chi v ı к ळ ́ v ~$


 к $\lambda \mu \alpha \tau \iota к о и ́ ~ \theta \alpha \lambda \alpha ́ \mu о v$.


 боvӨŋ́кєऽ $\lambda \varepsilon \iota \tau о \cup \rho \gamma i ́ \alpha s ~ \tau о и \varsigma . ~ \Sigma \tau \eta ~ \sigma v v \varepsilon ́ \chi \varepsilon ı \alpha ~ \pi \rho о \sigma \delta ı о р i ́ \sigma \tau \eta к \varepsilon ~ \tau о ~ \gamma \rho \alpha \mu \mu к о ́ ~$
 $\mu \varepsilon \tau \rho \eta ́ \sigma \varepsilon 1 \varsigma ~ \tau о v ~ \varepsilon v \sigma \omega \mu \alpha \tau \omega \mu \varepsilon ́ v o v ~ \theta \varepsilon \rho \mu о \mu \varepsilon ́ \tau \rho о v ~ \tau о v ~ \theta \alpha \lambda \alpha ́ \mu о v ~ \mu \varepsilon \tau \eta ~ \mu \varepsilon ́ \theta o \delta o ~ \tau \omega v$


 عívaı $\tau \eta \varsigma \tau \alpha ́ \xi \eta \varsigma ~ \pm 0.1^{\circ} \mathrm{C}$.









 бко́л $\varepsilon v \sigma \eta \varsigma 40 \mathrm{~m}$, о́л $\omega \varsigma ~ \alpha v \tau \alpha ́ ~ \pi \rho о \varepsilon ́ к v \psi \alpha \nu ~ \kappa \alpha \tau \alpha ́ ~ \tau \eta ~ \varphi \alpha ́ \sigma \eta ~ \sigma ט \lambda \lambda о \gamma \eta ́ \varsigma . ~ A v \tau o ́ ~ \pi о v ~$
 $\theta \varepsilon \tau 兀 \kappa \varepsilon ́ \varsigma ~ \gamma \rho \alpha \mu \mu \kappa \varepsilon ́ \varsigma ~ \sigma v \sigma \chi \varepsilon \tau i ́ \sigma \varepsilon ı \varsigma ~ \mu \varepsilon \tau \alpha \xi \mathfrak{v} \tau \eta \varsigma ~ \theta \varepsilon \rho \mu о к р \alpha \sigma i \alpha \varsigma ~ \kappa \alpha ı ~ \tau \eta \varsigma ~ \alpha v \alpha ́ \gamma v \omega \sigma \eta \varsigma$ v́чous.

 $\kappa \alpha \mu \pi \cup ́ \lambda \varepsilon \varsigma ~ \pi о v ~ \sigma u v \delta \varepsilon ́ o u v ~ \tau \eta ~ \theta \varepsilon \rho \mu о к \rho \alpha \sigma i ́ \alpha ~ \tau о v ~ \alpha \varepsilon ́ \rho \alpha ~ \sigma \varepsilon ~ \sigma \chi \varepsilon ́ \sigma \eta ~ \mu \varepsilon ~ \tau о ~ \tau о л ь к о ́ ~$




 $\mu \varepsilon ́ \tau \rho \eta \sigma \eta ́ s ~ \tau о \cup \varsigma, ~ \tau o ́ \tau \varepsilon ~ \tau \alpha ~ \mu о v \tau \varepsilon ́ \lambda \alpha ~ \varepsilon i ́ \tau \varepsilon ~ \alpha \pi о \tau ง \gamma \chi \alpha ́ v o v v ~ v \alpha ~ \pi \rho о \sigma \alpha \rho \mu о \sigma \tau о v ́ v ~ \sigma \tau \alpha ~$

 $\kappa \alpha \tau \alpha ́ \varphi \varepsilon \rho \varepsilon$ ка兀о́ $\pi \lambda \varepsilon ı о \psi \eta \varphi i ́ \alpha ~ v \alpha ~ \varepsilon \pi \imath \tau ט ́ \chi \varepsilon \iota ~ \sigma \tau о ~ \sigma \tau \alpha \tau \iota \sigma \tau ı \kappa o ́ ~ \varepsilon ́ \lambda \varepsilon \gamma \gamma \chi о ~ \tau \omega \nu$ $\pi \alpha \rho \alpha \mu \varepsilon ́ \tau \rho \omega \nu ~ \tau о v ~ \gamma ı \alpha ~ \varepsilon \pi i ́ \pi \varepsilon \delta о ~ \varepsilon \mu \pi \iota \sigma \tau о \sigma ט ́ v \eta ร ~ 68 \% ~ к \alpha ı ~ v \alpha ~ \delta \omega ́ \sigma \varepsilon ı ~ \rho \varepsilon \alpha \lambda ı \sigma \tau ı \kappa \alpha ́$
 "Huggershoff".


 k. A $\frac{0}{} \alpha v \tau \alpha ́ ~ \sigma \varepsilon ~ \kappa \alpha v \varepsilon ́ v \alpha ~ \alpha \pi o ́ ~ \tau \alpha ~ \pi \varepsilon \iota \rho \alpha ́ \mu \alpha \tau \alpha ~ \kappa \alpha ı ~ \tau \alpha ~ \mu о v \tau \varepsilon ́ \lambda \alpha ~ \delta \varepsilon v ~ \varphi \alpha i ́ v \varepsilon \tau \alpha ı ~ v \alpha ~$


 $\alpha 1 \sigma \theta \eta \tau \eta ์ \rho \omega v$.






 عúpos $\tau \omega v \alpha v \alpha \gamma v ต ́ \sigma \varepsilon \omega v$.
- To $\pi \varepsilon ́ \mu \pi \tau о ~ к \varepsilon \varphi \alpha ́ \lambda \alpha ı о ~ \pi \rho о \beta \alpha ́ \lambda \lambda \varepsilon є ~ o ́ \lambda \alpha ~ \tau \alpha ~ \sigma v \mu \pi \varepsilon \rho \alpha ́ \sigma \mu \alpha \tau \alpha ~ \pi о v ~ \pi \rho о \varepsilon ́ к v \psi \alpha v ~ \alpha \pi o ́ ~$







 $\delta ı \alpha \varphi o ́ \rho \omega v ~ \pi \alpha \rho \alpha \mu \varepsilon ́ \tau \rho \omega v ~ \pi о v ~ \mu \varepsilon \tau \rho о и ́ v \tau \alpha \iota ~ \kappa \alpha \theta \omega ́ \varsigma ~ \kappa \alpha ı ~ \eta ~ \varepsilon к \tau \varepsilon ́ \lambda \varepsilon \sigma \eta ~ \alpha v \tau i ́ \sigma \tau о \chi \chi \omega v$
 $\pi \rho о \tau \varepsilon i v \varepsilon \tau \alpha 1$ v $\alpha$ толо $\theta \varepsilon \tau \eta \theta$ ov́v $\alpha \iota \sigma \theta \eta \tau \eta ́ \rho \varepsilon \varsigma$ $\theta \varepsilon \rho \mu о к \rho \alpha \sigma i ́ \alpha \varsigma ~ \sigma \varepsilon ~ \pi \varepsilon \rho ь \sigma \sigma o ́ \tau \varepsilon \rho \alpha$






 $\varepsilon \xi \omega \tau \varepsilon \rho \iota \alpha \dot{\alpha} \pi \iota \rho \alpha ́ \mu \alpha \tau \alpha \kappa \alpha \iota \alpha \pi o ́-1.6$ ह́ $\omega \varsigma+3.2$ $\sigma \tau \alpha ~ \varepsilon \sigma \omega \tau \varepsilon \rho \iota \kappa \alpha ́ \pi \varepsilon \iota \rho \alpha ́ \mu \alpha \tau \alpha$.








## INTRODUCTION

Today's era is characterized by the extreme technological evolution and the rapid information propagation while the impacts of the climate change have become evident. The Internet of Things, big data analysis and artificial intelligence innovations appear more on everyday life while a lot of social and economic activities have migrated online. Additionally geoinformatics have come to play an important role in the solution of modern urban, rural and environmental problems and the meeting of current human needs.

Furthermore the Architecture Engineering and Construction (AEC) industry is increasingly oriented to the sustainability, monitoring and maintenance of the existing structures, projects and infrastructures. This fact reasonably takes place in order to facilitate the decision making procedures and the risk management situations and as well as to contribute to the avoidance of technical failures, construction collapses and disasters with respect to the built environment.

Technical geodesy, industrial geodesy and engineering surveying, as a part of the broadened concept of geoiformatics, provide the only valid and reliable methodologies for the determination of displacements and deformations of natural formations and man-made structures. The uniqueness of deformation and monitoring surveying is that the measurements are correlated and the extracted geometric information in the 3D space, by means of amplitude and direction, is unified in the same reference system and can be statistically tested.

The importance of these geodetic derivatives, especially when the upcoming impacts and risks are increased, is in terms interpreted to high quality and high accuracy measurements. Thus, the thorough investigation of all possible and plausible error sources is a necessary and demanding task to overcome. One of these error sources that have been agonizing geodesists and other practitioners for over a century is detected on the refraction effects.

## CHAPTER 1 <br> ABOUT THE GEODETIC REFRACTION

### 1.1 Generally

The evolution of modern geodetic instrumentation has been significant especially in the past three decades. Initiating with the integration of EDM (Electronic Distance Measurement) and CCD sensors and leading to today's instrumentation, which has become smart, automated and robotic with new capabilities like remote control, motor driven operations and automatic target recognition (ATR).

Moreover there has been a high level of accuracy achieved by using compensator correction techniques and auto calibration processes, while a remarkable reliability has been developed. These new potentials offer a great advantage in a multitude of applications, where terrestrial, airborne and satellite measurements have to be taken place, as well as in multiple fields like geodesy, photogrammetry and remote sensing.

Additionally the need of high accuracy geodetic measurements is now extended and thus the thorough investigation of all possible and plausible error sources is necessary. Though, despite the fact of technological improvement the precision of geodetic measurements and geometric derivatives is still limited mainly due to the unpredictable propagation of electromagnetic waves through the different layers of the earth's atmosphere. In most cases the elimination of these errors is based on techniques of reciprocal neutralization of such effects.

The major cause of these errors are identified and concentrated on the effect of atmospheric refraction, which either deforms or curves the electromagnetic wave path and alternates its velocity. This means that the atmospheric parameters influence curves the path of the sighting line through a telescope.

As it is well known atmospheric refractive effects are caused due to air density fluctuations or otherwise due to inhomogeneity of the propagation medium. The treatment of atmospheric refraction effects has been agonizing geodesists, astronomers and other practitioners for over a century.

### 1.2 Existing Refraction Correction Methods Review

Atmospheric refraction, as it was aforementioned, is responsible for the curvature and the delay of an electromagnetic wave's propagation path through the atmosphere. This master thesis is focusing on the curvature refractive effects of the lower atmosphere and more specifically for the visible electromagnetic spectrum. So, the curvature of the light path of an optical observation is usually divided in bibliography into two categories.

The first category is addressed by the term of astronomical refraction. This term is used in order to describe the bending of the sighting path, when an astronomical
observation is carried out from the earth's surface to celestial bodies [Young, 2006]. In addition, when both the target and the observer are inside the earth's atmosphere the ray bending effect is described as terrestrial refraction [Brocks, 1939; Hirt et al, 2010; Hübner, 1977].

Moreover if the observations are taken place in the lower atmosphere, meaning close to the ground, then the effect is also called as geodetic refraction [Thomas and Joseph, 1996].

The geodetic refraction is in terms divided into two subcategories:

- The lateral refraction, when the atmospheric refraction affects horizontal angles and directions [Korritke, 1992; Wilhelm, 1994].
- The levelling refraction, when it affects vertical directions.

However, geodetic and levelling refraction are identified as the same since the main amount of the refraction error yields in the vertical dimension.

Subsequently, a brief review of the refraction correction methods on geodetic measurements is presented. All methodologies that address the levelling or the geodetic refraction corrections, aim to the determination either of the refraction angle, meaning the angular deviation, or the linear spread due to refraction at a certain distance. A short resume of the refraction correction methods is the following:

1. The most common method to compute geodetic refraction corrections is the reciprocal and simultaneously zenith observations [Hirt et al., 2010; Mavridis and Papadimitriou, 1973; Tsoulis et al., 2008;]. The geodetic refraction coefficient is computed as a result of this method, and yields true line averages of micrometeorological parameters [Brunner and Kukuvec, 2011]. Other special measuring procedures of mutual or symmetrical observations are based on the same fundamental principles.
2. The measurement of the temperature gradient, which is the major influential parameter of the levelling refraction error, by using air temperature sensors [Gottwald. 1985; Hennes, 1999]. The main assumptions of this method is

- the constant inclination of the ground below the sight line and
- the isothermal stratification of the atmospheric air parallel to the ground [Kakkuri, 1984].

It is also known as a direct meteorological method, which takes into account the measured temperature gradient [Breznikar \& Aksamitauskas, 2012; Kharaghani, 1987].
3. Turbulence based methods using the upward sensible heat flux in order to indirectly model the temperature gradient [Brunner \& Fraser, 1977; Flach, 2000]. The propagation of the electromagnetic waves is influenced by the turbulence (optical turbulence) of the atmosphere whereas thermally produced
eddies as well as mechanically produced eddies influence the beam [Böckem et al., 2000; Ingensand, 2008]. The turbulence parameters can derive either by measuring the effect of image dancing, using image analysis and a CCD sensor or by the determination of intensity fluctuation of a laser beam using a scintillometer [Weiss, 2002].
4. The dual-wavelength dispersion method, which uses the dispersive property of the atmosphere (meaning the wavelength dependence of the refractive index) in order to determine the angle of refraction. A dispersometer measures the angle difference between two arriving light beams of different wavelengths, which is called the dispersion angle and is approximately proportional to the refraction angle [Böckem et al., 2000; Ingensand, 2008].
5. The last method refers to the statistical analysis of refraction effects in geodetic operations [Breznikar \& Aksamitauskas, 2012]. This can be done by the integration of refraction effects into the adjustment of geodetic networks [Remmer, 1980b].

### 1.3 Master's Thesis Goal and Concept

This master thesis aims to the determination of the refraction corrections through the direct measurement of the temperature gradient, during spirit levelling measurements. The major concept is to develop a generally applicable and easy to use method for the computation of refraction corrections, which can be interpreted as geodetic refraction coefficients k , in high precision geodetic levelling procedures for the purposes of engineering, monitoring and deformation surveying.

For the purpose of this research both indoor and outdoor experiments of repeatable levelling readings were carried out for a time period of several days and a time interval of five minutes, by using a high accuracy digital level and special temperature sensors nodes. Hence the additional time series were generated wherein the hitherto temperature height models were tested and evaluated.

The first goal of this thesis is to address a generalized method in terms of instrumentation configuration, in order to accommodate the data acquisition process of high precision engineering surveying observations.

The second goal is to develop and assess the post processing computations in order to determine refraction corrections with a limited number of measured and modeled factors.

Lastly the short term fluctuations of the refraction coefficient k are being investigated.
This is a matter of high significance especially for projects, which require accuracy of some $\mu \mathrm{m}$ and that are being developed either indoor or underground or with stable meteorological conditions, where atmospheric physics and the heat flux effects are not applied and are no consistent.

## CHAPTER 2 <br> THEORETICAL OVERVIEW OF GEODETIC REFRACTION

### 2.1 Fermat's Principle

The main influences on an electromagnetic wave due to refraction are expressed as retarding and bending effects. These two effects of the propagation of an electromagnetic wave through different mediums are based on Fermat's principle from which the Snellius law is derived [Katz et al 2013].

Fermat's principle defines that the travel path (s) taken by an optical ray between two points is always the path that can be traversed in the least time ( $\Delta \mathrm{t})$ [Moritz and Hofmann-Wellenhof, 1993; Schuster, 1904; Torge, 2001], which is the reason why it is also known as the principle of least time (equation 2.1).

$$
\begin{equation*}
\Delta t=\int d t=\int \frac{1}{v} \frac{d s}{d t} d t=\int \frac{1}{v} d s=\min \tag{2.1}
\end{equation*}
$$

As it is well known the velocity of a wave along the electromagnetic spectrum in vacuum equals to $\mathrm{c}=299792.458 \mathrm{~km} \cdot \mathrm{~s}^{-1}$, and the frequency (f) is inversely proportional to the wave length $(\lambda)$ as it is presented in equation 2.2.

$$
\begin{equation*}
f=\frac{c}{\lambda} \tag{2.2}
\end{equation*}
$$

Additionally the velocity (v) of an electromagnetic beam through a medium differs and is always smaller than c .

The refractive index ( n ) of a medium is a dimensionless physical property and is defined as the ratio of the velocity of light in vacuum (c) to the phase velocity of light in the medium (v) (equation 2.3). This presupposes that refraction index in vacuum is unitary and at the same time the minimal, while the wave's propagation velocity is maximized.

$$
\begin{equation*}
n=\frac{c}{v} \tag{2.3}
\end{equation*}
$$

Inserting equation (2.3) into (2.1) yields:

$$
\begin{equation*}
\Delta t=\int d t=\frac{1}{c} \int \frac{c}{v} \frac{d s}{d t} d t=\int \frac{n}{c} d s=\frac{1}{c} \int n d s=\min \tag{2.4}
\end{equation*}
$$

And by setting $n \cdot d s=\overline{d s}$ then according to eq. 2.4 the optical path can be expressed as a minimum:

$$
\begin{equation*}
\bar{s}=\int_{0}^{\bar{s}} \overline{d s}=\int_{0}^{\bar{s}} n \cdot d s=\min \tag{2.5}
\end{equation*}
$$

Thus, the refraction effect can be expressed by the difference between the optical path (or else the actual path or the electromagnetic path) and the geometric path (or else the straight path or the vacuum path) is given by:

$$
\begin{equation*}
\bar{s}-s=\int_{0}^{\bar{s}} n \cdot d s-\int_{0}^{s} d s=\int_{0}^{s}(n-1) \cdot d s+\left[\int_{0}^{\bar{s}} n \cdot d s-\int_{0}^{s} n \cdot d s\right] \tag{2.6}
\end{equation*}
$$

Hence, the principle of least time shows that the optical path is different from the geometrical path and the knowledge of the refractive index along it is required in order to compute retarding and bending effects.

The first term of equation 2.6 , which includes the parenthesis, corresponds to the difference of the refracted and the linear optical ray, known as bending and the second term in the brackets corresponds to the excess of the optical length due to the atmospheric delay also known as retarding [Janes et al,1991; Mendes and Pavlis, 2002; Torge, 2001].

### 2.2 Snell's Law

Snell's law of refraction is a widely accepted formula that describes the relationship between the angle of incidence $\left(\theta_{1}\right)$ and angle of refraction $\left(\theta_{2}\right)$ when a light ray, or namely an electromagnetic wave, passes through the boundary of different isotropic mediums.

Snellius law states that the ratio of the sines of the angles is equivalent to the ratio of the phase velocities and reverse equivalent to the ratio of the refractive indexes (eq. 2.7). Alternatively the refraction law states that the multiplication of the refractive index and the angle of incidence is constant (eq. 2.8).

$$
\begin{gather*}
\frac{\sin \left(\theta_{1}\right)}{\sin \left(\theta_{2}\right)}=\frac{v_{1}}{v_{2}}=\frac{n_{2}}{n_{1}}  \tag{2.7}\\
n_{i} \cdot \sin \left(\theta_{i}\right)=\text { constant } \tag{2.8}
\end{gather*}
$$

Thus when an incident light ray travels from a medium with a lower refractive index to a medium with a higher refractive index $\left(\mathrm{n}_{1}\left\langle\mathrm{n}_{2}, \mathrm{v}_{1}\right\rangle \mathrm{v}_{2}\right.$, the refracted light ray is bended towards the normal $\left(\theta_{1}>\theta_{2}\right)$, as it is presented in figure 2.1 a .

On the contrary when an incident light ray travels from a medium with a higher refractive index to a medium with a lower refractive index $\left(n_{1}>n_{2,} v_{1}<v_{2}\right.$ ) the refracted light ray is bended away from the normal $\left(\theta_{1}, \theta_{2}\right)$; as it is presented in figure 2.1 b .


Figure 2.1 Refraction of a light ray that passes through the boundary between mediums of different refraction indexes, (a) when $\mathrm{n}_{1}$ < $\mathrm{n}_{2}$ and (b) when $\mathrm{n}_{1}$ 〉 $\mathrm{n}_{2}$.

### 2.2.1 Total Internal Reflection

Moreover Snell's law indicates a crucial occasion when light travels from mediums of higher refractive index to a medium of lower refractive index $\left(n_{1}, n_{2}\right)$. While the incident angle is gradually increasing there is a critical angle ( $\theta_{c}$, eq. 2.9) where the refracted ray is bended parallel to the boundary, or alternatively the angle of the refracted ray is right ( so $\sin 90^{\circ}=1$ ).

Hence, when the angle of the refracted ray becomes greater than the critical angle, then the light is completely reflected by the boundary (figure 2.2). This phenomenon is known as total internal reflection.

$$
\begin{equation*}
\sin \left(\theta_{c}\right)=\frac{n_{2}}{n_{1}} \tag{2.9}
\end{equation*}
$$



Figure 2.2 The phenomenon of total internal reflection where $\theta_{1}<\theta c<\theta_{2}$.

### 2.3 The Definition of the Geodetic Refraction Coefficient $k$

Assuming that the atmospheric air is stratified horizontally, in respect to the local vertical ( z ), in layers of varying refractive indexes then the refraction effect on wave's curvature ( $1 / \mathrm{r}$ ) can be estimated by using Snell's law [Torge, 2001]. Thus, by differentiating equation (2.8) with respect to the local vertical z and considering the geometric relations presented in figure (2.3) then the curvature of the bended ray is obtained:

$$
\begin{gather*}
\frac{\partial}{\partial \theta} \cdot \frac{d \theta}{d z}+\frac{\partial}{\partial n} \cdot \frac{d n}{d z}=0 \rightarrow n \cdot \cos (\theta) \cdot d \theta+\sin (\theta) \cdot d n=0 \rightarrow \\
d \theta=-\frac{d n \cdot \sin (\theta)}{n \cdot \cos (\theta)} \rightarrow \frac{1}{r}=-\frac{1}{n} \cdot \frac{d n}{d z} \cdot \sin (\theta) \tag{2.10}
\end{gather*}
$$

Where the curvature of the bended ray is obtained as $\frac{1}{r}=\frac{d \theta}{d s}$ and

$$
\cos (\theta)=\frac{d z}{d s} .
$$



Figure 2.3 Ray bending in atmospheric air.
In most common terrestrial geodetic measurements the refractive index can be assumed as unitary $(\mathrm{n} \approx 1)$ and the incidence angle as right $\left(\theta \approx 90^{\circ}\right.$ ), which leads to the following relation (eq. 2.11) between the curvature due to refraction and the vertical gradient of the refraction index [Torge, 2001]:

$$
\begin{equation*}
\frac{1}{r}=-\frac{d n}{d z} \tag{2.11}
\end{equation*}
$$

The well-known to geodesists coefficient of refraction k , is defined as the ratio between the Earth's radius (R) to the radius of the curved light path (r) [Brocks, 1950; Hirt et al, 2010; Kahmen and Faig, 1988; Shaw and Smietana, 1983; Torge, 2001].

The coefficient of refraction k is a convenient way to represent and quantify the refraction effects in geodesy, even though the refraction influence on the sight line curvature is more complex than a simplified circle's arc. According to equation 2.11 the coefficient of refraction equals to:

$$
\begin{equation*}
k=\frac{R}{r}=-R \cdot \frac{d n}{d z} \tag{2.12}
\end{equation*}
$$

Hence, in the simple case the vertical refraction angle $\delta$ (figure 2.3 and 2.5), which is the angle between the chord and the tangent of the optical path or else the angle between the apparent and the real position of a target (figure 2.5), along a curved line of sight with length s and by assuming a constant coefficient k along the light path, can be simply obtained as an arc length:

$$
\begin{align*}
& \qquad \delta=\frac{1}{2} \cdot \frac{s}{r}=\frac{k \cdot s}{2 \cdot R} \\
& \text { or by substituting equation } 2.10 \rightarrow \delta=\frac{d \theta}{2}=-\frac{1}{2 \cdot n} \cdot \frac{d n}{d z} \cdot s \tag{2.13}
\end{align*}
$$

Additionally the vertical deviation of the light beam due to refraction or the refraction correction $\left(\mathrm{C}_{\mathrm{R}}\right)$ of a curved light beam from the real vertical position is computed as:

$$
\begin{equation*}
C_{R}=-s \cdot \delta=-\frac{k \cdot s^{2}}{2 \cdot R}=\frac{1}{2 \cdot n} \cdot \frac{d n}{d z} \cdot s^{2} \tag{2.14}
\end{equation*}
$$

The above equations ( $2.12,2.13$ and 2.14 ) show that the refraction correction, which is the distance between the real vertical position and the apparent position, is proportional to the square of the sight length s (figure 2.4).


Figure 2.4 Refraction corrections along distances for certain coefficients k.

What needs to be mentioned is that equations 2.13 and 2.14 are only valid under the assumptions that:

- the stratified layers are perpendicular to the local vertical and
- the vertical gradient of the refractive index is constant.

Nevertheless these assumptions cannot be precisely supported in field practice [Flach, 2000]. Otherwise the refractive index gradient should be determined as function of the propagation path which is mainly influenced by the temperature gradient as it is discussed later in this thesis. However these geometrical components are useful for the quantification of refraction influences in applied geodesy [Flach, 2000].


Figure 2.5 Vertical refraction angle and correction due to refraction.
Moreover, the refraction angle can be generated, in terms of the unified theory of geodetic refraction [Heer and Neiemer, 1985], by the eikonal equation for the path of the light wave according to Moritz [Brunner and Angus-Leppan, 1976; Moritz 1962, 1967].

Thus, figure 2.5 states that the vertical refraction angle $\delta$ results from integrating the curvature due to refraction (eq. 2.10) and respectively the vertical refraction index gradient, along the path [Torge, 2001]:

$$
\begin{align*}
& \delta=\frac{1}{s} \cdot \int_{0}^{s} \frac{1}{r} \cdot(s-x) \cdot d x=-\frac{\sin (\theta)}{s} \cdot \int_{0}^{s} \frac{1}{n} \cdot \frac{d n}{d z} \cdot(s-x) \cdot d x  \tag{2.15}\\
& \text { if } \sin (\theta)=1 \text { and } \frac{d n}{d z}=\text { const. then } \rightarrow \delta=-\frac{1}{2 \cdot n} \cdot \frac{d n}{d z} \cdot s
\end{align*}
$$

Then the refraction correction is simply given by:

$$
\begin{gather*}
C_{R}=-s \cdot \delta=\int_{0}^{s} \frac{1}{r} \cdot(s-x) \cdot d x=\sin (\theta) \cdot \int_{0}^{s} \frac{1}{n} \cdot \frac{d n}{d z} \cdot(s-x) \cdot d x  \tag{2.16}\\
\text { if } \sin (\theta)=1 \text { and } \frac{d n}{d z}=\text { const. then } \rightarrow C_{R}=\frac{1}{2 \cdot n} \cdot \frac{d n}{d z} \cdot s^{2}
\end{gather*}
$$

The above equations ( 2.15 and 2.16 ) show, that with the corresponding assumptions, the formulae yields the same results as the in the equations 2.13 and 2.14.

### 2.4 Basic Meteorological Parameters in the Troposphere

The troposphere is the lowest atmospheric layer with a width of about 18 km at the equator, where all weather procedures take place. The index of refraction is directly related to the meteorological parameters of temperature, pressure and humidity. It is considered that the troposphere behaves as a dispersive medium regarding visible light and near infrared amplitude of the electromagnetic spectrum [Torge, 2001].

This means that the refraction index n is also dependent on the wavelength, while the wave's frequency remains constant, for certain meteorological conditions, in addition to microwaves. In general the refractive index decreases with height and becomes unitary at a height of 40 km [Torge, 2001].

Temperature, pressure and humidity are also strongly related to height as well as latitude, masses distribution, vegetation, topography and local conditions. The alterations of these parameters produce long term as much as short term fluctuations on the refractive index with respect to season and daytime. The short term fluctuations mainly influence the first 30 m above the ground [Torge, 2001].

At a large scale examination temperature ( T ) decreases linearly to altitude, which means that the temperature gradient is negative (equation 2.17) and is also known as the adiabatic temperature gradient. Of course the temperature gradient can be inverted in specific circumstances and locations, close to the ground and during the night.

$$
\begin{equation*}
\frac{d T}{d z}=-6.5^{\circ} \mathrm{K} \cdot \mathrm{~km}^{-1} \tag{2.17}
\end{equation*}
$$

The vertical gradient of atmospheric pressure ( P ) is also negative and is decreasing exponentially with height. It is approximated as [Bomfort, 1980; Torge, 2001]:

$$
\begin{equation*}
\frac{d P}{d z}=-\rho \cdot g=-\frac{g}{M} \cdot \frac{P}{T}=-0.0342 \cdot \frac{P}{T}=-0.12 m b \cdot m^{-1} \tag{2.18}
\end{equation*}
$$

| Where $g$ | is the gravitational acceleration |
| ---: | :--- |
| M | is the specific gas constant for dry air and <br> $\rho$ |
| is the density of atmospheric air at sea level and <br> the last term is valid at standard air conditions <br> $\mathrm{P}=1013 \mathrm{mb})$. |  |

Lastly humidity, which is irregularly distributed and is concentrated in the first few km of the troposphere, is measured in terms of water vapor pressure (e) with a range of $10-20 \mathrm{mb}$ close to the ground [Torge, 2001]. The vertical gradient of water vapor pressure has a decreasing tendency with a mean value of:

$$
\begin{equation*}
\frac{d e}{d z}=-0.0035 m b \cdot m^{-1} \tag{2.19}
\end{equation*}
$$

### 2.5 Definition of the Refraction Index Gradient

In most common atmospheric applications refractivity ( N ) is frequently used instead of the refractive index ( n ) and is expressed as $\mathrm{N}=(\mathrm{n}-1) \cdot 10^{6}$. Considering atmospheric air as the propagation medium, the alterations on the refractive index is caused on variation of the air density, which is in turn a function of the major meteorological parameters such us temperature, pressure and humidity.

The International Association of Geodesy adopted the following formula for the refractive index in 1960 in terms of temperature ( t in ${ }^{\circ} \mathrm{C}$ ), pressure ( P in mb) and partial water vapor pressure (e in mb) [Bomfort, 1980; Karaghani, 1987]:

$$
\begin{equation*}
N=(n-1) \cdot 10^{6}=\left(n_{0}-1\right) \cdot \frac{1}{1+a \cdot t} \cdot \frac{P}{1013.25}-\frac{4.2 \cdot e}{1+a \cdot t} 10^{-2} \tag{2.20}
\end{equation*}
$$

Where $\alpha \quad$ is the thermal expansion of air and equals to $\frac{1}{273}=0.00366$ and
$\mathrm{n}_{\mathrm{o}} \quad$ is the phase refractive index of light in standard air meteorological conditions.

The phase refractive index $\left(\mathrm{n}_{\mathrm{o}}\right)$, for standard air conditions (temperature $273.15^{\circ} \mathrm{K}$, pressure 1013.25 mb , water vapor pressure 0 mb and a carbon dioxide content of $0.0375 \%$ ) [Ciddor 1996; Ciddor and Hill 1999; IUGG, 1999] can be computed through the phase refractivity, which is considered as:

$$
\begin{equation*}
N_{0}=\left(n_{0}-1\right) \cdot 10^{6}=287.6155+\frac{1.6288}{\lambda^{2}}+\frac{0.0136}{\lambda^{4}} \tag{2.21}
\end{equation*}
$$

Where $\lambda \quad$ is the wavelength (in $\mu \mathrm{m}$ ) of monochromatic light, for visible and near infrared amplitude of the electromagnetic spectrum in vacuum.

Additionally if the signal refers to a modulated group of waves with different frequencies then the group refractivity is computed as follows, again for standard air conditions:

$$
\begin{equation*}
N_{g r}=\left(n_{g r}-1\right) \cdot 10^{6}=287.6155+\cdot \frac{4.8866}{\lambda^{2}}+\frac{0.068}{\lambda^{4}} \tag{2.22}
\end{equation*}
$$

Another empirical relation, which has sufficient accuracy with equation 2.20, that has been derived between the index of refraction and the meteorological parameters for visible light and near infrared waves, which are different from these of the standard air, is the following [Ciddor 1996; Ciddor and Hill 1999; IUGG, 1999; Torge, 2001]:

$$
\begin{equation*}
N=(n-1) \cdot 10^{6}=N_{0} \cdot \frac{273.15}{1013.25} \cdot \frac{P}{T}-11.27 \cdot \frac{e}{T} \tag{2.23}
\end{equation*}
$$

| Where T | is the temperature in ${ }^{\circ} \mathrm{K}$ |
| ---: | :--- |
| P | is the atmospheric pressure in mb |
| e | is the water vapor pressure in mb and |
| $\mathrm{N}_{0}$ | the phase refractivity (eq. 2.21). |

It has to be mentioned that equation 2.23 can be used equivalent for monochromatic light as well as for modulated light and the corresponding group refractivity (eq. 2.22). Substituting an average wavelength of $0.565 \mu \mathrm{~m}$ for visible light in equation 2.21 then the phase refractivity is computed about 293 and equation 2.23 yields:

$$
\begin{equation*}
N=(n-1) \cdot 10^{6}=78.9 \cdot \frac{P}{T}-11.27 \cdot \frac{e}{T} \tag{2.24}
\end{equation*}
$$

Differentiating equation 2.24 in terms of the refraction index with respect to the local vertical z yields the dependence of the gradient of the refraction index to the meteorological parameters:

$$
\begin{gather*}
\frac{d n}{d z}=\frac{\partial n}{\partial T} \cdot \frac{d T}{d z}+\frac{\partial n}{\partial P} \cdot \frac{d P}{d z}+\frac{\partial n}{\partial e} \cdot \frac{d e}{d z} \rightarrow \\
\frac{d n}{d z}=-78.9 \cdot 10^{-6} \cdot \frac{P}{T^{2}} \cdot\left(0.0342+\frac{d T}{d z}\right) \tag{2.25}
\end{gather*}
$$

In the above equation the minor effects of the water vapor pressure (less than $1 / 20$ of temperature effects) as well as its gradient are considered negligible and so are not included, whereas the effect of the carbon dioxide content is even smaller [Breznikar and Aksamitauskas, 2012].

Additionally the equation 2.25 shows that a lapse rate of $-0.0342^{\circ} \mathrm{K} \cdot \mathrm{m}^{-1}$ is necessary in order to compensate the decrease of atmospheric pressure in correspondence to height [Karaghani, 1987], which is also known as the auto-convective lapse rate [Shaw and Smietana, 1982].

### 2.6 The Local Geodetic Refraction Coefficient $k$

Inserting equation 2.25 into equation 2.12 and assuming a mean earth's radius of about 6371000 m then the local coefficient of refraction k is given in terms of the meteorological parameters, the absolute temperature ( T in ${ }^{\circ} \mathrm{K}$ ), pressure ( P in mb ) and the temperature gradient ( $\mathrm{dT} / \mathrm{dz}$ in ${ }^{\circ} \mathrm{K} \cdot \mathrm{m}^{-1}$ ) as it is presented below [Bahnert, 1972, 1978; Joeckel et al, 2008]:

$$
\begin{equation*}
k=502.7 \cdot \frac{P}{T^{2}} \cdot\left(0.0342+\frac{d T}{d z}\right) \tag{2.26}
\end{equation*}
$$

The above equation implies that in order to achieve a relative accuracy of $\pm 1 \%$ in the determination of the coefficient of refraction then the absolute temperature has to be determined with an accuracy of $\pm 2^{\circ} \mathrm{K}$, the atmospheric pressure with $\pm 6 \mathrm{mb}$ and the temperature gradient with $\pm 0.002^{\circ} \mathrm{K} \cdot \mathrm{m}^{-1}$ [Torge, 2001].

Moreover it demonstrates that the coefficient of refraction is slightly dependent on the absolute temperature and pressure but is strongly dependent on the temperature gradient and is also directly related to it [Brocks, 1939; Hirt et al, 2010; Torge, 2001; Wunderlich, 1985].

Moreover in typical meteorological conditions ( $\mathrm{T}=288^{\circ} \mathrm{K}, \mathrm{P}=1000 \mathrm{mb}$ ) and considering the adiabatic temperature gradient (eq. 2.17) the local refraction coefficient is computed at +0.16 according to equation 2.26 . This means that the radius of the sight line is six times the mean earth's radius $r \approx 6 \mathrm{R}$.

Because of the difficulty to model the refraction coefficient k or the index of refraction along the light path due to seasonal and daytime fluctuations, geodesists have adopted a universal average value of +0.13 , also known as the Gaussian coefficient of refraction [Brunner 1984; Hirt et al, 2010; Reiterer, 2012].

The Gaussian refraction coefficient shows that the light ray is bent with radius that is eight times the mean earth's radius $r \approx 8 \mathrm{R}$ and can be used for average daytime conditions with a clear sky and for heights between 40 m and 100 m above the ground [Hirt et al 2010; Torge, 2001].

Nevertheless, supported by various researchers, the Gaussian $k$ is not representative for the lower atmosphere, which is close to the ground ( $0-30 \mathrm{~m}$ ) where most of engineering type measurements take place and heating effects predominate [Bahnert 1972; Baselga et al, 2013; Brocks, 1939, 1950a, 1950b; Bomfort, 1980; Dodson and Zaher, 1985; Eschelbach 2009; Flach 2000; Hirt et al. 2010; Reiterer, 2012; Weiss 2002; Wunderlich 1985].

The positive sign of the refraction coefficient, according to the conventional definition, indicates a convex shape of the curved light ray regarding the earth's surface (follows the earth's curvature) [Hirt et al, 2010] as it is presented in figures 2.3 and 2.4. Thus, a negative height correction occurs between the apparent and the real geometric position (figure 2.3). Additionally the negative sign of k indicates a concave curvature of the optical path regarding the earth's surface and a positive height correction.

Certainly these height corrections are referred to cases of target positions and additionally figures 2.3 and 2.5 represent the real and the apparent position of a target. The whole concept of the height corrections is totally inversed with regard to spirit levelling height readings.

As it is presented in figure 2.6 the correct reading on a staff is located at the apparent position and not the real position that an observer reads from the level's telescope. As a result the height readings corrections due to refraction have the same sign with the geodetic refraction coefficient k .

### 2.7 Refraction Correction in Spirit Levelling by Using the Temperature Gradient

### 2.7.1 Kukkamaki's Approach

The first theoretical vertical temperature profile model that was developed in order to compute refraction corrections for the needs of geodetic levelling is traced back in the $19^{\text {th }}$ century [Lallemand, 1896]. Lallemand in 1896 developed a logarithmic model between temperature ( t ) and the local vertical ( z ):

$$
\begin{equation*}
t=a+b \cdot \log (z+c) \tag{2.27}
\end{equation*}
$$

Where $\mathrm{a}, \mathrm{b}, \mathrm{c}$ are the parameters of the model
t is the temperature in ${ }^{\circ} \mathrm{C}$ and
$\mathrm{z} \quad$ is the height above the ground in meters.
Although his results were not applied in practice [Angus-Leppan, 1984], because of the fact that there were greater errors involved [Karaghani, 1987], it took about forty years later since Kukkamaki's refraction studies. Kukkamaki’s approach [Kukkamaki, 1938, 1939] is based on the following assumptions [Karaghani, 1987]:

- The refraction coefficient of air depends mainly on the temperature since humidity effects are negligible small for optical propagation.
- The atmospheric air is stratified in isothermal layers which are parallel to the ground.
- The slope terrain among a single observation between the level and the staff is constant.

Thus, Kukkamaki developed an exponential temperature profile model with respect to height, which is convenient for manual computations and a limited number of air temperature sensors (2 or 3), as it is demonstrated below:

$$
\begin{equation*}
t=a+b \cdot z^{c} \tag{2.28}
\end{equation*}
$$

Where $\mathrm{a}, \mathrm{b}, \mathrm{c}$ are the parameters of the model,
t is the temperature in ${ }^{\circ} \mathrm{C}$ and
$\mathrm{z} \quad$ is the height above the ground in meters.
Since the refraction correction depends on the temperature gradient, the intercept (a) of the model is insignificant. The constants of the model (b \& c) for a specific time can easily be computed if three temperature sensors are used $\left(t_{1}, t_{2} \& t_{3}\right)$ with the corresponding height configuration $\left(\mathrm{z}_{1}, \mathrm{z}_{2} \& \mathrm{z}_{3}\right)$ so that:

$$
\begin{gathered}
\frac{z_{1}}{z_{2}}=\frac{z_{2}}{z_{3}}, \quad \Delta t_{12}=b \cdot\left(z_{2}^{c}-z_{1}^{c}\right), \quad \Delta t_{23}=b \cdot\left(z_{3}^{c}-z_{2}^{c}\right) \\
\ln \left(\frac{\Delta t_{23}}{\Delta t_{12}}\right)=\ln \left(\frac{z_{3}^{c}-z_{2}^{c}}{z_{2}^{c}-z_{1}^{c}}\right)=\ln \left(\frac{\left(\frac{z_{3}}{z_{2}}\right)^{c}-1}{1-\left(\frac{Z_{1}}{z_{2}}\right)^{c}}\right)=\ln \left(\frac{\left(\frac{z_{2}}{z_{1}}\right)^{c}-\left(\frac{z_{1}}{z_{1}}\right)^{c}}{\left(\frac{z_{2}}{z_{2}}\right)^{c}-\left(\frac{z_{1}}{z_{2}}\right)^{c}}\right) \\
=\ln \left(\frac{\frac{z_{2}^{c}-z_{1}^{c}}{z_{1}^{c}}}{\frac{z_{2}^{c}-z_{1}^{c}}{z_{2}^{c}}}\right)=c \cdot \ln \left(\frac{z_{2}}{z_{1}}\right)
\end{gathered}
$$

Hence, the following relationships hold:

$$
\begin{gather*}
c=\frac{\ln \left(\frac{\Delta t_{23}}{\Delta t_{12}}\right)}{\ln \left(\frac{z_{2}}{z_{1}}\right)}  \tag{2.29}\\
b=\frac{\Delta t_{12}}{z_{2}^{c}-z_{1}^{c}}=\frac{\Delta t_{23}}{z_{3}^{c}-z_{2}^{c}} \tag{2.30}
\end{gather*}
$$

Figure 2.6 demonstrates a single measurement of a spirit leveling set up in an inclined terrain with slope a. The line of sight starts out horizontal at the levell and at a distance x the optical ray is inclined at an angle $\beta$. This happens due to refractive index alterations along the sight line, while a vertical deviation $\left(\mathrm{C}_{\mathrm{R}}\right)$ occurs at the staff.


Figure 2.6 Refraction correction on a single measurement $\left(n_{3}>n_{2}>n_{1}\right)$.
This means that the line of sight starts intersecting the isothermal boundaries with an angel of incidence (a). Thus by taking into account the Snellius law (eq. 2.8) and by
differentiating with respect to the refractive index ( n ), as it was discussed later, the following relationship holds [Kukkamaki, 1938]:

$$
\begin{equation*}
d a=-\frac{d n}{n} \cdot \cot (a) \tag{2.31}
\end{equation*}
$$

Hence the angle of refraction ( $\beta$ ), which happens at a distance $x$, is given by integration along the line of sight [Angus-Leppan, 1984; Karaghani, 1987]:

$$
\begin{equation*}
\beta=-\int_{n_{0}}^{n} \frac{\cot (a)}{n} \cdot d n=-\cot (a) \cdot \ln \left(\frac{n}{n_{0}}\right) \tag{2.32}
\end{equation*}
$$

Or with sufficient accuracy [Kukkamaki, 1938]:

$$
\begin{equation*}
\beta=-\cot (a) \cdot\left(\frac{n-n_{0}}{n_{0}}\right) \tag{2.33}
\end{equation*}
$$

Where $\mathrm{n}, \mathrm{n}_{0}$ are the refractive indexes at the distance x and at the level respectively.

Equation 2.33 shows that the angle of refraction depends on the ground's slope and the two refraction indexes of the sight line [Karaghani, 1987]. The differentiation of equation 2.20 with respect to temperature ( t ), where the un-modulated phase refractivity is considered as $\mathrm{N}_{0} \approx 293$, and neglecting the effects of the water vapor pressure (e) yields [Karaghani, 1987]:

$$
\begin{equation*}
d n=-\frac{293 \cdot 0.00366}{(1+0.00366 \cdot t)^{2}} \cdot \frac{P}{1013.25} \cdot 10^{-6} \cdot d t \tag{2.34}
\end{equation*}
$$

Or with sufficient accuracy [Kukkamaki, 1938]

$$
\begin{equation*}
d n=-[0.931-0.0064 \cdot(t-20)] \cdot \frac{P}{1013.25} \cdot 10^{-6} \cdot d t \tag{2.35}
\end{equation*}
$$

Where t is the temperature in ${ }^{\circ} \mathrm{C}$ and
$\mathrm{P} \quad$ is the pressure in mb .
Additionally with sufficient accuracy to the equations 2.34 and 2.35 , the corresponding differentiation of equation 2.23 can be used:

$$
\begin{equation*}
d n=-78.9 \cdot \frac{P}{T^{2}} \cdot 10^{-6} \cdot d t \tag{2.36}
\end{equation*}
$$

Where $\mathrm{T} \quad$ is the temperature in ${ }^{\circ} \mathrm{K}$.
Considering that $\mathrm{dt} \approx \Delta \mathrm{t}$ and that the following quantities are infinitely small increments:

$$
d t=t-t_{0} \text { and } d n=n-n_{0}
$$

then by substituting equation 2.30 into equation 2.35 , yields:

$$
\begin{equation*}
n-n_{0}=d \cdot\left(t-t_{0}\right) \rightarrow n-n_{0}=d \cdot b \cdot\left(z^{c}-z_{I}^{c}\right) \tag{2.37}
\end{equation*}
$$

With d the change in the refractive index n , for a change of $1^{\circ} \mathrm{C}$ in temperature:

$$
\begin{equation*}
d=-[0.931-0.0064 \cdot(t-20)] \cdot \frac{P}{1013.25} \cdot 10^{-6} \tag{2.38}
\end{equation*}
$$

According to figure 2.6 the deviation due to refraction or the refraction correction $\left(\mathrm{C}_{\mathrm{R}}\right)$ can be determined by integrating angle $\beta$ along the line of sight. Thus, by substituting equations 2.33 and 2.37 gives:

$$
\begin{align*}
C_{R}=\int_{0}^{S} \beta \cdot d x & =-\frac{\cot (a)}{n_{0}} \cdot \int_{0}^{S}\left(n-n_{0}\right) \cdot d x  \tag{2.39}\\
& =-d \cdot b \cdot \frac{\cot (a)}{n_{0}} \cdot \int_{0}^{S}\left(z^{c}-z_{I}^{c}\right) \cdot d x
\end{align*}
$$

Moreover according to figure 2.6 the following relationships hold:

$$
\begin{gather*}
x=\left(z-z_{I}\right) \cdot \cot (a) \rightarrow d x=\cot (a) \cdot d z  \tag{2.40}\\
S=\left(z_{b}-z_{I}\right) \cdot \cot (a)
\end{gather*}
$$

Assuming that the refractive index of atmospheric air is almost unitary ( $\mathrm{n}_{0}=1$ ) and by substituting the relationships of equation 2.40 , then equation 2.39 yields:

$$
\begin{gather*}
C_{R}=-d \cdot b \cdot \frac{\mathrm{~S}^{2}}{\left(z_{b}-z_{I}\right)^{2}} \cdot \int_{z_{I}}^{z_{b}}\left(z^{c}-z_{I}^{c}\right) \cdot d z \rightarrow  \tag{2.41}\\
C_{R}=-\frac{d \cdot b \cdot \mathrm{~S}^{2}}{\left(z_{b}-z_{I}\right)^{2}} \cdot\left[\frac{1}{c+1} \cdot z_{b}^{c+1}-z_{I}^{c} \cdot z_{b}+\frac{c}{c+1} \cdot z_{I}^{c+1}\right]
\end{gather*}
$$

Where $\mathrm{S} \quad$ is the horizontal distance between the level and the staff
$\mathrm{z}_{\mathrm{b}} \quad$ is the height from the ground on the initial staff reading $\mathrm{z}_{\mathrm{i}} \quad$ is the instrument height
b, c are the parameters of Kukkamaki's temperature profile model
More generally the refraction correction on a single staff reading can be determined by integrating the temperature difference of any applicable vertical temperature profile model as it is presented in the following equation:

$$
\begin{equation*}
C_{R}=-\frac{d \cdot \mathrm{~S}^{2}}{\left(z_{b}-z_{I}\right)^{2}} \cdot \int_{z_{I}}^{z_{b}} \Delta t \cdot d z \tag{2.42}
\end{equation*}
$$

### 2.7.2 The General Equation for Refraction Correction

The general equation that is going to be discussed in this chapter is based on the unified theory of geodetic refraction [Heer and Neimer, 1985] where the path of a light ray is described by the eikonal equations as it was introduced by Moritz [Moritz 1962, 1967]. The eikonal equation is a non-linear partial differential equation, which is encountered in problems of wave propagation and provides a link between physical and geometric optics.

Thus, as it was discussed later in this thesis, starting from the eikonal equation of a light wave [Moritz, 1967] then the vertical refraction angle $\delta$, which is the angle between the chord and the tangent, can be derived by integrating the refraction index gradient along the line of sight, over a length s [Moritz, 1962; Brunner and AngusLeppan, 1976].

Subsequently the refraction correction on a staff reading is simply determined by the multiplication of the vertical refraction angle ( $\mathrm{C}_{\mathrm{R}}=\mathrm{s} \cdot \delta$ ) and the horizontal length s [Angus-Leppan, 1984]. Assuming that the refraction index of atmospheric air is $n \approx 1$ and $\sin (\theta)=1$ and taking under consideration figure 2.6 then equation 2.16 gives:

$$
\begin{equation*}
C_{R}=-\int_{0}^{s} \frac{d n}{d z} \cdot(s-x) \cdot d x=\int_{0}^{s} \frac{d n}{d z} \cdot(x-s) \cdot d x \tag{2.43}
\end{equation*}
$$

What should be denoted is that in the publication of Moritz [Moritz, 1962] the factor x is used instead of s-x in the integral. The factor s-x is correct if the vertical angle of refraction is defined on the staff, while the factor x -s is correct when it is defined at the level [Flach, 2000].

The refraction index gradient can be expressed in terms of pressure and temperature gradients by neglecting moisture effects, where the pressure spatial variations can be accurately modeled, while the temperature gradient is more complex [Angus-Leppan, 1979, 1984]. So by substituting equation 2.25 into equation 2.43 yields:

$$
\begin{equation*}
C_{R}=-78.9 \cdot 10^{-6} \cdot \frac{P}{T^{2}} \cdot \int_{0}^{s}\left(0.0342+\frac{d T}{d z}\right) \cdot(x-s) \cdot d x \tag{2.44}
\end{equation*}
$$

Where $\mathrm{P} \quad$ is the atmospheric pressure in mb ,
$\mathrm{T} \quad$ is the temperature in ${ }^{\circ} \mathrm{K}$,
$\mathrm{dT} / \mathrm{dz}$ is vertical temperature gradient and
$\mathrm{C}_{\mathrm{R}}, \mathrm{s}, \mathrm{x}$ are in meters and defined in figure 2.6.
According to the figure 2.6 and the relationships of equation 2.40, then equation 2.44 is reformed as:

$$
\begin{array}{r}
C_{R}=-78.9 \cdot 10^{-6} \cdot \frac{P}{T^{2}} \cdot \cot ^{2} a \cdot \int_{Z_{I}}^{Z_{b}}\left(0.0342+\frac{d T}{d z}\right) \cdot\left(z-z_{b}\right) \cdot d z \rightarrow \\
C_{R}=-78.9 \cdot 10^{-6} \cdot \frac{P}{T^{2}} \cdot \frac{s^{2}}{\left(z_{b}-z_{I}\right)^{2}}  \tag{2.45}\\
\cdot\left[-\frac{0.0342 \cdot\left(z_{b}-z_{I}\right)^{2}}{2}+\int_{Z_{I}}^{z_{b}} \frac{d T}{d z} \cdot\left(z-z_{b}\right) \cdot d z\right]
\end{array}
$$

The first term of the above equation equals to the element d (eq. 2.38), which is the change in the refractive index n , for a change of $1^{\circ} \mathrm{C}$ in temperature, as it was discussed later (equations 2.34, 2.35 and 2.36). By substituting d and the temperature gradient as it was introduced by the vertical temperature profile function of Kukkamaki then equation 2.45 yields:

$$
\begin{align*}
& C_{R}=-\frac{d \cdot s^{2}}{\left(z_{b}-z_{I}\right)^{2}} \\
& \cdot\left[\frac{0.0342 \cdot\left(z_{b}-z_{I}\right)^{2}}{2}+b \cdot\left(\frac{z_{b}^{c+1}}{c+1}-Z_{I}^{c} \cdot Z_{b}+\frac{c \cdot z_{I}^{c+1}}{c+1}\right)\right]  \tag{2.46}\\
& C_{R}=-0.0171 \cdot d \cdot s^{2}-\frac{d \cdot s^{2} \cdot b}{\left(z_{b}-z_{I}\right)^{2}} \cdot\left(\frac{z_{b}^{c+1}}{c+1}-Z_{I}^{c} \cdot Z_{b}+\frac{c \cdot z_{I}^{c+1}}{c+1}\right)
\end{align*}
$$

Equation 2.46 states that the refraction correction is equal to the Kukkamaki's approach but it also encompasses the influence of the pressure gradient. If the influence of the atmospheric air pressure is neglected as it is suggested by Brocks [Brocks, 1948] then the general equation for levelling refraction is identical to the correction as it was introduced by Kukkamaki [1938, 1939].


Figure 2.7 The difference between the levelling refraction correction of the general equation and the Kukkamaki's approach.

Otherwise the general equation introduces an additive part (eq. 2.46) to the height reading correction proportional to the square of the sighting distance as the quantity d is negative and typically ranges from $-8 \cdot 10^{-7}$ to $-10^{-6}$. Figure 2.7 demonstrates the difference between the two methods, when d equals to $-9 \cdot 10^{-7}$.

### 2.7.3 Remmer's Equation for Refraction Correction

Remmer has strongly advocated that the computation of the levelling refraction depends on the second and forth derivatives of the vertical temperature profile functions instead of the temperature gradient [Remmer, 1975, 1980a, 1980b]. In his studies he determined the refraction correction by means of stochastic analysis through adjustments [Angus-Leppan, 1984].

The major comment about Remmer's investigations is that as the refraction parameters are deduced from statistical modeling, which might not be positive proof. This means that other factors, which influence the measurements with the same functional form, can be the cause instead of refraction [Angus-Leppan, 1984].

Even though his results are promising, it is difficult to grasp the meaning of the second and fourth derivative in reality. His formula, which is an adaption of equation 2.42 given by Kukkamaki, for a single set up, is the following:

$$
\begin{equation*}
\Delta C_{R}=C_{R_{f}}-C_{R_{b}}=\frac{s^{2}}{6} \cdot \frac{d n}{d t} \cdot\left[\frac{d^{2} t}{d z^{2}} \cdot\left(z_{f}-z_{b}\right)+\frac{1}{8} \cdot \frac{d^{4} t}{d z^{4}} \cdot\left(z_{f}-z_{b}\right)^{3}\right] \tag{2.47}
\end{equation*}
$$

Where $\Delta \mathrm{C}_{\mathrm{R}}$ is the difference between the refraction corrections on a foresight and back-sight measurement and
s is the horizontal distance between the two rods
In the above equation the gradient of the index of refraction to temperature, can be replaced with the quantity d (eq. 2.38). Moreover it should be denoted that not all the hitherto temperature height functions are able to generate high order derivatives, as it will be discussed later on in this thesis. This is the reason why Remmer remarks Kukkamaki for the form of his equation, which is reasonable since it was considered carefully in relevance to atmospheric physics [Angus-Leppan, 1984].

### 2.7.4 Vertical Temperature Height Models Review

There are two temperature height functions that have already been mentioned earlier. The first one was a logarithmic model that was developed by Lallemand in 1896 [Angus-Leppan, 1984]:

$$
\begin{equation*}
t=a+b \cdot \log (z+c) \tag{2.48}
\end{equation*}
$$

The second one was developed by the monumental investigations of Kukkamaki [Kukkamaki, 1938], which takes the following exponential form as it has already been denoted:

$$
\begin{equation*}
t=a+b \cdot z^{c} \tag{2.49}
\end{equation*}
$$

Other vertical temperature height models that have been developed and tested by various researchers are the following [Heer, 1983; Heer and Neimeier, 1985; Karaghani, 1987]:

Huggershoff(1908)

$$
\begin{equation*}
t=a+b \cdot z^{2} \tag{2.50}
\end{equation*}
$$

Reissmann1(1954)

$$
\begin{equation*}
t=a+b \cdot z+c \cdot z^{2} \tag{2.51}
\end{equation*}
$$

Reissmann2(1954)

$$
\begin{equation*}
t=a+b \cdot z+c \cdot z^{2}+f \cdot z^{3} \tag{2.52}
\end{equation*}
$$

Reissmann3(1954)

$$
\begin{equation*}
t=a+b \cdot z+c \cdot z^{2}+f \cdot z^{3}+g \cdot z^{4} \tag{2.53}
\end{equation*}
$$

Heer(1984)

$$
\begin{equation*}
t=a+b \cdot \mathrm{e}^{c \cdot z} \tag{2.54}
\end{equation*}
$$

Karaghani(1987)

$$
\begin{equation*}
t=a \cdot z+b \cdot z^{c}, z>0 \tag{2.55}
\end{equation*}
$$

Where t is the temperature,
z is the local height above the ground and $\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{e}, \mathrm{f}$ and g are the models' parameters.

According to Heer and Neimeier [Heer and Neimeier, 1985] the polynomials greater than second degree failed to work properly. Moreover Karaghani [Karaghani, 1987] mentions that the extrapolation by using the presented models is not recommended for the first 30 centimeters above the ground in field practice.

### 2.8 Amplitudes of the Refraction Coefficient $k$ and the Temperature Gradient of the Lower Troposphere

As it has already been discussed earlier the refraction coefficient is mainly influenced by the amplitude and the alterations of the temperature gradient (eq. 2.26). In order to understand refraction effects thoroughly at the different parts of the atmosphere, the frequently used simplification that divides the atmosphere into higher, intermediate and lower atmosphere is followed [Brocks, 1948; Hirt et al, 2010; Wunderlich, 1985].

### 2.8.1 Intermediate and Higher Atmosphere

According to this concept model, the higher atmosphere corresponds for altitudes of some 100 m above the ground and higher. In this region the vertical temperature gradient is independent of the earth's surface temperature and the adiabatic
temperature gradient is valid $\left(-0.0065^{\circ} \mathrm{K} \cdot \mathrm{m}^{-1}\right)$ [Bomfort,1980; Torge, 2001]. Additionally the local refraction coefficient yields values of +0.16 and +0.17 .

The intermediate atmosphere refers to altitudes from 20 or 30 or 40 m to some 100 m above the ground [Webb, 1984; Wunderlich, 1985]. In this region the refraction coefficient is slightly influenced of surface's temperature and is mostly characterized by negative temperature gradients of about $-0.01 \mathrm{~K} \cdot \mathrm{~m}^{-1}$, which equates to the value of +0.15 for k [Hirt et al, 2010]. Also the Gaussian coefficient of refraction ( $\mathrm{k}=+0.13$ ) corresponds to the region of the intermediate atmosphere and the additional dry adiabatic conditions [Hirt et al, 2010; Torge, 2001].

The majority of the studies, which observed the refraction coefficient of the intermediate and higher atmosphere, converged to the same amplitudes and indicated small variability in these regions. Mavridis and Papadimitriou [Mavridis and Papadimitriou, 1973] determined coefficient refraction values between +0.12 and +0.20 by measuring zenith angles among two hills in Thessaloniki. This is the reason why Greek geodesists use an average value of $\mathrm{k}=+0.16$ instead of the Gaussian mean value [Lambrou \& Pantazis, 2010].

By performing additional measurements in Athens Giannakopoulos [Giannakopoulos, 2007] and Molyvas [Molyvas, 2007] computed values of k varying from -0.05 to 0.25 and -0.25 to +0.27 respectively and Gaifillia et al [Gaifillia et al, 2016] from 0.05 to 0.12 .Additionally Brocks [Brocks, 1949] computed k values varying from +0.10 to +0.12 based on temperature gradients in Nanga Parbat region of Himalaya Mountains [Hirt et al, 2010].

### 2.8.2 The Lower Atmosphere

In contrast to the higher and intermediate atmosphere the lower atmosphere, which corresponds to the first 30 m above the ground, intense fluctuations of the temperature gradient have been computed due the varying thermal properties of the earth's surface [Angus-Leppan, 1969]. Typical values for the refraction coefficient that have been reported in previous examinations in this region are between the amplitude of -4 to +16 [Bahnert 1972, Brocks 1939, Eschelbach 2009, Flach 2000, Hirt et al. 2010, Reiterer, 2012; Weiss 2002, Wunderlich 1985].

It is generally accepted that the air temperature in an open-space decreases in addition to height, which agree with negative temperature gradient [Georgakakis et al, 2010]. This is happening because the sun's radiation that is being absorbed by the earth's surface warms the terrain. Subsequently the warm terrain heats up the lowest layers of atmospheric air, which results to turbulent motions of air due to convection. This kind of phenomenon is known as image dancing or scintillation when terrestrial optical geodetic measurements are carried out [Hirt et al, 2010].

However, the morning temperature gradient inversion is noticed in air masses that are adjacent to the ground, until the ground-level radiation budget becomes positive.

Additionally, just after sunset, the surface budget becomes negative and the terrain cooling reestablishes the temperature's inversion [Georgakais et al, 2010; Oke, 1987], resulting strong positive temperature gradients [Angus-Leppan, 1969].

Certainly there are other factors, which can contribute to temperature inversion or sun's radiation attenuation, like cloud cover, smoke, fog, wind and warm and cold air advection [Jenne, 1957]. Especially when referring to cities which their built environment is developed in valleys and are surrounded by mountains like Athens and Los Angeles.

Hence, regarding the first few meters above the ground and a ground clearance from 1 to 3 m the refraction coefficient may exhibit extreme values. Thus according to Brocks [Brocks, 1950b], who used temperature measurements to compute the local coefficient of refraction; these values can vary between -3.5 and +3.5 . Additionally Angus-Leppan [Angus-Leppan, 1969] by utilizing temperature measurements and a special reciprocal leveling setup obtained values between -0.5 and -4 over grass and asphalt surfaces.

Moreover, Hubner [Hubner, 1977] deployed a laser beam setup to determine the refraction coefficient values between -4 and +6 at a height of 1.5 m above the ground, on a sunny day and grass land cover. Karaghani [Karaghani, 1987] by utilizing temperature measurements determined temperature gradients with a magnitude from $0.4^{\circ} \mathrm{K} \cdot \mathrm{m}^{-1}$ to $+0.2^{\circ} \mathrm{K} \cdot \mathrm{m}^{-1}$ and the corresponding refraction coefficient between -2 and +1 , at a height of 1.5 m and different surface types.

Hirt et al [Hirt et al, 2010] investigated the short term fluctuations of the refraction coefficient on sunny days in summer. Thus they performed reciprocal vertical angle measurements with an instrument and a target height of 1.8 m respectively, above a grassland surface. They presented refraction coefficient values varying from -4 to +16 and the corresponding temperature gradients from -0.5 to $-0.1^{\circ} \mathrm{K} \cdot \mathrm{m}^{-1}$ during the day and from +1 to $+2^{\circ} \mathrm{K} \cdot \mathrm{m}^{-1}$ after sunset.

Furthermore, Nikolitsas [Nikolitsas, 2018] computed values of the geodetic refraction coefficient k varying from 0.99 to 1.56 by performing precise geodetic levelling procedures and the temperature gradient method, underground in the tunnel of LHC accelerator at CERN.

Additionally, when the parameters of interest are investigated at a height below 1 m , then their absolute values are increased. This is happening because the heat transfer is stronger closer to the ground and hence the stratified air layers become steeper.

Thus, Brocks [Brocks, 1950b] computed possible values of the refraction coefficient between -47 and +20 directly above ground, Hubner [Hubner, 1977] demonstrated corresponding values of -8 and +16 at a height of 50 cm and Karaghani [Karaghani, 1987] presented values of -10 to -6 at a height of about 30 cm . Subsequently this is the
reason why optical field measurements at a target height of below 50 cm are generally not recommended.

Lastly, another crucial occasion is noted when the surface is consisted of water or ice, because the thermal storage of these surfaces behaves much differently [Hirt et al, 2010]. Past studies have indicated as much as a temperature inversion as an amplification of the refractive effects.

Strober [Strober, 1995] demonstrated values of the refraction coefficient between 0 and +2 , by utilizing vertical angle observations at the corresponding heights from 0.5 to 4 m over ice in Greenland. Additionally Angus-Leppan [Angus-Leppan, 1969] showed values varying from -14 to +10 at a height of 1.6 m over ice in Alaska. Kabashi [Kabashi, 2003] computed refraction coefficient values from +1 to +18 by using reciprocal vertical angles measurements at a height of about 5 m over water.

## CHAPTER 3 <br> CALIBRATION OF THE AIR TEMPERATURE SENSORS

### 3.1 Air Temperature Sensors

In order to measure the local temperature gradient a modification of the LORD MicroStrain TC-Link-LXRS sensors nodes (figure 3.1) was used. More specifically the compatible input sensors had been modified so as to acquire simultaneously air temperature measurements as well as relative humidity measurements while two extra channels have been added.


Figure 3.1 The LORD MicroStrain TC-Link-LXRS sensor node [http://www.microstrain.com/wireless/tc-link-1ch].

The major advantage of these sensors is that they can easily be mounted on the barcoded invar staffs. Moreover they offer many sampling options and can be wirelessly controlled through a WSDA (Wireless Sensor Data Aggregator) network-ready gateway (figure 3.2) and the corresponding software.

These nodes can be used with multiple input compatible sensors in order to measure air temperature as well as different physical quantities like relative humidity. The technical specifications of the LORD MicroStrain TC-Link-LXRS sensors nodes are presented to the following table 3.1. Because of the modification made to the input sensors the measuring accuracy of the air temperature is questionable, while the resolution and the repeatability mentioned can be ensured (table 3.1).

| Sensor Node | TC-Link-LXRS |
| :---: | :---: |
| Dimensions | $58 \mathrm{~mm} \times 63 \mathrm{~mm} \times 21 \mathrm{~mm}$ |
| Data Storage Capacity | 2 MB (up to 1 million data points) |
| Weight | 42grams |
| Periodic Sampling Rate | 32 Hz to 4096Hz |
| Synchronization Between Nodes | $\pm 32 \mu \mathrm{sec}$ |
| Environmental Rating | Indoor use IP65/66 |
| Power Source | Internal: 3.7 V dc, 250 mAh Lithium ion rechargeablebattery External: +3.2 to +9.0 V dc |
| Operating Temperatures | $-20^{\circ} \mathrm{C}$ to $+60^{\circ} \mathrm{C}$ |
| Environmental Rating | Indoor use (IP65/66) |
| Measurement Range | $-210^{\circ} \mathrm{C}$ to $1820^{\circ} \mathrm{C}$ (depending on the thermocouple type) |
| Accuracy | $\pm 0.1 \%$ of full scale or $\pm 2^{\circ} \mathrm{C}$, whichever is greater (does not include error from sensor or wire) |
| Resolution | $0.0625^{\circ} \mathrm{C}, 24 \mathrm{bit}$ |
| Repeatability | $\pm 0.1^{\circ} \mathrm{C}$ (does not include error from sensor or wire) |
| Compatible Sensors | Type J, K, N, R, S, T, E and B thermocouples |

Table 3.1 The technical specifications of the LORD MicroStrain TC-Link-LXRS sensor node [LORD MicroStrain, 2015a].


Figure 3.2 The WSDA-1500 network-ready gateway [http://www.microstrain.com/wireless/wsda-1500].

### 3.2 Calibration of the Air Temperature Sensors Scale

Thermocouple sensors exploit the thermoelectric effect in order to measure temperature as they produce temperature dependent voltage with exceptional linearity. The measured voltage can be then interpreted to temperature measurement by using the reference tables of the international standard [IEC, 1995] that correspond to the international temperature scale ITS-90 [BIPM, 1990].

This procedure is conducted through the calibration of the sensors' electronics via an electronic simulation. The calibration of the sensors' electronics, which is not an objective of this master thesis interests, is implemented by the manufacturer. The calibration coefficients of the TC-Link-LXRS sensor nodes (system calibration) were not available and so the sensors are assumed that are just manufactured to a standard sensitivity.

In this case (or if the calibration is considered outdated) the manufacturer suggests to perform a calibration process in a controlled environment that is typically traceable to an industry standard, such as NIST or ASTM.

Fixed loads are applied to the sensors and to a calibrated reference device, while their outputs are recorded. Then calibration coefficients (slope and offset) are calculated by applying a linear model [LORD MicroStrain, 2015b].

In this section a calibration procedure of the sensors' temperature reference scale that was carried out is being discussed. Nevertheless by this process the sensors' calibration cannot be supported due to limiting factors that are demonstrated below. However, what is being achieved is the verification of the sensors' measuring reliability, accuracy, behaviour, repeatability, hysteresis as well as the scale unification.

The scale calibration of 8 electronic air temperature sensors is attempted by using a climate chamber device, as it is presented in figure 3.3. The climate chamber Voetsch $\mathrm{VC}^{3}$ 4034, which was used, is sighted in the High Voltage Laboratory of the NTUA and is able to control the temperature and relative humidity parameters with high accuracy and at a wide range.

As reported by EURAMET [EURAMET, 2011] the calibration of thermocouples can hold in thermally stabilized baths or furnaces (like climatic chambers and dry-wells) with the use of reference or standard thermometers. The main characteristics of these devices is the temperature (and additionally for the relative humidity) deviation in time and the temperature spatial homogeneity, which for the Voetsch $\mathrm{VC}^{3} 4034$ range from $\pm \mathbf{0 . 1} \mathbf{1}^{\circ} \mathbf{C}$ to $\pm \mathbf{0 . 5}{ }^{\circ} \mathrm{C}$ and $\pm \mathbf{0 . 5} \mathbf{5}^{\circ} \mathbf{C}$ to $\pm \mathbf{1}^{\mathbf{0}} \mathbf{C}$ respectively [Vötsch, 2016]. These parameters are annually calibrated and checked by the High Voltage Laboratory.

According to the method followed the climatic chamber is set to the desired test temperature (and relative humidity) while the 8 air temperature sensors are placed into the chamber. The chamber's temperature inhomogeneity is encountered with the
configuration of the sensors on the same immersion depth and at a limited area. Thereafter the sensors' readings are compared to the readings of the chamber's builtin thermometer, which is used as a reference device. There were also extra sensors and thermometers for cross reference purposes.


Figure 3.3 The Voetsch $\mathrm{VC}^{3} 4034$ climatic chamber and the sensors configuration.
The disadvantage of this method is that the overall accuracy is limited to the corresponding calibrated accuracy of the climatic chamber's built-in thermometer. This is the major limiting factor in order to support an integrated calibration process.

Because as stated by NATA [NATA, 2018] the uncertainty of the reference device cannot be greater than $1 / 5^{\text {th }}$ of the uncertainty of the calibration required. Alternatively one sensor could be taken as fixed and corrections for the other sensors would be then calculated from it [Sirůčková, 2016].

There were five temperature set points selected $\left(0^{\circ} \mathrm{C}, 10^{\circ} \mathrm{C}, 20^{\circ} \mathrm{C}, 30^{\circ} \mathrm{C}, 40^{\circ} \mathrm{C}\right)$ with respect to the relative humidity that was set inversely proportional to the air temperature values $(80 \%, 65 \%, 50 \% \& 40 \%, 35 \%, 20 \%)$, in order to reproduce realistic conditions of use. The following table 3.2 represents the climate chamber's built-in thermometer measurements statistics for the five different air temperature nominal values:

| Set Points | Mean | St. Dev. | n |
| :---: | :---: | :---: | :---: |
| 1 | $-0.04^{\circ} \mathrm{C}$ | $\pm 0.05^{\circ} \mathrm{C}$ | 26 |
| 2 | $10.00^{\circ} \mathrm{C}$ | $\pm 0.05^{\circ} \mathrm{C}$ | 111 |
| 3 | $20.01^{\circ} \mathrm{C}$ | $\pm 0.07^{\circ} \mathrm{C}$ | 106 |
| 4 | $29.99^{\circ} \mathrm{C}$ | $\pm 0.08^{\circ} \mathrm{C}$ | 41 |
| 5 | $40.00^{\circ} \mathrm{C}$ | $\pm 0.06^{\circ} \mathrm{C}$ | 42 |

Table 3.2 The climatic chamber's built-in thermometer readings statistics.
The temperature readings were acquired with 1 min and 5 min time interval respectively for the chamber's thermometer and the sensors. Moreover the chamber requires some time to stabilize the internal temperature when a new test value is set as well as the sensors' readings present a lag time along the temperature variation. This is the reason why the $1^{\text {st }}$ nominal temperature value $\left(0^{\circ} \mathrm{C}\right)$ was excluded from the
procedure since the sensors didn't manage to compensate the rapid temperature alteration at the response time that was initially forecasted.

The sensors temporal hysteresis is confronted by trimming the generated temperature time series in order to obtain the profitable part of the measurements. The following table 3.3 represents the trimmed air temperature sensors' readings statistics respectively for the four different air temperature nominal values $\left(10^{\circ} \mathrm{C}, 20^{\circ} \mathrm{C}, 30^{\circ} \mathrm{C}\right.$, $40^{\circ} \mathrm{C}$ ). Every sensor is coded by the last two digits of its serial number.

$$
\text { Tnominal }=10^{\circ} \mathrm{C} \quad \text { Tnominal }=20^{\circ} \mathrm{C}
$$

| Sensor | Mean | St. Dev. | n | Mean | St. Dev. | n |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 69 | $10.38^{\circ} \mathrm{C}$ | $\pm 0.05^{\circ} \mathrm{C}$ | 19 | $20.27^{\circ} \mathrm{C}$ | $\pm 0.07^{\circ} \mathrm{C}$ | 18 |
| 73 | $10.05^{\circ} \mathrm{C}$ | $\pm 0.08^{\circ} \mathrm{C}$ | 19 | $20.00^{\circ} \mathrm{C}$ | $\pm 0.09^{\circ} \mathrm{C}$ | 18 |
| 79 | $9.99^{\circ} \mathrm{C}$ | $\pm 0.06^{\circ} \mathrm{C}$ | 19 | $19.90^{\circ} \mathrm{C}$ | $\pm 0.10^{\circ} \mathrm{C}$ | 18 |
| 80 | $10.14^{\circ} \mathrm{C}$ | $\pm 0.10^{\circ} \mathrm{C}$ | 19 | $20.03^{\circ} \mathrm{C}$ | $\pm 0.12^{\circ} \mathrm{C}$ | 18 |
| 81 | $10.51^{\circ} \mathrm{C}$ | $\pm 0.05^{\circ} \mathrm{C}$ | 19 | $20.29^{\circ} \mathrm{C}$ | $\pm 0.07^{\circ} \mathrm{C}$ | 18 |
| 82 | $10.23^{\circ} \mathrm{C}$ | $\pm 0.06^{\circ} \mathrm{C}$ | 19 | $20.08^{\circ} \mathrm{C}$ | $\pm 0.09^{\circ} \mathrm{C}$ | 18 |
| 83 | $10.09^{\circ} \mathrm{C}$ | $\pm 0.07^{\circ} \mathrm{C}$ | 19 | $20.02^{\circ} \mathrm{C}$ | $\pm 0.06^{\circ} \mathrm{C}$ | 18 |
| 84 | $10.14^{\circ} \mathrm{C}$ | $\pm 0.06^{\circ} \mathrm{C}$ | 19 | $20.06^{\circ} \mathrm{C}$ | $\pm 0.06^{\circ} \mathrm{C}$ | 18 |

Tnominal $=30^{\circ} \mathrm{C} \quad$ Tnominal $=40^{\circ} \mathrm{C}$

| Sensor | Mean | St. Dev. | n | Mean | St. Dev. | n |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 69 | $30.11^{\circ} \mathrm{C}$ | $\pm 0.03^{\circ} \mathrm{C}$ | 5 | $40.01^{\circ} \mathrm{C}$ | $\pm 0.03^{\circ} \mathrm{C}$ | 5 |
| 73 | $29.79^{\circ} \mathrm{C}$ | $\pm 0.03^{\circ} \mathrm{C}$ | 5 | $39.71^{\circ} \mathrm{C}$ | $\pm 0.03^{\circ} \mathrm{C}$ | 5 |
| 79 | $29.61^{\circ} \mathrm{C}$ | $\pm 0.03^{\circ} \mathrm{C}$ | 5 | $39.39^{\circ} \mathrm{C}$ | $\pm 0.03^{\circ} \mathrm{C}$ | 5 |
| 80 | $29.64^{\circ} \mathrm{C}$ | $\pm 0.05^{\circ} \mathrm{C}$ | 5 | $39.41^{\circ} \mathrm{C}$ | $\pm 0.06^{\circ} \mathrm{C}$ | 5 |
| 81 | $30.09^{\circ} \mathrm{C}$ | $\pm 0.06^{\circ} \mathrm{C}$ | 5 | $39.99^{\circ} \mathrm{C}$ | $\pm 0.03^{\circ} \mathrm{C}$ | 5 |
| 82 | $29.95^{\circ} \mathrm{C}$ | $\pm 0.05^{\circ} \mathrm{C}$ | 5 | $39.88^{\circ} \mathrm{C}$ | $\pm 0.00^{\circ} \mathrm{C}$ | 5 |
| 83 | $29.86^{\circ} \mathrm{C}$ | $\pm 0.03^{\circ} \mathrm{C}$ | 5 | $39.79^{\circ} \mathrm{C}$ | $\pm 0.06^{\circ} \mathrm{C}$ | 5 |
| 84 | $29.81^{\circ} \mathrm{C}$ | $\pm 0.06^{\circ} \mathrm{C}$ | 5 | $39.64^{\circ} \mathrm{C}$ | $\pm 0.03^{\circ} \mathrm{C}$ | 5 |

Table 3.3 The sensors readings statistics for the four nominal temperature values.

| Sens./Tnom | $\mathbf{1 0}^{\circ} \mathbf{C}$ | $\mathbf{2 0}^{\circ} \mathrm{C}$ | $\mathbf{3 0} \mathbf{C}$ | $\mathbf{4 0 ^ { \circ }} \mathbf{C}$ |
| :---: | :---: | :---: | :---: | :---: |
| 69 | $-0.38^{\circ} \mathrm{C}$ | $-0.25^{\circ} \mathrm{C}$ | $-0.12^{\circ} \mathrm{C}$ | $-0.01^{\circ} \mathrm{C}$ |
| 73 | $-0.05^{\circ} \mathrm{C}$ | $0.01^{\circ} \mathrm{C}$ | $0.21^{\circ} \mathrm{C}$ | $0.29^{\circ} \mathrm{C}$ |
| 79 | $0.01^{\circ} \mathrm{C}$ | $0.11^{\circ} \mathrm{C}$ | $0.38^{\circ} \mathrm{C}$ | $0.61^{\circ} \mathrm{C}$ |
| 80 | $-0.15^{\circ} \mathrm{C}$ | $-0.02^{\circ} \mathrm{C}$ | $0.36^{\circ} \mathrm{C}$ | $0.59^{\circ} \mathrm{C}$ |
| 81 | $-0.51^{\circ} \mathrm{C}$ | $-0.28^{\circ} \mathrm{C}$ | $-0.09^{\circ} \mathrm{C}$ | $0.01^{\circ} \mathrm{C}$ |
| 82 | $-0.23^{\circ} \mathrm{C}$ | $-0.07^{\circ} \mathrm{C}$ | $0.04^{\circ} \mathrm{C}$ | $0.13^{\circ} \mathrm{C}$ |
| 83 | $-0.09^{\circ} \mathrm{C}$ | $-0.01^{\circ} \mathrm{C}$ | $0.13^{\circ} \mathrm{C}$ | $0.21^{\circ} \mathrm{C}$ |
| 84 | $-0.14^{\circ} \mathrm{C}$ | $-0.04^{\circ} \mathrm{C}$ | $0.18^{\circ} \mathrm{C}$ | $0.36^{\circ} \mathrm{C}$ |

Table 3.4 The deviations of the sensors mean values with respect to the mean nominal values of the chamber's built-in thermometer

The chamber's built-in thermometer readings mean values for the four nominal temperatures are subtracted to the corresponding mean values of its sensor. The
alterations obtained, which are represented to the following table 3.4, seem to have an incrementing tendency that is proportionate to the temperature increase.

Thus, the temperature deviation of each sensor is linearly modeled with respect to its readings. Hence the models that are generated below can then be used as temperature correction formulas to its sensor's readings. As presented below for every sensor there is a chart with the scattered temperature deviations and the fitted linear models with red lines (figure 3.4).





Figure 3.4 The mean temperature deviations for the four nominal values with respect to the mean values of the sensors readings and the fitted linear models.

Table 3.5 demonstrates two crucial values of the summary reports of the linear models regression analysis of the eight sensors nodes the residual standard error and the multiple R-squared. Moreover the models coefficients are statistically significant for a confidence level of $92 \%$ by performing a $t$-test.

| Sensor | $\boldsymbol{\sigma}$ | $\mathbf{R}^{2}$ |
| :---: | :---: | :---: |
| 69 | $\pm 0.01^{\circ} \mathrm{C}$ | 1.00 |
| 73 | $\pm 0.04^{\circ} \mathrm{C}$ | 0.96 |
| 79 | $\pm 0.06^{\circ} \mathrm{C}$ | 0.97 |
| 80 | $\pm 0.07^{\circ} \mathrm{C}$ | 0.97 |
| 81 | $\pm 0.04^{\circ} \mathrm{C}$ | 0.98 |
| 82 | $\pm 0.03^{\circ} \mathrm{C}$ | 0.98 |
| 83 | $\pm 0.02^{\circ} \mathrm{C}$ | 0.99 |
| 84 | $\pm 0.04^{\circ} \mathrm{C}$ | 0.98 |
| Table 3.5 Linear models statistics. |  |  |

The generated correction formulas for the 8 air temperature sensors readings are the following:

$$
\begin{align*}
& D T_{69}=0.0127 \cdot T_{69}-0.511  \tag{3.1}\\
& D T_{73}=0.0124 \cdot T_{73}-0.196  \tag{3.2}\\
& D T_{79}=0.0213 \cdot T_{79}-0.248  \tag{3.3}\\
& D T_{\mathbf{8 0}}=0.0264 \cdot T_{\mathbf{8 0}}-0.459  \tag{3.4}\\
& D T_{81}=0.0178 \cdot T_{\mathbf{8 1}}-0.666  \tag{3.5}\\
& D T_{82}=0.0121 \cdot T_{82}-0.337  \tag{3.6}\\
& D T_{\mathbf{8 3}}=0.0106 \cdot T_{\mathbf{8 3}}-0.203  \tag{3.7}\\
& D T_{84}=0.0176 \cdot T_{\mathbf{8 4}}-0.349 \tag{3.8}
\end{align*}
$$

Since the sensors' scale calibration is over the readings are corrected according to the generated formulas. Then the alterations of the corrected values with respect to the chamber's built-in thermometer of table 3.4 are recalculated.

Hence, the corrected deviations do not indicate any trend and their absolute mean value is limited to $0.02^{\circ} \mathrm{C}$ or alternatively their standard deviation is calculated to $\pm 0.03^{\circ} \mathrm{C}$.

In the chamber there were also placed 4 Tinytag TGP 4017 air temperature sensors for cross reference reasons. These sensors achieve a measuring accuracy of $\pm 0.5^{\circ} \mathrm{C}$ and better at this range [https://au.rs-online.com/web/p/data-loggers/5096949/]. The additional deviations calculated were in the same order of magnitude as the LORD Microstrain sensors.

The goal of this master thesis experiments is to detect the smallest possible temperature differences. Thus, there are neither any statistical tests taken place during the calibration nor any cover factor used.

The air temperature sensors measuring accuracy is intentionally limited and considered as much as their repeatability at $\pm 0.1^{\circ} \mathrm{C}$. Hence, any temperature difference that will be greater than $\pm 0.1^{\circ} \mathrm{C} \cdot \sqrt{ } 2= \pm 0.14^{\circ} \mathrm{C}$ will be considered statistically significant for a confidence level of $68 \%$.

### 3.3 Meteorological Instrumentation

The acquisition of the atmospheric pressure measurements during the experimental tests was conducted by the use of Davis Vantage Vue weather station. The particular weather station, which is presented in figure 3.5, is sighted on the rooftop of SRSE. The station's readings have a resolution of 0.1 mb and the measuring accuracy is estimated at $\pm 1 \mathrm{mb}$ [Davis, 2018].


Figure 3.5 The Davis Vantage Vue weather station sighted on the rooftop of the SRSE.
The Davis Vantage Vue atmospheric pressure readings are referred to the mean sea level. Thus, in order to convert the weather station's pressure readings to the desired altitude an ALMEMO 2290-8 mobile weather station (figure 3.6) was used by implementing sampling measurements.


Figure 3.6 The ALMEMO 2290-8 Version 5 mobile weather station [AHLBORN, 1999]

## CHAPTER 4 EXPERIMENTAL PROCEDURES AND RESULTS

### 4.1 Instrumentation

### 4.1.1. Digital Level

The digital level that was used in order to carry out the experimental tests and generate the corresponding time series was Leica DNA03 (figure 4.1). This kind of instrumentation, except of the large automation that it offers, was selected because of the high precision and resolution of a single measurement.


Figure 4.1 The Leica DNA03 digital level [http://hds.leica-geosystems.com].

Moreover there is an advantage based on its capability to be commanded serially via RS232 interface. Thus, an automatic stand-alone operation can hold, that will be discussed later on in this section. The following table summarizes the technical specifications of Leica DNA03 digital level [Leica 2006a, 2006b].

Leica DNA03 digital level is able to perform electronic height readings on a bar coded calibrated staff by exploiting a ccd sensor and the corresponding matching techniques. Additionally the distance measurement is calculated through the image scale since the bar code dimension is standard at a maximum range of 60 m .

The resolution of a single height reading comes up with 5 decimal of meter units $( \pm 10 \mu \mathrm{~m})$, while the standard deviation of a height difference of 1 km double run geodetic levelling line by using invar staffs is computed to $\pm 0.3 \mathrm{~mm}$, according to ISO 17123-2.

| Accuracy | Standard deviation height measurement per 1 km double run (ISO 17123-2) |
| :---: | :---: |
| Electronic Measurements: |  |
| with invar staffs | $\pm 0.3 \mathrm{~mm}$ |
| with standard staffs | $\pm 1.0 \mathrm{~mm}$ |
| Optical measurements | $\pm 2.0 \mathrm{~mm}$ |
| Distance Measurements | $\pm 5 \mathrm{~mm} / 10 \mathrm{~m}$ (Standard Deviation) |
| Single Measurement Time | Typically 3 seconds |
| Telescope |  |
| Magnification | 24x |
| Free objective diameter | 36 mm |
| Opening angle | $2^{\circ}$ |
| Field of view | 3.5 m at 100 m |
| Minimum target distance | 0.6 m |
| Multiplication constant | 100 |
| Addition constant | 0 |
| Circular Level Sensitivity | 8'/2mm |
| Compensator |  |
| Type | Pendulum compensator with magnetic damping |
| Slope range | $\sim \pm 10^{\prime}$ |
| Setting accuracy | $\pm 0.3$ " (Standard Deviation) |
| Weight | 2.85 kg (including battery GEB111) |
| Measured Values Corrections |  |
| Collimation error correction | automatically |
| Earth curvature correction | on/off switch; level probe with correction ( $\mathrm{R}=6378 \mathrm{~km}$ ) |
| Data Record |  |
| Internal memory | $\sim 6000$ measurements or $\sim 1650$ stations |
| Serial interface RS232 | GSI-8/16 format |
| Data buckup | PCMCIA-card (flash, SRAM), up to 32MB capacity |
| Enviromental Conditions |  |
| Working temperature | $-20^{\circ} \mathrm{C}$ to $+50^{\circ} \mathrm{C}$ |
| Storage temperature | $-40^{\circ} \mathrm{C}$ to $+70^{\circ} \mathrm{C}$ |
| Dust/water proof (IEC60529) | IP53 |
| Humidity | up to $95 \%$ no condensation |
| Magnetic Field Sensitivity | Line-of-sight difference in horizontal constant magnetic field at a field strength of $0 \mu \mathrm{~T}$ up to $\pm 400 \mu \mathrm{~T}$ [4 Gauss] $\leq 1 "$ |

Table 4.1 Technical specifications of Leica DNA03 digital level
[Leica 2006a, 2006b].

These two aforementioned values are not representative for the repeatability of a measurement or else the standard deviation of a single height reading. Pellegrinelli et al have demonstrated an empirical relationship in order to define the standard deviation of a single height reading with respect to the sighting distance (eq. 4.1), by developing a motorization of DNA03 [Pellegrinelli et al, 2013].

$$
\begin{equation*}
\text { St. Dev. }(\mathrm{mm})=0.001 \cdot \text { Dist. }(m)+0.005 \tag{4.1}
\end{equation*}
$$

Where St.Dev. is the standard deviation of a height reading on an invar staff in mm and
Dist. is the horizontal distance between the level and the staff in $m$.

Thus they performed an automatic stand-alone set up which measured continuously for 8 days in an indoor tunnel. The time interval was defined at 5 to 6 minutes, while five invar staffs were mounted in different distances. Hence they generated about 2000 readings per sighting distance and a linear model was then fitted to the computed standard deviation values. The results of this experimental test are represented in figure 4.2.

Standard deviation vs sighting distance


Figure 4.2 The standard deviation of the staffs readings with respect to the sighting distance [Pellegrinelli et al, 2013].

Additionally the manufacturer denotes that the standard deviation of the height readings average has to be less than $\pm 700 \mu \mathrm{~m}$ at a sighting distance of 20 m [Leica, 2006b]. This means that the repeatability of the Leica DNA03 digital level is not static but is depended on the micrometeorology of the terrain, the environmental and lighting conditions.

Apodouliankis in his diploma thesis [Apodoulianakis, 2011] performed additional experimental tests with the Leica DNA03 at different lighting conditions and varying sighting distances. He showed that the slope of the linear model of equation 4.1 can range between 0.0038 and 0.0007 , while the intercept can take either positive or negative sign values.

### 4.1.2. Bar Coded Invar Staffs

The bar coded staffs selected were the GPCL2 (figure 4.3) and GPCL3 invar staffs. The main body of this equipment consists of aluminum, while the bar coded tape consists of invar. This kind of equipment was selected because of its remarkable graduation and calibration results and its extremely low thermal expansion.

The bar code elements are engraved with an interferometrically controlled laser beam, ensuring superior graduation accuracy and edge sharpness. The calibration of the levelling rods is based on a CCD technique described by DIN18717 [Wasmeier \& Foppe, 2006]. Thus the bar code elements positions of the GCPL invar staffs are determined with an accuracy of about $\pm 20 \mu \mathrm{~m}$ [Leica, 2007].


Figure 4.3 The GPCL2 invar staff
[http://accessories.leica-geosystems.com]
The following table (4.2) represents the technical specifications of the GPCL2 and GCPL3 bar coded invar staffs [Leica, 2007].

| Total Length $\left(\mathbf{L}_{\text {total }}\right)$ | $2 \mathrm{~m} \& 3.05 \mathrm{~m}$ resp. |
| :---: | :---: |
| Valid Measurement Range $\mathbf{L}_{\text {scale }}$ | $0.035-1.94 \mathrm{~m} \& 0.035-2.98 \mathrm{~m}$ |
| Weight | $4.2 \mathrm{~kg} \& 4.9 \mathrm{~kg}$ |
| Thermal Expansion | $<1 \mathrm{ppm} /{ }^{\circ} \mathrm{C}$ |
| $\boldsymbol{\Delta L}($ DIN18717) | $\pm\left(0.02 \mathrm{~mm}+\mathrm{L} \cdot 2 \cdot 10^{-5}\right)$ |
| Verticality Deviation | $\pm 5^{\prime}$ |
| Circular Bubbles Accuracy | $12^{\prime} / 2 \mathrm{~mm}$ |
| Bar Code Unit Element Width | 2.025 mm |
| Operating Temperatures | $-20^{\circ} \mathrm{C}+50^{\circ} \mathrm{C}$ |

Table 4.2 Technical specifications of Leica GPCL2 \& GCPL3 invar staffs [Leica, 2007].

### 4.1.3. Digital Level Check

The Leica DNA03 digital level was checked by the local comparator of Metrica SA, which is the official distributor of Leica Geosystems AG in Greece, in order to secure the instrumentation's functionality. Moreover before the experimental tests have taken place a classic check and adjust field procedure was carried out in order to define the collimation error correction.

The collimation error ( $\alpha$ in arc secs, eq. 4.2) is the vertical angle between the actual line of sight and the ideal horizontal line (figure 4.4 a), where $1^{\prime \prime}=0.1 \mathrm{~mm} / 20 \mathrm{~m}$ [Leica, 2006b]. The collimation error was determined by developing the classic from the center procedure "AxBx" (figure 4.4 b ), where four height readings are carried out $\left(A_{1}, B_{1}, A_{2}\right.$ and $\left.B_{2}\right)$ from two different instrument stations (1 and 2). The distance between the staffs (a) is defined at about 30 m .


Figure 4.4 The collimation angle error (a) and the classic check and adjust configuration set up (b) [Leica, 2006b].

$$
\begin{equation*}
a=\arctan \left[\frac{A_{1}-B_{1}+B_{2}-A_{2}}{d_{1}-d_{2}+d_{3}-d_{4}}\right] \tag{4.2}
\end{equation*}
$$

Where $\alpha \quad$ is the collimation error in arc secs,
$A_{i}, B_{i}$ the level's readings at the corresponding staff's positions and $d_{i} \quad$ the corresponding distances between the level and the staff.

After developing the aforementioned procedure the collimation error was computed at 2.9 arc secs and was stored in the level's memory as a corrective value. The spatial resolution of this value corresponds to about $844 \mu \mathrm{~m}$ at a distance of 60 m .

### 4.1.4. Stand Alone Set Up

In order to obtain time series of continuous digital height readings, a programmable and automatic stand-alone set up of the digital levell needed to be implemented. The issues to overcome and succeed such an operation had to do with the uninterrupted power supply of the digital level, while a seamless data transfer had to be
accomplished. Thus a GEV 186 Y cable (figure 4.5) was selected as it is capable of integrating an external 12 V battery and an RS232 serial laptop communication, with the use of the corresponding adaptors.


Figure 4.5 Leica GEV 186 Y cable [https://leica-geosystems.com].

The height readings acquisition was conducted with the use of executable automatic recording software that was pre-purposely written in Visual Basic 6 [Nikolitsas K., 2015].


Figure 4.6 The Graphical User Interface of the automatic recording software.
The software used utilizes the communication parameters (baudrate, data bits, parity, stop bit) of the digital level via the RS232 serial interface [Leica, 2006b] as well as the GSI-8 format [Leica, 2002] in order to online command and data transfer between
the computer and the instrument. The communication portal and the time interval are defined on the Graphical User Interface (figure 4.6) of the software while the measuring procedure initializes by pressing the "Open Port" button.

Hence, a "txt" file is created, where every measurement is recorded by three lines (figure 4.7). The first two lines, which are included in hash quotation, correspond to date and system's time respectively. The third line consists of two alphanumerical values in double quotes that represent the measured distance and the height reading in GSI- 8 data format.


Figure 4.7 The txt data file configuration.
The only disadvantage of the software is that the initialization of the measuring process cannot be automated and has to be started manually. As a result the synchronization of the different datasets is on the order of some seconds. More photographic documentation of the whole instrumentation set up will be represented later in this chapter.

### 4.2 Experimental Set Ups and Generated Time Series

There were three experimental tests that were carried out at the School of Rural and Surveying Engineering of the National Technical University of Athens in order to compute refraction corrections and subsequently the refraction coefficients (k) along time in spirit leveling measurements.

The aim of this thesis is to investigate the refraction affection and its amplitude in optical geodetic measurements so as to obtain a correction method to high accuracy geodetic measurements.

Thus an automatic, stand alone and controlled set up of a digital level was deployed that was observing a bar coded invar staff. The height readings acquisition had a time scale of 5 minutes at a period of some days.

Simultaneously to the height readings there were air temperature measurements taken place by using air temperature sensors mounted on different height positions on the
bar coded staff. The refraction correction was then computed by using the direct measurement of the temperature gradient and the corresponding temperature height models.

### 4.2.1. Indoor Set up at $\mathbf{2 5 m}$

The first two experimental tests conducted indoors at the basement tunnel of SRSE (figure 4.8), which is used for the metrological check and calibration of geodetic instrumentation. The tunnel has a total length of about 50 m . During the experiments the heating and the ventilation of the tunnel was switched off in order to minimize air turbulence and thus air temperature fluctuations.


Figure 4.8 The instrumentation set up of the indoor experimental test at 25 m .
The instrumentation configuration is presented in the above photos (figure 4.8), where the horizontal distance between the level and the staff was approximately defined at 25 m .

The generated time series of the DNA03 readings (heights and distances) as it was finally trimmed started at 2017-09-22 15:45:00 and ended at 2017-09-25 11:00:00 forming a total period of 2days 19 hours and 15 minutes with a 7 hours gap due to a technical failure. The digital level's readings statistics are presented in table 4.3, where the n symbol represents the number of the measurements and the NA (Not Available) the number of the measurements that failed to be acquired.

| DNA Reading | Range | Mean | St. Dev. | n/NA |
| :---: | :---: | :---: | :---: | :---: |
| Height | $1.32001 \mathrm{~m}-1.32022 \mathrm{~m}[210 \mu \mathrm{~m}]$ | 1.320096 m | $\pm 29 \mu \mathrm{~m}$ | $808 / 102$ |
| Distance | $25.290 \mathrm{~m}-25.317 \mathrm{~m}[27 \mathrm{~mm}]$ | 25.305 m | $\pm 5 \mathrm{~mm}$ | $808 / 102$ |

Table 4.3 The digital level's reading statistics for the indoor experimental test at 25 m .

Additionally the instrument height was configured and measured at 1.35 m , so according to the mean values of table 4.3 the tunnels mean inclination is computed at $-1.2 \%$. The height readings of the first experimental test are illustrated in figure 4.9. The chart demonstrates a slight cyclicality of the height readings while they seem stationary.


Figure 4.9 The height readings chart of the indoor experimental test at 25 m as a line.
An effective way to illustrate the distribution of the height readings is by using a kernel density plot figure 4.10. The algorithm used disperses the mass of the empirical distribution function over a regular grid of 512 equally spaced points.

The fast Fourier transform (FFT) is used to convolve this approximation with a discretized version of the kernel. Then a linear approximation is used in order to evaluate the density at the specified points [http://stat.ethz.ch/R-manual/Rdevel/library/stats/html/density.html]. The specific kernel function uses the Gaussian distribution and the smoothing bandwidth computation is based on the normal reference rule.


Figure 4.10 The height readings distribution of the indoor experimental test at 25 m via a kernel density plot.

The density plot of the height readings (figure 4.10) of the first indoor experimental test indicates one main value, which corresponds to the height measurements mean value. This fact is in addition to the observed cyclicality of the charts in figure 4.9 and shows the noise contained therein the data.

| Sensor | Range | Mean | St. Dev. | n/NA | Height |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{6 9}$ | $24.81^{\circ} \mathrm{C}-24.93^{\circ} \mathrm{C}\left[0.13^{\circ} \mathrm{C}\right]$ | $24.84^{\circ} \mathrm{C}$ | $\pm 0.04^{\circ} \mathrm{C}$ | $808 / 0$ | 0.09 m |
| $\mathbf{7 3}$ | $25.11^{\circ} \mathrm{C}-25.24^{\circ} \mathrm{C}\left[0.13^{\circ} \mathrm{C}\right]$ | $25.12^{\circ} \mathrm{C}$ | $\pm 0.02^{\circ} \mathrm{C}$ | $808 / 0$ | 0.47 m |
| $\mathbf{8 0}$ | $25.39^{\circ} \mathrm{C}-25.59^{\circ} \mathrm{C}\left[0.19^{\circ} \mathrm{C}\right]$ | $25.46^{\circ} \mathrm{C}$ | $\pm 0.01^{\circ} \mathrm{C}$ | $808 / 0$ | 0.81 m |
| $\mathbf{8 2}$ | $25.22^{\circ} \mathrm{C}-25.41^{\circ} \mathrm{C}\left[0.19^{\circ} \mathrm{C}\right]$ | $25.29^{\circ} \mathrm{C}$ | $\pm 0.05^{\circ} \mathrm{C}$ | $808 / 0$ | 1.20 m |
| $\mathbf{8 3}$ | $25.44^{\circ} \mathrm{C}-25.57^{\circ} \mathrm{C}\left[0.13^{\circ} \mathrm{C}\right]$ | $25.54^{\circ} \mathrm{C}$ | $\pm 0.03^{\circ} \mathrm{C}$ | $808 / 0$ | 1.58 m |
| $\mathbf{8 4}$ | $25.86^{\circ} \mathrm{C}-25.98^{\circ} \mathrm{C}\left[0.13^{\circ} \mathrm{C}\right]$ | $25.87^{\circ} \mathrm{C}$ | $\pm 0.03^{\circ} \mathrm{C}$ | $808 / 0$ | 2.09 m |

Table 4.4 The air temperature readings statistics of the indoor experimental test at 25 m .
The temperature gradient was measured by using 6 LORD Microstrain air temperature sensor nodes mounted on approximately equal vertical segments of the 2 meter bar coded invar staff. The air temperature readings statistics are presented in table 4.4 above.


Figure 4.11 The air temperature sensors readings for the indoor experimental test at 25 m .
The air temperature time series are presented in figure 4.11 where they seem complete stationary while they demonstrate neither a trend nor cyclicality. What needs to be highlighted is that some observed air temperature differences are not statistically significant even if the air temperature sensors measuring accuracy is optimistically limited to $\pm 0.1^{\circ} \mathrm{C}$.

| Range | Mean | St. Dev. | n/NA |
| :---: | :---: | :---: | :---: |
| 998.1mbar $-1003.8 \mathrm{mbar}[5.7 \mathrm{mbar}]$ | 1001.5 mbar | $\pm 1.6 \mathrm{mbar}$ | $808 / 0$ |

Table 4.5 The pressure readings statistics of the indoor experimental test at 25 m .
The pressure readings as they were acquired from the weather station and converted to the tunnels altitude are presented in figure 4.12, while their statistics in table 4.5. It is noticed that the local maxima and minima points between the pressure and the height readings appear to be opposite in most cases.


Figure 4.12 The pressure readings time series of the indoor experimental test at 25 m .
The matrix below (table 4.6) contains the Pearson correlation coefficients between all the measured parameters of the discussed dataset. The correlation matrix does not indicate any strong correlation but weak and mainly downhill linear relationships.

|  | Height | Distance | Temperature (80) | Pressure |
| :---: | :---: | :---: | :---: | :---: |
| Height | 1.00 | 0.36 | -0.04 | -0.09 |
| Distance | 0.36 | 1.00 | -0.05 | -0.04 |
| Temperature (80) | -0.04 | -0.05 | 1.00 | 0.14 |
| Pressure | -0.09 | -0.04 | 0.14 | 1.00 |

Table 4.6 The Pearson correlation coefficients of the measured values of the indoor experimental test at 25 m .

### 4.2.2. Indoor Set up at 50 m

The second indoor experimental test had the same instrumentation set up as it was previously presented in figure 4.8 . The only difference is that the horizontal distance between the level and the staff was configured at about 50 m .

The digital level's measurements started at 2017-12-21 16:00:00 and ended at 2017-12-25 23:50:00, which is namely a total period of 4 days 7 hours and 50 minutes. The level's readings statistics are presented in table 4.7.

| DNA Reading | Range | Mean | St. Dev. | n/NA |
| :---: | :---: | :---: | :---: | :---: |
| Height | $1.11194 \mathrm{~m}-1.11236 \mathrm{~m}[420 \mu \mathrm{~m}]$ | 1.112146 m | $\pm 65 \mu \mathrm{~m}$ | $1247 / 23$ |
| Distance | $49.510 \mathrm{~m}-49.548 \mathrm{~m}[38 \mathrm{~mm}]$ | 49.529 m | $\pm 7 \mathrm{~mm}$ | $1247 / 23$ |

Table 4.7 The digital level's reading statistics for the indoor experimental test at 50 m .
The instrument height was now developed and measured at 1.27 m . Thus, the mean inclination of the tunnel at this distance is computed at $-3.2 \%$ according to the mean values of table 4.7. The height readings of the second indoor experimental test are represented by a grey line in figure 4.13 .

The height readings appear a slight cyclicality while they demonstrate a decreasing trend.


Figure 4.13 The height readings chart of the indoor experimental test at 50 m as a line.
Additionally the kernel density plot, which is presented in figure 4.14, indicates that there are two main values in the height readings time series.


Figure 4.14 The height readings distribution of the second experimental test at 50 m via a kernel density plot.

In this experimental test there were seven air temperature sensors used that were mounted on equal vertical segments on the staff. The sensors heights above the tunnel's ground floor as well as their readings statistics are contained in table 4.8.

| Sensor | Range | Mean | St. Dev. | n/NA | Height |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{6 9}$ | $17.84^{\circ} \mathrm{C}-18.35^{\circ} \mathrm{C}\left[0.51^{\circ} \mathrm{C}\right]$ | $18.05^{\circ} \mathrm{C}$ | $\pm 0.17^{\circ} \mathrm{C}$ | $1247 / 0$ | 0.10 m |
| $\mathbf{7 3}$ | $17.96^{\circ} \mathrm{C}-18.53^{\circ} \mathrm{C}\left[0.57^{\circ} \mathrm{C}\right]$ | $18.20^{\circ} \mathrm{C}$ | $\pm 0.16^{\circ} \mathrm{C}$ | $1247 / 0$ | 0.35 m |
| $\mathbf{7 9}$ | $18.01^{\circ} \mathrm{C}-18.58^{\circ} \mathrm{C}\left[0.57^{\circ} \mathrm{C}\right]$ | $18.29^{\circ} \mathrm{C}$ | $\pm 0.16^{\circ} \mathrm{C}$ | $1247 / 0$ | 0.63 m |
| $\mathbf{8 0}$ | $18.02^{\circ} \mathrm{C}-18.53^{\circ} \mathrm{C}\left[0.51^{\circ} \mathrm{C}\right]$ | $18.24^{\circ} \mathrm{C}$ | $\pm 0.17^{\circ} \mathrm{C}$ | $1247 / 0$ | 0.93 m |
| $\mathbf{8 2}$ | $17.63^{\circ} \mathrm{C}-18.20^{\circ} \mathrm{C}\left[0.57^{\circ} \mathrm{C}\right]$ | $17.88^{\circ} \mathrm{C}$ | $\pm 0.17^{\circ} \mathrm{C}$ | $1247 / 0$ | 1.49 m |
| $\mathbf{8 3}$ | $17.61^{\circ} \mathrm{C}-18.24^{\circ} \mathrm{C}\left[0.63^{\circ} \mathrm{C}\right]$ | $17.86^{\circ} \mathrm{C}$ | $\pm 0.17^{\circ} \mathrm{C}$ | $1247 / 0$ | 1.77 m |
| $\mathbf{8 4}$ | $17.65^{\circ} \mathrm{C}-18.29^{\circ} \mathrm{C}\left[0.64^{\circ} \mathrm{C}\right]$ | $17.90^{\circ} \mathrm{C}$ | $\pm 0.17^{\circ} \mathrm{C}$ | $1247 / 0$ | 2.03 m |

Table 4.8 The air temperature readings statistics of the indoor experimental test at 50 m .

Figure 4.15 illustrates the sensors air temperature readings where a decreasing tendency is noticed. The fact that causes concern is the multiple intersections among some sensors measurements due to the minor temperature differences that were occurred in addition to their dense arrangement.


Figure 4.15 The air temperature sensors readings for the indoor experimental test at 50 m .
The atmospheric pressure readings statistics are presented in table 4.9 , while their time series are illustrated in figure 4.16. The atmospheric pressure is decreasing during the first day and is increasing thereafter.

| Range | Mean | St. Dev. | n/NA |
| :---: | :---: | :---: | :---: |
| 996.0mbar - 1011.1mbar [15.1 mbar] | 1004.88 mbar | $\pm 4.18 \mathrm{mbar}$ | $1247 / 0$ |

Table 4.9 The pressure readings statistics of the indoor experimental test at 50 m .


Figure 4.16 The pressure readings time series of the indoor experimental test at 50 m .
Table 4.10 demonstrates the Pearson correlation coefficients among the measured values, where some strong and moderate correlations are noticed. This is not a general assumption but characterizes the particular dataset and is due to the trends among the different time series.

|  | Height | Distance | Temperature (80) | Pressure |
| :---: | :---: | :---: | :---: | :---: |
| Height | 1.00 | -0.45 | 0.78 | -0.49 |
| Distance | -0.45 | 1.00 | -0.48 | 0.32 |
| Temperature (80) | 0.78 | -0.48 | 1.00 | -0.53 |
| Pressure | -0.49 | 0.32 | -0.53 | 1.00 |

Table 4.10 The Pearson correlation coefficients of the measured values of the indoor experimental test at 50 m .

These correlations came up because the height readings along with the temperature measurements are decreasing, forming a strong uphill linear relationship. While atmospheric pressure is increasing indicating a moderate downhill linear relationship with respect to height.

### 4.2.3. First Outdoor Set up at 40m

The third and fourth experimental tests were carried out outdoors on the rooftop of SRSE. The only alteration to the previously conducted experiments is that a 3 meter bar coded invar staff was used. Moreover in order to secure proper lighting conditions during the night and assure the level's measuring ability a spotlight was used.

The spotlight was placed at safe distance so the air temperature sensors would not get heated, while an automatic operating mode was accomplished by using a timer switch. The overall instrumentation set up of the outdoor experimental tests is presented in the figures 4.17 and 4.18 , where the horizontal distance between the level and the staff was a bit less than 40 m .

The measurements of the first outdoor experimental test initiated at 2017-12-30 17:35:00 and ended 2018-01-02 18:30:00 forming a total period of 3 days and 55 minutes. The gaps occurred on the height readings time series happened when the level's telescope was slightly rotated due to lateral wind and when the test was paused because of rain.


Figure 4.17 The instrumentation set up of the outdoor experimental tests at 40 m , the automatic online command of the digital level (left) and the level's focusing on the bar coded staff (right).

The first major concern, when performing outdoors optical measurements with unstable atmospheric conditions (during the day with a clear sky), is that the direct measurement of the temperature gradient becomes unreliable. This happens because atmospheric turbulence fluctuations are increased and are mainly affected by the heat flux due to solar radiation [Brunner \& Kukuvec, 2011].


Figure 4.18 The spotlight and the 3 m invar bar coded staff after sunset (left) and the staff during the night (right).

Moreover when the air temperature sensors are directly radiated by the sun they get heated due to their thermal capacity. Thus the credibility of the air temperature measurements becomes questionable. Hence, because the heating effects dominate the parts of the time series just after sunrise (08:00) and just before sunset (17:00) were trimmed off and excluded from the computations.

The height readings statistics of the first outdoor experimental test at 40 m are presented in table 4.11 . The instrument height was defined and measured at 1.647 m . Thus, according to the mean values of table 4.11 the mean inclination of the rooftop is computed at $-0.4 \%$.

| DNA Reading | Range | Mean | St. Dev. | n/NA |
| :---: | :---: | :---: | :---: | :---: |
| Height | $1.63064 \mathrm{~m}-1.63176 \mathrm{~m}[1.12 \mathrm{~mm}]$ | 1.631176 m | $\pm 205 \mu \mathrm{~m}$ | $876 / 476$ |
| Distance | $37.714 \mathrm{~m}-37.766 \mathrm{~m}[52 \mathrm{~mm}]$ | 37.740 m | $\pm 8 \mathrm{~mm}$ | $876 / 476$ |

Table 4.11 The digital level's reading statistics for the first outdoor experimental test at 40m.
The following figure 4.19 represents the height readings of the digital level for the first outdoor experimental test. The trimmed part of the height readings time series is symbolized with red color. Again the height readings graphs display a slight cyclicality and an upward trend.


Figure 4.19 The height readings and the trimmed parts (red color) of the first outdoor experimental test at 40 m as a line.
Additionally figure 4.20 demonstrates the initial as well as the trimmed height readings distribution with black and red color respectively, while the number of the observations ( N ) and the smoothing bandwidth are referred to the trimmed readings.

These two kernel density plots indicate that there are two main values contained in the height measurements. Moreover the red line shows that the amplitude of the height readings is slightly bigger during the day.


Figure 4.20 The initial (red color) and the trimmed height readings distribution of the first outdoor experimental test at 40 m via a kernel density plot.

| Sensor | Range | Mean | St. Dev. | n/NA | Height |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{6 9}$ | $3.29^{\circ} \mathrm{C}-14.05^{\circ} \mathrm{C}\left[10.76^{\circ} \mathrm{C}\right]$ | $8.05^{\circ} \mathrm{C}$ | $\pm 2.90^{\circ} \mathrm{C}$ | $876 / 327$ | 0.11 m |
| $\mathbf{7 3}$ | $3.85^{\circ} \mathrm{C}-14.04^{\circ} \mathrm{C}\left[10.19^{\circ} \mathrm{C}\right]$ | $8.22^{\circ} \mathrm{C}$ | $\pm 2.78^{\circ} \mathrm{C}$ | $876 / 327$ | 0.49 m |
| $\mathbf{7 9}$ | $3.97^{\circ} \mathrm{C}-15.20^{\circ} \mathrm{C}\left[11.23^{\circ} \mathrm{C}\right]$ | $8.40^{\circ} \mathrm{C}$ | $\pm 2.81^{\circ} \mathrm{C}$ | $876 / 327$ | 0.92 m |
| $\mathbf{8 0}$ | $4.03^{\circ} \mathrm{C}-16.48^{\circ} \mathrm{C}\left[12.45^{\circ} \mathrm{C}\right]$ | $8.43^{\circ} \mathrm{C}$ | $\pm 2.81^{\circ} \mathrm{C}$ | $876 / 327$ | 1.35 m |
| $\mathbf{8 2}$ | $4.22^{\circ} \mathrm{C}-15.73^{\circ} \mathrm{C}\left[11.51^{\circ} \mathrm{C}\right]$ | $8.45^{\circ} \mathrm{C}$ | $\pm 2.67^{\circ} \mathrm{C}$ | $876 / 327$ | 2.20 m |
| $\mathbf{8 3}$ | $4.35^{\circ} \mathrm{C}-15.71^{\circ} \mathrm{C}\left[11.37^{\circ} \mathrm{C}\right]$ | $8.49^{\circ} \mathrm{C}$ | $\pm 2.69^{\circ} \mathrm{C}$ | $876 / 327$ | 2.64 m |
| $\mathbf{8 4}$ | $4.74^{\circ} \mathrm{C}-15.93^{\circ} \mathrm{C}\left[11.19^{\circ} \mathrm{C}\right]$ | $8.85^{\circ} \mathrm{C}$ | $\pm 2.64^{\circ} \mathrm{C}$ | $876 / 327$ | 3.06 m |

Table 4.12 The air temperature readings statistics of the first outdoor experimental test at 40 m .

Table 4.12 demonstrates the 8 air temperature sensors readings statistics of the first outdoor experimental test at 40 m . Additionally the plots below (figure 4.21) represents the air temperature sensors time series as they were initially acquired (figure 4.21 (a)), as they were finally trimmed (figure 4.21 (b)) and a zoom in the first 150 measurements (figure 4.21 (c)).


Figure 4.21 The initial (a), the trimmed (b) and the first 150 (c) air temperature sensors readings respectively of the first outdoor experimental test at 40 m .

The plots yield evident cyclicality between days and nights. Furthermore it is observed that the vertical temperature gradient sign is mainly negative during the day while it takes positive values during the night as it was expected.

| Range | Mean | St. Dev. | n/NA |
| :---: | :---: | :---: | :---: |
| 989.4mbar - 1002.2mbar [12.8mbar] | 997.0mbar | $\pm 3.8 \mathrm{mbar}$ | $876 / 0$ |

Table 4.13 The pressure readings statistics of the first outdoor experimental test at 40 m .
The atmospheric pressure readings statistics are introduced in table 4.13 while the pressure time series are illustrated in figure 4.22 , where there is an increasing trend during the first day and a decreasing for the rest two days.


Figure 4.22 The pressure readings time series of the first outdoor experimental test at 40 m .
The table 4.14 contains the Pearson correlation coefficients between all the measured values of the discussed dataset. There are not any strong correlations detected except the downhill linear relationship between temperature and distance. The moderate uphill correlation of temperature and height is because of their decreasing trend.

|  | Height | Distance | Temperature (80) | Pressure |
| :---: | :---: | :---: | :---: | :---: |
| Height | 1.00 | -0.37 | 0.46 | -0.05 |
| Distance | -0.37 | 1.00 | -0.71 | 0.32 |
| Temperature (80) | 0.46 | -0.71 | 1.00 | -0.60 |
| Pressure | -0.05 | 0.32 | -0.60 | 1.00 |

Table 4.14 The Pearson correlation coefficients of the measured values of the first outdoor experimental test at 40 m .

### 4.2.4. Second Outdoor Set up at 40m

Since there were considerable gaps in the height readings time series due to weather conditions the outdoor experimental test was re-performed. The DNA03 readings of the second outdoor experimental test started at 2018-01-04 19:25:00 and ended at 2018-01-08 23:50:00, which corresponds to a total period of 4 days, 4 hours and 35 minutes with minor gaps.

The height readings statistics, as they were finally trimmed, are presented in table 4.15. The instrument height was set and measured at 1.657 m , which in accordance to the mean values of table 4.15 the rooftop's inclination is calculated at $-0.6 \%$.

| DNA Reading | Range | Mean | St. Dev. | n/NA |
| :---: | :---: | :---: | :---: | :---: |
| Height | $1.63286 \mathrm{~m}-1.63406 \mathrm{~m}[1.200 \mathrm{~mm}]$ | 1.633589 m | $\pm 151 \mu \mathrm{~m}$ | $1206 / 440$ |
| Distance | $37.930 \mathrm{~m}-37.976 \mathrm{~m}[46 \mathrm{~mm}]$ | 37.949 m | $\pm 6 \mathrm{~mm}$ | $1206 / 440$ |

Table 4.15 The digital level's reading statistics for the second outdoor experimental test at 40 m .
The following figure 4.23 demonstrates the height readings of the digital level for the second outdoor experimental test. The trimmed parts of the height readings time series are again plotted with red color. Moreover the height readings trend-line apparently shows cyclicality and an incrementing tendency.


Figure 4.23 The height readings and the trimmed parts (red color) of the second outdoor experimental test as a line.

Additionally figure 4.24 presents as much as the initial as the trimmed height readings distribution with red and grey color respectively. The number of the readings ( N ) and the smoothing bandwidth are referred to the trimmed readings. These two kernel density plots indicate that there are two to three main values contained in the data.


Figure 4.24 The initial (red color) and the trimmed (grey color) height readings distribution of the second outdoor experimental test at 40 m via a kernel density plot.

Subsequently, table 4.16 contains the 8 air temperature sensors readings statistics of the second outdoor experimental test as well as the height above the rooftop floor that they were mounted on the bar-coded invar staff.

| Sensor | Range | Mean | St. Dev. | n/NA | Height |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{6 9}$ | $3.79^{\circ} \mathrm{C}-14.55^{\circ} \mathrm{C}\left[10.76^{\circ} \mathrm{C}\right]$ | $9.08^{\circ} \mathrm{C}$ | $\pm 2.63^{\circ} \mathrm{C}$ | $1206 / 437$ | 0.11 m |
| $\mathbf{7 3}$ | $4.11^{\circ} \mathrm{C}-14.55^{\circ} \mathrm{C}\left[10.44^{\circ} \mathrm{C}\right]$ | $9.29^{\circ} \mathrm{C}$ | $\pm 2.54^{\circ} \mathrm{C}$ | $1206 / 437$ | 0.49 m |
| $\mathbf{7 9}$ | $4.22^{\circ} \mathrm{C}-15.39^{\circ} \mathrm{C}\left[11.17^{\circ} \mathrm{C}\right]$ | $9.42^{\circ} \mathrm{C}$ | $\pm 2.56^{\circ} \mathrm{C}$ | $1206 / 437$ | 0.92 m |
| $\mathbf{8 0}$ | $4.16^{\circ} \mathrm{C}-16.99^{\circ} \mathrm{C}\left[12.83^{\circ} \mathrm{C}\right]$ | $9.46^{\circ} \mathrm{C}$ | $\pm 2.57^{\circ} \mathrm{C}$ | $1206 / 437$ | 1.35 m |
| $\mathbf{8 2}$ | $4.22^{\circ} \mathrm{C}-15.98^{\circ} \mathrm{C}\left[11.77^{\circ} \mathrm{C}\right]$ | $9.46^{\circ} \mathrm{C}$ | $\pm 2.44^{\circ} \mathrm{C}$ | $1206 / 437$ | 2.20 m |
| $\mathbf{8 3}$ | $4.22^{\circ} \mathrm{C}-15.71^{\circ} \mathrm{C}\left[11.50^{\circ} \mathrm{C}\right]$ | $9.49^{\circ} \mathrm{C}$ | $\pm 2.44^{\circ} \mathrm{C}$ | $1206 / 437$ | 2.64 m |
| $\mathbf{8 4}$ | $4.61^{\circ} \mathrm{C}-15.62^{\circ} \mathrm{C}\left[11.00^{\circ} \mathrm{C}\right]$ | $9.79^{\circ} \mathrm{C}$ | $\pm 2.34^{\circ} \mathrm{C}$ | $1206 / 437$ | 3.06 m |

Table 4.16 The air temperature readings statistics of the second outdoor experimental test at 40 m .
The three plots demonstrated in figure 4.25 represent the sensors temperature readings as they were initially acquired (figure 4.25 (a)), as they were finally trimmed (figure 4.25 (b)) and a zoom in the first 150 observations (figure 4.25 (c)). As much as the cyclicality as well as the temperature gradient's sign between the day $(-)$ and the night $(+)$ can easily be noticed in the following charts.


(c)

Figure 4.25 The initial (a), the trimmed (b) and the first 150 (c) air temperature sensors readings respectively of the second outdoor experimental test at 40 m .

Table 4.17 contains the atmospheric pressure measurements statistics as they were acquired and converted to the rooftop's altitude.

| Range | Mean | St. Dev. | n/NA |
| :---: | :---: | :---: | :---: |
| 988.0mbar - 1012.7mbar [24.8mbar] | 1002.9 mbar | $\pm 6.7 \mathrm{mbar}$ | $1206 / 0$ |

Table 4.17 The pressure readings statistics of the second outdoor experimental test at 40 m .
Additionally figure 4.26 represents the pressure readings where an upward trend is observed.


Figure 4.26 The pressure readings time series of the second outdoor experimental test at 40 m .
The incrementing trends of the measured parameters, that have been noted earlier, explain the strong and moderate Pearson correlations values that occurred in table 4.18 as well as the uphill linear relationships between height, pressure and temperature.

|  | Height | Distance | Temperature (80) | Pressure |
| :---: | :---: | :---: | :---: | :---: |
| Height | 1.00 | -0.36 | 0.55 | 0.79 |
| Distance | -0.36 | 1.00 | -0.68 | -0.52 |
| Temperature (80) | 0.55 | -0.68 | 1.00 | 0.77 |
| Pressure | 0.79 | -0.52 | 0.77 | 1.00 |

Table 4.18 The Pearson correlation coefficients of the measured values of the second outdoor experimental test at 40 m .

### 4.3 Temperature Height Models Evaluation

There were 5 vertical temperature height models selected in order to fit the temperature measurements and compute the temperature gradient at the corresponding height reading among the discussed models of section 2.7.4.

These models are the Kukkamaki's temperature height function (eq. 2.49), the Huggershoff's (eq. 2.50), the Reissmann's 1 and 2 (eq. 2.51 and 2.52) and Heer's (eq. 2.54). Karaghani's model was not used since it is an alteration of Kukkamaki's model. As it has already been denoted polynomials greater than second degree fail to work properly.

Even though, the model Reissmann 2 was selected because it has the ability to adopt one inflection point with respect to the fitted data. The following equations demonstrate the first derivative of models that were used to compute the temperature gradient.

Kukkamaki

$$
\begin{equation*}
\frac{d t}{d z}=b \cdot c \cdot z^{c-1} \tag{4.3}
\end{equation*}
$$

Huggershoff

$$
\begin{equation*}
\frac{d t}{d z}=2 \cdot b \cdot z \tag{4.4}
\end{equation*}
$$

Reissmann1

$$
\begin{equation*}
\frac{d t}{d z}=b+2 \cdot c \cdot z \tag{4.5}
\end{equation*}
$$

Reissmann2

$$
\begin{equation*}
\frac{d t}{d z}=b+2 \cdot c \cdot z+3 \cdot f \cdot z^{2} \tag{4.6}
\end{equation*}
$$

Heer

$$
\begin{equation*}
\frac{d t}{d z}=b \cdot c \cdot e^{c \cdot z} \tag{4.7}
\end{equation*}
$$

The fit of the data was accomplished by using nonlinear regression, which is initially evaluated optically by visualizing the data. The estimation of the parameters was tested in order to be greater than their standard errors, which corresponds to a statistical test for a confidence level of $68 \%$.

Additionally a t-test could be used but it would force the errors to be enlarged. Thus a "pass" or "fail" value was given accordingly to each model for every time interval.

Moreover the goodness of fit is evaluated by the use of the residual standard error ( $\sigma$ ) of every regression, which is affected by the degrees of freedom meaning that Reissmann2 model is expected to succeed higher values while Huggershoff model lower.

The $\sigma$ value has to be close to the measuring accuracy of the air temperature sensors otherwise when the $\sigma$ is much greater, then the goodness of fit is poor and when it is less, then the fit is not realistic (overfitting).

### 4.3.1 Indoor Experimental Test at 25m

Table 4.19 indicates a summary for the goodness of fit of the 5 temperature height models and the air temperature measurements of the first indoor experimental test at 25 m . The following table represents the percentage of the pass values per model and the mean residual standard error ( $\sigma$ ).

| Model | Pass | $\boldsymbol{\sigma}$ |
| :---: | :---: | :---: |
| Kukkamaki | $100 \%$ | $\pm 0.15^{\circ} \mathrm{C}$ |
| Huggershoff | $100 \%$ | $\pm 0.18^{\circ} \mathrm{C}$ |
| Reissmann1 | $0 \%$ | $\pm 0.18^{\circ} \mathrm{C}$ |
| Reissmann2 | $100 \%$ | $\pm 0.14^{\circ} \mathrm{C}$ |
| Heer | $100 \%$ | $\pm 0.15^{\circ} \mathrm{C}$ |

Table 4.19 Summary of the goodness of fit of the 5 models and the indoor experimental test at 25 m .
As it is demonstrated above the Huggershoff and the Reissmann1 models had the poorest data fit while Reissmann1 model failed the statistical test of the parameters. Figure 4.27 illustrates a screenshot of the fitted models and the measured temperatures and particularly at the 100 time interval.

The graphical examination of the models does not indicate a function that fit the data better. Kukkamaki, Reissmann1 and Heer models demonstrate a concave shape while Huggershoff has a convex shape and Reissmann2 has an inflection point.


Figure 4.27 The fitted temperature height models at the 100 time interval of the indoor experimental test at 25 m .

The following figure 4.28 shows the residual standard error along the time intervals.


Figure 4.28 The residual standard error of the fitted models for the indoor experimental test at 25 m .
Table 4.20 and figure 4.29 represent the statistics and the visualization of the temperature gradient respectively, by using the first derivative of the temperature height functions. In general the temperature gradient is positive.

| Model | Range | Mean | St. Dev. |
| :---: | :---: | :---: | :---: |
| Kukkamaki | $0.35-0.47^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $0.40^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $\pm 0.02^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ |
| Huggershoff | $0.45-0.55^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $0.50^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $\pm 0.02^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ |
| Reissmann1 | $0.36-0.49^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $0.40^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $\pm 0.03^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ |
| Reissmann2 | $0.09-0.26^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $0.19^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $\pm 0.04^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ |
| Heer | $0.23-0.36^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $0.27^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $\pm 0.02^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ |

Table 4.20 The temperature gradient statistics of the fitted models for the indoor experimental test at 25 m .

The temperature gradient amplitude differences between the models occurred because of the regression's sensitivity among the 5 functions.


Figure 4.29 The temperature gradient of the fitted models for the indoor experimental test at 25 m .

### 4.3.2 Indoor Experimental Test at 50m

Table 4.21 shows a summary of the goodness of fit measures of the 5 temperature height models with respect to the air temperature measurements of the indoor experimental test at 50 m . Kukkamaki's height function did not manage to fit the data and converge.

| Model | Pass | $\boldsymbol{\sigma}$ |
| :---: | :---: | :---: |
| Kukkamaki | $0 \%$ | - |
| Huggershoff | $100 \%$ | $\pm 0.12^{\circ} \mathrm{C}$ |
| Reissmann1 | $30 \%$ | $\pm 0.13^{\circ} \mathrm{C}$ |
| Reissmann2 | $100 \%$ | $\pm 0.04^{\circ} \mathrm{C}$ |
| Heer | $0 \%$ | $\pm 0.14^{\circ} \mathrm{C}$ |

Table 4.21 Summary of the goodness of fit of the 5 models and the indoor experimental test at 50 m .


Figure 4.30 The fitted temperature height models at the 100 time interval of the indoor experimental test at 50 m .

Moreover Heer's model failed to pass the test, while Reissmann 1 model failed to pass it at the majority of the measurements. The model Reissmann 2 seems to overfitting the data. The above figure 4.30 illustrates a screenshot of the air temperature measurements (at the 100 time interval) by using blue points and the fitted models by red lines.

This visual examination of the displayed fitted curves yields concave shapes except the Reissmann 2 model. Additionally all the models show a decreasing trend. The following figure 4.31 presents the residual standard error of the least squares data fitting among the models and along the time intervals.


Figure 4.31 The residual standard error of the fitted models for the indoor experimental test at 50 m .
Table 4.22 and figure 4.32 represent the statistics and the visualization of the temperature gradient respectively, by using the first derivative of the temperature height functions. Generally the temperature gradient is negative with respect to the mean height of the level's sighting line.

| Model | Range | Mean | St. Dev. |
| :---: | :---: | :---: | :---: |
| Kukkamaki | - | - | - |
| Huggershoff | $-0.23--0.15^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $-0.20^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $\pm 0.01^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ |
| Reissmann1 | $-0.23--0.15^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $-0.20^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $\pm 0.01^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ |
| Reissmann2 | $-0.67--0.45^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $-0.54^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $\pm 0.05^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ |
| Heer | $-0.21--0.18^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $-0.18^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $\pm 0.01^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ |

Table 4.22 The temperature gradient statistics of the fitted models for the indoor experimental test at 50 m .

Thus, the temperature gradient amplitude differences between Reissmann2 and the other models occurred because of the slope variation at this particular height and due to the data overfitting.


Figure 4.32 The temperature gradient of the fitted models for the indoor experimental test at 50 m .

### 4.3.3 First Outdoor Experimental Test at 40m

Table 4.23 demonstrates the numerical statistics of the goodness of fit for the 5 temperature height models with respect to the air temperature measurements of the first outdoor experimental test at 40 m .

Again, Huggershoff's and Reissmann's 2 models achieve the most passes on the statistical test of the parameters. Moreover the Reisssmann's 2 function seems to have the best fitting statistics but it is once again possible for overfitting the data.

| Model | Pass | $\boldsymbol{\sigma}$ |
| :---: | :---: | :---: |
| Kukkamaki | $21 \%$ | $\pm 0.14^{\circ} \mathrm{C}$ |
| Huggershoff | $73 \%$ | $\pm 0.17^{\circ} \mathrm{C}$ |
| Reissmann1 | $20 \%$ | $\pm 0.15^{\circ} \mathrm{C}$ |
| Reissmann2 | $77 \%$ | $\pm 0.08^{\circ} \mathrm{C}$ |
| Heer | $23 \%$ | $\pm 0.15^{\circ} \mathrm{C}$ |

Table 4.23 Summary of the goodness of fit of the 5 models and the first outdoor experimental test at 40 m .

Figure 4.33 illustrates a screenshot of the air temperature measurements at the 100 time interval. This visual examination of the displayed fitted curves indicates that Reissmann 2 model achieves the best least square fitting. The other 4 temperature height curves form a convex shape with increasing trend.


Figure 4.33 The fitted temperature height models at the 100 time interval of the first outdoor experimental test at 40 m .

The following figure 4.34 shows the residual standard error of the least squares data fitting and the correlation coefficient over time and among the models.


Figure 4.34 The residual standard error of the fitted models for the first outdoor experimental test at 40 m .

Table 4.24 and figure 4.35 present the statistics and the visualization of the temperature gradient respectively. In general, the temperature gradient is positive with respect to the height of the level's telescope. The negative values of the temperature gradient were due to data trimming failure and occurred just after sunset and before sunrise.

| Model | Range | Mean | St. Dev. |
| :---: | :---: | :---: | :---: |
| Kukkamaki | $-0.01-0.76^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $0.22^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $\pm 0.13^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ |
| Huggershoff | $-0.06-1.36^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $0.20^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $\pm 0.1^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1} 6$ |
| Reissmann1 | $-0.38-4.69^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $0.32^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $\pm 0.46^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ |
| Reissmann2 | $-0.28-0.95^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $-0.03^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $\pm 0.14^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ |
| Heer | $-0.01-0.71^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $0.17^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ | $\pm 0.11^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ |

Table 4.24 The temperature gradient statistics of the fitted models for the first outdoor experimental test at 40 m .

Hence, the range of Reissmann1 model is an outlier since the sensors could not compensate the temperature decrease which happened just after sunset. The overfitting of Reissmann2 model is obvious at the part of the time series around the 600 time interval.

At this period the temperature gradient had low values, which were not readable by the sensors measuring accuracy. Thus, the interpolation was computed close to the inflection point of the curve and so negative values appeared.


Figure 4.35 The temperature gradient of the fitted models for the first outdoor experimental test at 40 m .

### 4.3.4 Second Outdoor Experimental Test at 40m

Table 4.25 presents the numerical measures of the goodness of fit for the 5 temperature height models with respect to the air temperature measurements of the second outdoor experimental test at 40 m .

Again, Huggershoff's and Reissmann's 2 models achieve the most passes on the statistical test of the parameters. Despite the fact that Reisssmann's 2 model seems to have the best fitting statistics it is once again overfitting the data.

| Model | Pass | $\boldsymbol{\sigma}$ |
| :---: | :---: | :---: |
| Kukkamaki | $19 \%$ | $\pm 0.14^{\circ} \mathrm{C}$ |
| Huggershoff | $85 \%$ | $\pm 0.16^{\circ} \mathrm{C}$ |
| Reissmann1 | $37 \%$ | $\pm 0.13^{\circ} \mathrm{C}$ |
| Reissmann2 | $90 \%$ | $\pm 0.06^{\circ} \mathrm{C}$ |
| Heer | $21 \%$ | $\pm 0.13^{\circ} \mathrm{C}$ |

Table 4.25 Summary of the goodness of fit of the 5 models and the second outdoor experimental test at 40 m .

Figure 4.36 shows a screenshot of the air temperature measurements at the 100 time interval along with the fitted models. This visual examination of the displayed fitted curves is not able to distinguish the best least square fitting model. Generally the temperature height trendlines form a convex shape with increasing tendency.


Figure 4.36 The temperature gradient of the fitted models for the second outdoor experimental test at 40 m .

Additionally figure 3.37 represents the residual standard error of the models for every time interval.


Figure 4.37 The correlation coefficient of the fitted models between the measured and the predicted values for the second outdoor experimental test at 40 m .

Table 4.26 and figure 4.38 display the numerical statistics and the graphical visualization of the temperature gradient respectively. In general, the temperature gradient is positive with respect to the height of the level's telescope.

| Model | Range | Mean | St. Dev. |
| :---: | :---: | :---: | :---: |
| Kukkamaki | $-0.10-0.92$ | 0.22 | 0.14 |
| Huggershoff | $-0.06-1.04$ | 0.21 | 0.14 |
| Reissmann1 | $-0.10-1.20$ | 0.17 | 0.15 |
| Reissmann2 | $-0,30-1.06$ | -0.05 | 0.12 |
| Heer | $-0.08-0.56$ | 0.15 | 0.11 |

Table 4.26 The temperature gradient statistics of the fitted models for the second outdoor experimental test at 40 m .


Figure 4.38 The fitted temperature height models at the 100 time interval of the second outdoor experimental test at 40 m .

The negative mean value of the temperature gradient of the Reissmann2 model is due to overfitting and is obvious especially after the 400 time interval. This happens because the temperature gradient becomes smaller over time and gets values that are close to the measuring accuracy of the air temperature sensors.

### 4.4 Refraction Corrections Results

The levelling refraction corrections were computed by using the Kukkamaki's approach and equation 2.42 as it was pre-discussed on chapter 2 . Thus, by integrating the temperature difference between the level and the staff with respect to the selected temperature height models, the following refraction correction equations hold:

Kukkamaki

$$
\begin{equation*}
C_{R}=-\frac{d \cdot s^{2} \cdot b}{\left(z_{b}-z_{I}\right)^{2}} \cdot\left[\frac{1}{c+1} \cdot z_{b}^{c+1}-z_{I}^{c} \cdot z_{b}+\frac{c}{c+1} \cdot z_{I}^{c+1}\right] \tag{4.8}
\end{equation*}
$$

Huggershoff

$$
\begin{equation*}
C_{R}=-\frac{d \cdot s^{2} \cdot b}{\left(z_{b}-z_{I}\right)^{2}} \cdot\left[\frac{z_{b}^{3}}{3}-z_{I}^{2} z_{b}+\frac{2 \cdot z_{I}^{3}}{3}\right] \tag{4.9}
\end{equation*}
$$

Reiss.1 $\quad C_{R}=-\frac{d \cdot s^{2}}{\left(z_{b}-z_{I}\right)^{2}} \cdot\left[\begin{array}{l}-z_{I} \cdot z_{b} \cdot\left(b+c \cdot z_{I}\right)+\frac{b \cdot z_{b}^{2}}{2}+\frac{c \cdot z_{b}^{3}}{3} \\ +z_{I}^{2} \cdot\left(b+c \cdot z_{I}\right)-\frac{b \cdot z_{I}^{2}}{2}-\frac{c \cdot z_{I}^{3}}{3}\end{array}\right]$

$$
\begin{equation*}
C_{R}=-\frac{d \cdot s^{2}}{\left(z_{b}-z_{I}\right)^{2}} . \tag{4.11}
\end{equation*}
$$

Reiss.2 $\left[\begin{array}{c}\left(-\frac{1}{12} z_{b}\left(12 z_{I}\left(b+z_{I}\left(c+f z_{I}\right)\right)-6 b z_{b}-4 c z_{b}^{2}-3 f z_{b}^{3}\right)\right) \\ -\left(-\frac{1}{12} Z_{I}\left(12 z_{I}\left(b+z_{I}\left(c+f z_{I}\right)\right)-6 b z_{I}-4 c z_{I}^{2}-3 f z_{I}^{3}\right)\right)\end{array}\right]$
Heer $\quad C_{R}=-\frac{d \cdot s^{2} \cdot b}{\left(z_{b}-z_{I}\right)^{2}} \cdot\left[\frac{e^{c \cdot z_{b}}}{c}-z_{b} \cdot e^{c \cdot z_{I}}-\frac{e^{c \cdot z_{I}}}{c}+z_{I} \cdot e^{c \cdot z_{I}}\right]$
Then, the refraction corrections can be interpreted and quantified as geodetic refraction coefficient values k , by reforming equation 2.14 as it is demonstrated in equation 4.13. The negative sign of the equation cannot hold since it is not referred to a target position and the correct height reading of the bar code has to be determined with respect to the apparent position.

$$
\begin{equation*}
k=\frac{C_{R} \cdot 2 \cdot R}{s^{2}} \tag{4.13}
\end{equation*}
$$

In order to follow the above methodology the following assumptions have to be taken under consideration:

- The meteorological conditions are considered stable.
- The scale factor error between the level and the staff as long as the correction due to earth curvature are considered as constants and thus negligible.
- The inclination of the floor is considered constant and that the air is stratified to isothermal layers parallel to it.

For cross reference reasons, the geodetic refraction coefficient k is also calculated by using the local geodetic refraction coefficient k as it was introduced in equation 2.26.

### 4.4.1 Indoor Experimental Test at $\mathbf{2 5 m}$

The following table 4.27 represents the refraction corrections statistics among the 5 used temperature height functions of the first indoor experimental test at 25 m . The differences occurred in the results is because of the models least square fitting. Additionally figure 4.39 illustrates the refraction corrections of every time interval and model.

| Model | Min | Max | Mean | St. Dev. |
| :---: | :---: | :---: | :---: | :---: |
| Kukkamaki | $99 \mu \mathrm{~m}$ | $134 \mu \mathrm{~m}$ | $113 \mu \mathrm{~m}$ | $\pm 6 \mu \mathrm{~m}$ |
| Huggershoff | $130 \mu \mathrm{~m}$ | $159 \mu \mathrm{~m}$ | $146 \mu \mathrm{~m}$ | $\pm 5 \mu \mathrm{~m}$ |
| Reissmann1 | $103 \mu \mathrm{~m}$ | $141 \mu \mathrm{~m}$ | $115 \mu \mathrm{~m}$ | $\pm 8 \mu \mathrm{~m}$ |
| Reissmann2 | $30 \mu \mathrm{~m}$ | $75 \mu \mathrm{~m}$ | $57 \mu \mathrm{~m}$ | $\pm 12 \mu \mathrm{~m}$ |
| Heer | $65 \mu \mathrm{~m}$ | $105 \mu \mathrm{~m}$ | $78 \mu \mathrm{~m}$ | $\pm 7 \mu \mathrm{~m}$ |

Table 4.27 The refraction corrections statistics of the 5 temperature height models and the indoor experimental test at 25 m .


Figure 4.39 The refraction corrections of the 5 temperature height models and the indoor experimental test at 25 m .

Figure 4.40 contains the initial height readings as grey line as long as the corrected height readings time series as red lines for the 5 used temperature height functions and the first indoor experimental test at 25 m . None of the following charts seems to smooth out the height readings trendline but are just shift them up because of the noise that is included therein the data. Even though, the sign of the corrections is correct.


Figure 4.40 The initial (grey lines) and the corrected height readings time series (red lines) of the five temperature height functions and the indoor experimental test at 25 m .

Table 4.28 demonstrates the statistics of the interpretation of the refraction corrections as geodetic refraction coefficient values k by using the Kukkamakis approach. Moreover it contains the corresponding statistics of k values by using the local geodetic refraction coefficient equation. The amplitude of the values indicates that the two methods are in agreement while the local values are always slightly bigger.
k Kukkamaki k Local

| Model | Min | Max | Mean | St. Dev. | Min | Max | Mean | St. Dev. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Kukkamaki | 1.96 | 2.67 | 2.24 | $\pm 0.12$ | 2.17 | 2.86 | 2.44 | $\pm 0.12$ |
| Huggershoff | 2.58 | 3.17 | 2.90 | $\pm 0.10$ | 2.73 | 3.31 | 3.04 | $\pm 0.10$ |
| Reissmann1 | 2.05 | 2.81 | 2.28 | $\pm 0.16$ | 2.22 | 2.96 | 2.45 | $\pm 0.15$ |
| Reissmann2 | 0.59 | 1.50 | 1.14 | $\pm 0.24$ | 0.70 | 1.66 | 1.27 | $\pm 0.25$ |
| Heer | 1.29 | 2.08 | 1.55 | $\pm 0.13$ | 1.14 | 2.25 | 1.72 | $\pm 0.13$ |

Table 4.28 The geodetic refraction coefficient statistics of the 5 temperature height models and the indoor experimental test at 25 m .

Additionally figures 4.41 and 4.42 represent graphically the computed values of the geodetic refraction coefficient k between the two methods. The differences of the k values among the two graphs are so small that they cannot be distinguished.


Figure 4.41 The geodetic refraction coefficient of the 5 temperature height models and the indoor experimental test at 25 m by using the Kukkamaki's approach.


Figure 4.42 The geodetic refraction coefficient of the 5 temperature height models and the indoor experimental test at 25 m by using the local geodetic refraction coefficient equation.

### 4.4.2 Indoor Experimental Test at 50m

Table 4.27 shows the refraction corrections statistics among the 4 selected and used models of the second indoor experimental test at 50 m . In general the refraction corrections are negative as it was expected. This happens because of the negative temperature gradient values.

| Model | Min | Max | Mean | St. Dev. |
| :---: | :---: | :---: | :---: | :---: |
| Kukkamaki | - | - | - | - |
| Huggershoff | $-295 \mu \mathrm{~m}$ | $-193 \mu \mathrm{~m}$ | $-254 \mu \mathrm{~m}$ | $\pm 18 \mu \mathrm{~m}$ |
| Reissmann1 | $-315 \mu \mathrm{~m}$ | $-209 \mu \mathrm{~m}$ | $-276 \mu \mathrm{~m}$ | $\pm 18 \mu \mathrm{~m}$ |
| Reissmann2 | $-755 \mu \mathrm{~m}$ | $-529 \mu \mathrm{~m}$ | $-617 \mu \mathrm{~m}$ | $\pm 46 \mu \mathrm{~m}$ |
| Heer | $-266 \mu \mathrm{~m}$ | $-163 \mu \mathrm{~m}$ | $-224 \mu \mathrm{~m}$ | $\pm 17 \mu \mathrm{~m}$ |

Table 4.29 The refraction corrections statistics of the 4 temperature height models and the indoor experimental test at 50 m .

The refraction correction results of Reissmann 2 model are considered as outliers and appear due to data overfitting. The other three models despite the slight differences occurred they appear to be in accordance with each other. Additionally figure 4.43 gathers the refraction corrections results in a single chart.


Figure 4.43 The refraction corrections of the 4 temperature height models and the indoor experimental test at 50 m .

The charts of figure 4.44 illustrate the initial height readings as grey line as long as the corrected height readings time series as red lines for the 4 used temperature height functions and the second indoor experimental test at 50 m . Again, none of the following charts seems to smooth out the height readings trendline but are just shift them down.


Figure 4.44 The initial height readings (grey lines) and the corrected height readings time series (red lines) of the 4 temperature height functions and the indoor experimental test at 50 m .

Table 4.30 shows the statistics of the quantification of the refraction corrections as geodetic refraction coefficient values k by using the Kukkamakis approach and the corresponding results by using the local geodetic refraction coefficient. Again the amplitude of the values indicates that the two methods are in agreement while the local values are always slightly bigger.
k Kukkamaki
k Local

| Model | Min | Max | Mean | St. Dev. | Min | Max | Mean | St. Dev. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Kukkamaki | - | - | - | - | - | - | - | - |
| Huggershoff | -1.53 | -1.00 | -1.32 | $\pm 0.09$ | -1.19 | -0.71 | -0.98 | $\pm 0.08$ |
| Reissmann1 | -1.64 | -1.08 | -1.43 | $\pm 0.09$ | -1.17 | -0.69 | -0.97 | $\pm 0.09$ |
| Reissmann2 | -3.92 | -2.75 | -3.21 | $\pm 0.24$ | -3.78 | -2.46 | -2.96 | $\pm 0.28$ |
| Heer | -1.38 | -0.85 | -1.17 | $\pm 0.09$ | -1.03 | -0.56 | -0.84 | $\pm 0.08$ |

Table 4.30 The geodetic refraction coefficient statistics of the 4 temperature height models and the indoor experimental test at 50 m .

The following figures 4.45 and 4.46 show the values of the geodetic refraction coefficient k respectively for the two methods. Again the differences of the two charts are intractable by using this visual examination.


Figure 4.45 The geodetic refraction coefficient of the 4 temperature height models and the indoor experimental test at 50 m by using the Kukkamaki's approach.


Figure 4.46 The geodetic refraction coefficient of the 4 temperature height models and the indoor experimental test at 50 m by using the local geodetic refraction coefficient equation.

### 4.4.3 First Outdoor Experimental at 40m

Table 4.31 represents the refraction correction computations statistics of the five used models for the first outdoor experimental test at a sighting distance of 40 m . At this case since the test was carried out outdoors the fluctuations of the measured parameters is bigger and more intense.

| Model | Min | Max | Mean | St. Dev. |
| :---: | ---: | ---: | ---: | ---: |
| Kukkamaki | $-5 \mu \mathrm{~m}$ | $517 \mu \mathrm{~m}$ | $154 \mu \mathrm{~m}$ | $\pm 95 \mu \mathrm{~m}$ |
| Huggershoff | $-40 \mu \mathrm{~m}$ | $934 \mu \mathrm{~m}$ | $144 \mu \mathrm{~m}$ | $\pm 116 \mu \mathrm{~m}$ |
| Reissmann1 | $-270 \mu \mathrm{~m}$ | $3178 \mu \mathrm{~m}$ | $226 \mu \mathrm{~m}$ | $\pm 319 \mu \mathrm{~m}$ |
| Reissmann2 | $-197 \mu \mathrm{~m}$ | $643 \mu \mathrm{~m}$ | $-18 \mu \mathrm{~m}$ | $\pm 98 \mu \mathrm{~m}$ |
| Heer | $-8 \mu \mathrm{~m}$ | $594 \mu \mathrm{~m}$ | $126 \mu \mathrm{~m}$ | $\pm 84 \mu \mathrm{~m}$ |

Table 4.31 The refraction corrections statistics of the 5 temperature height models and the first outdoor experimental test at 40 m .

Hence, the measured range is fruitless at this point and is more profitable to consider the mean value and the standard deviation instead. This fact happens either due to data trimming failure, or poor data fitting or overfitting.

Thus, the Reissmann1 model results are out of bounds and considered as outliers while Reissmann2 are completely wrong. Figure 4.47 aggregates these refraction corrections.


Figure 4.47 The refraction corrections of the 5 temperature height models and the first outdoor experimental test at 40 m .

The following charts (figure 4.48) illustrate the initial height readings as grey line as long as the corrected height readings time series as red lines for the 5 used temperature height functions and the first outdoor experimental test at 40m. Again, the following charts do not seem to smooth out the height readings time series.


Figure 4.48 The initial (grey lines) and the corrected height readings time series (red lines) of the five temperature height functions and the first outdoor experimental test at 40 m .

Table 4.32 demonstrates the statistics of the interpretation of the refraction corrections as geodetic refraction coefficient values $k$ by using both the Kukkamaki's approach and the corresponding results by using the local geodetic refraction coefficient. Again the amplitude of the values indicates that the two methods are in agreement while the local values are always slightly bigger. What needs to be highlighted is that the coefficient values inherit the previously discussed failures and outliers.

| k Kukkamaki |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Model | Min | Max | Mean | St. <br> Dev. | Min | Max | Mean | St. Dev. |  |
| Kukkamaki | -0.05 | 4.63 | 1.38 | $\pm 0.85$ | 0.17 | 4.86 | 1.60 | $\pm 0.86$ |  |
| Huggershoff | -0.36 | 8.36 | 1.28 | $\pm 1.03$ | -0.15 | 8.50 | 1.50 | $\pm 1.03$ |  |
| Reissmann1 | -2.41 | 28.43 | 2.02 | $\pm 2.85$ | -2.23 | 28.77 | 2.24 | $\pm 2.87$ |  |
| Reissmann2 | -1.76 | 5.75 | -0.16 | $\pm 0.88$ | -1.57 | 6.14 | 0.05 | $\pm 0.89$ |  |
| Heer | -0.07 | 5.32 | 1.13 | $\pm 0.75$ | 0.14 | 5.85 | 1.35 | $\pm 0.78$ |  |

Table 4.32 The geodetic refraction coefficient statistics of the 5 temperature height models and the first outdoor experimental test at 40 m .

The following figures 4.49 and 4.50 illustrate the values of the geodetic refraction coefficient k respectively for the two methods and over time. Again the differences of the two charts are intractable by using this graphical examination.


Figure 4.49 The geodetic refraction coefficient of the 5 temperature height models and the first outdoor experimental test at 40 m by using the Kukkamaki's approach.


Figure 4.50 The geodetic refraction coefficient of the 5 temperature height models and the first outdoor experimental test at 40 m by using the local geodetic refraction coefficient equation.

### 4.4.4 Second Outdoor Experimental at 40m (b)

Table 4.33 gathers the refraction correction computations statistics of the five used models for the second outdoor experimental test at a sighting distance of 40 m . Once again, it is more profitable to consider the mean value and the standard deviation instead, due to the same blunders. Moreover Reissmann2 corrections are in majority wrong because of data overfitting.

| Model | Min | Max | Mean | St. Dev. |
| :---: | :---: | :---: | :---: | :---: |
| Kukkamaki | $-71 \mu \mathrm{~m}$ | $620 \mu \mathrm{~m}$ | $155 \mu \mathrm{~m}$ | $\pm 103 \mu \mathrm{~m}$ |
| Huggershoff | $-67 \mu \mathrm{~m}$ | $721 \mu \mathrm{~m}$ | $118 \mu \mathrm{~m}$ | $\pm 101 \mu \mathrm{~m}$ |
| Reissmann1 | $-69 \mu \mathrm{~m}$ | $801 \mu \mathrm{~m}$ | $122 \mu \mathrm{~m}$ | $\pm 106 \mu \mathrm{~m}$ |
| Reissmann2 | $-205 \mu \mathrm{~m}$ | $702 \mu \mathrm{~m}$ | $-32 \mu \mathrm{~m}$ | $\pm 87 \mu \mathrm{~m}$ |
| Heer | $-53 \mu \mathrm{~m}$ | $473 \mu \mathrm{~m}$ | $113 \mu \mathrm{~m}$ | $\pm 83 \mu \mathrm{~m}$ |

Table 4.33 The refraction corrections statistics of the 5 temperature height models and the second outdoor experimental test at 40 m .

Figure 4.51 illustrates the computed corrections of all selected height temperature models of the second outdoor experimental test. The positive conclusion that comes out of this graph is that the refraction corrections are decreasing (as does the temperature gradient) while the height readings are increasing. At the same time the spread and the amplitude among the readings and the corrections are in agreement.


Figure 4.51 The refraction corrections of the 5 temperature height models and the second outdoor experimental test at 40 m .

The charts of figure 4.52 show the initial height readings as grey line and the corrected height readings time series as red lines for the 5 used temperature height functions and the second outdoor experimental test at 40 m . Again, the following charts do not contribute to height readings smoothing since the noise of the data is still a limiting factor.


Figure 4.52 The initial (grey lines) and the corrected height readings time series (red lines) of the five temperature height functions and the second outdoor experimental test at 40 m .

Table 4.32 demonstrates the statistics of the interpretation of the refraction corrections as geodetic refraction coefficient values k by using both the Kukkamaki's approach and the corresponding results by using the local geodetic refraction coefficient, while figures 4.53 and 4.54 illustrate these values.

Again the coefficient values indicate that the two methods are in agreement with a small shift, since the local geodetic refraction coefficient equation also encompasses the influence of the pressure gradient.

| k Kukkamaki |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Model | Min | Max | Mean | St. Dev. | Min | Max | Mean | St. Dev. |  |
| Kukkamaki | -0.63 | 5.48 | 1.37 | $\pm 0.91$ | -0.42 | 5.73 | 1.59 | $\pm 0.92$ |  |
| Huggershoff | -0.60 | 6.38 | 1.04 | $\pm 0.89$ | -0.14 | 6.51 | 1.53 | $\pm 0.88$ |  |
| Reissmann1 | -0.62 | 7.08 | 1.08 | $\pm 0.93$ | -0.41 | 7.54 | 1.30 | $\pm 0.95$ |  |
| Reissmann2 | -1.81 | 6.21 | -0.28 | $\pm 0.77$ | -1.65 | 6.66 | -0.77 | $\pm 0.78$ |  |
| Heer | -0.47 | 4.18 | 1.00 | $\pm 0.73$ | -0.26 | 4.67 | 1.21 | $\pm 0.74$ |  |

Table 4.34 The geodetic refraction coefficient statistics of the 5 temperature height models and the second outdoor experimental test at 40 m .


Figure 4.53 The geodetic refraction coefficient of the 5 temperature height models and the second outdoor experimental test at 40 m by using the Kukkamaki's approach.


Figure 4.54 The geodetic refraction coefficient of the 5 temperature height models and the second outdoor experimental test at 40 m by using the local geodetic refraction coefficient equation.

Figures 4.53 and 4.54 present the values of the geodetic refraction coefficient k respectively for the two methods and over time. Again the differences of the two charts cannot be distinguished graphically.

## CHAPTER 5 CONCLUSIONS AND RECOMMENDATIONS

### 5.1. Conclusions

The need of high accuracy geodetic measurements is nowadays extended for the needs of dimensional metrology, monitoring, deformation and engineering surveying. In spite of the intense technological improvement, the accuracy of geodetic observations is still limited due to terrestrial refraction.

Thus, the aiming of this master thesis was to address an applicable method, in terms of instrumentation and computations, in order to overcome and treat the error of levelling refraction. Hence, both indoor and outdoor experimental tests were carried out, by acquiring repeatable short term height readings by using a stand-alone set up of a high accuracy digital level.

At the same time the direct measurement of the vertical temperature gradient, which is the main influential factor of refraction effects, was conducted by using air temperature sensors nodes mounted on discrete positions of the bar-coded invar staff. Also the air temperature sensors were calibrated by using a climate chamber.

Based on the previously discussed investigations, the following conclusions can be extracted:

- Initially, the data acquisition process is optimized since the air temperature sensor nodes can be controlled wirelessly and the digital level by using a serial online mode, with extreme reliability.
- The calibration of the air temperature sensors improves their measuring discretion ability since the measurements are converted to the same reference scale. The measuring accuracy and repeatability of the air temperature sensors were then considered at $\pm 0.1^{\circ} \mathrm{C}$.
- At the first indoor experimental test at a sighting distance of 25 m , the measured parameters were completely stationary as the height readings density plot indicated one main value and the air temperature measurements of the sensors were illustrated by horizontal lines.
- The other three experimental tests had more intense fluctuations of the measured parameters and moderate positive linear correlations occurred between the temperature and the height readings time series.
- The temperature height functions seem to work properly when the temperature gradient takes the value of about $0.4^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$ except the model Reissmann1, like the first indoor experimental test. On all other cases, in which the temperature gradient was limited to values of $0.2^{\circ} \mathrm{C} \cdot \mathrm{m}^{-1}$, meaning close to the measuring accuracy of the sensors, only Huggershoff's model managed to pass the statistical test at the majority of the measurements. Additionally, the other models failed to pass the test or fit the data while Reissmann2 model was
overfitting the data as it was expected since polynomials greater than second order fail to work properly.
- None of the computed height corrections manage to contribute to the smoothing of the height readings time series since there is a lot of noise in the measurements that is inherited to the corrections.
- The most promising and positive proof conclusion is referred to the second outdoor experimental test, where the refraction corrections are decreasing while the height readings are increasing with the corresponded spread.
- However all the refraction corrections computations signs and amplitudes were in line with the expected values from the theoretical overview and literature. Additionally the geodetic refraction coefficient k took accepted values from 0 to +2.4 in the outdoor tests and from -1.6 to +3.2 in the indoor tests.
- Lastly the values of the geodetic refraction coefficient k values that were computed with the Kukkamaki's approach and the local geodetic refraction coefficient seem to be in agreement. The slight deviation of about 0.2 justifies the fact that the local equation also encompasses the pressure gradient influence.


### 5.2. Recommendations

The following recommendations are made as regard to future studies of levelling refraction:

- Firstly a thorough uncertainty analysis has to be made in order assess the instrumentation measuring accuracy in order to succeed corresponding results.
- Then additional experimental tests have to be implemented taking into account the following terms:
- the limitation of the air temperature measuring accuracy needs to be better than $\pm 0.005^{\circ} \mathrm{C}$ and so the evaluation of the goodness of fit will be improved
- the air temperature sensors vertical configuration has to be carried out in more horizontal segments of the sighting distance and not only at the staff, thus the fluctuations of the temperature gradient along the sighting line will be taken under consideration
- if the above upgrades fail to improve the results then the assumptions of the method have to be reassessed
- Lastly the parallel combination of temperature gradient measurements, height readings and reciprocal and simultaneous zenith angle observations as long as with the heat flux calculations would be fruitful
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