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Extended Abstract

The current status of embedded systems contains a variety of complex computing
devices featuring high-end, architecturally rich processors, heterogeneous devices
and many-core systems. Furthermore, new computing architectures have been
proposed at the system level, extending the concept of Internet of Things (IoT) to
a multi-layer distributed infrastructure, known as Edge (or Fog) computing. This
infrastructure stems from the intention to mitigate a number of inefficiencies of
the original Cloud-centric deployment of IoT systems, suffering from dependency
on Cloud resources, connectivity issues and unacceptably high bandwidth
requirements. In such deployments, the numerous, involved computing nodes
must cooperate in order to execute the variety of input tasks resulting from
the highly dynamic setup of the system, which includes mobile users and
unpredictable application execution requests. The developed IoT applications,
must also be designed under the consideration of the updated distributed
architecture to be able to fully take advantage of it.

The course of this dissertation, begins by focusing on the requirements and design
of embedded applications, operating on systems of multiple nodes. The target
applications belong to the medical domain and thus their design requirements
include but are not limited to performance, since dependability and accuracy of
operations is critical in this field. The design of the IoT-oriented applications is
also performed in a modular, pipelined manner in order to provide different run-
time configuration knobs, for the effective operation of the device in a Gateway
based offloading environment. Automated HW/SW co-design approaches using
High Level Synthesis are employed in order to provide a version of the developed
applications that is capable of using HW accelerators on combined CPU-FPGA
Systems-on-Chip, that are able to significantly decrease the execution latency
of the computational intensive parts of the application.

With respect to the design choice of the IoT Gateway, a many-core embedded
system with Network-on-Chip topology is considered as a promising design
alternative to meet the computational and communicational requirements,
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resulting from the interaction of the Gateway with numerous IoT nodes.
An efficient run-time decision making mechanism is necessary for the many-
core system to yield high performance operation. Due to the complexity
of dynamically mapping many applications on a many-core system, a
Distributed Run-Time Resource Management (DRTRM) framework is designed,
implemented and evaluated on top of Intel SCC, an actual many-core NoC
based computing platform.

Motivated by the highly dynamic IoT environment, an additional analysis
is performed to investigate the correlation of the arrival rate of incoming
application requests and the effectiveness of DRTRM on allocating the available
system resources. The analysis shows, that a fast and resource hungry scenario
of incoming applications can be the breaking point for the effectiveness of
DRTRM. Moreover, the enforcement of a relevant run-time mitigation scheme
is complicated due to the distributed decision making, which requires the
consensus of many agents, thus adding up to the required decision-making
latency. This issue is mitigated by use of a Voltage and Frequency Scaling
regulation policy, which indirectly slows down application admission, while
requiring the cooperation of only a small subset of the agents of the system.
The policy is implemented and evaluated on top of DRTRM, showing that it
can relieve the congestion of applications under stressful conditions.

The deep scaling of modern many-core systems, combined with the long-
operation cycles increase the probability of errors in their processing elements.
Taking this into account, due to the importance of DRTRM for the operation
of multiple IoT nodes and applications, SoftRM is introduced, a DRTRM
augmented with fault tolerant features. The design of SoftRM relies on dynamic,
workload-aware error mitigation and refrains from the provisioning of spare
cores, via the self-organization of healthy agents in order to replace the failed
ones. In addition, an error detection mechanism is implemented, which takes
advantage of the communication patterns of DRTRM in order to reduce the
overhead of error detection on the operation of healthy agents.

Last, the concepts of distributed management utilized in DRTRM are extended
to aid the negotiation of resources at Edge computing systems with multiple
intermediate IoT Gateways. These distributed nodes, make use of trade based
mechanisms, in order to dynamically optimize the offered Service Quality to
their subscribed IoT devices, while meeting their run-time constraints. These
mechanisms allow to dynamically achieve more efficient binding of IoT devices
to Gateways and thus fully exploit the resources of the latter in order to aid
the operation of the first.

Keywords: Distributed Run-Time Resource Management, Edge computing,
ToT Gateways, loT applications
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To cOyypova evounuatwuéve cuoThdata, Tepléyouy TANddea cOVIETWY LTOAO-
VIO TV CUOXEVWY cuunepthaBdvovTog apyltextovixd thodoloug eneéepyaotée
vPnhol x6cToLE, ETEPOYEVEL CUOKEVES X xan ToAuTdpnvoug eneéepyao TéC.
Yuvdpa, oto eminedo TOL CUCTAUNTOS, €Y0UY TEOTAVEl VEEC OPYITEXTOVIXES TOU
enexteivouy TV W8éa Tou Awadixtiou twv Ipayudtwy (IoT), xédvovtac yehon wog
TON-eN{MEDdNG HATAVEUNUEVNE UTODOUNAS, YVWOTH C UTOAOYLOUOE GTa dxpa Tou
dixtoou (Edge computing). H cOMndn autic tng urnodoudc mnydler and tny
VYT VO OVTHIETWTILO TOVY Lol GELRE OO AVETIEPXELES TNG AEYIXTC UTOBOUNC TOU
IoT, mou fitav Boaotopévn oto Négog (Cloud) xou Aoy w¢ ex T0UTOU EE0PTNUEVT
and autod, Enaoye and TEOBAAUATA GUVBECLLOTNTAS Xat 00N YOUaE GE U1 anodeXTd
HEYSAES avdyxeg yia emxowvwvio and T IoT cuoxeuvég npog to Négoc. Xtic
TEOTEWOUEVES UTIONOYLOTIXEG UTOBOUES, TPOXOTTEL 1) ovVaYXN CUVERYISIAS TWV
UTIOAOYLOTIXWY XOUPBWV PE %06 vor exTEAESTEL 1) TOLUAlL TWVY EPYUCLOV TOU
TPOEEYOVTOL Ao Tol EEALEETIXG BUVOIXE YORUXTNEICTIXE TOU CUCTAUATOS, TO
omnolo mepthopfdvel xvoluevous yeRotes xou aduvopia TedBAedne Twv artnudTey
extéheong egopuoydy. Emmpdodeta, ou véeg und avdntuén eqapuoyés, npénet va
€youv oyedlaoTel £YOVTAC UTOPY TNV XATUVOPT] TWV GUOXEUGDY, WOTE Va elval oe
V€on va enw@eAntody Thpwe and TNV avovewPévn LUTOSoUY.

H tpéyovoa datpPr Eexwvd eotidloviac ot amatTACES ot TOV OYedAoUo
EQPUPUOY DY TOU AMEVTYVVOVTUL OE EVOWOUATOUEVE UG THUAT TOANATADY xOUBwV.
O uné oyedloom epoappoyég TEOEPYOVTAL OTd TOV LATEIXO XAABO %ot WS €X TOUTOU
oL oyedlao Tég anantioelg Toug dev meplopilovton oty LMY anddoo, xadde
n opdn xou oxpBric Aettoupyion TV cuoxeudy elvon xplowrn yia Tov v AdYw
topéa. Ou umd avdntun eapuoyéc mou otoyebouv otny IoT apyitextoviny,
oyedidlovtar hote va mepthapBdvouy dlaxpitd, dtadoywd oTtdda extérEoTC
TOU AMOTEAODY BLAPOPETIXEC BUVOLXES DLOMOPPWOELS TNG CUOXELNC WOTE Vo
umopel o EQapUOYT) Vo EXTEAECTEl AMOTEAEOUATING OE €vol Tep3dhhov Tou
xoppdtio Tne avartidevton va extelestolv oe dhhec ouoxeuvéc TOlec (Gateways).
Kegdhona tng SotpBrc agopody emlong Tov qUTOPATOTONUEVO GU-OYEBLIOUS
VAol xou hoylopxol pe yeron olvdeone udmhol emnédouv (High Level
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New plot and data collected for 2010-2015 by K. Rupp

Yyfuo 1: Tdoec otov topéa tng oyedloong wxpoenegepyaoToy.

Synthesis), dote vo ¥TIoTOOV ETUTOUYVUEVES EXDOOELS UTOAOYIOTIXDY TUPH VGV
yior suoTHaTo Tou cLVBLALouv xevtpxéc povidec enelepyacioc (CPU) xadag
xou emavodiapop@oluevo Lhxd (FPGA). Ou pedodohoyies autée xatagépouy
afloonueletn Uelwon oToV Ypovo EXTENEONE TWY UTOANOYLOTIXA OMOLTNTIXGY
Tunudteyv v loT epapuoydyv.

Yta olYYpOovaL UTOAOYICTIXE GUCTAUATA, TOCO T EVOWHATWUEVO 60O Xl To
YEVIXOU OXOTOU, WO EUPEWS YENOWOTOWOVUEYY TEXVIXY Yl TV adénon twv
UTIOAOYLOTIXWY ETBOOEWY GE CUVBLUOUO UE ATODEXTY XATAVIAWOT toog elvan
1 EVOWUATWY GAO X0l TEQLOGOTERWY UTONOYLOTIXWY GTolyelwy otny (Bla Ynepida
(chip). H tdon auth anotundveton oto Lyhua 1, nov delyvel mpoPrédec étL oe
cUVTOUO YPOVOo amd TNV ohoxhfpwor) NG dlateBrc To UTOAOYLO TiXd GUGC THUATA
Yo mepLéyouv exatovtddee enclepyoaotéc. H Prounyoavia ¥dn cuurniéel pe outy
TNV 10€a UE AmMOTEAEOUA Vo £YOUV TOQUCHEVACTEl TEWTOTUTO 1 %ol EUTOPLXES
OUOXEVEG UE PEYGAO opidud enclepyaotixmy otoiyeiwy. Juyxexpiéva, 1 Intel
€xeL mapouctdoer mhotpopues pe 80, 48 xou 50 emelepyaoctind oToiyela, v
n Tilera pe 100 avo gneda. O anodtepoc otdyog elvan Pneidec pe yLhiddec
enelepyoaotixd otolyela x4t to onolo AdN npooeyyileton and v axoadnuio [42]
xow Ty Prounyavio [170, 23].

O avénuévoc aprludg eneepyaoctdv eni g Blag ¢neidoc, emnpedlel xou
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Y SloolVOEoY) Toug XodC OYEDLIOUOL PE CUVEXTIXOTNTA XEUPHEC WUVAUNG,
XALLAXDVOVTOL AOBOTIXG LOVO PEYEL EVal Uixpd dptdud UTOAOYLO TIXWY G TOLYEWY.
'‘Oc0o 0 apliudc TV EVOLUATOUEVKY UTOAOYLOTIXGY oTolyelwv augdvel, TéTolou
eldoug uvAun pmopel vo amoteAécel onuelo xoumAC Yl TNV anodotxdtnTa
TOU CUCTAPATOC %Ol WS €X TOUTOU amantolvTon dhhol TedmoL BlacOVOeEsTC.
H Swoivdeon Auxtbov-oe-Uneido (Network-on-Chip) éyer emxpatfoet g
1 TEOTEWOUEVY OYedoTIXY ETAOYY %M ETTEENEL PEYIAN XAWAXWOY) Xl
TEPLOPLOPEVY, xaTavdhwon evépyeas [41]. Buvohxd, n agdovior LTONOYLE TIXGDVY
CTOLYELDY OE €val TOAUTOPNVO EVOWUATOUEVO GOGTNUO To XahoTd Wi TOANS
utooyopevn Avon o tov oyedlooud woe IoT nikne (Gateway) wavd] va
TANeol TG UTOAOYLOTIXEG XOU ETUXOVWVIOXES OVEYXES TTOU TEOXVTTOUV Amd TNV
ouvepyaoio Ty TUANG pe TAnddpea IoT cuoxeudy.

H duvoyiny| dloyelpion mdpwv oe TOAUTOENVAL CLC TAUNTA UTOREl Vo EQPUPUOCTEL
xevtpd f xatovepnuéve.  Xtic napodootaxéc xevipixée Aloels [186], évac ex
TWY UTOAOYLO TIX®Y TURHVeY efvar UTELTUVOC Yial Vo BIEEVUVHOEL TIC WOLOTNTES TWV
EXTEAOUUEVOV EQUOUOYOV XOL VO TRUYUOTOTIOLACEL TNV BUVOULXY) YAETOYEd(PNOT
(mapping) touc. Ioapdtl n mpooéyyion auth eivar o Tpogavhc xar e0XOAN
otnv vhornoinor, yapoxtneiletar and EMREWWO XAWAXWONS, YEYOVOSC TOU unopel
vor odnynoetL oe U1 anodextéc xaduoteprioeic oty Ajdn anogdoewy, Wiitepa oe
CUC TAUATO UE TTOMAES EQPUPUOYES Xou CUYVES Buvopxés uetaBoréc. Emnpdodeta,
n xevtp Mn anogdoewy elvon emppenic oe amotuyla, xodde oe mepinTwon
OPANLUTOC TOU XEVTELXOU BLUYELRIG TN, 1 AELTOLEY(0l TOU UG THUATOS XUTUPEEEL.

Ytov avtinoda, 1 xatavepnuévn dayelplon twy tdépwv tou cuoThgatoc [56, 18],
éyer xepdioer évtovo evdogpépov.  ‘Epeuvee [21, 130] éyouv deiler 61 ol
XOTOVEUNUEVES OTEUTNYHES UTOPOUV va 0dnyNoouv oe e&atpeTxd amodoTixn
dlayelplon TWV EQPUPUOY®Y Xol TV Tépwv Tou cuoTiuotoc. ‘Eyovtag auth
Y YVOOoTN 0 xvNTeo, oTny Teéyouoa Sltplfr) oyedldotnxe, vAonotiinxe xau
avaAbinxe melpopoatind évoc Katavepnuévog Auvauixde Awyepiotic lopwv
(Distributed Run-Time Resource Management (DRTRM)) ancuduvéuevog o
TOAUTIORNVOL UTOAOYLO TIXA GUC THUATO e Slaohvdean, Awxtdou-oe-Unelda.

O o16)0¢ TOU TEOTEWVOUEVOL BLaYELPLOTH TOPWY EIVOL VO TUPEYEL XATAVEUNUEVT
dayelplon 600 TWV TOPWY OCO XU TWY TUPIAANAWY EQUQUOYOV OE €V
nohunhpnvo emegepyactind cvotnua. H xoatavoun tou umoloyiotixol @opTou
ot TANDOPA XUTOVEUNUEVLY EEuTvey paxtépwy (agents), omotehel eAxuoTnd
emhoy” xS 1 YoeTOYEAPNOoY TwV eQappoYOY eivan éva yvwoté NP-hard
ohyoptduxéd medBhnua [207]. To eyyevéc mpdPAnuo Tou TPOXUTTEL and TNV
emAoYY auTh elvol N AmolTNom Yo TEPLOPIOHEVY XOL OTOBOTIXY| ETLXOWVWViL
pETOED TWV XoTavEUNUEVLY Teaxtopwy. O ev AoYw Bloyelplotrhic mdpwy elvou
OYEBLAOUEVOC YLl TUPAAANAES EQPUEUOYES UE €UQaon OTIC EUTAAGTES, Ol OToleg
UTOEOUV VOl AVATPOCUPUOC TOOY BUVAULIXE GE TUY OV UETABO0AY TwV THEKY TOUC.
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H xevtpid) w0éa tou DRTRM éyxeiton ot evohhayr ooV Ttwv dlapdpwy
muphvewy o’ AN TNV Bidpxela TG EXTEAEONC TOU CUCTAUNTOL, UE GTOYO Vo
unootnetydoly oL SLdpopes BLUYELPIOTIXES OmOPAOEC XoOC XL 1) EXTENEDT
Tou PoETOL epydoiog TV TUpdAANAWY epapuoyey. H teyvixh auth €yer Non
odnyhoel o€ TON) XON& AMOTEAESHATA, OTWE ToPOLCLELOVTOL OTIC EPYUOIES TWV
[130, 20, 21, 132]. Ytov und napousiaoy oxedaoud, xuplapyoly Teelc xatnyoples
XOUTOVEUNUEVWY OVTOTATWV-TEUXTOPWY:

o Apywée nuphvag (Initial core): H hettovpyio tou evepyonotelton 6tay ot
xawvolpla egopoyr {ntd va Eexivioel TNy eXTEAEST) TNC OTO GUGTNUAL.
Ytdyoc ng hettoupyiog tou elvar vo Pdgel oe Yia TEPLOY T TOU CUC THUATOC
Wote va eviomioel évay 1\ teplocdTeEpous eneepYaoTéC oTOUC oTtoloug Yo
avatevel 1 extéheon tne véog epapuoyic. o xdde xouvodplo egapuoy
avatideton évog xowvolplog Apyxdg TUPTVOC Ol UTIOYPENGELS TOU 0Tolou
ONOXANEWVOVTOL UE TO TEQEUC TNE AEYIXOTONONS TN EQPUPUOYTG.

o Auwyepothic nuphvac (Manager core): H Aertoupyla autic tne ovidnroc
elvon ouvugoouévn pe 6hov tov xOxho Cohg o epappoyhc.  Kdde
epopuoyn €xel tov dixd g Awayelplot, o omolog elvan uneduvog yia
NV Sloyelplon TwV TOPWY TNG XU TNV XATAVOUT TOU (pépTou gpyusiag TNG
otoug muphveg epydteg. Ot AlayelploTég TUPRVEC OAWY TWV EQUPUOY DY
TOU GUGTAUOTOS, BPOLY GUVERYATIXA YIOL TNV XOTOVOUY Xl AVTOAAAYY) TOV
TOpwV PETOEY TWV EQPUEUOYMV (HOTE Vo UeyloTonoleltar 1 anodotxdtnta
Tou ouothpatog. Ta xadxovta Tou Aloyelplo T TUETiVel OAOXANEWMVOVTOL
HE TO MEPAC TNG EXTEAEOTS TNG EQUPUOYAC.

o Eleyxthc nuphvoac (Controller core): H ovidtnia auth amoterel tnv
poyoxoxohd tou DRTRM xou elvon umebduvn yio v mogoxohotdnon
xan Swoyelpion tou cuothpatog. O Eleyxtéc muprvee avatidevian otny
aEYLXOTIONCY, TOU CUCTARATOC Xl O EOAOC Toug dev petofdiheton xord’
OAn e dudipxelar Asttovpylag Tng mohumpnvne mhatpdppas. Kdde évoc
and autolg etvon uedYuvog Yot TNV TaEAXOAOVUNCT EVOC GUUTAEYUOTOC
(Cluster) nuprhivev, Tou avTiloTol el GE Wiol W) ETLXOUNUTTOUEVT TEPLOYT TOU
ovothpatog. O EAeyxthc xotaypdpel TiC EQapuoYEéC TOU Bpao TNELOTOLOUY-
Ton HECA OTNY TERLOY T QUTY| Xou TAPEYEL AUTH TNV TAneogopia oe dTola dAAT
xaToveunuévn ovtotnta to {nthoel. O pdlog tou elvon amapaitntog xododg
xolar ovTOTNTAL eV €YEl TAEN EXOVA TOU CUCTARATOC XU WS EX TOUTOU
oL YWEWES TANPOYORiEC amoUNUEVOVTOL XU TUPEYOVTOL KATAVEUNUEVIL Ao
Touc EAeyxtéc.

O mpotewduevog oyedlaouds emBAAAeL guueoa plor tepapyioa oToug pOhoug Twv
BLapOPOY  XOTAVEUNUEVWY OVTOTHTWY, Omwe mapouctdleton oto yfuo 2(a).
Y10 eninedo diayelpione ocuvotipatog ol EAeyxtéc muprvec elvon tar Souixd
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Tyfuo 20 (o) Iepapyio mupfivwv otov DRTRM (B) ITopdderypa molumbenvng
mAat@opuac tou exteieltan o DRTRM.

otoyelo tou DRTRM xou emPBAénouv tng Aettovpyla Tng mAATQOpUIC.  3TO
eninedo Sioyelptong TV eQapUoYOY, oL Al Elplo TEC TUPYVES YVWGC TOTOLOUY TNV
Umopén Toug OTIC TOTXEG TANEOYOopRieg TV Eleyxtdv muphvwy xou Toutdypova
acyololvTaL pe TNy dlayelplon twv epapuoyoyv.  Ou apyixol muprvee elvar oe
YOUNAOTERO tepapyxd emimedo xou elvon umedduvol yio TV apyixonoinon Twv
EQapUOY®Y. 3To (Blo Lepapyind eninedo Peloxovtar xan oL mupriveg epydTteC mou
eEXTENOUV TOV OpTO epyociag Twv epapuoydy. ‘Olol ol mopandve duvoptxol
pélot avatideviar oTo xaTOTOTO Oplo lepapyiog Tou elvon ol adpavelg TupRVEC,
oL omofol xan avaPoduillovian. O epapyindc oyediaouds dev napouctdlel Yovo
piat VPNAOY EMTESOL AMEUOVION TV EPYUOIOV TWV XUTAVEUNUEVLY OVTOTHTOY,
ARG ToTOYPOVO LTODEXVUEL Tal Oplal Xal TEPLOPLOUoVS NG Aettoupyiag Toug
xS XL TNV por| TAnpopopiag and T wiat ovtdTNnTa TNV AN, Toautdypova, 7
emPBodiopevn epapyio etvan wo xplown oyediaotixy mapduetpoc tou DRTRM
OoTe Vo Umopel Vo EVOWUUTMOEL SUVOLXES TOMTIXEG OE CUOTAUATA PEYAANG
Moo 6o 1) opéPwYN AelTovpyld GAWY TWV OVIOTATWY Elval ovEQIXTY X
¢ €x T00TOU oL XploWeg anoPdoelc elvol To amMOTEAECUN TN cuvepyaoioc Alywy,
TEOVOWLOVY KV OVTIOTATWY.

M oganpixn dnodm Tou ToeouctaldUeVOU SLIYELRLO TH TOPWY KOl TGV XOUNMUOVTLVY
Tou x&de muphva gaivetor oto Lyfua 2(B), o éva mupdderypa molundpnvng
TAATQOpUIC pE 48 evowpatwuévoug eneéepyaoctéc. Ou muprveg 0 xan 24 elvon ot
dvo Eleyxtéc muprvee mou emPBrénouvy 1o cvotnua. Eig €€ autdv napaxoroudel
poe opBoydviar meployy), €V oL duo TEPLOYES DdEV €youv xowd onuelo.  XTo
CUYXEXPWEVO TUPAdELYa UTdpy oLV Tpelc eXTEAOVUUEVEC EQUPUOYEC OL OToleg
dlayetpllovtan amd tpeelc Atayelplotéc muprives. O Awayelplotic g mpdtng
epopuoyhc (App 1) eivar o muphvac 15, tne deltepne egappoyhc (App 2) o
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nupfvac 39 xou tne teltne (App 3) o 43.

H tpéyovoa dlatplBr) otoyelel oe mopdAANAes, BUVIUIXES EQOPUOYES Ue xDpLa
gugaon oTic Aeyopevoe eimhaotee (malleable), xodde 0dnyoldy oty Bértio
¥eNon Twv Tépwv Tou cLCTHYNTOC. TToVETovTouc OTL UOVO Ui €€ AUTHOY EXTEAELTAL
ot évo Tohundpnva oo Tnua, 1 emitdyuvon tne (speedup) S(n), opiletou we o
AGYOC TOU YPOVOU TOL YEEWGLETAL 1) EPUPUOYT] YIo VoL EXTENEGTEL GE €vary TURHVAL
TPOG TOV XpOVO TouL ypeeldleton Yo vou exteAectel oe n muphveg. Emlong, o
evanopelvag ypdvoc extéheonc g eoppoync oyetiletal e Tov evamoueivovta
pbpto epyacsioc W bnwe teprypdyet ) E€lowon 1 [130].

Qotoo0, N yeron e E&lowone 1 eivon meplopiouévn xadode amoutel v ex
TWV TEOTEPWY YVOOY TOU YeOVOU EXTEAEONC TwV epapuoy®y. Kat’ enéxtaon,
nopdpolee epyaciec otny xatavepnuév dwyelplon tépwy [130, 21] éyouv xdvel
YEHOM TOL HOVTENOL EUTNICTWY EQUPULOYOY TOU Tapouctdleton oty epyooia [84]
XOUL TOREYEL Uiol EXTIUNCT YLl TNV ETTAYUVOT TV EVTAACTOV eQapuoy®y. To
HOVTENO oUTO TepLyEdpel xdde eOTAACTY EQUPUOYT UECWL TEUIY TUPUUETEWY, Ol
omnoleg elvan o @dptog epyaciac W, o péoog mapahhnhionds A xau 1 omdxhion
napolnhopol 0. Me [Bdon autég TIC TUROPETEOUS, T LWOOVIXYH ETLTAYUVOT)
e eQupUOYNc 6Tay exTeAelton YoV Tng oe €va moAutlpnvo cbotnuo opiletan
oOupwva pe v Ellowon 2. To povtélo mov opiletan and tic Eliodoeic 1
xa 2 mopéyel pla TedBAedn TS anodoTxdTNTAC KoL TOU EvAmopEvavTaL YEOVOU
eEXTEAEONC ot TAPAGAANANG EVTAACTNG €QupUOYHC Bdoel TwV Tpoavapep¥EvTnY
YOPAUXTNELO TIXV.

__nA . <

A+ﬁ 1<n<A ,

S(n): m IAS’H,<2A*1 (20()
n>2A-1

o<1

nA(oc+1) . _
S(n):{ :1<n<A+Aoc—o (28)

o(n+A-1)+A
A n>A+Ac—o

o>1

Y10 Yynuo 3 mopouctdletal Yol MO AETTOUERHC TEELYPAUPY) TOU UAIXOU Tou
anoTeAel TOV OTOYO TOU BUVOULXOU BLUYELPOTY TOPWY ol TS dPYEC TAVE
oTic onolec oyeddotnxe o DRTRM. Mo dudda enelepyaotinwdy oTolyelwy,
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Yyfuor 3: TTAotpopua xon Lovtého cuoTAYaTog yia Ty vhornoinomn tou DRTRM.

dlaouvdéeton oe évar Aixtuo-ce-Ungida Slopdppuwone TAEYHATOS, OTOL €vog
BPOUOAOYNTAC TAXETWY avd BUEda eneEepYaoTHY TPOoWVEl Tl TUXETA GTOV WG TO
napodmtn.  Kdde Budda eneepyactddv yolpdleton pior xowr xeuer uviun
deutépou emmédou (L2 cache), evd o xadévog éyer tny WBiwtxd Tou xpuph
wviun mpdtou emnédouv (L1 cache) xou Swryepileton omd évav muphva Tou
Aettovpyol cuctAwatoc Linux. O DRTRM éye. oyedootel we plo unneesta
enl Tou Aettovpyxol cucThuatog Tou xdle enelepyacth. Auth 1 oyedlaoTixy
emhoyt emitpénel oty apyLtextovixy Tou DRTRM vo yenowonolel amodotixd
TNY UTOBOPT] TOU AELTOURYWOU GUCTAUNTOS Ywelc va yeetdletal 1 TpoTonoinon
Tou priva Tou. Kat’ enéxtaon autd evioylel v Sopootoyetdtnta (modularity)
X0 TNV BUVITOTNTO UETAPORAS TOU OYESLIOUO) GE GAAEC TAATPOPUES TUPOUOLIC
APYLTEXTOVIXAC UE TEQLOPLOUEVY TPOCTIddELdL.

Avagopixd e tnv dlayelpion Twv TapdAANAOY EQUpUOY®Y, 6Twg Exel KON etnwiel,
évag Atayelpto trig muprvag avartldeton ovd EQopUoYY HE oX0To Vo tapaxoloudel
TNV XATACTAOY TNG, VO EVOPYNOTRMOVEL TNV XUTAVOUY TOU QOpTOL gpyaciag NG
Xt var ovall NTé xavoUpLlous UTOAOYLO TIX00E TOPOUS (OTE VO UEYLO TOTOLCEL TOV
optdud TV EPYUTOVY XaL EMOUEVLE TNV eTLTdyLVon TS epopuoyhc. Tlopdhinia,
amovTtd xou oe avtioTouyo authdato and dAloug Aloyeiplotég egapuoyny. ‘Oheg
QUTEC Ol BPUCTNELOTNTEG CUVBEOVTOL HE TNV OLATPAYUATEUCT] TWV TOPWY TOU
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CUCTAUATOS PE AMOTERO OXOTO TNV BEATIOTN YUETOYRAPNOT TWV EQPIOUOYOY.
H oyedioaotxry emhoyn e avddeong evog Aloyeiplo T mopmv avd eQopUloYn
npaypatonoinxe HGote o dnuiovpyde NG EQapUoYc va uropel va xodoploel Ty
Bétiotn ol droryelpione Twv Tdpwv TN egapuoyric [68], 1 onolo tolTxd
Yo emBdiheton anpdoxonto and eEwTEPIXEC TUPEUBAOELS X EXTEAEOT QPORTOU
epyooiag TN e@apuoyrc.

To avuxelyevo Behtiotonolnong otoug TpéYovTeg oYEBLIOUOUE TOU GTOYXEVOLY
oTNV peYloTonolnon Tng amddoong Tou CUCTAUNTOS, elvor 1 WeyloTononon tng
ETULTAYLYONS TV eXTENOUPEVODVY eqappoymy [130, 21]. O DRTRM enexteivel
T TNV WEa 0ToYedOVTOG OTNY EAAYLOTOTOINGY TOU YPEOVOU EXTEAECTC TWV
EQapPOYMY haufdvovtog Tautdypova LY TV EVaTOUEVOVTA YpGVO EXTENEOTC
TOUC Oty amoTiudTon e mdovh Yetapopd mopwy.  Xtov DRTRM étav o
Auwoyelpto The Topwv TNg epoapuoync A, Intd népoug and tov Alayelplo T TopwY
e egappoync B, to mpdto mou amotudTon elvon ov 1 UETAPORE TwV TOPWY
Yo 0bnyfoel oe xahbTepn XATAoTUON TO GUVOAS cloTNUA, ALEAVOVTIS TNV
adpolo iy emTdyUVOT TWY EQapRoYXY. Autd Teptypdpeton xou oty Eicwon 3
OTOL 1) UETOUPOPE THPWY TpayHATOTOLE(TAL PL6OVO av TO xOGTOG elvon YeTind, dnhad
n adpoloTixy emTdyuvor TV epoploy®y A xou B elvon peyohltepn uetd v
peTopopd Twv mopwyv. H amotiunon auth elvar dminotn und v évvola ot
TeEpAUTERL THPOL UETaPEQOVTAL and TNV epopuoyh) B otnv A epdboov ta x€pdn
TOU TOROANTTY Elvol HEYOADTERA AT TIC AMMAEIES TOU TOPOY OV TWV TOPWV.

Cost = gam[SA (nold) — S:4 (nnew)} - lOSS[Sé (nold) — S;B’ (nnew)} (3)

OvoudZouye auTh TNV ATANGTY TEOGEYYION OTNV BLATPUYUATEVST] TWV TOPWY KOG
ouuPBatind (conventional resource bargaining), n onofa yopaxtneileton and to
HELOVEX TN TOU VoL Uy AoBdivel untdn 1660 Tov evamopeivavTt Ypdvo eEXTEAECTC
TN EQUPUOYAE IOV TOREYEL TOPOUS OCO XL TOV ONAULTOUUEVO YPOVO WOTE QUTOL
oL mopoL va yoptoypapndolv ex véou otnv Véo eqoppoyr. H mpotewvduevn
otpatny dlampayudtevong mopwy Poaciletar oty cuv-extiunon GAwWV AUTOY
v Topopétewy. Iho cuyxexplwéva, po avtohhayT) Tépwy Teayuatonoleital dtay
€xel vonua vl Ty ad&non TN EMTAYUVONS ohAd TaUTOYEOVA Efval amodoTIXn
AVOPOPIXE UE TO EXTWMUEVO TEQAUS TNS EQPUPUOYNE oL Tapadidel Toug ThEouS.

H Joywu niow and auth v emdoyr ocuvodiletn oto Xyhpo 4, omou
napouctdleton To ypovodldypouua NG exTEAEONC WAC EQUPUOYAC HE TEOOEPLS
nupnveg epydteg oe éva moAumlenvo clotnua.  Tmv ypovixh otyun to, n
epoppoyh 2 {ntd mépoug and v epapuoyn 1. H egappoyh 1 amotyud v
mdavétnta mopoyfc evoc mupva xou amogaivetar 6t o&ilet var mparypatoromdel
1 UETAPOPA TOU TUETvaL xadd¢ PETE and auThv 1) adlpolo Tixy| emTdyuVoT TwY dVo
eQappoy®y Va elvan ueyohlteen and v Teéyouca. “Etol v ypeovix otiyun
t1 o muprvoc 3 yetagépeTtal and Ty egapuoyy 1 oty egapuoyn 2. Qotdoo, N
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Eyhua 4:  Topdderypo Swompayudteuone mopwy (Zlyxplon oupfotixfc xou
TPOTEWOUEVNS OTRATNYIXAC).

peTopopd auTy| Bev AopBdvel TP TNE Tov evamopeivavTa YEOVo TNS EPUEUOYAS
1. Xy avtiotoyn neplntwor, o mpotevouevos alyobpituog SampoyUdteucng
népwyv avthauBdveton 6Tt N e@appoyh 1 mAnoldlel 6To TEROC TNG XU ETOUEVEC
N mapoy ) Tou muprvar TN Yo elvon wiar un amodotiny| xivnon. H andgoacn e un
Tapoy i ToL TupYvar TNV Yeovix oTiyuy| t1 odnyel oty €yxauen ohoxhpwsor NG
epappoync 1, agrivovtag mAndmpa ehetlepwy mopwy Yoo TNy ooy 2. Me
QUTH TNV STEATNYLXN, TNV YeoVixH oTypn ta 1 eapuoyy) 2 anoxtd 2 ehediepou
TUPNHVES 0L OAOXANEOVEL TNV EXTEAEST) TNG CUVTOROTERN O TNV TERITTWAN TNG
ocupfBotixhc BlampoypdTEUONC TOEWY.

H Swdwooio mou oxohoudel évagc muphvag Alayelplo i Ylo VoL PEYLIO TOTOL-
foel SUVOLXE TOUS TUPHVEC TNG EQOPUOYTC Tou ovoudletan dladxocion outo-
Behtiotonoinone (self-optimization). H petagopd nupfivev hopfdver ydpo Letold
BpacTMV TOU €Y0UV OTNY XATOYY TOUS TUPHVES, dNAadr touc AlayelploTéc xat
touc Eheyxtéc (xatéyouv touc avevepyolc nuprivec). H dadixaoio tne Sapxoic
avalitnong topwv Basiletar oto yeyovog 6t 1 SladeoipdtnTo Toug YeTaBdhheton
Yeovixd, hoyw évoaplhc 1 ohoxhipwone epopuoyoy. ‘Etol, o Auoyelplotic
nuprvag Eexwvd meptodxolc ylpoug avalitnong mépwyv. H Swodiocio auth
ATOPEDYETAL UOVO OV 1) EQUPUOYT] £YEL TWACEL TNV UEYLOTH ETUTAYLVOT NS 1 EXEL
Uxp6 TEOCBOXMUEVO Ypovo mepdtwone. H oavalAtnon yua mépouc yivetow oe
(Lol TEQLOYH TNG TAATPOPUOC HE XEVTPO Tov Alayelplotr) Tuphva xan oxtiva R.
H ovalAtnon meploplleton oe auth TNy TEeploy) OOTE VA PELDTEL TNV BlaoTopd
TNV EPYOTOV HLOC EQUPUOYNHC XOL XAT' EMEXTACY) TOV TEQLOPLOUO NS AMdCTUONG
emxovmviog Toug.

Yt ZyAuo 5 moapouctdletan €vo mApec Topddelypa TN Aettoupyloc Tou
TPOTELVOUEVOU XATAVEUNUEVOU BLOYELPLOTH TOPWY, UE EUQAOT) OTNV dpyxonolnom
HLOL XOUVOURLAC ELGERYOUEVNC EQUOUOYHS OTO GUGTNUA. XE TEWTY QAcT 1 XavolpLa
epapuoyn anoctéhhetar péow tou Eleyxtr) mupriva 0, otov Apyixd muprva
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Application queue

Legend

. Controller . Manager
|:|Initial BWorker
«=Jp Locate Controllers in region*
~=J» Request DDS information*
—J» Request for cores*
«=Jp Manager core appointment*
«=Jp Reply to core offers*
*Dashed arrows refer to replies
of incoming signals

Eyhua 5: TopdBeryyor xoTavouic TOpwY Xl ETUXOVWVING TUEYVWY.

3, o omoloc xou tnv amodéyeton (Lyfuo 5a). Kotémy, o Apyxdc muphivoc
otéhvel éva ofjua otoug Eheyxtéc muprivee wote va evnuepwidel yia To molol
Auayelplotég Tuprveg elvan evepyol oto chatnua (Eyfua 5b). Mol AdfBet auth
NV TAnpogopla, anoc TEAAEL auTAUATo 0 GAOUE TOUG EVERYOUS ALdyELPIO TEC OTE
va Seytel mpoogopéc yio tépous (Tyrua 5e). Autol pe Ty oelpd Toug amoTIHoY
v mdavdtnTa Vo Tou TopEyouy Topous Ue Bdon to xbéatog e Elowong 3
%o anocTtENoLY Tic avtiotoryee anavifoels (Syfue 5d). Emeta, o Apywdc
TUENVAC ATOTLUE oL ATtd AUTES TIC TPOTAOELS £bvol 1) XOADTERT) XOU TNV ATODEYETOL,
anoppelntovtag TawTo)Ypova OAec Tic dhhec. Ou teleutalec tou evépyeleg elvou
VO YVWO TOTOMoEL To amoTtéhecyo Tng avalAtnone otov xouwvolplo Aldyelplo T
Twphva e epappoyhic 2 (Eyfua 5e) xadods xon vor EVIHERMOEL TOUS UTOAOITOUG
yioe TV anodoyy f andppudn Twv tpocpopdy toug (Lyfua 5f).

o v vlormolnon xou TNy meaUaTiX] emX0PWOY NG ATODOTIXOTNTAUC TOU
DRTRM, éywe yeron e mohundenvne mhatgopuac Intel Single-chip Cloud
Computer (Intel SCC) [114]. H Intel SCC eivon pla mhotpdppo ye 48 muprivee
oLVdEUEVOUS oE Eva ThéYpa Axtbou-ce-Uneida yior TNy YeTall Toug EmXovLVia.
O ene€epyaotéc elvon opyovmuévol oe Buddeg, eved xde évag amd auto elvar évag
oevtepng yewde Intel Pentium enegepyactic enl tou onolou tpéyel éva mohd
Baowxd Aettoupyind Linux. Kdde enelepyactic €xel plot Tpocwmixy xpuy| Wvhun
npwtou emnédou L1 cache yio dedopéva xou eviorée peyédoue 16 KB, eved xou
oL 800 enelepyoaoTéc TN duddoc potpdlovTon Ui XpUPT LVAUTY BEUTEPOU EMLTEDOU
L2 cache pyeyédoug 256 KB xadg xan 16 KB o yeryoene xowng pviung ndve
oty B Ynepidar, n omola ovoudletar Message Passing Buffer (MPB). H pvun
aUTH ToEEYEL Eval YEHYOPo xou oELOTUGTO TEOTO Ylol AVTUAAAYY UNVUUATOY Xl
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Eyhua 6: Eynpotix| onewdvion e Intel SCC platform [158].

OeBOPEVLY UETOED TLV ENEEERYUCTMV TNG TAATPOPUOG, 1) OTtolol GUVORIXE SloéTel
384 KB tétolog pviung.

Emnpéoteta, n miatpdpuo diadéter 4 eheyxtéc UvAung ol omolol mopéyouv
npboPaone ot pa e€wtepinn duvaix) uviun DDR3 DRAM peyédoug éng xou 64
GB, 7 onola eivan opath and 6houg Toug enelepyactéc Tne Thatpdppas. ‘Otay éva
prvupo G TEAVETOL amtd TOV Evary UV 6ToV dAhov, Tar Sedouéva Tagldevouy UEcw
tou MPB eni tng dmneidac. Ilapdtt n mhatpdpua dev dlardéTel xdnoloy pnyaviouos
OTO UMXO (OOTE VO TOPEYEL CUVAPELN GTNY EXOVAL TNS UVAUNG antd GAOUC TOUC
eneepYaOTES, TOUPEYEL OTIC EVTOAES TOU eNegepyao Ty éva s TOTO UVAUNG Tou
peovtilel  avdyvworn and tov MPB, va mepiéyer ndvto éyxupa dedopéva. H
oynuaTixy drodn e ev AoYw mAaT@Oppag Topouctdletal 6To Lyua 6.

H aflohdynon twv TROTEWOUEVKDY TEXVIXWY EYWVE UE Yeron Tou UoviéAou
e0TAUC TWY EQPAUPUOYWY 6Tw¢ Tapovaldletar otny E&lowon 1, oAl xon péow evog
GUVONOL TPALYUOTIXAY EQUPUOYWY TOU ovamTOYIMxay Xt TapoLGLdlouy TapdUoLa
CUUTEQLPOEE UE QT TOU ETTACCEL TO povTEo. Ol eapuoyéc mou emhéydnxay
€YOUV TO XATIAANAO TEOYIN GTOUC UTOAOYLOUOUC TOU TEOYUNTOTOOUY (OTE
AUPEVOC VoL UTOPOVY VoL EXTEAECTOVUY TopdhAnAa xat agetépou va tpooeyyilouv
10 npoavagepVéy povtého. o cuyxexpyéva ol e@apuoyés autée etvon:

o IToAharhaoiaocwds mivaxa pe didvuopo (Matrix-Vector Mul-
tiplication (MVM)) nov AauBdver wc elcodo évav dodidoto mivoxa
axepalev optdumy yeyédous Anxn xon €vo BLavuouo axépatwy opLdoy
V = [vg,09,- --UN]T X0 TUPAYEL TO OMOTEAECUA TOU TOAAATAAGIACUOD
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toug. H eloodog tne egapuoyic elvon évag muxvog mivoxag oxepofwy
ueyédoug 4096 x 4096 xau €va didvuoyua peyédoug 4096 x 1 axepolwy.

o TaZWoRrNTAS WNYAVAS LTOCTAEPLXTIXNOV dlavuopdtwy (Support
Vector Machines Classifier (SVM)) [109] mou elvow évac mold
dnuoguiic alybpripoc avayvoplone potiBwy (pattern recognition) mou
Booiletow otnv pnyovixry pddnon (machine learning) xow upmopel va
avTetwnioe. anodotxd cvvieta pn-yeauuxd meofifuata. O mnyaiog
XOOXOE TNS EQOUPUOYHC ovTAAONxe amd TNV EUPEWS Y EMOLLOTOLOVUEVT,
BiBhodhxn avorytod xddwa pe dvoua LibSVM [53].  H eicodoc tng
e@opuoyhc mepthopfdver évay talivounth anoteholuevo and 4096 vrootn-
putixd Stavboyata (support vectors) xdile évo and ta omola neptéyet 4096
YOEAXTNELO TIXE. EXTEQPEAOUEVA WS 0ptlLo0C vNTAS UTOBLAC TOANS.

o Taylc petacynuaticpds Poupré (Fast Fourier Transform
(FFT)) nou amotelel wo ouvidn emhoyd v to otddlo eloywynic
Yopaxtnelo Tixwy feature extraction oe nhextpovixéc egapuoyéc. O mnyaiog
%xGBwag ovtAdnxe amd Ty couita Parsec benchmark suite [39]. H eloodoc
g epoppoyg etvon éva oo 65536 onueiwy xwvntrg utodloc Torrg.

Me oxond va dnuovpyndolv epapuoyéc mou urmopolv va mopauetponotndody
OVOUPORLXE UE TNV EVTOOT) TOV OMAUTOVUEVKY UTOAOYLOUWY, oL Bacixol utohoyiopol
e xdde epoppoyhc (Ty modanhaotaopds) enavorapBdvoviar W popéc xou auth
7 petafBhnty opileton we o pdptog epyaciac (workload) tne egappoyic. To mpogik
NG EQPUPUOYNGC OE OYECT UE TNV ETUTAYUVOT] TNG WG TPOS TOV PdeTo epyaciag xou
tov apldud Ty epyatiV, TpocdloplleTtal Ue EXTETUUEVES UETPHOELS TNG EQUEUOYAS
(profiling) mévew otV TEAXTH TAATQOPUL.

To YXyfua 7 napouctdler TNV avtioTolyn ovdAUGT Yiot TNV EQPUEUOYT, TOANATAC-
otaopol Tivaxo pe didvuopa (MVM) oty nhatpdppa Intel SCC. Tapatnpolue
oTL ) xdxwon (scaling) tne egappoyrc elvan aveZdptnn Tou pdpTou epyaciog
W o axohoudel v amaitnon yio yeauuxotnta Yetad Tou gpdeTou gpyosiog
%o Tou evanopelvavta ypdvou extéleonc o6mwe anoutelton and tg Eliodoeg 1
xou 2. Topduola cupnepipopd mapatneeitar xou yior T dAAeg 800 eQupUOYES OV
avartoydnxay. Ou TAnpogoplec aUTEC YENOYWLOTOOOVTOL XUTA TNV OLIEXELL TOU
XEOVOU EXTEAEONC (DOTE VO TOEVOVTAL Ol XUTHAANAES AMOPACELS OVIUPOREIXS. e
TNV BLATEAYUATEUCY) TWV UTOAOYLO TIXWY TOPWV.

H nepapotix olohéynon tou DRTRM rnpayuatonodnxe oe oyéorn ue
GAAOUC TUPOUOLOUS XUTAVEUNUEVOUS OlayelploTéc mopwy. Il cuyxexpuyéva,
Tparypatoroinxe oOyxeion 1) pe tov DistRM [130], o onolog avodéter Suvouixd
OE XAUTUVEUNUEVES OVTOTNTES TNV eLVOVN VO YOETOYEAUPIOOUY CUVERYATIXE TIC
ELOEPYOUEVEC EQUPUOYES Xou 2) UE TOV xoToveunuévo duyetploth DRM, mou
napouotdletar oo [21] nov anotelel évay enlong xataveunuévo dloyelplo T Tépwy
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Yo 72 Xpovog extéleonc tne e@apuoync toAlanhacloogol mivaxa oe oyéor
ue tov @poeTo epyaciag W xon tov apidud Twv EpYUTMY TUEYVWY.

Tou TepLEyEL Bladixacieg auUTo-0pYdvKONG xan ouTo-Beltivwong Ue oxomd Ty
dladoyt| BérTio Ty yopToYedgnon Twv epapuoy®y. H olyxplon twv SiaupopeTi-
XV BLOYELPLOTWOV TEOYUATOTOLEITAL OVAUPORIXE. UE BLAPOEOL TEVAPLOL ELCEPYOUEVLV
EQPUPUOY DV XD X0 ECWTEPLXWY BLUUOPPOOENY TwV dlayelpla TV, ‘Eva oevdpio
Yewpeltol emMTUYWS OAOXANEWUEVO OTaV OAEC OL EQUPUOYEC €YouV eloéAUel xau
extereotel mAMfpwsg oto olotnua.  H petpu) olyxplong Twv BLopopeTixdy
OlaELPlo TV Efvall OLCLICTIXE TO OGO XOAY] YOETOYEAPNOY TV EQPUOUOYWY
TpaypaToToINXE HOTE Vo EAXYLOTOTIOINVEL O YPOVOC EXTEAECTC TWV EQUOUOY WY
N va yeytotonolniel 1 emtdyuvor| toug. ‘Ola ol TElpduoTa TEoyaTOTOMUNXAY
oty mhatpodepa Intel SCC.

Ta mpdto anoteAéopato Tou mapovotdlovta apopoly TNV extéheor 128 eqop-
poydv houfdvovtoc tautdyeova unody peTofAntd aprdud Eleyxtodv nuphvov.
Tao arotehéopata napouctdlovtar opadonomuéva avdloya He Tov aptdud Twv
EXeyxtedv muphivewv xon tov TOTO TG TUPdAANANG EQPUPUOYNC TOU YEYNOWOTOL-
fonxe. O apriudc Twv EXeyxtddv muprvev ex @Uoewe dnuiovpyel Uio xotdotao
ouuPiBaocpol (tradeoff), pe Sedouévo 61 dev ouypetéyouv oty extéheon Tou
UTOAOYLOTIXOU QopTOU Twv epapuoy®y. H adénon tou oaprduod twv Eieyxtodv
ocuvendyeton 6Tt elvon umedYuVOL Yl TNV ToEaXohoVUNCT) UXEOTERWY TEPLOY WY
ot owEdveton 0 aptdPoS TV UTNUETWY TANEOPOELUC UTd EQPUPHOYES TTOU UTOPOVY
vo. e€unmnpeetniolyv mapdhhnia.  Xtov avtinoda, n adinon tou apliuold autold
ouvendyeton Yelwon twv Slardéoidmwy epyaTdy TUPHVLY 6To GG TNHAL.

Yta nopaxdte melpdupato €ytve oflohéynor Sopoppwoewy pe 2, 4, 6 xou 8
Eleyxtéc nuprvec. H neplntwon evog udvo Ereyxtn dev aliohoyhdnxe xodede
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Yewpelton plor umoneplntwon xevipng dlayelpione e Thnpogoplog. H ywpeu
xatovour| Twv EXeyxtodv €xel emheyel wote va nopaxorovlolv 6o to duvatédy
HeYdhec ouveyelc TEpLOYEC xou Oyt TOMNES UIXEEC XKoL HAUTOTUNUEVEC.

H yevixyy emontela twv anotelecpdtov mou mopoucidlovion oto Xyhuo 8
(PUVEROVEL TNV LXAVOTNTA TOU TROTEWVOUEVOU TEOTou dlayelplong oTo va malpvel
XUAOTEPES AMOPICELS YIOL TNV XATAVOUY| TWV ENEEEPYUOTMV OTIC EQPUPHOYES XATL
TOU QMOTUTIWVETOL OO TOV UEWWUEVO GUVORXO YPOVO EXTEAECTC TV EQUQUOYOV.
Emnpbodeta, o oyxetxd uixpdc apudude diadéoipwy eneepyaotdyv tne mAaT-
(QOPUAS, EVIOYVEL TNV ONOTEAECUATIXOTNTO XU TNV ONUAcid TOU TPOTEWVOUEVOU
akyoplduou Bampayudteuone nopwy, o0 onolog amogelyel AOXOTES UETAUPOPES
TOPWYV AMO TNV Lol EPAUPUOYY) TNV GAAT Xou apVEL AVETNREACTES TIC EQPUPUOYES
VO OAOXATIPWOOLY VWEITERA TOUS UTOAOYIoHOUE Xou Tov x0xAo {whg Touc.

Total application execution time (ms)

7e+07 DistRM
s DRM
6e+07 mmm Proposed

5e+07
4e+07
3e+07
2e+07

le+07

0e+00

MM  SVM  FFT MM  SVM  FFT MM  SVM  FFT MM  SVM  FFT

2 Controllers 4 Controllers 6 Controllers 8 Controllers

Syfua 8 Xuvolxde YpovVoC EXTEAECNE TWV EQUPUOYOY XATd TNV SLdpxela
extéleong evog oevaplov.

Avopopind Ue TNV CUUTERLPOEE TWV EQUPUOY KV, Tapatnee(ton 6Tl 0 TagvounThc
SVM eivan 1 To UTOAOYLOTIXG EAAPELE EQUPUOYT), EVE O TOANATAACIAOUOC Tiivaxa
HE Biavuoua efvon 1) O AMALTNTIXY UE TOV UEYAAUTERO YpOVOo exTéNEONC. XTiC BUO
aUTEC EQapUoYES, uTdpyel Eexddupn cuoyétion peta€d Tou aptiuod Twv EAeyxtdv
TUENVLY Xl Tou auEnuévou yedvou extéheang. 1o ouyxexpiuéva, 1 uelwon Tou
poépTou epyaciog avd Eheyxt 6tav auv€dvetoan o aprdudc toug, dev elvon duvatd
vou e€1l00peoTACEL TNV UEWOT TV BladEoluwY TUPTIVRY EPYUTMY GTO GUCTNUA.

Kot avtiotoiyio oty epoppoyy| yetaoynuatiopob Poupté n omolo mopoucidlet
wxer XA worn o oxéomn HE TOV opldud TWV TUEYVWY, TO (QUVOUEVO AUTO
dev elvon to (Blo eugavéc. H ev Aoyw eqoppoyy| emnpedleton dueco and
TV Ywex!] xatovouy Twv Apyixty mupvwy, xdTl 6T0 OTmolo 1) TEOTEWVOUEVN
oTpaTnYX unepTepel xaL ¢ ex ToUTOU oBMYEl OE UELWUEVO YEOVO EXTENEOTC
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™me eoppoyic. e xdle mepinmtwon, 1M elepedvnon NG CUUTEPLPOPES TOU
XOUTOUVEUNUEVOU Blayelplo T mopwy ot oyxéorn pe tov apliud twv Eleyxtov
Tupnvev etval onuavtix xadog emBefourdvel Ty Slotienor T amodoTiXOTNTOG
TOU BLoyElplo T LTS Blopxs Yetobuevoug dladéoiloug tdpoug. Xuvodilovtag, N
TpOTEWOUEVT TEXVIXY 0dNYEl oe xatd uéco dpo 17.5% toyltepn extéheon twy
EQPUPUOYDV OF GYECT| UE TIC UTONOLTESC CUYXPWVOUEVES TEYVIXES, EVE AUTY 1) TN
ayyilel éva péyioto e tEne tov 30%.

To Eyfua 9 cuvodilel Ty emixowvwvionn TAeUpd Tng UTS Topoucioon agloAdynong
delyvovTag 4Tl GTNY CUVTEITTIXY TAELOVOTNTA TWV TEQITTOOEWY, 1) TEOTEVOUEVT
TEY VXY XUTOPEPVEL VL TIORAYEL AYOTERT] ETUXOVWVIAXT xUXhoopia ev cuyxploel
ME TIC UTOAOLEG TEYVIXEC, (QTAvVOvTaC Péypl wor péon uelwon e tééews tou
12.5% ota GUVONXE UNVOUOTO TTOU OVTUANEGGOVTOL UETAUZD TGV XOTUVEUNUEVLDV
TEAXTOPWY XATA TNV OLAEXELA TNG EXTENECTS EVOC GEVARloU.

Total number of exchanged mesages

8.0e+05 DistRM
7.0e+05{ ™= DRM

HEl Proposed
6.0e+05

5.0e+05
4.0e+05
3.0e+05
2.0e+05
1.0e+05

0.0e+00

MM SVM FFT MM SVM FFT MM SVM FFT MM SVM FFT

2 Controllers 4 Controllers 6 Controllers 8 Controllers

Eyhuar 9: Yuvolrde aprdudg unvupdtey mou avtahhdydnxoy xatd tny didpxeia
extéleong evog oevaplov.

H ouyunepipopd auth Tapatnpeiton eneldy) TEQIOGOTEPOL TUPHVES XATAVEUOVTOL YLOL
MY EXTEAEOT TOU POPTOU ERYAGIAG TWV EQUPUOYWY, XATL To omolo yapoxtnelleto
ané mAndopa LTOAOYIOUOY xou Oyl unvupdtov.  Eminpéodeta, o oprdudc
TWV AVTOANAGOOUEVODY UNVUUATOY OYeTICETol GUECH UE TOV AMOUTOVUEVO YEOVO
EXTEREONG TWV EPUPUOYOY XM 1) TAUTOYEOVY UTOEEN TOAAGDY EQUPUOYOY GTO
oUoTnUa 0dNYel ot ALENUEVY ETUXOVWVIN LETAED TWV XATAVEUNUEVCY TEAXTORWY
ME OXOTO TNV BLUTEUYUATEUCT] TWY TOPGWY TOU GUC THUATOC.

Me oxomnd tnyv nepaitépn afLOAGYNOY TOU TEOTELVOUEVOU XUTAVEUNUEVOU BloyEL-
PLOTY, TEOYHUAUTOTOCOUE Lo CELRG TELPUUATWY XEVOVTAS YENOoT EVOS UelyUoTog
EQOPUOYWY oL omtoleg yopaxtneilovton amd Towiha YoEUXTNELE TS AVapOPiXd e
TOV amoUToUPEVO popTo epyaoiuc Toug. To pelypo autd dnwovpyrdnxe xdvoviag
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DistRM ® DRM M Proposed

! E Workload Level 1 i i Workload Level 2 :E Workload Level 3
' (199% Level 0) : i

N
w
o

(286 % Level 0) (390 % Level 0)

N
o
o

Jury
w
o

w
o

o

Achieved appliction speedup
S
o

2 4 6 8 2 4 6 8 2 4 6 8 2 4 6 8
Number of Controller cores

Yyfpa 10:  AZohéynon g TOLOTNTAC XOTAVOURS TOPWYV YLd EQUPUOYES TOU
napdyovtal Ue BAoT To HOVTEAD TURPEAANAGY EVTAUG TWY EQPUPUOYWYV.

XEHON TOU HOVTENOU EUTAUC TGV TOPIMNANALY EQapuoy®y [84], uéow tou onoiov
nopfydnoay epapuoyéc Ue tuyola yopoxtneloTxd péow Oderyuotodndiog Tou
ouvorou TV 0.01 w¢ 100 yior TNV TapdueTeo o xou 2 ewe 16 yia TV TapdueTeo
A Yougwvo e auTd o YopaxX TNELE TIXE XL TOV BUVAULIXA LETABUANOUEVO aptlud
TWV TUEHVLY EQYATOV 1) ETUTAYUVOT] TV EQAPUOY DY UTohoY(leTton xdvovtoc yeron
e E&lowong 2.

H aZlohdynom tev BlapopeTixdy SLoyElplo v Topwy ogeilel emlone vo meay-
patorotniel yior SlopopeTind emlneda €viaong Tou PEoou @opTou epyaciog Twv
epappoy®y. Anuovpyhinxay 4 dlopopeTind tétola emineda, GTOU OL TYWEG TOU
poépTou gpyooiag mpoodlopilovtan pe ypron Wiag YEVVATELOC Tuyalwy apldumdy
Baotopévn oty xavovixn xotavour. Ioapgéyovtag avZavdpeves Tiég eloddou oty
yevvhtpta autt), xadiototon duvath 1 adEnomn e uéong Tiig Touv pdpTou epyasiog
TWV EQOPUOYOV.

Ta anoteréopata tng 0€lOAGYNONE TWV TELOV SLUPORETIXDV BLOYELPLO TGV Yia €Vl
petyyo 64 teyyntddv edmAac TV EQopuoyv Tapovatdlovtal oto Lyfua 10. H
petei) a€lohdynong elvat 1 cUVOAXY ETITaYLVOT TOU ENETELY VT OTIC EQPUPUOYES,
we anotéheoya Tne exdotote Odayelplone mépwyv.  To amoteréopata €youv
ouadomoiniel VPPV PE Ta BlapopeTixd enineda Tou popTou gpyaciac. Eniong,
yio xdde eninedo yivetan a€lohdynom pe Bdon Oheg TiC BLPORETIXES DIUUOPPOOELS
EXeyxtddv mupfvev 6w Tapouctdo Tnxay 6To TeoTYOUUEVA TELRSUATOL.

Topatnpolpe 6t 1 Tpotewdpevn yedodoloyia odnyel oe avinuévn emtdyuvon
TWY EQUPUOYOY OE ONEC TIC TEPLTTWOELS, WE péoa xépdn népav touv 20% mou
ayyillouv péypl to 30%. H mowhior Twv YopoxXTNEIOTIXGOY XMUIXWONG TWY
e0MAAC TV EQUPUOYOY TOU amoteholy TNy elcodo twv und e&étaon oevapiny,
peylotonolel T 0GENY TOU TEOTEVOUEVOL akyoplduou dlampayudTteuons népwy,
EMTEETOVTAS OTIC EQUPUOYEC UE UiXEY) XAUAXWST] VO OAOXATPOCOUY TOV (POpTO
epyaoiuc toug yeRyopa ywelc efwtepinéc mapeuBoréc. ‘Emeita, ol mépol mou
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eheuldepdvovTon Umopoly va yenoidonondoly and Tic EQopUoYES YE BuvaTOTNTA
VPNAAC XAUEAWONE UEYLOTOTOLOVTOC XAUTE AUTO TOV TPOTO TNV ETUTAYUVGT TOUC.
IIépav tolTou, 1 ev AOYw mepapatixy) a&lohdynon emPBeBadvel v otadepn
XOVOTNTOL TOU TPOTEWVOUEVOU BLoyELplo T Vo Tap€ YeL amodotixy| dayelpion ndpwv
aveEdptnTa and TNV EVIAoY) TOU POETOL £pYACIUC TWV EXTEAOVUEVLV EPUOUOYOY.
Téhog, o oxdpo onpavtixn mopathenon elvar 6Tl 1 pelwon tou aprdud Twv
dloadéoumy epyatidv muphivey (uéow e adinone tou ool twv Eleyxtdyv
TUPHVWY), ETLPEREL UEYEAO TARYHOL GTNY CUVOAIXY EmTdyuvan xadoe ot VPNAG
XAUAXDOWES EQUOUOYES BEV UTOEOVY VoL PTAGOUV TNV PEYLOTY EMLTAYUVOT] TOUC.

H péypr thpa avdhvon alloAdynce v moldTnto TN XATovounc TOpwy i
dlopopeTnéc Blopbppwone Tou xataveunuévou Suyeploth (apdudéc Ereyxtdv
TupAvev), dapopeTind apidud xon eidoc eQopUoYdY XoMC xaL BLopopeTIXd
enineda @pbptou epyacioc. otdoo, oe peaMoTixd oevdplor PeYdhng xhipoxa
omoudaio poho mailel xou o puiUdS €heuone TwV EQPUPUOYWY 6To cloTnua. O
pLUOE aUTOHC elvon xplotog xadde unopel va odNYNoEL TNV TAATPORUA OE OPLUXES
XOUTOG TAGELS oV TATHOE0 EQUPUOY Y TOPOUGLAC TOUY UVATEVTEY A XoU SEV LAY EL
avtioTolyo cboTnua doyelptong.

Yo mhadola autg Tng avdhuong, dnuovpyhinxe évag apliuog oevapiny éheuong
EQUPUOYWY OTO CUCTNUA, OTIOU BLOPORETIXE CEVARLA TUPOLGLALoUY BlapOEETIXES
anathoelc o mépouc. ¢ Boaoiny| oudda oevapiwy €heuong egopuoy®y Yewpolue
oUTd oL TaL YEOoViXd Do TAUATY UETAUED BLUBOYIXDY EQPUPUOYHY TROXVTTOUY UE
xerion xatavopric Poisson. Ilophydnocov 4 Soupopetind tétolo cevdpla péow
Teomonoinong NG TapoéTEou A TNE xatavoung, otny onola UMY oL TUEQ
16, 32, 48 6w xou oty epyooio twv [179].

Ou avtiotoiyec xoumOAéc €heuong eQopUoY®Y Tou oy dnoay napoucidlovtol
oto Yyfua 11, 6mou o X d€ovac avapépetol GTO HOVAOXG OVOYVWELOTIXO TNG
epoppoyhc id, eved o T d&ovag avomoploTd To Ypovixd BldoTnua Tou mEEVE
peto€d TG EAEUONE BUO OTIOLOVONTOTE DLABOYIXWY EQUPUOYDY. XTNV med&r, o
eV AOYw OEVApLY OVTITPOCWTEVOUY TNV XATACTAOY €VOC CUCTHUATOS OTOU Ol
EQUPUOYEC QTAVOLY UE oTodepd pUIHS XU OE XAmold YEOoViXY oTiyur o pududc
awTtog avdvetan xataxopupa. H diapopd uetald twv tecodpwy cevaplnwy elvat 1
axpBhc Ypovxr oTiyur) Tou mapatneeiton 1) eviaTixonoinoy tou puduol eloddou.

IIépa and ta oevdpia mou Bacilovton otny xotavour Poisson, dnulovpyhinxe éva
oevdplo to omofo €€ oplopol elvar TOAD anoutnTixd oe TdEOUE O GYECT| UE TOUC
drardéoipoug Tépoug Tou cuothatos. To oevdpio autd ovopdleton "Stressing" xau
Ty péow Wwac yevwhtplas tuyainy aptduoy. Xto yhua 12 napovotdleta
0 axEBhC YPOVOC EAEUCTC TWV EPAPUOYOY OTO AMUUTNTIXG GEVAPLO €V GLYXploEL
HE TO OeVdplo Tou TapdyeTal and TNy xatavour) Poisson ye A mopdueteo lon ye
48. Hopatneolyue 4Tl 6TO ANUTNTIXG GEVARLO, OGAEC OL EQUPUOYEC anatToly elcodo
07O CUOTNUA, OXEDOV GTOV UG YPOVO GLUYXELTIXE UE TO GANO CEVEpLO.
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Syfuo 11: Xpovixd draothyota EAeUonS SLABOY XMV EQUQUOYMY OTO CUCTNHA.

& 20000

E18000 | o “Lamda 48" application input scenario | o
2 16000 "Stressing" application input scenario

0'1 T T T T T T T T T T T

0 10 20 30 40 50 60 70 80 S0 100 110 120 130
Application id

Syfua 12: Xedvol GpiEng twv eQoppoyYdY 6To GUCTNUA.

Ta 5 Bapopetind oevdplo EAeLoNE EQUEUOYHY Tou dnuLoueyHinxay, amotiuodyTa
nelpapatind oty mhat@opue Intel SCC und v Sloyelplon Tou mpoTEWVOUEVOU
XOTOVEUNUEVOUL BLOYELRLO T TOpwY. §2¢ TUTOC EQUPUOYHC ELGOBOU YeNoILOTOL T
XE 1) UAOTOUNUEVY], TORAAANAT] EQOQUOYT] TOAAATAACLOAGHOU Tiivaxol Ue Bldvuouad.
Yuyxplvovtag Tov ypdvo eEXTEAEONC TWV EQPUOUOYOY TOU mOUTNTIXOU cevaplou
CUYXEITIXA UE Ta UTOAOLY, OTwS Qalvetan oTo Lyruo 13, mapatnpodue ot
OTWC AVOUEVOTAY UTEEYEL Wiat ToAD Ueydhn adénom Tou yedvou extéleons twv
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0Ox 108

5x106 4 EEER Sum of applications’ instantiation
effort execution latency

1 Sum of applications' workload
execution latency
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5X10° - H H H H
0 -l -| -l -l .l

Lambda 16 Lambda 32 Lambda 48 Lambda 64 Stressing
Input applications arrival rate scenarios

NN W

0x 106 4

Execution latency of
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By
3

Sy 13: Luuneptpopd TOU XATAVEUNUEVOL BLAYEIPLOTY TOPWY YLal SLPORETIXE
oeVApLa EAEVOTIC EQUPUOYWY OTO GUCTNUA.

eQopUoY®V Tou @tdvel To 190% xatd péco dpo.

Emnpéoteta, to Uyfua nepthapPdvel plar dedTepn UETENUEVY TOCOTNTA UE TO
6voua "Sum of applications’ instantiation effort execution latency', n omoia
Blvel o TOoOTIXNY €OV TOU YPOVOU TOU YEEWOTNXE WOTE OL EQPUPUOYES VL
apyonondoly oto cUoTtnuo. BAémouue 6TL xou oty mepintworn auTh TNC
pétenome, UTdEYEL plat TOND peydhn avénomn 142% xatd péoo dpo oty mepintwon
Tou amoutnuxo) cevaplov cuyxeltxd Ye ta undioita. Autd Belyvel 6Tl mopd TO
peYdho Elhea eheVlepwv Topwy oTo cbotnua, ot Apywxol tuphvee ouvéylay
vau dyvouv mopd Ty Tohd pixer) mdavdtnta va Beedolv ehebiepol tHpot.

Avuti 1 ouuneplpopd TOu XaTOVEUNUEVOL OlayElploTh Tépwy elvan U omodo-
) xadog enavarauPdveton doxona 1 avalhtnon muehvey, mopeunodiloviag
TUPdAANACL UE aWTAUOTA TIC EQOpUOYEC Tou Teéyouv.  To awtiuota outd
xoUo TEEOUY TNV ONOXATPWOT) TV EQUOUOYOV ot £TOL EVIEIVOUY To TEOBANUA
™ EMhewdng mopwy 6To GG TN, dNUoLEYMVTIS Evay Qodlo xOxAio. Enouévec,
0 ToEOVGLALOUEVOS BLOYELPLO TN TOPWY ETEXTAUNNUE YE GTOYO Vo EMADCEL AUTS TO
EMAELLOL OTOBOTIXOTNTAC TAlEVOVTOC TNV Lop@Y) oL Ttopouctdleton oto Lyfuo 14.

ITio ouyxexpéva, oto Lynua 14 @aiveton 6Tl To avovewuévo cboTnua TepLéyEl
o €€hc otoiyeio. 'Eva cevdplo epoppoy®dy eio6dou, mou mepiéyel mhnpogoples
OYETIXA YE TNV axELBY) Ypovixh] oTiyUn ELGOBOU XS XoL To YoUPUXTNELOTIXA TNG
e@appoync. Mo oupd epopuoy®dy otny onola Toto¥eTovVTOL Ol EPIUPUOYES EMC
6tou Eexwvnoel 1) Sadixocto apyixonoinong toug oto clotnua. ‘Eva tufiua tou
DRTRM rovu eivon unehuvo yia Ty apyxonolnon xou exTéAEST) TwV EQUOUOYWY
oto TeAxd mohundpnvo clotnua. Téhog, éva dyepotnd tuwhpa (admission
control module) eivon anapoitnto dote va petadiieton o pudude pe Tov onolov
ATOCTEAAOVTOL OL EPUPUOYES OO TNY 0LEE GTO GUCTNHA YLoL dEYIXOTONGT).
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/ﬁ Application queue ‘Initialpore
<App, Workload, instantiation :
Entrance time> =>
>
Application VFS policy
arrival info enforcement

Platform / Running

App. admission : aggsstatus

control module

{a--aa

|:| Idle core |:| Manager core (App 1 ) Worker core (App 1)

%e(\ .Contro/ler core |:| Manager core (App 2) Worker core (App 2)
Initial core |:| Manager core (App 3) Worker core (App 3)

ESyhuo 14: Eymuotin oavonapdoTocy, TOU  TEOTEWVOUEVOU  XOTAVEUNUEVOU
BLaYELPLO T TOPWVY EUTAOUTIONEVO UE aVADPAoY, OYETIXY UE TOV pulUd €leuong
EQPAPUOYDV GTO GUC TN

H npotewvoyevn npocéyyion vhonolel évay Bedyo avddpoons oto cLGTNUAL, XYTL TO
ornolo Aetnel and tov péypt tpa oyediacud Tou DRTRM. O ev Aoyw unyoviopoc
avadpaomng €xeL GTOYO TNV CUAAOYY TANEOYORIKY TN TEEYOLUCUC XATICTACTC TOU
CUOTAUATOS XAl TOU pLUVUOU ELGOBOU EQUOUOYMY UE ATWTEPO OXOTO TNV BUVOLXY
avadlopydvwon téco tou DRTRM 660 xau tou puduol anocTtolfc e@apuoy oy
and TNV 0ULPEE AVAULOVAC OTO CUCTNUA, UE OTOYO TNV ENPEUVOY TNG TAATPOPUIC
o€ TeP(nTWoT oL GAoL oL TOEOL €Y 0LV XaTaveundel oTIC EXTEAOUUEVES EQPUPUOYES.

IBavixd, n mpoavagepdeloa mpocapuootiny) cuunepipopd tou DRTRM da pno-
poloe vo yetappoaoTtel oe o moMTix) oTo eninedo tou Apyixol muprva. T
napddelyyor M enovdAndgn tng avalhtnong tou Yo moépoug Yo pmopoloe v
npooapudletar olupwva Ye to Yéyedog g Yenong Twv tdpmy ToV CUC THUATOC.
Me oauté tov Tpémo or Apywxol muprvec Va HAeyyov Tov pudud pe Tov
ornolov yivetonw mpooTdielo opyIXOTOMONG VEWY EPUPUOY®Y GTO GUGTNUNL. DTNV
TedEN Spwe, autrh N oyediacTn| emhoyn yopuxtnelleton amd Bvo onpAVTIXS
pelovexTiato, cuvurtohoyilovtag Ty mnyala xotaveunuévn @von tou DRTRM:

o Amoutel o xevTp| and@aot OoTe Vo eEACPIMCTEL 1) AMOBOTIXY TEOCUR-
poyn tou DRTRM oe oyéon pe to pudud ewoddou twv eqoppoyndy. H
XEVTEWXT CLYXEVTRPWOT TNS TANEOPOplC XL TNE AndPacTC EpyeTal ot eudeia
avtideon pe TNy xataveunuévn @UGT Tou SLIYELRLO TY) TOPWY XAl 1S €X TOUTOU
elvon un amodexTy.
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o H Mdn woac tétolae oamdgpaone oto eninedo twv Apywddv muphvwy,
yopoxtneiletar and PEYOAN ypovixh Oudpxeio cuyypoviodol. Axdun xou
av Angldel xevtpd n andgoon, mpénel va petadolel éva ofua oe OAn
NV TAUTQOPUO OOTE Vo amoyToouy 6hol ol Apyuxol muprves yla Tnv
XUTACTOOY, TOUC YO XOTOTY TG Omo6Qaorg TeEMEL €x VEOU OloL v
evnuepwdoly.  Ou ypovixéc omauthoelc owtod Tou eyyelpiuotoc elvou
umEEBOAXE UEYAAES, U TaEEYOVTAC TNV BUVATOTATA GTO GUGTNUA Vo lval
omodOTIXd TEOCUPUOGTING, XoME TNV oTiyu Tou Yo epapudleton 1 Vvéa
TOALTLXY 1] XATAOTAOY TOU cUCTAUATOS Umopel va elvon TOAD Slopopetiny
omd TV oTypr) mov Eexivnoe 1) dadxasio Mdne andgaone.

Me otéyo vo mpotodel yior ouiyds XaToaveunuévn mohltiny, da yiver ypron e
epapy o xatavoprc népwv tou DRTRM, 6nwe mopouoidleton oto Eyfua 15,
ote va Teploplo Tel Eupeca 1 Aettoupyior Twv Apy ety TUE VY Xou XAt ETEXTAOT
1N €VTACTE TNE UPYXOTIOMONS TWY EQURUOYRY 6T0 cLo TN, BAémouue oto Lyua
15, mou nopouctdlel Ty epapyla, 6Tl 1 Aettovpyla Twv Apyixody Tupivwy elvor
Gpempta cUVDEDEUEVY He TANpogopiec Tou Tou Tapéyouy ol Eleyxtég muprivec.
Enopévwe, 1 mpotewduevn teyvixt peimwone e évtaone tne avalitnone népwv
ané toug Apyxolc muphves, Yo Pooiotel oty pelwon tou puduod mogoyhc
ninpogoplac and toug Exeyxtéc tuphvec. Autd emtuyydveTol UE YEHOT| TEYVIXWDY
xhpdnwone e tdone xou ouyvétnrac hertovpyiog (Voltage and Frequency
Scaling (VFS)) twv Exeyxtév nuphivev. e avtideorn pe pior toMTixd xeviphc
AmOPAONE, 1) TEOTEWOUEVTY TEYVIXY) anoutel TNV cuvepyaoia Uovo twv Eleyxtodv
TUENVLV, oL omtolol ex oyedlacUo etvon Alyol ot aprdud. BUVEN®S, 1) ATUTOVUEVES
AmOQPAGELS PTOPOVY APEVOS VoL ANPIOUY XATAVEUNUEVR XA APETEPOV UE ATODEXTN
Yeovuth xaduotépno.

H oucta v npotevépevng teyvinrc Baciletar oto yeyovdg 6T 1) cuvepyaoia Twy
xaToveunuévewy ovtotitwy tou DRTRM axoloudel povtého efunnpetnth-nehdtn
(client-server model), émou ou Apyixol xon Aoryelplotés Tuphves elvar oL TedTES
eved 6 Eheyxtic muprvag eivon o eumnpetntric. Me autd wg¢ dedopévo, énetan 6t
n emPpdduvor tou eunneetnty Yo 0dNYNoEL 6 ALENUEVOUS YPOVOUS AVAUOVAC
OTOUC TMEANATEG O XAT’ EMEXTACT QUENUEVO OMAUTOVUEVO YPOVO EXTEAECTC TWV
epyaoldy touc. H ouunepipopd auvth petagppedletor oto eninedo twv Apyxdv
TupHvwy o auEnuévo ypeovo avalitnone mopwy, awEnuévo ypovo emavdindng
e avalRtnong xo cuvokxd oe emBpdduvon tne dladxaciog apyixomonong Twv
EQPAUPUOYY OTO CUCTNUL.

Y10 Yyfua 16 nopovotdleton avaAuTixdTepa N emxowvwvia Yetadh v EAeyxtdv
TUEAVLV X0l TV UTOAOITY XUTAVEUNUEVELY Dpac TKV 6T0 oUC TNUA, SelyvovTag Ye
HEYAAOTERY AETTOUERELD TS 1) EMBEABUVOT TLV TR TWY 0dNYel oTny emBedduvon
™ Aettoupylag Twy debvtepwy. O Apywde nuprivoac extelel v avalhtnon yio
népoug 1 omola elvon Gueca eE0PTOUEVY and TANEOQPOPIEC TOU TOU TOPEYEL O
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Resource allocation flow

- < r — N I r = o ] Level description
— \\Q’ I | I | Regional info
] éo o p P tracking
5 OQ KQ/ // ey Idle cores
— O (JO monitoring
~ QOQ} Idle core Idle core / App. management
T (\’b o offer offer Inter-app.
> @'b & Workers exchange resource
2 (/0 \ exchange /
R “Workers T Termooran
o \ offered for Temporary
o® "'Qrb new app resource .
N managemen
q>J & kQ’C) Idleﬁcore ldle core New rf\anager
Q (JO offer offer -
- appointment

Syfua 15: Iepapylo muphveov xou elapthoewy oTny xatavoph mopwy GTOV
TPOTEWVOUEVO XUTAVEUNUEVO DLALYELPLO T TOPWY.

Eheyxtic nuprivag.

H opioteph mheupd tou Eyfuatoc 16 mapoucidler v ypovixh e€€MEn tne
emxovwviog Twv 800 dpacT®y 6tav o Eleyxtrc muprvag elvon puduouévoc otny
o) ouyvotnta Aettovpyiag Tou. H 8eid mhevpd tou Xyfuotog mopoucidlet
T Bleg oxpBoe Aettovpyiee xou unvipata 6tay 1 cuyvétnTa Asttoupyiog Tou
Eheyxt muprva elvon petwpévn.  H pewwpévn ouyvémnta Aettoupyiog odrnyel
oe aUENUEVO YPOVO EXTENEONC TOV ELCEPYOMEVLV aTnudtwy Tou Eleyxth
nupriva.  Tavtdypova, 1 Aettovpyia tou Apyxol muphva umhoxdpel éwe 6tou
egumneetndolv o autiato mou €xel anootelhel otov Edeyxty, xdt to omnolo
ev téhel odnyel oty adnom tou ypdvou extéleonc TN GUVONXNC Epyaoiac Tou
emitelel, Tou ev TMpoxeévw elvar 1 avalATNOT TOEWY YLoL TNV AEYIXOTOMOT HlaC
véag eQoppoyic. AVAYOVTOC TNV CUUTERLPORPE aUTH 6TO0 GUVONO TV Apyixdy
TUEAVLVY 6T0 VO TN, TopaTNeeital Pelwuévog pudude apyLxomoinang GAwy Twv
EQPAPUOYDV GTO GUCTNUAL.

H nepopatiny o€lohéynoy e TROTEWVOUEVNS TEYVXAC Yl TPOCUPUOYNS TOu
dlayelplo T Topwy oe oyéom UE Tov pLUUS €060 EQUPUOYDY OTo cLOTNUA,
mparypoatomoljinxe otny mhatgdpua Intel SCC. H mhatpdpua autr etvan yweliouévn
oe 6 vnotd tdone (Voltage Islands), xdde éva and ta onoio unopel Zeywplotd
vo. tedel oe younhotepn Thon and TNV ovodaoTixd.  Lto mAdiclo auTAC TNg
gpyaoiug, N uelwon tng tdong Tou evog vnool xau 1 tomovétnon el autol
OhwV TV EAeyxtodv muphvev, 1ooduvoayel ge Ty e@apuoyy TN TEOTEWOUEVNC
TEYVIXAC YLOL TNV TROCUPUOCTIXY OPYIXOTOiNoT EQPUPUOYWY 6To cUoTnua. H
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Yo 16: AuvEnuévog yedvog extéheonc v Apyix®dy TUE VWY 6NV Teplntwon
nou ot EAeyxtéc Peloxovian oe xadeotddc yetmuévng ouyvotntac Aettoupyiog.

a€lohéynam éywe pe Bdomn to amantnTind (Stressing) cevdplo el0680L EPapUOYHY
0TO GUCTNUA, XAVOVTUC YENON TN UAOTONUEVNS EQUPUOYTC TOAAUTAACLACUOD
nivoxar pe BLdvuopo xod i Xal TWY EQUPUOYMY TIOU TRoépyoVTaL and TOV UOVTEAO
Twv edmAaoTwY epapuoy®y. H mhatgpdpua napéyel emnpdodeta TV XATIAANAN
unodopn] dote va umopel var yiveton U€Tenon TG XaTAVIAWGONE EVERYELNS XATY TNV
dudpxeta extéreong evog oevopiov. H avdiuon €yive yio 6UVOAO BLAORPHOCELY 2,
4 xou 6 Exeyxtddv muprivwy. Xe oheg Tic dlapoppnaoelc ol Exeyxtéc tonodetodvtan
670 TpKTo YNol tdong, To omolo Aettouvpyel ot younhotepn TdoT and TNV TUTLXY.

Y10 mpdto oeT TELpopdTDY oElONOYETOL N ATOBOTIXOTNTY TNG TPOTEWOUEVNS
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Cluster configuration

Yyfuo 17: Képdn anddoone xou evEPYELNS TOU TEOXVOTTOUY amtd TNV TEOTEWVOUEVT
OTPATNYXY TEOCUPUOYNEC TOU Bloyelpto T Topwvy We Pdon Ttov pudud eoédou
EQPAPUOYDV GTO GUCTNUAL.

TEYVIXAC OTNY PEIWON TOU CUVWOTIOUOU OTNV TAUTPOPUN OTNV MERITTWOT], TOU
anoutnTixod oevapiov €Aeuone EQUPUOYOY TOTOU TOAUTAACLACUOD Tivaxo UE
oudvuopd. H ouyvotnta Aertovpylag twv Eieyxtodv muprhvev €yel pewwdel and
800 MHz ota 533 MHz, yéow pelwong g tdorng Aettovpylag toug and ta 1.1 V
ota 0.8 V. Yto Eynua 17 napouotdlovton to x€pdn TNe TROTEWOUEVNS TEYVIXAC
o€ anddoom (apriud epyoTdY Ve EQUPUOYT) KoL EVERYELX CUYXELTIXG PE TNV oIAA
HOP®PY| TOU XAUTOVEUNUEVOL DLoyELOIo TH TORMV.

To anotehéoyata mapousidlovion oe oyéon Pe v avtioTolyn Slopodppraon
Eleyxtdv muphvwy mou yenowwonoteltan.  ‘Onwe gaiveton oto Mynua 17, oe
ONEC TIC TEPLITOOELS ToEOoUCLdlovTal X€pdN TNC TEOTEWOUEVNS TEXVIXNS, TG0
OV AmodOTIXOTNTA TNG XENONE TWV TOPWY 60O XYoL OTNV XATUVOAMCXOUEVT
evépyeta. EvBiagpépouoa elvan 1 éMhewdn ouppetpioc uetald twv xepdiv anddoong
xou evépyewg. T mopdderypo, oty Swubppwon [2,A] mapatneeiton 20%
Bektiwon oty andédoor cuvodevduevn and 12% uelwon otny evépyela, eV otny
dropdppwon [4,B] ov avtiotouyol aprdpol eivar 3% xan 18%.

H ouvunepupopd out anmodldetow oTo YeEYOVOC OTL 1) CUYXEXPWEVY UETEXN
anodotxdTnTos dev Tapéyel TAnpogopia yia Tov Badud TNg TUEdAANANG EXTEAEOTC
TWY EQPUPUOYHY Tou cucThYatog. H mopahhnhion mou emtuyydveton ennpedlet
oe yeydho Podud tov ouvohxd Ypbvo extéheonc evog oevaplou, xdTL mou
emded xaToahLTXE oV evEpyela Tou xatavarddnxe. Etol, oty neplntwon e
dropdppwone [2,A] o eqappoyéc anéxtnoay Yeydho aptdud Tuphvwy epYatdy, o
adpOoLo TIXOS TOUS XEOVOS EXTEAEONC NTAV UixpdG ARG TAUTOY POV EXTEAEC TNXAY
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ME «OElplaxdy TEdTo, o omolog dev odNYNoe ot UYeydha x€pdr OYETIXA UE TNV
xatavdAwon evépyelog. Ltov aviinoda, otny Saubppwon [4,B] ou epoapuoyés
EXTENECTNHAY EV TOAAOIC TopdAANAQ, YEYOVOS Tou onualvel OTL xotd uéco Opo
elyav Arydtepouc diardéoipoug epydteg. JUVOAXA OUwS, OTNY TERITTWOT AUTH TO
nelpoua ohoxAneddnxe cuvVTopOTERA XL WS EX TOUTOU To XEEDY OTNV EVERYELX
ATy oo UEYUADTERL.

To nelpopa enovahauBdveton v Tig Sopopproelc pe 2 Eleyxtéc muprvee,
XEVOVTOC YEN\OT) TWV EQUPUOYOY TOL €YoLV Tapay Vel and To HOVTENO TTUPdAANALY
ebmAac TV epapuoywy. H emhoyn auty npayuatonoidnxe wote va agloroynidel
1 TEOTEWVOUEVY) TEY VXY £t EVOC TO TOWIAOU OET EQUPUOYDY EV CUYXEIOEL UE AUTO
TWV EPOPUOYEY ToAamhactaouol nivaxa e didvuoua. Ilapdio autd, oL Tiwée Tou
popTou gpyactac W dtatnerinxay (Bieg xou ota 0o melpduota.

Ta anotehéopota Tou TElpduatog napouctdlovtal oto Lyfua 18, opadonolnuéva
avahoyo pe Ty dladepnon Twv Exeyxtdv tuphvov. H teheutaio aprdunte] Tiun
ot xdde olvoho Ty otov dEova X, UTOBNADVEL TNV cLY VOTHTA AEtToUPYoS TWY
Eheyxtddv mupivwv. Buyvétnta Aettovpyloc (on ye 800 MHz avtictoiyel otov
aEYXS HATAVEUNUEVO BLaYELPIO TH oWV €VE avT{oToLa GLYVOTNTA AelToupYlag
533 MHz otnv enéxtaon tou 1 omoio Aopfdver unddv tov pudud €leuong
epapuoy®v oto ocbotnua. To mnelpapo emBefoudver v amodotixdnTor NG
TEOTEWOUEVNG TEYVIXAC 1) OTOlol EMITUYYAVEL VO UEWICEL TOV CUVOAMXO YEOVO
EXTENEOTC TV EQappoY®Y xotd 43.8% xau tov cuvolxd ypdvo apyixonoinong
Toug %ot 472%, ev ouyxploel ue TV opEyxd duvoxd BloyelploTh Tépwy.

Ta yeydho oautd x€pdN omodBovTol OTo YELXTE YUpaUXTNELOTIXA XAUEXWOoNS TOU
OET EQUPUOYWY €lo6dov, Ta onola dlvouv Tty duvatdtnta otov DRTRM va
BOOEL TEPLOGOTEPOUS EPYATES OTIC EQUPUOYES UE UEYOAN XAUAXWOT), oL onoleg
€tol ohoxhnpvouv tayltepa TNV extéleot touc. Aoufdvoviac unddy dTL M
TPOTEWOUEVT] TEYVIXY) UELWVEL TNV TUPEUBONY TNG ApYLXOTOINONG VEWY EQPUPUOY Y
otV hettoupyior TV HdN eXTEAOVUEVLY, OBNYOUUACTE OE WO XATEGTACY), TOU
oL deopeupévol mopol amehevdepwvovial mo ypryopa.  Autd ue v oelpd
TOU ONUOLVEL OTL OL ELCEPYOUEVES EQPUPUOYEC UTOPOUV Vo Bpouv CuVTOUOTERN
Blad€oous TOPOUE YLaL TNV EYLXOTOINGY TOUC X0 WS €X TOUTOU O GUVOALXOC
ATAUTOVUEVOS YPOVOS 0PYLXOTOMNONG UEWDVETOL DEAUUUTIXT.

H udnhnf »Audxnwor tev gneloxdy xuxAoUdtey 1oy olyeovwy TOAUTUeNVKY
CUCTNUATWY, XD xou 1 BLUEXNAC Xol TORATETAULEVT Aettovpylo Toug auEdvel Tny
mdavétnta Tapousiaone oPalUdTeY oTo enelepYaoTiXd Toug ototyela.  AuTo,
OE CUVDLOOUO UE TNV XEICWOTNTO TWV EQPUPUOYWY ToU exteholvTol, odhynoe
OTNV EMEXTUOY TOU XAUTAVEUNUEVOU BLOyELPLoTY) TOpwY (oTe va yopaxtneileto
amd avoyy ota mpoavagepdévia opdipata. H enéxtaon auth Baclleton otny
BUVOPLXT] AVTWETOTIOT TV oQUALETwY, hauBdvovtag enione urdéd tov @odpTo
epyaoioug tou xdde Tuprva xortd Ty didpxeto e avdvndng amd To oPdua.
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[Cluster configuration, frequency of V.I. 0]

Yo 18: Képdn anddocnc mou mpoxUTTOUY and TNV TEOTEWOUEVY] CTRATNYIXT
TPOCUPUOYTC Tou SloyElploTh) Tépwv Ue Bdomn tov puiud elcddou EQuPUOYHOY OTO
CUOTNUA, OTNY TERITTWOT TWV TEYVNTOY EVTAACTWY EQUOUOYOV.

IIo ouyxexpyéva e€etdlouue €va moAumbpnvo GOGTNHA OTKS QUVETOL GTO
Eyhua 19 to onolo diayelpileton amd €va XATAVEUNUEVO BLoyELPLoTH THPWY OTWE
o DRTRM. Ou enclepyoactés Ye XOXUWVO YpOUO UTOBEXVUOUY €va oUVOAO
TUpHVwY Tou 1 Aettovpylol Toug elvan aplEpwUEVT 0TV oo T Aetovpyia Tou
XoTOVEUNUEVOL Slatyetplo T mhpwvy. Ot undhoitol enelepyaotéc emtte oy dhheg
epyaoies Omwe extéheon @opToU epyaciac TwY egopuoydy (oo Yeoua) 1
elvon og avevepyt| xotdotaon (yxer yeoua). To clotnua Beloxeton oe gustadn
hettoupylo xon dAol oL ene€epyYaoTEC XU TO AOYIOUIXO ElVol GE XOAT] XUTAO TAOT.

e éva ypovxd onueio tg o muprvac tou DRTRM rnou Pploxeton oto xdtw
aploTeERd omuelo Tng mAuT@opuac moapouctdlel éva opdiua.  To ogdhiua elvou
un avaoteédyo xo Bacileton eite o o@dipa Tou LAXOU eite o G@dipa Tou
hoyiouxol oto ornolo dev umopel vo yivelr avévndgn. O DRTRM 8ev elvan oe
¥€om va Aettoupyrioel opdd ywelc va avarinewdel n Asttoupyia Tou TupHva Tou
Topousiace o@dhua xo we ex ToLTOU YpeldleTon Vo Tpoadiopto el vag Tuprivog
avuxoataotdtne. Me Bedopévo 6Tl 0 cUoTnuo elvar TATpwS xatoveunuévo, Bev
urdpyel évag xevtpixd onuelo émou Yo mPoodloploTEl 0 AVTIXATACTATNG XL 1)
anégaon outh Yo xoworoindel oe 6houg toug dAhoug uytels Ttuprves. Enouévac,
por Sodixacion auté-opydvwong PeTaEd Twv Tupivwy elval anapoltnty doTe va
TPOGBLOPIG TEL O AVTIXAUTOC TATTG.
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Eyhuo 19: Hopdderyua opdipatog xat avavndng oe évo toAuTdenvVo UTOAOYIGTIXG
CUOTNUO UE XAUTAVEUNUEVT Dloyelplon TOPWY.

H Saduasia auty| mpénet var odnyel o €va uovadixd amoTEAEGUO XalL VoL EYYUdTan
6Tl To amotéheoya autd Yo xowonowndel xon do elvon oefoactd and dGhoug Toug
vytelc muprveg dnwe gotvetar oty guoTad yeovixh) oTiYun ta 0To xdTw Se€ld
pépoc e ewdvoc.  Xtov ovtimodo, ot TOAD omAY] TUXTIXY] OVTIXOTAC TOONG
onwe Ty «O mpwtog muphvoc mou Ha avtiingvel to o@dipa, Vo elvar owtodC
0 AVTXATACTATNGY, elvan Bedouévo 6Tl Yo amothyel AOYw TNG XATAVEUNUEVNC
(pUomMg Tou cuoThuatog. H amhy otpatnywur dev unopel va eyyundel étL uévo
évag muprivag Yo avtiknedel 1o ogdipa xou Yo mpoduuomoiniel vo yivel o
avTXoTao TdTNG.  Autd @aiveton xou ambd TOUG TUPHVES TOU avTIAAGUMXAY TO
o@dhua onuelwuévous Ye ‘I oty ypovixh oty t1 tou Xyfuotog 19. ‘Etol
av 800 1 TeploabTeEpoL TUPHVES Tépouv TNV Véaon autol Tou énade vo AettouvpYel,
10 oUOTNUA TNV Yeovixn] oTiypn ta Vo Beloxeton néAL ot pn evotody) xatdotoon,
xodog oL uytelc tuprvee dev Ya E€pouv oe molov avTtxaTao TéTy Vo ancutuvioiv.

H npotewvduevn mpocéyylon yia Ty enlAUCT, TOU GUYXEXQLIEVOU TROBAAUNTOC
elvar o oyedloopds evdg xataveunuévou dlayelploTr] mépwy o omolog elvou
EUTAOUTIOUEVOC [UE YUPUXTNELO TIXE AUTO-0pYEVWONS (WOTE Vo UTopEel vor avoviiet
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Eyua 20: Iapdderypo hettovpyiog tou SoftRM.

duvaxd omd o@dhuata ota encgepyaoTind Tou otolyela. O diayelplothic autde
ovopdletor SoftRM (Self-Organized Fault-Tolerant Resource Manager). To
Boaowxd Sopwnd otoyelo tou SoftRM elvon o ahydprduoc Paxos [138], o onolog
EMTEENEL OE €VOl GOVOAO XUTUVEUNUEVGLY OVTOTATOY Vo EXAEYEL OUOPWVA ULoL
povaduer) aprduntixny Ty mou yivetow ev Téhel YVwo T o GAoug.

O ahydprdpoc Paxos ypenowonoleiton ¢OTE oL LYLEIS TUPHVEC TOU GUC TAUOTOC
v exhé€ouv molog Yo elvan o muphvag avtixataotdtne. H oo Aertoupyia
Tou oAyoplduou emextdinxe wote 1 emhoyl Tou aviixataoTdTn Vo yivetou
hoBdvovtag unody xou tov pdpTo gpyociag twv mupHvwy. o mopdderyua,
elvor TOAD mo amodoTxn 1 emMAOYYH EVOC avevepyol TURTVOL (G AVTIXATACTATY
CUYXPLTIXA PE TNV ETAOYYH EVOC LRV €pYATY, Xad®dS N EMAOYY TOU TEWTOU
€xel undevixy| emldpacy oTNV EXTEAECT TWV EQUPUOYWY EVE 1| ETAOYY TOU
de0tepou oTepel évav gpydtn amd wa epappoyn. H emnéxtaon tou ahyoplduou
Paxos, éywve pe v eloaywyn Tou Aeyouevou napdyovia mpoduuioc (willingness
factor), o onolog nocotixonolel Y xatahAAOAN T EVOC TUEHVAL Var EXAEYEL ¢
aviataotdtne. O mpoodloploude tou mapdyovta mpoduuiog yivetow duvopxd,
xadde avd muprvo unopel vo Slopépet HeTall SLUPOPETIXY YPOVIXMY G TLYUOV.

M axxdpor Tohd onuoavTixy emhoyy) avapopd Ye tov oyedlaoud tou SoftRM,
elvan M amdym and v yefon epedpxdv (spare) mupivev yio Ty mapoy ) avoynig
oe opdipata. H emhoyn aut] éytve pe to oxentind OTL 1) TEYVIXY AUTH apevoC
unopel v avtoneEéhdel oe meplopiopévo aptdud ogolpdtwv (oo pe tov oprdud
TV EQESPIXDY TUPTHVWY) X0l APETEPOU TO CVOTNHO OTEPE(TOL AmMOBOTIXOTNTAG
EQPOCOV €Va TOGOCTO TWY TUEHVWY TOU TUEUUEVOUV OVEVERYOL UTO TNV amouacia
CPUNUTWY.

Yto Yynua 20 mopouctdleton éva mopddetypo TN Acttovpyloc tou SoftRM.
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Yy 21: Puduog opaiudtev xotd g Siapopetinég neptodoug Lwng e Ynpidog.

Suyxexpyéva, to Uyfua 20a napoucidlel éva ypovixd onueio mou o Eieyxthc
muprivag 9 €yel otapatrioet va Aettoupyel. O muprvag 14 avteripdn tny BAdBT Tou
EXeyxti xou evepyonoinoe tov unyoviopd avivndne Booioyévo otov ahyodprduo
Paxos mou AoyPdver umodv tou tov gopTo gpyaciog Twv LYY Tuphvwy. Ot
napdyovteg tpoduploc Twv Slapdpwy eneepyact®y €youy onuelwidel oto Lynua
20a (6ot ot avevepyol Tuprveg éxouv {coug napdyovtes tpoduyiog).

T va tpoaBlopio el 1 TawtdTTa TOU avTiXaTao TdTn EAeyx Tt nupriva, extehelton
€vol CTIYMLOTUTIOU Tou evloyupévou alyopituou Paxos péoa otov ywpo mou
ovoudleton Cluster 2. Metd v extéheon tou ohyoplduou, évac avevepyoc
nuprvag €xel TPOodloploTel WS AVTIXUTACTATNG dedopévou Tou OTL €yel Tov
vPniétepo mopdyovta mpoYupioc. O muprvoac autdg evnuepwveTol OTL elvon o
AVTIXOTAC TATNG KoL XATOTY TOUTOU EVNUEPMYOVTOL OAOL Ol LYLElC TUPHVES NG
nepoyne. Katémy mpaypatonoodvion GAeC oL amopaltnTES EVEPYELEC WOTE Ol
dayelplotixol mueprvee tou SoftRM var éyouv avavewuévee mAnpogopleg xou to
oo tnua ouvey (el xavovixd TNV Aettoupylo TOU, ATOXAEIOVTUC TOV XATEC TROUUEVO
nuphvar (Zyfua 20b).

Xoplc BAEBN e yYevixdtntae, oty und nopouciaon epyacio e€etdloupe uévipa
o@dhyato. Q¢ uévipa opdhyato opilovton owtd oto omolor M BAEBN mou
napouctdleton Oev unopel Vo EMIOXEVNC TEL XATY TNV BIEPXELX TOU YPOVO EXTEREGTG
tou ovothatoc. Ilio ocuyxexpwéva, e€etdloupe opdApata oTo ENEEEpYAUTTLIXA
otoyelo g mAatpdppoag xon dev eEeTAlouUE CPANUATO GTIC OUVBECELS TOU
BTVOL TOL YENOLUOTOoLELTHL Yol TNV EmXoVLVI Toug. Me dhha Adyia, Yewpolue
ot petadd 800 LYELDY ENEEEPYUT TNV GTOLYEIWY UTHPYEL TaVTA Vol AELTOLPYIXS
xavéh emixowvwviog. H mdavotnta epgpdviong opdhpatog oe éva enegepyaotixd
otouyelo poviehomoleiton pe yprion tne xotavouric miavothtery Weibull [131] xou
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Eyhua 22: Buyxplruxr aglohdynon tou SoftRM xou tev Blayelplotdy o xdvouy
xehon epedpixav tupivev (EXkelder opoludtov xatd tov ypdvo extéreong).

oyetileton pe por uéon T avapevéuevou ypdvou napousioone opdhpatos (Mean
Time To Failure (MTTF)).

Me o1t6y0 TV nepontépw Behtiwon Tou YenoLHoTol0UUEVOL LOVTENOU GPUAUATOY,
anéyoupe omd NV yerorn otadepold puduod c@uudtwy olkd mpocopudlouye
TG TUPAUETEOUC NG CLVAPTNONE TUXVOTNTAC TWHAVOTNTAS CUUPWV UE TNV
npocopooluevo xvxho Lwhc e mhatpdpuac. Ihio ouyxexpipéva, wor Pneida
Topouctdlel dlaopeTinole pUIUOUE CPOAUATOY OE JLUPOPETINES (YACES TOU
xeovou Lomc Tne. Lta mhalola authc TNe Boulelds, ol ev Aoy w pudpol apdhuatog
BLapopomololvial 6ToV Yeovo 6mwe gaiveton oto Uyua 21 [236]. Katd v
euPpuind tne pdon (infant period), n Thatpdppa Exel LPMAS odAG edivovta pudud
CPOARATWY, 0 0TOlOC PE TO TEPAC TOU YPOVOU YTAVEL OE EVaY ENXYLO TOTONUEVO,
ototepd puIUS CPUNUATEOY XaTd TNE DLdpXEld TNG AEYOUEVNC TEPLOBOL Y dELiTOC
(grace period) tng mhat@oéppos. Metd ond paxpld Sidpxeio hertovpyiog, To
oadpolo TIXd QoUVOUEVRL YHRAVOTC Xl EXQUANOHOD Tou TuUpLTiou EmBEVGVOVTIL
odnydvtag ev téhel oty meplodo xatdppevone e mhatedpuoc (breakdown
period), 6nou napoatnpeeiton dtopxds auEavdpevos pulde cPOAUETEV.

O mpotewdpevog diayelplothc Topwv SoftRM, oyedidotnxe xou avantdydnxe
pe otoyo v mhateoppa Intel SCC. 'Eva cevdplo aohdynong tou SoftRM,
nepthauBdvel €vo GOVONO ELOEPYOUEVKY EQUPUOYROY 0TO GOGTNUO XaL £Va GUVOAO
BUVOIXE EXDNAUEVDY CQUAUATLY, OTWS TEOXVUTTOLY and TO TEOUVAPEPYEY
HOVTENO. XTol TELPdUATO Tou Tpayuatomodnxay €ylve ypnorn g mapdhAning
eQapuoYic ToAaTAaCIAoUol Ttivaxo Ue SLdvuoua.

H olyxpion tou SoftRM yiveton evdvtio o dAhoug clyypovous BlayelploTég
népwv nou mapouctdlouy avoyr oe opdipate. Ol ev Adyw Bayelplotéc ndpwv
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Syfua 23: Zuyxpruxd| oftohéynor touv SoftRM xou tev Slaryelplotdv Tou xdvouy
xerion epedpudv nuphivey (Me opdhpato xatd Tov xpdvo extéreonc).

XAVOUV YENOT EQESPXOY TUPHVKV YLoL VO TUREYOUV duvopxr] avdvndn and
opdipata. O epedpxol TUEHVES UTopEl VoL €Y 0UV TPOCdLOEL TEL ElTE G TOTIXG XAUTA
Vv dudpxeta Tou oyedlacpod Tou cusThpatoc (static spare core provision) [59)],
elte Suvoud aplep®vovTaC €vog amd Toug TLUENVES TNG Xde EQUPUOYHC ©C
epedpxd Yl Ty epintwon Tou npoxtdel xdmow opdiua (dynamic spare core
provision) [127].

Yto nelpopa mov napovctdleton 6To Ly hua 22, aflohoyelton 1) HELWOUEVT ETBAPUV-
o1 tou SoftRM oty extéheon twv e@opuoytv, und e anoucio opoiudtwny. To
nelpopa apopd Eva oevdplo 64 ELOEPYOUEVOY EQUPUOYOY Xol TOCOTIXOTOLEl TOV
pLUUS OROXAAPWONG EPUPUOYMY oV AemT6d ot GOYXPLON UE TOUS OlayElploTéC
Tou xqvouv yenon epedpixev muphvwy. To anotedéopata elvar opyavwuéva
avdhoyo pe tov apitud Twv Eleyxtdv nugvey oto obotnua. Ioapatnpolue oto
Syduo 22, 6Tl 1 TpocEyylon Yoc odNYel o OAEC TIC MEPLTTWOELS OE YEYAUADTERO
ELUUO ONOXATIPOONG EQUEUOYHY TIOU OPEIAETAL OTO YEYOVOC OTL GAOL OL TUPYVES
TOU GUGTAUATOS YENOWOTOLOLYTOL TATRMC Xo xovévag dev elvan ot epedpeia. To
1060016 %épdouc YTaVEL €we 25% axdpo xaL CUYXELITIXG UE THY TEPITTWOT OV
oL egedpixol Tuprveg TpoadlopilovTon BuvoXd.

To melpapo pe tic 64 ewoepydueves epapuoyés enavohauBdveTton Ut TNV Topovcio
CPOAUATLY. Buyxexpléva, 18 opdhuata exdNAGVOVTOL duVoULXd XoTd TOV YEOVOo
EXTENEONC OF YPOVIXEG OTIYUES IOV TEOXUTTOLY oNd TO HOVTEAO CPOAMLATLY TOU
cuothpatog. Me dedouévn Ty Onapn opoludtny, To Telpayo Tov TapouctdleTtal
010 Lyfua 23 €peuvd ol OO TS CUYXPVOUEVESC TEYVIXES Elvol TILO OmOBOTIXN
OTNV OAOXAPWOT] TWV EPIPUOY®Y, 6To Blo ypowxd mhaico. To melpoyo
mepthoBdvel povo TNy TEYVIXY HE 24 oToTixd £@edpLxole Tuprves xadog ol
umohoiteg Tou Blou eldoug aduvatolv va Eemepdoouy xon T 18 c@dhpata Tou
npoxVTTouy. ‘OAec oL texvixéc mou cuyxpivovton elvar txavée va Eenepdoouy Oha
oL OQAATA UE TNV Blapopd 6Tt o SoftRM, mou xdvel BéATiotn yerion twy ndpwy
TOU GUOTARATOS, TO TpayUoatornolel Tohd cuvtoudtepa. To nocootd TaybTepNs
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ohoxhfpwone ayyilet to 50% vy v yerion ototixedv xou 20% yio Ty yerion
BUVOLXAY EPEDPLXDY TUENVWY.

YUUTEQUOUATIXG, TO XEVIPIXO XOPUATL NG €V AOYw OSboxtopixfc dlatpifnc
acyolfinxe ue tnv oyediaon xou viomolnorm evog Suayelplo T mdpwv, O6Tou
Ol OMOPJCEL YL TNV XATOVOUY TV TopwY Aoufdvovrtal Suvopuxd xou e
XOUTOUVEUNUEVO TEOTO XATd TNV BLAEXELX TOU YEOVO EXTEAECTC TOU CUCTHUATOC.
H Bovleld mou mpaypatomoudnxe ota mhalota tng datefnc amédele 6t elvon
eQuTH) 1 oyedlaon evog tétolou alyopldpou, o omolog dlvatal va Bayelplo el
AnodOTIXE UEYARS aptdud EQUpUOY®V UE TOIAEC AMAUTAOELS O POpTO epyaoiag.
H nepoutépw avdhuom tou duayelplo T mopwy, avédelle evilopépouces TTUYES
NS XATAVEUNUEVNS QOO Tou, oL omoleg xohoTtoly o mepimhoxy TNV Buvoxy
eQoppoyY) moMTXwY xoddg xou TV avévndm omd o@dhpata.  Molotadta,
amodelydnxe 6T e owoTd oyedlooud elvon e@ixtd va emextodel o apyixdg
OYEBLOUOS TOU BlayElplo T OOTE PE amodoTiXd TEOTO Vo elvol  BuVOPLXE
TPOCUPUOC TOE OE EEWTERIXOUE TUREYOVTES OTIWE 0 PUUHOS EAEUCTC EQUOUOYWY
OTO GUC TN X0 VEXTIXOC OE GHAAIATOL.

Téhog, ov Baowéc Wéeg tng xatovepnuévng Suyelpiong mopwv emextddnxay
Gote vo unootnelEouv TNV Buvaxy SLImEUYUETELUST] TOPWY OE GUC THUATA
UTOAOYIOUOU 6TV dxpen Tou dixtvou (Edge computing) pe nolholc evdidyecoug
x6uPouc mokec.  Avtol ou xataveunuévol x6uPol, xAvouv YoM UNYAVIoUEY
Baolouévnvy oTiC 16éeg Tou eUunoplou WOTE Vo BEATIOTOTOLACOUY TNV TUPEY OUEVT
mo6tnTa uttneeaiog otoug avtictolyoug IoT xéufouc cuvdpountéc otic unneeoieg
™G TOANG, TREMVTOC TALTOY POV TOUG AELTOVRYIXOUE TEPLOPLOUOUE awTiY Twv IoT
cuoxevwy. Ou unyaviopol autol 08nyody oTny mo anoTeAecUTINY GUVIEST] TWV
IoT cuoxeu®v oTic TUAES, EMTEENOVTOG €TOL TNV TAYEN YXENOT TWV TOPWV TWV
deltepwy yior TNV eEUTNEETNOT TG AELTOLEYIAS TV TEOTWY.

AgZeic xhewdid: Koataveunuévn Avvaun Awoyelpion Ilopwv, Troloyioudc
otnv dxen tou Awxtbou, noheg IoT, egapuoyég IoT
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Chapter 1

Introduction

1.1 Internet of Things

The Internet of Things (IoT) infrastructure has recently gained tremendous
attention by the industrial and academic community as an architectural
milestone, which will revolutionize the way that our world is sensed, perceived
and acted upon [101]. Tiny, embedded, ubiquitous devices are envisioned to
flood all aspects of human life, seamlessly integrated into their surroundings,
acting as the sensing and computational front-end of an architecture that is
backed-up by Cloud infrastructure to provide heavy processing and abundant
storage. This inter-connection is a major leap of computing systems as it will
create a digital veil over the real world which will enhance our understanding
of all aspects of our life and allow us to optimize and simplify daily routines.

While revolutionary, the concept of IoT is simple and based on a principle
of observe-analyze-act in order to conduct its intended goals. More precisely,
the IoT nodes are responsible for data collection in the vicinity of the user,
including some or no local processing and then data uploading to the Cloud
for correlation and fusion of data from numerous IoT nodes. Eventually, the
results of this Cloud based processing are transmitted back to the IoT nodes in
order to reach the end user (Fig. 1.1a).

The deployment and testing of the original Cloud-centric IoT architecture showed
that in certain applications it fails to provide an efficient system, either in terms
of meeting the run-time requirements or deploying a cost-effective IoT solution.
The unprecedented high number of IoT nodes, expected to surpass 20 billion
nodes by 2020 [1], creates a set of communication bottlenecks, which stress out
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(a) Original IoT architecture. (b) Updated IoT architecture.

Figure 1.1: State-of-the-art IoT architecture.

the abilities of the Cloud-centric system [253, 145, 201, 57]. Applications in this
setup are dependent on their connection to the Cloud, a feature that is a point
of failure in case of connection loss or increased communication latency. In
addition, the immense bandwidth requirements as a result of the high number of
connected devices stress out the abilities of the wireless communication channel.
For example, a city populated with 1 million people is expected to produce
180 PetaBytes per day by 2019 [166], produced by activities in transportation,
utility, safety and healthcare.

A portion of the aforementioned issues, can be addressed by constant over-
provisioning of resources in the Cloud but this design decision leads to a high
increase in the cost of the applications, since Cloud resources are not abundant
and most importantly they are priced according to utilization. Even if increased
utilization is affordable, the overall architecture is not energy efficient, since it
makes uses of a high-end, power hungry communication infrastructure in order
to perform local, specific tasks which can be effectively executed by customized
embedded systems in a highly energy efficient way.

Consequently, a new architecture for the deployment of IoT applications has been
proposed, which includes intermediate processing and storage nodes between
the IoT devices and the Cloud. This updated computing paradigm has been
established by the name of Edge computing [201], as it directs the computation
of data in the edge of the Cloud-centric network and the introduced nodes are
referred to as Smart Edge Gateways (Fig. 1.1b). Tasks are conjointly executed
by IoT nodes and Gateways, by offloading a portion of the required processing
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from the first to latter, which are richer in computational resources [45, 48].

Data are also stored locally and only a portion of them is uploaded to the Cloud.
Local data transmission is performed using short range communication protocols,
thus increasing the reliability of the system. In this way, this architecture allows
the distribution of data storage and processing, leading to the utilization of the
Cloud infrastructure for processing and long-term storage of only selected data.
According to a report by International Data Corporation (IDC) Futurescape,
around 40% of ToT-generated data will be processed, stored, and acted upon
close to the edge of network [184].

The consumption of data close to their production is the essence of Edge
computing. This principle is respected by other relevant IoT architectures,
which have been proposed in literature, such as Fog Computing [44, 57, 117],
Cloudlets [192] and Micro Data Centers (MDC) [40]. The difference of these
concepts, is the properties of the infrastructural nodes that will carry out the
processing offloaded by IoT nodes, while in many cases the concepts are used
interchangeably by researchers [201, 191, 40].

1.2 Contemporary Embedded applications

The evolution of embedded systems, combined with the respective breakthroughs
in sensing devices has opened up new possibilities with respect to current and
future applications. The key power of IoT applications is the novel capability of
monitoring processes and phenomena that only a few years ago it was impossible
to follow closely. These data can be processed and cross-correlated in order
to produce knowledge of the mechanisms within the monitored process and
eventually lead to decisions on how to optimize them. This data centric approach
impacts our view on the world and is combined with a clear potential for profits
both for enterprises and individual users. Fig. 1.2, derived from a McKinsey
institute report on IoT [2], summarizes the potential application domains as
well as the expected profits, reaching up to trillion of dollars. Closer inspection
of the figure also validates the diversity of potential applications, starting from
individuals and scaling up to homes, enterprises and cities.

As a general rule, the concept of IoT refers mainly to Things as monitoring
devices and source of information for further processing. The embedded systems
with the ability of acting upon the physical world are referred to using the term
Cyber-Physical systems [237]. While the distinction line between these two
categories is not always clear, it is a fact that the infiltration of the physical
world by the virtual one, leads to an immense set of non-functional requirements
for embedded devices, that cannot be violated at run-time.
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Figure 1.2: Application domains for Internet of Things [2].

Since their conception, embedded systems have been characterised by both
hard and soft real-time operation requirements. The notion of real-time
requirements has nowadays shifted from precise control of machinery to
multimedia applications such as ultra high resolution video reproduction and
virtual reality, executed on portable devices with battery supply. For example,
a Virtual Reality application which makes us of head-tracked systems, requires
execution latency 16 ms or less, in order to achieve stability of perception [191].

Despite the overwhelming computational complexity of such multimedia tasks,
there is a reasonable margin for errors and deadline misses. On the contrary,
this is not acceptable in the context of a self-navigating vehicle, where a possible
error could result in injury or death of the users. This feature quantifies the
car as a hard real-time system, which is expected to require the processing of
about 1 Gigabyte of data per second in order to conduct its functionality [201].
In general, the danger for humans, imposed by Cyber-physical applications
highlights the need for safe, secure and dependable design of embedded systems.
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Cortex-M

The explosion of data volume and velocity is also tightly coupled to the big steps
in the Artificial Intelligence domain. This domain is expected to provide the
algorithmic tools to interpret and correlate the vast amount of sensed data. The
inherent tradeoff is that state-of-the-art machine learning models, such as Deep
Neural Networks [194] are characterised by increased computational and storage
requirements. Despite this fact, their adoption is constantly increasing, thus
shifting the focus of industrial and academic research on holistic approaches
aiming at their seamless integration in small-factor embedded systems [173].

1.3 Embedded hardware architectures

The essence of contemporary embedded systems has shifted from single- to multi-
purpose systems, which communicate and act upon their surroundings. While
the complexity of the design has been increased, the requirements for real-time
responses, low-energy consumption and dependability are as prevalent as ever.
In parallel to these increased requirements, advanced fabrication technology has
enabled the hardware of embedded systems to evolve and provide abundant
choices for designers. While only a few years ago embedded systems were
built on top of simple micro-controllers, nowadays the heart of an embedded
system often integrates architecturally rich Central Processing Units with high
operating frequency. A distinctive example of this evolution, is the current
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Figure 1.4: Different available Hardware architectures.

offered spectrum of CPUs by ARM Ltd., a leading player in the design of CPUs
for embedded systems, as illustrated in Fig. 1.3. We observe, a multi-layer
spectrum of choices where the designer can identify low-power, low-end units
such as the Cortex-M series, Real-time oriented CPUs such as the Cortex-R
series as well as high-end, multi-core processors of the Cortex A series. This
variety of choices enables the fine-tuning of the hardware for the intended
application, but complicates the process of reaching this decision due to the
higher number of design alternatives.

Despite their broad range, in many cases CPUs fail to meet the design
requirements with respect to execution latency, energy consumption and cost.
This led to the convergence of embedded systems with High Performance
Computing, thus producing Systems on Chip (SoC) designs, which incorporate
both General Purpose Computing Elements and other modules for acceleration,
e.g. Graphic Processing Units (GPUs) and Field Programmable Gate Arrays
(FPGAs). This integration allows for efficient data exchange between the
accelerating and main unit of the SoC, which is translated to highly reduced
execution latency and diminished energy consumption. Both design choices
(GPUs and FPGAS) are characterized by advantages and disadvantages, thus
complicating the decision as to which is the most efficient one per application.
In general, GPUs have been established as a key feature of modern embedded
systems such as mobile phones, tables and gaming machines but FPGAs are
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gaining ground due to their re-configuration abilities, higher performance per
Watt and thus have been included in mobile devices, e.g. Apple iPhone 7 [3].

Specifically for building an IoT node, the design space is also inflated due to the
high number of available wireless communication interfaces. These correspond
both to short and wide area network connections, providing different choices
regarding the available bandwidth, data exchange rate, range of connection and
energy consumption. Distinctive examples of such technologies for short range
communication are Near Field Communication (NFC), ZigBee, Bluetooth Low
Energy, Classic Bluetooth, Conventional and Low-power WiFi, etc., while for
wide area network communication are Cellular networks (3G, 4G) and Low
Power Wide Area Network (e.g. LoRaWAN, SigFox) [187].

In many cases, an embedded system may be equipped with more than one
communication interfaces, in order to be able to support various combinations
of short and wide are network communication. This mandates for more complex
resource management techniques in order to effectively utilize the interfaces
and reduce the energy consumption of the system. Besides the numerous
choices regarding communication, the emerging adoption of technologies such as
Software Defined Networking (SDN) [134] and Network Function Virtualization
(NFV) [160] are expected to offer efficient and flexible solutions for the ever
increasing number of inter-connected IoT nodes. Such technologies are predicted
to be incorporated into the run-time functionality of Edge Gateways [191] and
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Fog computing nodes [117].

Moreover, modern computing and embedded architectures are additionally
characterized by the constantly accelerating increase in the number of integrated
processing elements (PEs) integrated in a single chip [205], as also shown
in the trend presented in Fig. 1.5. Large industrial companies endorse this
vision and have started to experiment and commercialize many-core computing
systems. Intel has already created platforms with 80, 48 and 50 processing
cores [114, 195, 227, 122], while Tilera currently features up to 100 cores per
chip [94]. The envisioned paradigm is thousand core chips [89], which is already
approached by academia [42] and industry [170, 23].

The increased number of PEs on a single chip, creates new requirements
regarding their inter-connection, since cache coherency scales well for a
small amount of cores but becomes the bottleneck in high core-count
processors [126, 208]. Networks on Chip have been established as the proposed
communication architecture for overcoming this bottleneck [41]. The abundance
of integrated computing cores, can be the key for unlocking the potential of
Edge computing, by providing the necessary infrastructure for building powerful
and flexible Gateways, able to support numerous IoT nodes concurrently.

1.4 Open Challenges of Gateway based loT

Edge computing systems, correspond to an architecture of multiple levels
of computing nodes aiming at efficiently utilizing the abundance of different
hardware options presented in Section 1.3, in order to meet the strict application
requirements summarized in Section 1.2. This multi-tier architecture also
increases the dependability of the system by executing the critical functionality
of IoT applications locally, thus minimizing their dependency on Cloud resources.

These features have led the adoption of the Edge computing concept by
industry, leading to collaborative actions for the clarification of all aspects
of the architecture. Such distinctive actions are the Open Edge Computing
Initiative ! including Intel and Deutche Telekom Group and the Open Fog
Consortium ? with funding members ARM, Cisco, DELL, Intel and Microsoft.
The European Union is also supporting the development and deployment of
Edge-Fog technologies via EU funded projects, e.g. FAR-EDGE [6], mF2C [9],
FORA [7], PrEstoCloud [10] and DITAS [5].

LopenEDGEcomputing [Online] Available: http://openedgecomputing.org/index.html
20penFogConsortium [Online] Available: https://www.openfogconsortium.org/
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While distributed computing close to the edge of the network is a promising
solution for providing the building blocks for the next generation of IoT
applications, there are still a number of open challenges to be addressed
in order for it to reach the maturity to be consolidated as the main design
option [201, 117]. These challenges are related both to the design of individual
Edge computing nodes and to the inter-play and run-time decision making of
multiple nodes.

1.4.1 Single loT node Application Design

The Cloud-centric view of IoT applications, provides benefits for application
design due to the fact that the developer can operate under the abstraction of a
complete view of all sensed data. Under this assumption, there are very efficient
programming models e.g. Hadoop MapReduce [79] or Apache Spark [252],
which provide a solid basis to design and implement an efficient application.
Application design in the context of a multi-layer Edge computing infrastructure
results in a number of challenges, since the aforementioned assumption about
data aggregation in not always valid.

Edge computing is distributed by nature, which allows for the distribution of
storage and processing but can impose overheads when a complete view of data is
necessary. In addition, it requires that applications are adapted to this new multi-
layer infrastructure, without a well defined standard for their development. The
mapping of the application in the different computation layers is characterised
by trade-offs given the communication latencies and synchronization issues.
Most importantly, Gateway based applications must have the required structure
to benefit from the offloading capabilities, as well as to adapt to the dynamics
of this setup. More specifically, while the Cloud offloading paradigm ensured
that resources are always available, in the case of local offloading, resources are
shared between many IoT nodes, which dynamically relocate their position.

With respect to the internals of an Edge oriented IoT application, the open
challenge is to design the application in a modular manner, able to support
partial or full offloading of its computations on the Edge Gateway, in an effort to
minimize its exzecution latency or energy consumption [189]. From another point
of view, this modular structure can be perceived as different operating modes
of the application, which should be defined in such a way that the dynamic
re-configuration of the application for switching between modes is both feasible
and efficient.

Regardless of the adoption of the Edge computing architecture, application
domains such as medical or Cyber-physical systems, require that the application
is able to conduct critical functionality, without connection to the Cloud. This
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feature should be incorporated in the design cycle of the node and be extensively
validated. The standalone function of an IoT node, i.e. operating with no
offloading capabilities, can be aided by the integration of accelerating units which
will boost its computational strength in case of real-time requirements. However,
choosing to accelerate parts of the application, mandates for a comprehensive
approach in order to designate and implement the parts to be executed on the
accelerating unit, while respecting the limitations in the duration of design

1.4.2 Single Edge Gateway Design

An Edge (or Fog) Gateway, is responsible to collaborate with a number of IoT
nodes, which dynamically subscribe (are bound) and share its service. To achieve
and effective collaboration, the open challenges correspond to (i) the run-time
decision making of how to organise the sharing of resource between the IoT
nodes and the Gateway and (i) how to manage the resources of the Gateway in
order to execute the required tasks offloaded by the IoT nodes. The first challenge
has been investigated [189], so the focus of the presented thesis is shifted to
the second challenge, assuming that the Gateway is a many-core embedded
system. We consider many-core SoCs as an emerging design alternative able to
provide the necessary computing power to support both the computational and
communicational requirements of an Edge Gateway.

In general, the increase in the number of computing resources on a single chip,
has not yet yielded the expected performance gains. One main reason lies in
the scalability of traditional run-time resource management schemes [47, 126].
Keeping caches coherent while managing a large number of cores requires
customized approaches, especially in shared memory systems where the core-
to-core communication is structured upon the underlying cache-coherency
protocol [183, 136]. Moreover, scaling problems result in performance issues
as traditional resource managers fail to exploit the underlying hardware and
consequently do not provide the desired high performance expected from large
pools of resources [80].

The run-time resource management paradigm is a key challenge for modern
multi-core systems [18, 20], which is prominent due to the run-time dynamicity
of modern parallel applications and platforms [130, 21]. The ability to allocate
the right number of cores at run-time, to allow applications to handle their
resources as well as to offer expand/shrink characteristics are the critical features
for efficient system utilization. These principles have also affected the design
of many-core oriented operating systems such as Barrelfish [34], Popcorn [30],
Akaros [185] and FOS [235].
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The combination of highly dynamic, parallel applications and emerging
technologies in many-core systems dictates the need sophisticated logic in
resource distribution, in an effort to meet the requirements of high performance,
low power consumption, safety and reliability. Inevitably, this sophistication
comes at the price of high computational requirements in order to provide
results within acceptable time limits, while operating in systems where workload
execution requests are issued dynamically by numerous users, e.g. offloaded
tasks by IoT nodes. Last but not least, the synergistic execution of tasks in
Gateway based systems mandates for the dependable operation of the resource
allocation infrastructure, given that a possible failure will affect multiple nodes.

1.4.3 Multi-Gateway Edge System Design

The complete system of multiple IoT nodes and Gateways, is inherently a
highly dynamic setup. Each IoT node is connected to an Edge Gateway, and
its relocation might required its re-connection to a new Gateway, located in
the vicinity of its new position. This disrupts an achieved equilibrium of the
system and can potentially lead to a less efficient run-time operation point,
with respect to resource usage and offered Service Quality. In addition, in many
cases an [oT node will have more than one available Gateways for connection,
thus requiring a consistent way of dynamically choosing the one to connect to.

This choice, affects the performance of the overall Edge system, since the
resources of the Gateways are shared between many IoT nodes. The Gateways
aid the operation of the IoT nodes and as a consequence the over-burdening
of one Gateway can be a point of inefficiency for system. Since the setup is
distributed by nature, without any central supervising entity, there is the need
for a distributed run-time resource management mechanism, which will take
into account the dynamics of the system and promote its re-configuration with
respect to mazimization of the offered Service Quality from the point of view of
the final IoT user.

1.5 Contributions and Text Structure

The previous Sections have outlined the current status of embedded systems,
including application requirements, the immense space of design alternatives as
well as the challenges and open issues towards bridging this gap. The analysis
has revolved around Edge computing, an evolving IoT architecture, however
the challenges are not limited to this architecture but are the continuation of
previous architectures and will pave the road for future ones. This thesis aims at
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laying the foundations for providing answers to some of the aforementioned open
issues. The presented research extends two fundamental concepts, i.e. the design
of an embedded application and the definition of the run-time management
policies of an embedded system, regarding its resources and its collaboration
with other nodes.

The overview of the contributions, follows a bottom up approach with respect
to the complexity and computational power of the examined IoT nodes. At
first the design issue of the single embedded system is tackled, followed by an
in-depth investigation of the run-time management of a single many-core Edge
Gateway and eventually reaching the problem of the co-ordination of many
Edge Gateways. More specifically, the main contributions with respect to the
design of an embedded node are as follows:

¢ The complete design cycle of a complex embedded medical device for Smart
Wound Management is presented, characterized by strict requirements for
validated dependable operation. An FPGA based HW/SW emulation unit
is utilized, in order to avoid the streamlining of the design of the SW and
HW parts of the final system. This emulation platform provided a solid
starting point for the first prototype of the embedded SW, which eventually
was deployed, verified and clinically validated on several patients.

e A methodology for the development and customization of an IoT
oriented ECG analysis application is presented and evaluated. The
ECG application, implemented and evaluated on a commercial IoT node,
incorporates machine learning algorithms in order to provide the necessary
algorithmic infrastructure to assess the status of an examined heart beat.

e The design of the ECG application is augmented to offer a matrix
of different operating points, which provide tradeoffs between the
consumption of resources on the device and the provided Service Quality
to the user. This characteristic is a key feature to allow for the efficient,
dynamic operation of the ECG analysis application in an Edge computing
setup, including Gateways and multiple IoT nodes.

¢ We present a novel methodology for creating FPGA based HW accelerators
of machine learning algorithms using High Level Synthesis (HLS) [97].
The methodology takes as input the high level (C-based) representation of
a computational kernel and via source code restructuring and automated
Design Space Exploration (DSE) of the HLS directives, provides a set of
size vs efficiency Pareto optimal HW accelerator designs. The DSE
execution latency is significantly reduced, by applying a number of
proposed design space pruning guidelines.
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The concept of the Edge Gateway, which support the execution of local
processing of numerous IoT nodes, is considered to be taken up by a many-core
system with Network-on-Chip interconnection of its processing elements. This
kind of processing unit, provides the necessary infrastructure for the concurrent
execution of numerous tasks, run-time encapsulation of the different applications,
as well as enough resources to support multiple communication interfaces for
connection with devices in lower and higher levels of the Edge architecture. The
tradeoff of this choice is that mapping the incoming applications to a many-core
system is such a computationally intensive task that can be the breaking point
of the run-time efficiency of the system [116, 130]. Consequently, inspired by
other researchers we adopt the distributed resource management paradigm,
where decision making is broken up to more than one agents. The presented
contributions are not limited to Edge computing systems and are as follows:

e We provide the detailed design of a Distributed Run-time Resource Man-
agement framework targeting many-core, NoC interconnected processing
elements. We provide the high level algorithmic description of the involved
distributed agents, as well as their low level implementation in the form of
Finite State Machines. Furthermore, we detail the description of an inter-
node signal and data exchange mechanism, necessary for the distributed
decision making.

¢ We introduce novel run-time strategies with respect to the instantiation
of incoming applications on the target system, as well as the bargaining
of resources of the already admitted ones, in an effort to minimize their
execution latency.

o We identify and analyze the correlation of the efficiency of DRTRM
with respect to the arrival rate of incoming applications on the system.
To mitigate the effect of stressing scenarios, we propose and design an
Application-Arrival aware DRTRM framework for many-core systems,
which utilizes VFS techniques to enforce an application admission
regulation policy in a purely distributed manner.

e We provide a second level of exploitation of the VFS based techniques
by meticulously mapping the parts of DRTRM on the system according
to their computational requirements in order to maximize the energy
consumption gains of our framework.

e We introduce SoftRM, a fault tolerant DRTRM framework which is able
to dynamically react to failures of PEs in a self-organized way. This is
performed using a consensus agreement algorithm enhanced with workload
awareness to achieve an effective replacement policy.
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e We incorporate in SoftRM a failure detection algorithm, which takes
advantage of the communication between PEs for resource allocation
purposes in order to significantly reduce the inflicted communication
overhead of detection.

e We implement the aforementioned versions of DRTRM on Intel SCC, an
actual many-core NoC based system. We fine-tune its design parameters
and evaluate it against a mix of parallel applications, derived from the
single ToT node.

Having identified the internals of the Single Edge Gateway, the analysis of the
system proceeds to the identification of the properties and dynamics of its scaled
up version of multiple Gateways. Prior work has proposed solutions to the
problem of allocation of resources between IoT nodes and a single Gateway [189],
but the co-ordination of multiple IoT nodes and multiples Gateways is still an
open issue. In comparison to the single Gateway allocation problem, the multiple
Gateways one is characterised by more dynamic re-allocation of resources, since
IoT nodes are mobile and can connect to many Gateways. Consequently, a
consistent way of collaborative resource negotiations amongst Gateways is
necessary to provide guarantees that the IoT nodes are efficiently bound to
Gateways and no Gateway is overburdened with tasks. The contributions of
this thesis with respect to this issue are the following:

o We identify and formulate the binding problem of multiple IoT nodes to
multiple Gateways in an Edge computing system, where the IoT nodes
co-operatively execute their tasks with the aid of Gateways.

o We propose, design and evaluate a distributed run-time resource allocation
scheme, for the negotiation of the bindings of IoT nodes to the Gateways.
The proposed scheme is based on trade concepts in order to dynamically
evaluate the negotiation possibilities.

The thesis is organized in Chapters, which group and highlight the aforemen-
tioned contributions, as presented in Fig. 1.6. In more detail, the included
Chapters are organized as follows:

Chapter 2: This Chapter, provides an in-depth analysis of prior work regarding
all the examined sub-topics of the presented thesis.

Chapter 3: This Chapter provides all the design and implementation details
with respect to the contributions on the level of a single embedded node.
Section 3.2, presents the architecture of a Smart Wearable Wound Management
system, including details about its FPGA based simulation, initial SW prototype
and its final HW and SW architecture. Section 3.3, presents the overview and
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Figure 1.6: Schematic overview of the contributions of the current thesis.

building steps of an ECG analysis application for IoT nodes. The Section
concludes with the customization of the application in order to provide dynamic
configuration points for an Gateway based Edge computing system. Section 3.4,
focuses on a methodology for developing efficient HW accelerators of the
computationally intensive parts of the ECG application. The methodology
aims at the design of HW accelerators via High Level Synthesis and targets
embedded platforms, which incorporate CPU and FPGA logic on the same SoC,
as illustrated in Fig. 1.4a.
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Chapter 4: This Chapter introduces the details of a Distributed Run-Time
Resource Management framework for many-core systems. The overview of the
target system model is presented, with respect to HW infrastructure and target
applications, followed by an in-depth analysis of the different distributed agents
required for the decision making functionality to be carried out. The high level
decision making logic is followed by details of the implementation specifics of
the presented framework, focusing on its run-time states and their succession,
as well as the necessary communication infrastructure for the co-ordination of
the agents in the distributed system.

Chapter 5: Following the description of DRTRM, this Chapter provides an
analysis of its effectiveness under different scenarios of input rate of incoming
applications. The observed run-time inefficiencies are analysed, providing also
insights on how the distributed management complicates the design of dynamic
adaptation policies. This analysis lays the ground work for the presentation
of an effective VFS based run-time mitigation strategy, which is incorporated
into DRTRM and evaluated with respect to the VFS tuning knobs of the HW
system architecture.

Chapter 6: The distributed nature of DRTRM, deprives the system of a
centralized point of failure, but still errors in the distributed managing agents
can lead to unacceptable system operation. In this Chapter the probability of
such failures is modelled and an extension to DRTRM is presented, which is able
to dynamically mitigate a permanent failure of a distributed agent and restore
the system to a stable state. The recovery is performed in a self-organizing
manner by means of a consensus algorithm called PAXOS, extended with
workload awareness characteristics. SoftRM is eventually evaluated against
other run-time techniques for fault tolerance in distributed systems.

Chapter 7: Chapter 7 applies the concepts of distributed resource management
for run-time negotiation between multiple Edge Gateways. The Chapter provides
a description and formal model of the setup of multiple Gateways and IoT nodes,
including the problem of their run-time binding. This problem, is optimized
dynamically by establishing trade based negotiations between the Gateways in
order to re-organize the binding of nodes to Gateways and increase the offered
Service Quality to the user. The proposed run-time scheme is evaluated using
a custom built system simulator, which takes into account the topology and
exchanged messages of the deployed computing devices.

Chapter 8: This final Chapter of the thesis summarizes the conclusions of the
conducted research under description. In addition, for each of the aforementioned
thematic units (Chapters) we provide a number of remaining open issues and
direction for future research activities.



Chapter 2

Prior Art

2.1 Design of embedded applications

The following Subsections aim at providing a summary of well known works
related to the design of applications with similar requirements as the applications
presented in Chapter 3. The general topic of application design in contemporary
embedded systems is out of the scope of this documentation of prior art.

2.1.1 Wearable Devices for Chronic Wounds Management

The first application of interest in this thesis, is the management of Chronic
Wounds with the help of wearable devices. A particularly interesting topic
of this field is the development of sensors for the real-time monitoring of in-
wound parameters. In [234], authors have developed a wound monitoring
device based on skin impedance. By measuring impedance over a large range
of frequencies, the device is able to produce a mapping of the wound. The
device is battery operated, based on Digital Signal Processor (DSP), including
a front-end with an array of electrodes embedded in a sterile carrier dressing.
The implemented system was clinically validated in a phase 2 clinical trial,
including 34 patients. The trial showed that the impedance measurement can
be useful in characterizing the status of tissues and can be crenellated with
other wound parameters such as transepidermal water loss (TEWL). However,
the implemented device had no tele-monitoring abilities, a feature which was
set as a future goal of the design.

17
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Authors of [159], make use of of-the-shelf temperature, passive moisture and
pressure sensors in order to deploy a system for remote wound monitoring. The
sensors are placed on the wound and are covered by a bandage. This deployment
requires a wireless data transmission, like the one proposed in our work, and the
authors chose Zigbee, due to its simplicity in implementation. All sensors were
mounted on the same board and data collection was performed via a developed
Android application on a tablet. Experiments on a healthy volunteer validated
the ability of the system to provide reliable, real-time measurements.

Negative Pressure Wound Therapy (NPWT) is a well established treating
method for curing chronic wounds. The negative pressure applied on the wound
results in (i) shrinkage of the wound, (ii) removal of the wound exudate and
(iii) stabilization of the wound environment [118]. Due to the effectiveness of
the therapy, stationary and wearable devices, which deliver NPWT on patients
can produce high revenues and consequently there are many relevant industrial
products. One popular such device is the KCI Vacuum Assisted Closure, or
V.A.C. Therapy System [118], which introduces a sponge into the wound, a
dressing on top of it and a device for pumping the exudate from the wound.

Another representative of such systems is Smith and Nephew company, which
offers a wide range of products in the domain. Its most compact device is
PICO [11], a fully disposable NPWT system operating on battery supply
for approximately one week. The device is oriented towards minimum size,
maximum portability, it has an integrated canister, and no sophisticated
electronic elements except from a very basic User Interface. RENASYS [12] is a
line of disposable canister products which comes into three different variations.
The basic one, is a stationary device with pure mechanical control, high durability
and dependability, able to support large canisters. The device is mainly intended
for wound care facilities and hospitals.

Its more lightweight version is RENASYS GO [12], which first introduced the use
of more sophisticated electronic equipment with respect to User Interface and
pump control, e.g. the user can see warnings, alarms and dynamically designate
the type of therapy (continuous vs intermittent). TOUCH [13] is the newest
product of the RENASYS line, which has significant electronic functionality,
including a wide touch screen. This screen is used for the configuration of the
device, as well as for on-board education, assistance and therapy logging tools.
In addition, the applied therapy can be tailored to the each patient specifying
parameters such as the rate of reaching the maximum vacuum on the wound.

In total, there is a gradual increase in the sophistication of wearable devices
delivering NPWT, but still the features of remote connectivity and tele-
monitoring of the therapy by medical experts have not yet been incorporated into
mainstream industrial products. The real-time monitoring of wound parameters
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is still an open issue and its combination with remote connectivity completes
the picture of Smart Wearable Wound Management Device.

2.1.2 Arrhythmia detection via the Electrocardiogram signal

The second contribution of this thesis is the development of an IoT based
medical application for the analysis of the Electrocardiogram (ECG) signal
in order to detect arrhythmias in the heart of the user. A recent literature
survey of techniques for arrhythmia detection [149], validates the popularity and
effectiveness of machine learning algorithms for assessment of the physiology of
the ECG signal. One of the most frequently utilized classification algorithms is
Support Vector Machines (SVM) classifier, achieving high classification accuracy
of more than 80% in all cases, reaching up to 100% for certain datasets [149].

A feature extractions step proceeds the classification stage (both for SVM and
other algorithms), based on combinations of time and/or frequency domain
information of the input signal. The feature extractions step based on frequency
domain characteristics are dominated by Wavelet Transformation (WT), which
we also employ in the presented thesis. The choice of WT and SVM algorithms,
is also advocated by their computational structure which can be optimized for
fast execution on low-end embedded systems.

In [29] the authors make use of Wavelet Transformation in order to denoise
incoming segmented heart beats and cross-correlate them according to template
ones. This cross-crenellation is performed via the cross wavelet transform
(XWT). For the segmentation of the heart beats, R-peak detection is utilized as
in our implemented ECG analysis application. An input heart beat is eventually
analysed according to its cross-correlation value and a number of thresholds.

With respect to the IoT infrastructure, authors of [28] provide a survey
about key technologies and challenges regarding IoT in the domain of Smart
Healthcare. Almost half of their work is devoted to the examination of
different communication alternatives for the IoT nodes. As fas as short range
communication is concerned, they evaluate the BLE and ZigBee, short range,
wireless communication interfaces, concluding that BLE is more suitable for
medical applications due to its secure features, acceptable range, low latency and
power consumption as well as robustness to interference. Regarding long range
wireless communication, the authors focus on Low-Power Wide-Area-Networks
(LPWANS) comparing SigFox, LoRaWAN and NB-IoT and concluding that
the latter is the most suitable due to its long range, high energy efficiency and
ability to support many devices.

Some first efforts of IoT based ECG monitoring were performed in [161], where
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an Android application has been developed in order to sample the values
of the ECG signal and upload them to a Cloud based infrastructure, while
also performing visualisation and logging on the mobile device. The data are
uploaded to the Cloud via a web service composed of a secure File Transfer
protocol server.

The authors of [16], adopt the concept of Wireless Body Area Networks (WBANS)
in order to conduct data aggregation from on-body sensors. WBANSs are
dependent on a Gateway or mobile device in order to upload their sensed data
on a Back-end server, but the authors argue that all sensors should have the
necessary communication infrastructure to upload data even in the case of a
Gateway failure. Their approach, aims at classifying the outgoing packets of a
WBAN according to their urgency and avoid the upload of non-urgent data. In
this way, the system exhibits energy saving, which allow for both sensors and
Gateways to have longer operation cycles.

In [212], a lightweight ECG acquisition sensor has been developed, which
communicates the ECG signal data over ZigBee, short range wireless
communication protocol. Local data are transmitted to a Gateway connected
to the Internet, in order for the data to be uploaded to an IoT server. This
server has the software infrastructure to convert the input from many different
sensors to an universally accepted storage format. This work has focused only
on ECG acquisition and does not provide solutions regarding the assessment of
the captured data.

In [113] authors introduce an ECG based health monitoring infrastructure,
combining IoT sensing and Cloud processing. Data are sampled from on-human
sensors and are uploaded via a Gateway to the Cloud. Local processing includes
the filtering of the captured ECG and the embedding of watermark data on the
signal to protect it from forgery. The produced signal is uploaded to the Cloud,
where several time and frequency domain features are extracted in order for
the heart beat to be classified. The classification is performed using a binary
Support Vectors Machines classifier, similar to the one utilized in our developed
application. Nevertheless, in our case the classifier has been fine-tuned to be
suitable for local processing and not require high-end Cloud infrastructure.

Authors of [27], propose a hierarchical approach based on Fog computing for the
distribution of processing and decision making of Healthcare IoT. A Gateway
is responsible for the execution of local analytics and ECG based heart beat
assessment, using SVM classifiers as in our work. BLE interface is utilized as
the wireless communication protocol for local acquisition of ECG data from
sensors. Within predefined intervals, data are uploaded from the Fog Gateway
to the Cloud, where further processing takes place. The management of all
layers of computation is performed by an enhanced version of MAPE-K model
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proposed by IBM [27].

In summary, there are many works on the deployment of ECG analysis
applications, but limited effort on the deployment of such applications on
the context of IoT and especially Edge computing. Most importantly, the
existing deployments of applications in this computing infrastructure focus on
the mapping of the tasks in the different layers of the architecture. However, this
mapping is static, i.e. it cannot dynamically adapt to the run-time condition of
the system and fully take advantage of its offloading capabilities.

2.2 Automated High Level Synthesis HW accelera-
tor generation

High Level Synthesis provides a transparent synthesis flow for designing hardware
from high-level language implementations of algorithms. Several research
works have proposed general design exploration strategies for HLS-based
architectural optimization, to alleviate problems such as memory bottlenecks of
the implemented accelerators [146, 193, 245, 246]. The proposed exploration
framework forms an automated tool-flow solution already fully integrated with
Vivado-HLS. Implementing the exploration framework in modular manner, i.e.
not integrating the exploration engine inside the HLS engine (in any case not
possible with Vivado-HLS, which is not an open source tool) is strategic design
decision that enables the proposed framework to be reused with other HLS
tools with little effort.

This type of modularity, i.e. treating the HLS engine as an external tool, has
also been adopted by other state-of-art design space exploration frameworks
targeting the HLS domain, but most of these works have proposed exploration
strategies without taking into account the code structure of the target algorithm
implementation [245, 146, 193, 246]. Recently, a lot of attention has been
shifted towards more targeted HLS optimization techniques tailored to the
specific structural characteristics of the algorithmic descriptions, e.g. stencil
computations [36, 63, 70, 69, 233].

Concerning the efficiency of the way that an algorithm accesses memory, in [63]
a methodology for automated memory partitioning is presented enabling parallel
computation units to efficiently access multiple independent memory banks. The
Z-polyhedral model for program analysis is used to address bank mapping and
minimization of the total amount of memory required for the partitioned banks.
In [36], authors perform memory profiling of various applications and split a
single data structure into different memory banks for data parallelism to address
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the memory bottleneck problem. In [70], authors develop a micro-architecture
with multiple memory systems, each one customized to allow parallel access
to elements of one array. These systems manipulate an incoming stream of
array elements so that those corresponding to parallel array references are led
to different memory banks of the computation kernel. Similar to this principle,
we focus on one computation kernel and partition or reshape arrays according
to the access pattern of the algorithm so that the number of memory banks or
their width is sufficient for the required parallelism.

In [69, 233] an exploration algorithm tries to determine the partitioning of
an array so that elements accessed in parallel are assigned to different array
partitions. Memory partitioning is combined with memory access scheduling
in a cycle-accurate way. Authors of [214] target computational kernels at
which parallel access to a coefficient matrix takes place. They propose that
frequently used data are cached by on-chip registers organized as chains to
enable data caching with reduced hardware overhead. Memory partitioning is
then performed on infrequently re-used data, using a padding technique that
minimizes storage overheads when the partitioned data include zero values. Our
proposed techniques are closer to these approaches, since we also partition each
array according to the access pattern in each loop iteration to allow concurrent
access. We further examine grouping these elements in elements of greater
word-width and also combine the two techniques. As opposed to utilizing
one-dimensional arrays and perfect loop nests, we apply our methodology to
both one and two- dimensional arrays and on an imperfect loop nest.

In [164], authors create FPGA based accelerators for Iterative Stencil Loop
algorithms using data dependency analysis on their High Level representation
and then design space exploration to identify Pareto-optimal solutions in terms
of area and accelerator throughput. They propose a template computational
unit architecture, which operates on a specific data window in order to evaluate
the outcome of a number of iterations. Calculations are performed in a cone
shaped manner, making use of data values from a variable depth of preceding
iterations. An accelerator instance comprises of many such units, each one
processing a different segment of the input data matrix at the same time. The
specific characteristics of these units, i.e. the number and depth of the cones, is
the outcome of the design space exploration and characterises the efficiency of
the derived accelerator.

In [142], in order to allow concurrent access to memory references across different
loop iterations, authors extend the algorithm proposed in [69] to address the
issue of mapping array accesses to partitioned memory banks and scheduling
conflicting memory accesses to different execution cycles of the HW accelerator.
Similar to this idea, we utilize partitioning of the initial data set to enable
parallel execution of our computational kernel on the segments of the initial
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set and thus allow concurrent execution of loop iterations. Nested loops are
also targeted in [257], where the unroll factor of each loop and the presence
or lack of dataflow directive is determined to optimize the throughput vs area
tradeoff of the produced accelerator. The dataflow directive of Vivado HLS tool
enables the concurrent execution of loops and the authors focus on minimizing
the initiation interval of the kernel by iteratively optimizing the longest loop
through exploration of various unroll factors. We also apply this directive
to allow instances of the SVM kernel, which are basically nested loops, to
execute in parallel. The instances are optimized using our proposed design
space exploration, that includes extensive investigation of loop unrolling.

In [71] the authors propose a technique to optimize on-chip memory allocation
using loop transformations. Buffers for reusable data are utilized to save data
accessed by consecutive memory references. Loop transformation is used to
reduce the buffer size by improving data locality of array accesses. Authors
in [64] examine the adverse effects of typical memory partitioning techniques
and especially bank switching and propose an exploration of loop unrolling to
identify an unroll factor that alleviates the problem. Loop unrolling technique
is extensively utilized in our work and is combined with partitioning techniques
in order to match the array layout to the algorithm access pattern and address
memory burst issues and bottlenecks.

The presented work in Section 3.4 includes a novel methodology, implemented on
top of a commercial HLS tool, that combines data-, instruction-level parallelism
and memory architecture customization to deliver efficient delay-area SVM
design solutions. Manual HLS code source restructuring is combined with an
automatic design space exploration framework, which fine tunes the knobs of
the employed HLS tool. Efficient exploration is achieved by introducing a set of
design space pruning heuristics and incorporating an optimization algorithm as
a component of the framework.

2.3 Distributed Run-Time Resource Management

Several research works have presented run-time resource management schemes
aiming at either efficient resource utilization or application optimization.
Scheduling of tasks on many-core architectures remains a very active research
topic and authors in [176, 177], provide works which make use of multi-agent
systems in order to derive scheduling patterns in a computationally effective
manner. The authors in [176] present a heuristic based decision making
algorithm, which by taking advantage of the inherent properties of the execution
profile of benchmarks on a varying number of processing elements, is proven
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to converge to an optimally fair scheduling of tasks. Similar principles are
introduced in [177], where the concept of game theory is employed in order
to model the application characteristics and deduce an equilibrium, which is
translated to an optimal scheduling solution converging to the one provided
by a centralized scheduling scheme. While built with inherent scalability, both
works assume a platform which is based on a shared memory architecture for
inter-core data exchange. This, combined with the fact that the communication
requirements of the applications are not explicitly taken into account, may lead
to sub-optimal solutions.

Run-time scheduling on many-core systems is also addressed in a centralized
manner in [178]. The core of the proposed decision making is a greedy algorithm
with takes advantage of the concave characteristics of the Instructions Per
Cycle (IPC) metrics of the executing tasks. This property allows the scheduler
to produce optimal results in simulation and near-optimal solutions in real
systems. Following the centralized approach, authors in [167] present a run-time
resource management policy able to efficiently manage a many-core system
interconnected via a Network-on-Chip. Their targeted system contains fine
grain reconfigurable HW tiles and two task migration algorithms are utilized to
efficiently transfer the tasks between different processing elements. Nevertheless,
as the number of tiles increases, system degradation appears.

On the field of run-time mapping on many-core systems, authors in [18] present
a distributed, cluster oriented framework for homogeneous platforms, which
is based on agents for the task-to-cluster mapping. A scheme that tries to
reduce this on-chip node intercommunication is proposed in [73], where a
decentralized cluster-based scheme for task mapping designed for reduction of
the communication traffic between agents, is presented. A mapping approach
that tries to take into account the NoC topology but it is based on static
application models is presented in [248]. A stochastic hill climbing algorithm,
which adapts in order to find the start node in the application mapping on a
NoC is presented in [89]. The proposed scheme tries to map an application
onto an optimum contiguous area of the available nodes. The communication
aspects of the mapped applications are taken into account in [249], formulating
the mapping as an Integer Linear Programming problem and proposing a
centralized solution using a polynomial-time priority based heuristic. The
topological properties of the allocated cores are well recognized as an important
factor and they are also exploited in the work of [129]. On top of the topological
characteristics, the authors also propose an on-the-fly application performance
estimation scheme.

Apart from the topology, heterogeneity is another aspect of modern many-core
systems. Authors in [20] present a divide and conquer based distributed run-
time mapping framework for both homogeneous and heterogeneous platforms by
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introducing a matching factor for different PEs, while a system-level run-time
resource management scheme that focuses on the management of errors is
presented in [90]. However, even though the proposed approaches produce very
good results, both in homogeneous and heterogeneous systems, they do not
exploit any malleability aspect as they are designed for fixed-size applications
only. In [83], authors present SPARTA a throughput-aware run-time task
allocation scheme which incorporates machine learning techniques to predict the
behaviour of running applications and produce an efficient scheduling. Similarly
to our approach, this work makes use of existing Linux infrastructure in order
to apply its resource allocation policy. However, it is built as a kernel module,
while we refrain from this approach in order to introduce increased flexibility
and safety of operations by running on the user-space level.

On the field of self-organized and dynamic systems, from the aspect of
malleable or parallel applications, authors in [186] present a greedy centralized
scheduling strategy and demonstrate that the importance of efficiency varies with
respect to the characteristics of the workload. Regarding parallel applications,
authors in [80] show that application malleability provides up to a 15%
speedup over component migration alone on a dynamic cluster environment.
In order to keep the system distributed and offer the ability to decide for
itself and be self-organizable, some approaches implement machine-learning
techniques such as artificial networks [120] and reinforcement learning [56]
for estimating application performance and applying power optimizations,
respectively. Authors in [130] and [21] present distributed application mapping
for malleable applications supporting also self-organization. The properties
of malleable applications have also been utilized in [199], where a distributed
dynamic power management scheme is presented. The main concept is that
each application is governed by its own power manager and power managers
trade resources in order to optimize the energy efficiency of the system.

In [181] authors present PICASO, a run-time management system which targets
many-core systems, where communication is performed in a message-passing
manner. PICASO makes use of an hierarchy of micro and pico-kernels, where
the first are responsible for job execution and a number of them is managed by
a micro-kernel. However, resource exchange is performed only amongst different
micro-kernels. This hierarchy is similar to the proposed methodology, but
DRTRM provides a more fine-grained resource exchange infrastructure where
resource bargaining is performed in application granularity. Consequently, the
proposed approach is more flexible and permits the run-time adoption of various
inter-application resource exchange policies with no need of re-initialization of
the entire framework.

In the field of many-core operating systems, Barrelfish [34] is built in a highly
distributed “multikernel” fashion. In each core of the system, a kernel of
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limited size is running and no memory is shared between these kernels. In
Akaros [185], the kernel maintains a global overview of the system but the
available processing elements are an allocatable resource to applications, in a
manner similar to memory. Subsequently, each application implements its own,
user-level scheduling policy in order to utilize its acquired resources. In Factored
OS (FOS) [235], kernel services are distributed in a set of communicating
servers on the chip. Tesselation OS [68] groups hardware resources in Cells and
allows the user of these resources to apply its customized policies regarding
the mapping of an application inside a Cell. A resource allocation broker
service, facilitates the exchange or resources between Cells aiming at optimizing
system wide objectives. In an effort to extend Linux in many-core heterogeneous
systems, Popcorn Linux [30] proposes a design of multiple traditional kernel
instances, where each instance governs over resources of the same Instruction Set
Architecture. The kernel instances communicate directly in order to provide the
required functionality to the user space as if there was a single kernel monitoring
the entire system.

In summary, while the work on many-core run-time resource management
system is great both in quantity and quality, the focus of the publications so
far has been the resource management algorithms and policies. Chapter 4,
presents the design and implementation of a self-contained distributed run-time
resource management framework, targeting NoC based many core systems,
which is evaluated on an actual target system in order to capture the dynamics
of real workload execution and thus proceed one step further from simulation.
The framework makes use of existing Linux infrastructure, refraining from
introducing a new operating system design in order to reduce the design
complexity and make use of a concrete foundation for the final implementation.
Additionally, comprehensive resource management technique is presented that,
taking account the application profiles, distributes the cores among multiple
running applications, while maximizing the overall system performance and
keeping communication overhead low.

2.4 Application-arrival aware DRTRM

As detailed in Section 2.3 the Distributed Run-Time Resource management
paradigm has been investigated in various works, however in all of them the
arrival rate of applications is not taken into account. This parameter is
investigated in [256], where a heuristic for application admission control is
proposed to aid the service provider of cloud or grid based systems to meet the
Quality of Service requirements of the user. In [179], a job arrival aware scheduler
is proposed targeting asymmetric multi-processors. The centralized scheduler
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has a complete overview of the system and uses queuing theory concepts and
arrival rate predictions to make run-time decisions for the migration of jobs
between different cluster of PEs.

Authors of [87] target embedded, hard, real-time systems and propose a
feedback loop approach using control theory to regulate and fine-tune application
admission. Their approach is similar to our proposed one, but targets systems of
only a few processors, whereas ours is designed for many-core systems. In [140]
the concept of a job queue in a many-core system is extended by introducing
Isonet, a hardware based dynamic load distribution and balancing manager.
This manager makes the selection of the jobs to be executed based on micro-
network of load balancing modules, which take into account the current load
conditions of the system, in an ultimate effort to maximize system speedup.

The described approaches, mainly focus on performance optimization, neglecting
energy optimization goals, which is becoming an important requirement for
contemporary management frameworks. In [155] authors propose ARTE, an
Application-specific Run-Time Management framework, which makes use of
queuing theory concepts to maximize the QoS of a many-core system, while
respecting its power budget. The employed queuing model utilizes specific
information for each application, resulting from design time analysis. In contrast
to our approach, ARTE operates in a centralized manner embedded inside the
OS of a multi-core system. Another centralized approach is VARSHA++ [125],
a run-time framework extended with Dynamic Voltage Scaling capabilities,
for application mapping in multi-processor chips operating under dark-silicon
constraints. An input queue is used for application arrival, while task mapping
and scheduling is performed taking into account variation characteristics and
reliability predictions for the target chip.

Thermal management has also been addreesed, as on [88] where an agent-based
framework is proposed, in order to reduce peak temperature on the target system,
while offering enhanced performance and reduced energy consumption. Agents’
negotiations are based on a supply/demand economical model that distributes
power in a proactive manner. Agent-based management is also utilized in
[98], performing distributed task migration for thermal management. Neural
networks are used to predict peak temperatures in cases of workload variation,
showing higher performance and reduced migration overhead compared to
other centralized predictive dynamic thermal managers. An Agent-based power
management presented in [198] provides the opportunity of power state control
of resources for each individual application operating on the system. The
determination of each power state is performed with respect to improving the
overall energy consumption of the system under management. To achieve that,
a distributed power management approach is proposed based on game-theory,
which achieves significant results both in scalability and energy efficiency.
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2.5 Fault-tolerant DRTRM

A considerable amount of work is focused on extending the lifetime reliability
(i.e. minimizing core failures) of many-core systems by appropriately mapping
tasks using metrics such as Mean Time to Failure (MTTF). A run-time task
mapping design, which extends lifetime of the system by using a wear-based
heuristic is presented in [105]. However, this work does not examine component
failures and assumes that such failures are detected by the operating system or
another hardware resource. Authors in [75] present a task-mapping technique to
maximize MTTF of an MPSoC considering the ageing of NoC-links. However,
in case of a permanent core failure the system collapses and has to be restarted
in order to work properly.

The works in [147, 238], utilize Branch and Bound based algorithms to perform
application mapping on reconfigurable many-core NoCs, where the configuration
of PEs functions and interconnections is adjusted dynamically. Mapping
decisions are centralized and the optimization objectives take into account
reliability, energy and performance. The authors assume that spare cores can
substitute any faulty PEs and thus focus on tolerating transient errors of the
communication links between them. Application mapping is also targeted
in [103], where a centralized feedback loop approach is employed to achieve
maximum system performance under dark silicon thermal constraints and meet
the reliability requirements of the applications under ageing and thermal effects.

Task mapping is combined with Dynamic Voltage and Frequency scaling in
[76] to increase the reliability of the system, while transient faults in hardware
are tolerated via selective task replication. A genetic algorithm is used to
perform design space exploration and determine the task to PE binding, as well
as its VFS values.Triple or Double Modular Redundancy (TMR or DMR) is
extended in [165] to provide prolonged fault free system lifetime. In case of
failures, instead of task remapping to sustain the number of redundant tasks,
the authors propose to preserve the mapping and adjust the functionality of
the included voter task. N Modular Redundancy (NMR) is the main fault
tolerance mechanism in [162], targeting commercial many-core SoCs such as
[23]. Transient faults in PEs are encountered by comparing the output of
the N-times replicated task and repairing any instance that exhibits output
divergence.The required voter task is also doubled and the two voters constantly
repair one another in a round robin way. Authors in [43] propose a self-adaptive
engine for fault management in multi-core systems. Failure detection is achieved
by task replication and comparison of the different outputs. Application activity
is coordinated by a centralized core called fabric controller, which executes the
fault management layer and is considered hardened by-design.
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Authors in [112] and [197] opt for increased system dependability by examining
the combination of reliability techniques in different layers of many-core systems.
Regarding resource allocation, in [112] the run-time system layer performs
reliability-driven core allocation and task mapping. Similarly in [197], the
resource manager utilizes redundant multi-threading for task execution resilience
accompanied by a variation-aware task mapping. Both approaches depend on
centralized resource allocation and no recovery mechanism is presented in case
of resource manager failure.

In [59, 127] run-time fault-aware resource management is addressed using three
types of cores, i.e. regular, spare and manager. Managers overview the system
and monitor the status of other cores, while regular and spare cores execute
incoming applications. In case of a permanent or transient failure of a regular
core, spare cores are used to replace it and workload is migrated technique from
the faulty to the spare core. The difference between the two works is that [59]
employs static spare core provisioning while [127] dynamic, i.e. a subset of the
cores provided to the application are provisioned for fault tolerance. However, a
manager failure is not examined at all and in such a case the fault-aware nature
of the proposed schemes disappears. Our work bridges this gap by focusing on
the failure of similar managerial agents and provides a design alternative to
both static and dynamic provisioning of spare cores. In [107] fault mitigation in
networks consisting of nodes of re-configurable PEs (ReCoNodes) is proposed
by leveraging both HW/SW techniques. An individual OS overviews each
ReCoNode and lightweight "shadow" tasks replicate applications to provide
error mitigation. The proposed system, provides an efficient intra-application
fault tolerance infrastructure under the assumption that the administrative part
(OS) is fault free, where our focus lies.

A System-level and Hierarchical Fault-Aware (SHiFA) approach is presented in
[91] to provide run-time tolerance of manifested faults both in PEs and links of
the NoC. To achieve efficient fault tolerant mappings and resilient application
execution, SHiFA requires two kinds of distributed agents, i.e. system mobile
master (MM) and application managers (AM) in its hierarchy. Despite the
fact that this hierarchy is critical for the correct system operation, the authors
provide no mechanism for recovery actions in case of one or more agent failures.
Likewise, in [229] resource management is based on a hierarchical scheme, where
a Global Manager (GMP) supervises the system and Local Managers (LMP)
supervise application execution. Authors employ both hardware and software
mechanisms to tolerate faults in the PEs and links of the NoC. Specifically, in the
software stack a fault is mitigated in a cooperative manner between an LMP and
GMP. Nevertheless, there is no provision for a dynamic scheme which will ensure
system stability if one of these dedicated PEs fail. A holistic infrastructure for
fault tolerant resource management is also presented in [25]. A System Health
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Monitoring Unit has a global overview of the status of the links and PEs in
a many-core NoC based system and collects and classifies information about
manifested errors. This information is propagated to the Mapper-Scheduler
unit, to produce appropriate run-time mappings of the applications.

In conclusion, reliability aware mapping techniques concentrate their effort on
prolonging the lifetime of a system often neglecting to provide fault tolerance.
Even if faults are addressed, the existing solutions mainly rely on utilizing
redundancy techniques. On the other hand, our approach presented in Chapter 6
belongs to the category of fault tolerant frameworks, which aim at mitigating all
manifested errors, while providing the infrastructure for application deployment
and execution. In this case, reliable application mapping can still be used as a
key component of resource management infrastructure. We highly differentiate
from state-of-art [59, 127, 91, 229], by providing fault tolerance without spare
core provisioning, thus constantly exploiting the full potential of our target
many-core system as well as providing fault tolerant guarantees for all involved
agents of the system, in all levels of the resource management hierarchy.

2.6 Multi-Gateway loT systems

Although SQ management and computation offloading in Edge computing are
among the foreseen challenges in IoT [60], there are not many research work
addressing the joint problem. However, the problems of computation offloading,
SQ management and quality of experience (QoE) have been addressed separately
in other research fields including Wireless Sensor Networks (WSN) [239, 54, 31]
and mobile computing [232, 135, 144].

Many research efforts have been conducted on computation offloading in
mobile systems [135]. In these systems mobile devices are battery-powered
and resource-constrained, but the destination of offloading (i.e. servers) are
powerful computing devices. MiLAN [163, 110] is a middleware responsible to
manage and allocate network resources for the applications, that fuses data
from multiple sensors and needs to select optimal set of sensors. However, the
SQ of each sensor is fixed. MiLAN only considers the bandwidth limitation of
the network, while the processing capability is not modelled. Moreover, it does
not model the on-board processing and therefore cannot support combinations
of offloading schemes.

In [200], authors propose to minimize the energy consumption of sensor nodes by
computation offloading. This approach considers each IoT device indvidually in
order to find the optimal partitions of its application for computation offloading.
The output of this approach can be used as the input to our problem. A
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decentralized game theoretic approach for computation offloading in mobile
computing systems is presented in [55]. A single Gateway is considered, whose
wireless channel is the scarce and shared resource, while the processing capability
of the final destination server is unlimited. In addition, this approach does
not support multiple levels of offloading for a device, limiting the run-time the
decision to fully offloading the computation or fully processing on-board.

A joint optimization of bandwidth and computational resources for computation
offloading in a dense deployment scenario is presented in [190], which considers
the presence of radio interference. Nevertheless, the proposed solution is for
single Gateway networks, and does not support multiple SQ levels of devices.
In [241, 133], adaptive approaches are proposed to offload the computation
from portable devices in order to extend their battery lifetime. Other research
works have proposed to dynamically offload the computation [153, 119, 137], at
a system with single Gateway (server) architecture. These solutions consider
each device (or user) individually, thus not addressing the effect of different
devices sharing the same limited resources.

Authors of [85], work on the computational offloading of tasks of mobile devices
to Fog nodes and the scheduling of tasks inside the Fog node. They examine
the problem of a single Fog node and multiple mobile device and formulate
it as a non-convex quadratically constrained quadratic programming problem.
Their optimization objective is to minimize the maximum Cost, which takes
into account the Energy Consumption and execution latency of the applications.
Their solution is heuristic and does not take into account the existence of
multiple Fog nodes.

In [250] authors tackle the problem of computational offloading from mobile users
to an Edge Cloud infrastructure, with the objective to minimize the weighted
sum of the consumed energy by the mobile devices. Their problem is constrained
by the time-sharing of the communication channel, the computation capacity of
the Cloud infrastructure as well as the execution latency of the applications.
By examining the problem of a single Edge Cloud infrastructure instance, they
devise centralized policies for the decision of offloading per device, customized
to the way that the communication channel is shared between mobile devices,
i.e. time-division multiple access (TDMA) vs orthogonal frequency-division
multiple access (OFDMA) sharing.

In [168] an approach based on game theory is proposed to dynamically allocate
the bandwidth in a shared network channel in order to manage the quality of
experience. Although the algorithm can be adjusted for the bandwidth allocation
of a single IoT Gateway, it does not support any computation offloading aspect.
The authors of [240] propose a feedback control scheme to manage the quality
of service (QoS) of sensor nodes in a WSN. The QoS manager adapts the



32 PRIOR ART

sampling rate, (i.e. SQ) of sensors at run-time based on observed parameters
such as transmission delay or packet loss. However, the target system does not
incorporate on-board processing (i.e. it always offloads all the gathered data).
Packet loss is allowed to happen and then the system reacts to it by adjusting
the SQ level of the sensor nodes.

Note that even though QoS is commonly used in networking literature to refer
to the aspects of network service (e.g. throughput, delay, etc.), it may cover
a wider range of parameters specially in the IoT domain [141]. For instance,
the quality of the final results that user receives, i.e. Service Quality is a
QoS parameter. In [150], a utility-based approach is studied for bandwidth
allocation in wireless networks. The proposed approach is market-oriented but
in a centralized fashion that is designed for single Gateway systems, which do
not not support computation offloading.

The joint problem of bandwidth allocation and SQ management under resource
constraints for a single Gateway IoT system has been studied in [189]. The
optimal allocation bandwidth and computation offloading level is determined
using a dynamic programming algorithm. However, in a multi-Gateway system,
the problem has two interdependent sub-problems: binding and allocation.
None of presented approaches is applicable to this problem as they assume a
resourceful Cloud server as the offloading target, while in an Edge computing
setup the computation is offloaded from IoT nodes to other devices with limited
processing power. In addition, the assumption is made that the offloading
policy of one device does not affect the other devices in their setup, which is
not applicable to the limited, shared resources of Edge Gateways. Last, the
examined systems do not involve multiple destinations for offloading (i.e. the
binding problem) and application that operate on different SQ levels.



Chapter 3

Embedded applications design

3.1 Introduction

This Chapter provides an in-depth analysis of the design process of contemporary
embedded systems. The presented case studies belong to the healthcare domain,
which is a most promising target for the deployment of inter-connected sensor
based systems. The added value of introducing computer science concepts
in the health management are numerous, since patients will be offered better
treatment and quality of life, as the provided healthcare services will be tailored
to their individual needs. At the same time, the already stressed healthcare
system will be alleviated by remote monitoring, which will reduce the need of
patient hospitalization.

In this Chapter, the medical conditions under examination are (i) the
management of Chronic, hard-to-heal wounds presented in Section 3.2 and
(ii) arrhythmia detection using the Electrocardiogram signal, presented in
Section 3.3. The focus of the wound management applications is to present the
full design cycle of a clinically validated device prototype. The design of the
ECG analysis application leans towards the IoT system architecture, including
all the steps from high level algorithmic design to low level implementation,
targeting Gateway based Edge computing systems. Using the algorithmic
infrastructure produced in Section 3.3, a design methodology for efficient FPGA
hardware accelerators for ECG analysis is presented in Section 3.4. These
accelerators highly reduce the execution latency of the ECG analysis application
and allow it to meet its critical run-time requirements.

33
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3.2 Chronic Wound Management

In recent years there has been an increased focus on getting patients out of
the hospital and back into their own homes as soon as possible. To reach
this goal, new technologies that enable and assist this transfer have to be
developed. A very important case is the one of chronic wound management of
Venous Leg Ulcers (VLU) and Diabetic Foot Ulcers (DFU). Chronic venous
insufficiency and leg ulcers affect approximately 1-2 people per 1000 of the
general population, with approximately 10-20 people per 1,000 ever affected.
In addition, amongst people with diabetes approximately 1-4% will develop a
foot ulcer annually, and approximately 15% will develop at least one foot ulcer
during their lifetime [33, 24].

The Negative Pressure Wound Therapy (NPWT) is increasingly applied
in hospitals to treat chronic wounds by removing exudate and potentially
infectious material and promoting also the formation of granulation tissue, thus
accelerating the wound healing. Nevertheless, the healthcare costs of NPWT
are relatively high since it necessitates hospitalization and medical acts. For
many cases of NPWT patients, hospitalization is necessary but others are
hospitalised simply because they require constant monitoring and immediate
access to wound care specialists. Recently, portable NPWT systems have been
developed and commercialised, providing several advantages for the patients
such as discreteness and ease of operation. However, the majority of these
devices still offer only the single service of negative pressure on the wound and
basic vacuum control.

To enable monitoring and treatment of patients in their own home environment
or long term care, an online wound monitoring ecosystem needs to be
developed [216]. In the heart of this ecosystem, a Smart Negative Pressure
Wearable Device (SNPWD) will make use of non-invasive sensors that allow
objective, continuous, real-time monitoring of critical parameters of the patient’s
wound condition. In total, the wound management system will (i) collect data
and monitor wound parameters via non-invasive integrated micro-sensors, (ii)
offer the opportunity to provide personalised negative pressure wound therapy,
and (iii) allow healthcare experts to be remotely aware of the patient’s condition
and receive alerts about situations that require direct actions.

3.2.1 System Architecture

Fig. 3.1 shows the overall architecture of the online wound management system
as well as the localization of the respective sensors for wound healing/monitoring.
The infrastructure is composed by a set of subsystems namely: (i) the Clinical
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Figure 3.1: Architecture of SWAN-iCare eco-system.

Back-End server integrated to the hospital infrastructure where sensor data are
processed and stored, including a front-end for users to interact with the system,
(ii) the In-Wound Sensor Device (IWSD) responsible for gathering data from
on-wound sensors [216] (pH, Temperature, Matrix metalloproteinases (MMPs))
and communicating them to (iii) the Smart Negative Pressure Wearable Device
that applies the negative pressure wound therapy, provides interfacing to the
local user and uploads sensor data to the Back-end server.

IWSD transmits sensor data to the SNPWD via wireless Bluetooth Low Energy
communication. The existence of the IWSD is a key factor towards deploying a
usable and efficient wound management system, since it reduces the need for
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increased and lengthy wiring of the patient. Such wiring would be inconvenient
and a most frequent point of failure, when in daily use of the system the wiring
would be influenced or disconnected by patient activities. In addition, the
modular architecture of the system enhances its flexibility and prospect to
be incorporated into other wound monitoring systems, given that sensor data
sampling can be performed independently of the treatment.

The main goal of SNPWD is to enable the application of negative pressure
therapy on wounds that are hard to heel, with the additional feature of local and
remote connectivity. In general, SNPWD is composed of the Smart Negative
Pressure Device (SNPD), which is non-disposable and with a disposable part
(Canister, Tubing, Dressing and Integrated Multi-Sensors). The SNPWD
controls the pressure of a pump used to extract the excess of exudate generated
by the wound and collects it in a disposable canister. Two pressure sensors are
integrated in the device to enable the correct control of the applied pressure on
the wound. The SNPD will be wirelessly connected to the Clinical Back-end
through Wireless Wide Area Network (WWAN) over GPRS connection. The
device is also equipped with a Bluetooth Low Energy communication module
which is necessary for data exchange with the In-Wound sensor device.

3.2.2 Requirements of a HW emulation platform for SNPWD

Complex wearable devices such as SNPWD, require large design cycles, analysis
and validation of the developed hardware (HW) and software (SW) components.
The traditional design approaches that serialize HW/SW development are time
consuming, especially within the context of research projects which allocate
a significant amount of time to define the system requirements. Software
simulation of the final system suffers from long simulation times, while at
the same time it requires severe deprecation of the final code, since many
components, e.g. Bluetooth devices, UIF, etc., are not realistically modelled.

Regarding the embedded software, a bare-metal design approach was adopted,
to eliminate the validation and verification risks introduced by the software stack
of an operating system,. Designing software for a wearable device, especially
in the absence of OS, is directly coupled to the hardware, since there is no
intermediate layer between the high level tasks and the low level software. The
OS is substituted by a series of low level drivers which provide the means for
the high level software to control the underlying hardware. Assuming that
an SNPWD hardware prototype must be built, implying unexpected delays
related to hardware assembly cycles, an emulation device with characteristics
similar to the specifications of the SNPWD must be compiled in order to enable
early SW development. In this way, issues regarding timing and communication
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Table 3.1: Selection criteria and scoring for SNPWD emulation.

Ease of uArch and PCB port
programming performance close |availability for high
without OS to original SNPWD connectivity
Software + - -

Type of
emulation

Fast ) ) )
Pprocessors
Sl
oW + + -
Processors
FPGA + + +

can be addressed and software architectural design choices be validated and
re-evaluated in case of inability to meet specific requirements.

In an effort to determine the best available platform to realize the SNPWD
emulator, several options were examined. The basic qualitative selection criteria
are i) the ease of the platform to be programmed in the absence of an OS,
ii) the similarity of the CPU of the platform compared to the specifications
of the CPU of SNPWD and iii) the available I/O interfaces to facilitate the
building blocks of the SNPWD emulator. Specifically, we compare the cases
of i) pure software emulation on personal desktop computers, ii) emulation
using ARM-based embedded platforms with slow and fast cores and enriched
peripheral hardware components (e.g. BeagleBoard [67]) and iii) reconfigurable
FPGA devices. Table 3.1 reports the pros (4+) and cons (-) of each device
solution according to the desired qualitative criteria. As shown, the fine-grained
emulation efficiency of FPGA devices fulfils the necessary requirements for
building up the SNPWD system emulator, making possible to incorporate
or simulate almost all required peripheral devices and develop the high level
software in the absence of an OS.

3.2.3 FPGA-based emulation platform for SNPWD

Fig. 3.2 shows a photograph of the HW emulation platform, annotated with
the specific components used to resemble the original SNPWD hardware. The
basic element of the HW emulation platform is a Xilinx Spartan-IIT FPGA
device [61]. The Spartan-III FPGA instantiates the control microprocessor and
every interface of the peripheral devices is connected to it. We synthesize a
MicroBlaze, a soft-core IP processor, provided by Xilinx. It is a RISC processor
with 3-stage pipeline and clock frequency up to 50 MHz. Microblaze supports
architectural parameters customization thus enabling exploration of differing
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Figure 3.2: The components of the HW emulation platform.

design configurations to be performed, in order to tailor the design to the
characteristics of the application’s SW components. It forms a quite good
match considering the requirements of a wearable medical device since it is more
powerful than typical microcontrollers and has similar architectural features to
ARM processors which were chosen as the main processing unit of the SNPWD.

The FPGA comes as a part of a rich development kit, which provides many
on-board modules and extension interfaces. The on-board Ethernet module of
Spartan-III has was used as the communication interface with the clinical Back-
end server, using the the LWIp TCP /IP protocol stack [86]. The Back-end server
services for communicating the sensor data were implemented on a desktop
computer where the medical device uploads its information. The communication
between the on-wound sensors and the SNPWD is performed using the BLE
protocol, via an external BLE transceiver from Dialog-semiconductors [196].
Since development time is an essential parameter, the transceiver was not fully
incorporated into the FPGA, to avoid replication the communication interface
between the two components. A desktop computer was used, which executed
the Bluetooth stack necessary for the transceiver. This software was customized
to forward all the incoming sensor readings to a serial port which was connected
to the main processor of the SPARTAN-IIT FPGA.

The buttons of the SPARTAN-III kit were used as the UIF input, while the
output was the SPARTAN-III LCD display and an external ePaper display
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(EPD), the same as in the final SNPWD platform. The integrated ePaper
Display was the 1.44” EPD panel of Pervasive Displays. To reduce complexity,
the processor of the FPGA communicates via UART interface with an external
board where the EPD is connected and runs an EPD management firmware.

Finally, the HW emulation framework integrates a software module for the
pump speed controller, which forms one of the most critical components of the
SNPWD functionality. To maximize flexibility, the decision was made to create
a model of a pump, driven by a DC motor and to program another embedded
board, external to the FPGA, to simulate the behaviour of the motor in real
time [224]. The additional advantage of this choice is that it requires a simple
control loop via a PID to be implemented, thus simulating the dynamics of the
final control mechanism of SNPWD.

3.2.4 The embedded SW application prototype

The embedded SW application of SNPWD is responsible for the control of
all the systems on the device. To further describe the application, the term
task will be employed, to group a number of functions related to a specific
sub-system of the device. Task grouping enables the implementation of a Finite
State Machine of the interactions and priorities of tasks. The supported main
tasks are: i) start-up system check & calibration tasks, ii) User Interface tasks,
ili) communication tasks, iv) reading sensor data tasks, v) sensor data fusion,
vi) pump control tasks.

The logic behind the combination and succession of all the events inside the
high level software of SNPWD is implemented by the task management engine,
which eventually is the core of the embedded application. The overview of the
task management logic is depicted in Fig. 3.3 as a Finite State Machine. The
rectangles with round edges correspond to tasks and their interior is described
by other FSMs. The pump control interrupt service routing is also depicted in
the same format as a separate task. The rest of the interrupt service routines are
considered a distinct state, due to their small size and simple internal structure.
The events handled by this engine can be categorized in three basic categories:

i Periodic events which take place in predefined intervals in an interrupt
driven way, e.g. the main task and the pump control engine. The interrupt
driven manner of their execution is highlighted because it ensures that the
periodic constraints are met and not violated by asynchronous events.

ii Asynchronous interrupt driven events whose occurrence is unpredictable,
e.g. new transmitted sensor data. Care is taken so that interrupt handling
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Figure 3.3: The interrupt handling and task management engine.

functions are as least time consuming as possible in order to minimize their
effect on the main program execution.

i Main program tasks, which group functions related to a specific device
operation e.g. the UIF management. The succession of these tasks takes
places both in periodic and event driven manner. For example, the power
management task is set to be executed periodically every second, while the
data fusion task only when a new on-wound sensor reading is available.

A sensor data fusion engine is integrated to the SW application for evaluating
and combining the data sampled by the various sensors. The engine can generate
either alarms related to mechanical malfunctions, or warnings related to the
detection of medical related critical situations. The encoded medical conditions
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that suggest an alarm or warning generation can be found in [223], including
the use of machine learning algorithms, i.e. Neural Networks (NN), Support
Vector Machines (SVM) [72] and Decision Trees (D. Trees) [17].

3.2.5 Qualitative Evaluation: Functional requirements cover-
age

To qualitatively evaluate the effectiveness of the simulation approach, we
examined the coverage of the functional requirements using the proposed
emulation framework. Four attributes are used to define the status of the
requirements:

e Open: The requirement is to be handled (at least partially) in software.
Implementation is missing for first software prototype. Implementation
will have to follow for final product.

o Covered: The requirement is to be handled (at least partially) in software.
Implementation (in software) is finished.

e Obsolete: The requirement is not to be handled in software, due to
modifications and updates on the system architecture.

e Irrelevant: The requirement is not a software requirement and does not
require any software implementation. From the operating software point
of view, irrelevant requirements are treated as non-existent.

Fig. 3.4 illustrates the coverage of the functional requirements, originally defined
in the specifications of the system and achieved by the first prototype of
the embedded SW application. As shown, 48% of the SW requirements are
completely covered by the first prototype, while another 15% is partially covered.
Thus, the overall coverage achieved is about 63%, where the remaining 37% is
split among obsolete (4%), irrelevant (4%) and open requirements.

3.2.6 Final SNPWD HW architecture

Fig. 3.5 shows the block diagram representing the SNPWD hardware architecture
as designed by Swiss Center for Electronics and Microtechnology (CSEM). The
SNPD is based on three microcontrollers:

e« An ARM Cortex M3 at 72 MHz, with 100 KB of RAM and 1 MB of Flash
Memory as the “main microcontroller” or MAIN, that performs all the
tasks requested during “normal mode” of operation.
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e An ARM Cortex M3 at 72 MHz, with 20 KB of RAM and 128 KB of
Flash Memory as the “UIF microcontroller” of UIFMC that is responsible
for controlling the User Interface of the device.

¢« An ARM Cortex M3 at 72 MHz, with 20 KB of RAM and 128 KB of
Flash Memory as the “supervisory microcontroller” or SUPERVISORY,
that is activated only when MAIN stops working for an unforeseen reason.

There are a physical and a logical link between microcontrollers in pairs: the
communication link and the supervision link (mutual watchdog). The first link
is composed of a full-duplex serial port with hardware flow control and some
additional control lines. This link is used to exchange information such as the
sensor values or for sending commands, e.g. the main microcontroller requesting
a change in the UIF by the UIFMC.

The second link is composed of one output line from the supervisory to each
microcontroller and an input from them to the supervisory, used to send a signal
at a certain frequency, notifying that each one is alive and working normally
(mutual watchdog). The first microcontroller that detects that the other is not
working will rise an alarm visible to the user, and if possible upload the alarm
status. If MAIN stops working, the SUPERVISORY will raise a local alarm
and shut down the device or to put it in a safe mode, where it can stay waiting
for external intervention without any danger for the user.

UIFMC drives a full user interface with the following elements: (i) an EPD
(Electronic Paper Display or ePaper) with a LED BAR and a light diffuser
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Figure 3.5: Final SNPWD HW architecture.

and (ii) a keypad, a buzzer and a Flash LED, all embedded in a molded front
panel together with the EPD window and the LED BAR. MAIN can raise an
alarm and provide detailed explanation about the origin of the problem by
writing text or drawings symbols in the EPD, being also able to show different
levels of messages such as normal information and warnings. To achieve it, an
appropriate command is formulated and sent to the UIFMC.

Regarding connectivity, the SNPD implements two wireless communication
links: (i) a Dual-Mode Bluetooth module with Bluetooth Classic 2.1 for data
communication and Bluetooth 4.0 (BLE) to link the integrated sensors and
(ii) a GPRS module that links directly to the Clinical Back-End. The SNPD
also implements data storage capability with a NOR serial flash memory of
1Gbit (128Kbytes), which is large enough for the intended application. The
UIFMC has also its dedicated flash memory of the same type and capacity in
order to store the EPD screens and display them according to the directives
of the high level application. The power management componet of the device
integrates a rechargeable Battery Pack (BPACK) with a protection circuit with
a SOC (State Of Charge) and status monitor, which expose battery capacity
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information to the software.

MAIN only has to take care of basic motor control tasks, such as enable the
speed set point calculation. The control feedback and safety are implemented
by means of the following elements: (i) Two pressure (or vacuum) sensors (one
analog, one digital) as feedback for the control loop and (ii) a pressure (or
vacuum) switch as safety element. The pressure switch controls the enabling of
the motor power supply line, its disabling if overpressure (vacuum) is detected,
thus stopping the pump without any microcontroller intervention.

3.2.7 The final embedded SW application

The software architecture of the SNPWD follows a layered approach, which
defines two coarse layers i) the low levels firmware drivers (LLDs) that provides
the API to expose the hardware functionality to the software layer and (ii) the
high level embedded software application that is built on top of the LLDs and
implements the actual device functionality exposed to the prospective users
(patient and healthcare professionals). The software development follow the
ISO IEC 62304 “Medical device software — Software life cycle processes” to
achieve the goal of making the software safe for medical applications.

The Smart Negative Pressure Wearable Device (SNPWD) is the on-Patient
medical device implementing the DFU/VLU negative pressure treatment. The
embedded application has been developed in a bare-metal manner on the
SNPWD platform and the overall embedded software architecture is depicted
in Fig. 3.6. The execution of the application is performed on the Main micro-
processor and is responsible for:

i managing the medical pump to extract exudates from the wound

ii communicating information, warnings and alarms to the Patient via the
available User Interface components

iii uploading via 3G wireless communication the extracted medical data from
the SNPD to the Back-End system

iv. managing the Bluetooth Low Energy connection with in-Wound Sensor
device and periodically gather its sampled sensor data

v managing the storage and recovery of sensor and events data (e.g. alarms)
in the on-board non-volatile flash memory

vi ensuring the safe and reliable operation of the device while checking its
available battery capacity
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The aforementioned functionality is grouped into tasks, scheduled accordingly
by a hypervisor task, referred to as tasks management task. Each task is related
to a different module of SNPD (e.g. motor control, 3G connection control, etc.)
and includes a set of functions and APIs in order (i) to efficient controller the
respective module and (ii) to allow the rest of the tasks to interact with it. In
overall, to implement an effective mutual exclusion mechanism, the goal is each
HW resource/interface to be managed by a limited number of tasks to avoid
inter-task collisions. The final set of implemented tasks is the following;:

Task Management: Responsible for managing and invoking the rest of the
tasks in a round robin fashion, under normal operation. In addition, it triggers
the initialization of the system, by executing the initialization functions exposed
by the rest of the tasks. Its core functionality is illustrated in Fig. 3.7.

User Interface Management Task: Responsible for handling the User
Interface of the device by issuing the appropriate commands to the UIF
management CPU. In addition, it exposes the necessary APIs to the rest
of the high level tasks in order for them to be able to alter the UIF according
to asynchronous events.

3G Connection Management Task: Includes all the functionality related
to managing the 2G/3G WWAN interface module of SNPWD. It is responsible
for initializing the configuration of the GSM module and performing all the
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necessary actions to establish a connection to the back-end server and upload
any pending data. The task exports the necessary APIs to the rest of the tasks
in order for them to be able to queue up the data to be uploaded. These data
include sensor data sampled from the In Wound Sensor Device, average NPWT
pressure applied on the wound of the patient as well as any alarms associated
with the evolution of the therapy or the operation of the device.

BLE Connection Management Task: Achieves the correct operation of
the Bluetooth Low Energy communication module of SNPWD. This module is
crucial for achieving communication with the In Wound Sensor Device, where the
sensors of the wound are connected on. The BLE connection task is responsible
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for pairing with one IWSD and sampling it in predefined intervals according
to the sensors requirements. The acquired sensor data are transferred to data
management task for further handling and then IWSD is commanded to operate
in a low power mode in order to save energy.

Motor Control Task: Interacts with the motor of SNPWD, which is the key
element of NPWT. The task focuses on assessing the current state of the applied
pressure on the wound by sampling the two pressure sensors of the device and
then to trigger the motor control algorithm to determine the new operation
point of the motor, according to the reference pressure of the therapy.

Pump Control Task: Responsible for the high level supervision of the
operation of the pump, which is delivering the NPWT. It interacts with
other tasks to determine the type of the applied treatment (continuous versus
intermittent). In addition, it identifies pressure related alarms, by correlating
the average applied pressure on the wound (exposed by the motor control task)
and the duration that the NPWT is enforced.

Power Management Task: Invoked in a periodic way to check and react to
the battery levels of the SNPWD. Whenever low battery levels are detected,
it invokes the appropriate changes in the UIF, using the API provided by the
UIF management task in order to notify the patient that the device must be
recharged. In case of critically low battery, this task performs all the necessary
actions to ensure a safe device shutdown.

Data Management Task: Performs all the necessary actions for the correct
data management inside SNPWD. This includes data forwarding between
different tasks (e.g. from BLE connection task to 3G connection management
task) as well as data storage in the non-volatile flash memory of SNPWD. Since
there is no file system on the device, the task is responsible for organizing both
reading and writing to the non-volatile memory. It also maintains a certain
sector of non-volatile memory, where system and user related data are stored in
order to be restored during next system start-up.

3.2.8 Wearable device SW verification - Clinical validation

Due to the importance of the SNPWD SW for the correct operation of the
SNPWD medical device, numerous verification tests were performed both on
the device and SW. The tests aimed at validating the correct operation of the
SW using a bottom up approach. First individual functions were tested, then
individual tasks and eventually combinations of tasks. The tests also involve all
the devices of the Wound Management architecture i.e. SNPWD, IWSD and
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Back-End server. With respect to the embedded SW, the tests were grouped
according to the following device functionalities:

o Negative Wound Pressure Treatment application (Pump Operation)
e Alarms generation for Negative Wound Pressure Treatment

¢ Bluetooth Low Energy Connection and Data transmission

e Local Data Management and non-volative storage

e« WAN (GSM) Communication Management and Data uploading to Back-
end server

e Power Management

e User Interface Management

The tests validated the response of the device in timely manner (e.g. pump
control and alarm generation), as well as its ability to react to external and
internal events (e.g. over-pressure on the wound, battery depletion). In
addition, meticulous effort was put on ensuring that data management is
correctly performed, taking into account all the respective data production and
aggregation points of the Wound management architecture. More precisely,
the tests evaluated data generation and correct transmission from IWSD to
SNPWD, local non-volatile storage on SNPWD to ensure data availability even
if WAN connection is not active, and the integrity of data uploaded to Back-end
server in cases of unpredictable GSM connection quality.

Special focus was put on the validation of the correct delivery of Negative
Pressure Wound Therapy, which is the critical element of the medical device.
The correct delivery of the therapy is achieved if the applied pressure on the
wound is maintained constant and within an error margin of the reference point.
A monitoring infrastructure was developed in order to acquire and raw data of
applied wound pressure by SNPWD. Moreover, different wound models were
created in order to simulate in the lab conditions that accurately capture the
dynamics of the final setup, i.e. the wound of the patient.

Fig. 3.8, illustrates an indicative example of such tests on a vertical wound model.
The X axis corresponds to the duration of the applied NPWT, while the Y axis
corresponds to the applied pressure on the wound model. The target reference
points are negative 50 mmHg (Fig. 3.8a), 75 mmHg (Fig. 3.8b), 100 mmHg
(Fig. 3.8¢) and 125 mmHg (Fig. 3.8d). In all cases it is shown that the control
task manages to regulate the pressure within an acceptable error margin of up
to 5 mmHg, in comparison to the reference pressure. This behavior is an inherit
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Figure 3.8: Average applied on-wound pressure for various reference points.

feature of the controller algorithm which is a plain Proportional one. However,
this was chosen over a PI controller because it is less computationally intensive
and thus less energy consuming. It was also chosen over a PID controller because
the latter does not guarantee the stability of the control. The overshoot is also
kept within limits and some single spikes are attributed to the proximity of the
pump to the pressure sensors.

The aforementioned SW design methodology, combined with in-depth validation
in all aspects of HW and SW allowed the deployment and verification a working
prototype of a Smart Wearable Wound Management, which through the Swan-
Care consortium [216], managed to succeeded at acquiring the necessary safety
compliance certifications and the approval of the Italian Ministry of Health in
order to conduct a clinical validation study in the Dermatology department of
the University of Pisa. The study included 15 patients of VLU and DFU and
took place over 5 weeks. The study validated the functionality of Swan-iCare
system and provided valuable clinical data regarding the application of medical
sensors in the wound caring eco-system.
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3.3 Arrhythmia detection via the Electrocardio-
gram Signal

This Section presents the full design cycle of an Electrocardiogram application for
arrhythmia detection on an IoT node. The core functionality of the application is
performed via machine learning based classification, which in turn creates a large
design space with respect to building and fine-tuning the classification algorithms.
To achieve this goal, a complete design space exploration methodology was
built, which was utilized in order to produce different classifier models offline
and afterwards evaluate them in an actual IoT node.

3.3.1 The Electrocardiogram Signal

The electrocardiogram signal, most commonly referred to as ECG signal, is
widely accepted as one of the most fundamental bio-signals for monitoring and
assessing the health status of a patient. It is produced by recording the electrical
activity of the heart over a period of time using electrodes placed on a patient’s
body. The electrodes record the sum of the electrical activity resulting from
the cardiac muscle contraction in response to the electrical depolarization of
the muscle cells.

Fig. 3.9, illustrates a typical example of an ECG waveform. Different parts of
this waveform can be distinguished and these are utilized by medical experts
to assess the status of the ECG signal. More specifically, the P wave indicates
that the atria are contracting, pumping blood into the ventricles, and is usually
0.08 to 0.1 seconds in duration. The QRS complex represents ventricular
depolarization and contraction, with duration normally 0.06 to 0.1 seconds.
The T wave represents ventricular repolarization and is longer in duration than
depolarization. Sometimes a small positive U wave may be following the T
wave, which represents the last remnants of ventricular repolarization.

By convention, electrodes are placed on each arm and leg, and six electrodes are
placed at defined locations on the chest. These electrode leads are connected
to a device that measures potential differences between selected electrodes to
produce the characteristic ECG tracings. The limb leads are called leads I, II,
III, AVR, AVL and AVF. The chest leads are called V1, V2, V3, V4, V5 and
V6. In this study, the ECG signals we examine are modified limb lead II, a
bipolar lead parallel to the standard limb lead II, but acquired using electrodes
placed on the torso, a requirement for long-term ECG monitoring.

One of the most common heart malfunctions is arrhythmia [154], where the
heart beats differently compared to its normal rhythm. While this phenomenon
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Figure 3.9: Typical waveform of the ECG signal of a heart beat.

is not always critical, it can lead to strokes or heart failure. Given the severity
of these cases, arrhythmia and its detection using the ECG signal is a well
studied domain. Recently, techniques from the machine learning domain have
been adopted [225] for arrhythmia detection and in this work this concept is
extended and customized, by designing a machine learning based ECG analysis
flow targeting an IoT node.

To efficiently design and employ machine learning techniques, a rich and
descriptive input data set of the phenomenon under analysis is required. For
the purposes of this study, data from the MIT-BIH arrhythmia database [156]
were utilized. The database is composed of 48 half-hour excerpts of two-channel
(two leads) ambulatory ECG recordings, obtained from 47 subjects. Of these,
twenty three recordings were chosen at random from a collection of over 4000
24-hour ambulatory ECG recordings, serving as a representative sample of
routine clinical recordings. The remaining twenty five recordings include a
variety of rare, but clinically important phenomena such as complex ventricular,
junctional and supraventricular arrhythmias [154]. The subjects include 25 men
aged from 32 to 89 years and 22 women aged from 23 to 89 years. Approximately
60% of the subjects were inpatients and 40% outpatients.

A crucial advantage of the MIT-BIH database is that it also provides annotations
for each record, where cardiologists have designated a label for each individual
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heart beat included in the record. There are approximately 110.000 annotations.
Two arrhythmia groups are examined in this analysis, i.e. 'Normal’ (N) and
"Abnormal’, which includes all the different types of arrhythmia as they have
been indicated by doctors.

3.3.2 Design and Exploration of ECG Analysis Flow

The first essential part of creating an ECG analysis IoT node is defining the
exact components of the flow by exploring different design alternatives. This
exploration is performed on the algorithm level and is executed offline on devices
with high computational capabilities, in order to explore the biggest possible
subset of the design space within a reasonable time frame. In this Section the
overview of the ECG analysis flow is presented and then the focus is moved to
each sub-component and the strategies to best define its structure.

Building blocks of the proposed ECG Analysis flow

Fig. 3.10 illustrates the structure of the proposed analysis steps for heartbeat
classification. A digitized ECG signal is applied as the input to the system and
the main processing stages are:

o Noise removal that filters the signal using a band-pass filter to remove
artefacts resulting from patient breathing and movement or noise imported
by the power line.

¢« R peak detection and heart beat segmentation that detects a heart
beat inside the acquired ECG signal data. If an R peak is detected then
a new heart beat has been located and its data are segmented for further
processing.

o Feature extraction process is imposed on the heart beat in order to
extract its characteristics and achieve greater classification performance.
For each detected heartbeat, a feature vector is extracted, containing a
smaller number of elements than the ECG samples forming the heartbeat.
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e Diagnosis classification: that concludes whether the heart beat exhibits
arrhythmia signs or not. Given the complexity of deriving accurate
analytical models in order to assess and predict the status of heart activity,
machine learning tools have been established as an appealing and fruitful
alternative for ECG signal analysis [225, 254, 157].

In more detail, the Noise removal stage filters the power line interference and
the baseline wandering, which are significant noise sources that can strongly
affect the ECG signal analysis. According to [169], the signals were band-pass
filtered at 1-50Hz, using a digital FIR filter implemented in software.

The R peak detection and heart beat segmentation stage involves the
critical functionality of locating and segmenting a heartbeat, which is the key
information under analysis by the implemented IoT application. In order to
detect a heart beat, the application detects an R peak inside a predefined
input ECG data window. The detection of an R peak is a complex procedure
and still remains an active research topic [108], given its significance in ECG
analysis. Still, QRS detection, especially detection of R wave in heart signal, is
easier than other portions of ECG signal due to its structural form and high
amplitude. In the implemented application, we relied on existing algorithms for
the detection of an R peak, provided and validated in the software pack from
PhysioNet [156]. More precisely, the wgrs function[259] implemented in C is
applied to the signal, which provides the locations of all QRS complexes found,
and each one of them corresponds to the detection of a possible heartbeat.

As suggested in [225], a segmented heartbeat corresponds to a data window
of 257 samples, equally distributed around a possible heart beat. This data
window is designated according to the QRS onset information provided by
the wqrs function. The window is adapted to cover the PR and QT intervals
(Fig. 3.9), by acquiring 86 samples before the QRS onset, and 170 samples
after the QRS onset (257 samples in total). These values are the result on
extensive statistical analysis over the ECG waveform [65] and have also been
experimentally validated [220].

As a Feature extraction mechanism the Discrete Wavelet Transform (DWT)
[77] was used, since it has been proven to produce very accurate results. The
wavelet base for the DWT is Daubechies of order 2 (db2) [78] and 4 levels
of decomposition are performed as proposed in [225]. The DWT is used to
compute compressed parameters of the heartbeat data which are called features
and characterize the behavior of the heartbeat. The method of using a smaller
number of parameters to represent the heartbeat is particularly important for
recognition and diagnostic purposes, since the information about the heartbeat
is more focused and easily classified by a machine learning based algorithm.
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Figure 3.11: Discrete Wavelet Transformation of 4 levels.

The decomposition was performed in a depth of 4 levels, with each one producing
a set of approximate and detailed coefficients. Since the heartbeat on which
the DWT is applied consists of 257 samples, the number of wavelet coefficients
for the first, second, third and fourth level, are respectively 130, 66, 34 and 18.
In total, 494 wavelet coefficients are obtained for each heartbeat. However, the
final feature vector that serves as input to the classification stage, resulted from
a design space exploration on all combinations of the 8 sets of coefficients, thus
highly minimizing the number of them that are used for classification.

The actual transformation was implemented in C programming language,
according to the functionality of wavedec() function of Matlab. Its calculation is
based on consecutive decompositions of the signal using low-pass and high-pass
filters, according to the utilized mother wavelet. The coefficient values of these
filters were derived from the w filters() function of Matlab, for Daubechies of
order 2 (’db2’) mother wavelet. In addition, symmetric-padding (boundary
value symmetric replication) was applied to the signal, which is the default
discrete wavelet transform extension mode of Matlab. Finally, the convolution
of the signal with each filter is implemented to produce the approximation and
detail coefficients for each of the 4 levels of decomposition, according to the
following process illustrated in Fig. 3.11: Given a signal s of length n, the DWT
consists of logs n stages at most. The first step produces, starting from s, two
sets of coefficients: approximation coefficients CA1, and detail coefficients CD1.
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These vectors are obtained by convolving s with the low-pass filter Lo_ D for
approximation, and with the high-pass filter Hi_ D for detail, followed by dyadic
decimation (downsampling).

The last stage of the execution pipeline, i.e. Diagnosis classification,
consists of a binary classifier, which labels each heartbeat as either ‘Normal’
or ‘Abnormal’. In this study, the Support Vector Machine (SVM) classifier [72]
was chosen, which has beem shown to exhibit high accuracy in detecting
problematic beat patterns [225, 203]. Support vector machines (SVMs) are
machine learning algorithms, which analyze data and recognize patterns based
on statistical learning theory, supporting non-linear classification with high
accuracy and reduced computation cost. The classifier follows the supervised
learning principle, i.e. given a set of training samples and their respective
labels an SVM training algorithm builds a model that assigns new samples into
one of the two classes, resulting in a non-probabilistic binary linear classifier.
Extending this notion, in this work an SVM classifier is employed as the means
of distinguishing whether a heart beat is exhibiting arrhythmia or not.

3.3.3 Support Vectors Machines based Classifier

SVM classifiers [72] have grown very popular in many machine learning
applications and have been extensively used for classification tasks in fields
such as text recognition [218, 230], bio-medical applications [96, 172], image
processing [217, 228, 255] and more recently activity recognition in mobile
devices [22] and deep learning [215]. The popularity of these classifiers is
twofold. On the one hand, they exhibit high classification accuracy, even in
problems with complex, non-linear distribution of their extracted features space.
On the other hand, their structure, based on stencil computation operations,
forms a promising candidate for applying acceleration techniques [174, 50].

In a binary classification problem, where input data belong to two classes,
a hyperplane can be defined as the geometrical division or separation of the
two classes. An SVM is trained to classify an input feature vector of a new
observation into one of two classes, which without loss of generality, for the
context of this work will be identified as {1,-1}. The SVM training algorithm
will try to deduce the optimal hyperplane, called maximum margin hyperplane
that best divides the classes. This is achieved by discovering the hyperplane
that has the largest distance from the nearest training-data point of any class,
since in general the larger the margin is, the lower the generalization error of the
classifier is. The optimal hyperplane is specified by a (normally small) subset
of the training data, which defines its position. These points are referred to as
the support vectors and hence the name of the classifier.
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Without loss of generality, the same principles apply to any finite dimensional
space, but it often happens that the training classes are not linearly separable
in that space. For this reason, it has been proposed that the original finite-
dimensional space is mapped via a kernel function to another space, where
the separation by a linear hyperplane is feasible. Commonly chosen kernel
functions are non-linear ones, e.g. polynomial function with order greater than
one, hyperbolic tangent (tanh) and Gaussian radial basis function (RBF). In
this work, Radial Basis Function (RBF) is the chosen kernel function K, as
biomedical applications have proved to perform poorly when linear kernels are
used, due to the non linear relations of their data. The advantage of the RBF
kernel over other non linear kernels is that it has fewer parameters and fewer
numerical difficulties. The RBF kernel for two vectors a and b is defined as:

K(a,b) = exp(—7lla - bl|?) (3.1)

During inference, after having trained an SVM model of N__sv support vectors,
the function for classifying an input feature vector x is of the following form:

Class = sgn( i (y; * a; * K(x,sup__vector,)) — b) (3.2)

where K is the kernel function, sup__vector, is the i-th support vector and
y;, a; are values derived from the training process. Coefficient b is a bias value,
also a result of the training process and is constant over all support vectors.

const float sv_coef[N_sv];
const float sup_vectors[D_sv][N_sv];
void SVM_predict (float test_vector[D_sv],
int * y) {
loop_i:for (i=0; i<N_sv; i++){
loop_j:for (j=0; j<D_sv; j++){
diff=test_vector[jl-sup_vectors[jl[i];
norma = norma + diffxdiff;
}
sum = sum + exp(-gamma*norma)x*sv_coef[i];
norma=0;
}
sum = sum - b;
if (sum<0) *y = -1;
else *y = 1;
}

Listing 3.1: SVM original prediction code
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Table 3.2: Declaration of variables in Listing 1.

Variable Description

N_sv number of support vectors

D_sv dimension /features of support vector
sv__coef array of coefficients for each support vector

sup__vectors

array of support vectors

test vector

feature vector of heartbeat

57

dif f difference between elements of vectors
norma squared euclidean distance of vectors
gamma, b parameters v and b O.f RBF kernel product of y_ 1,
a_i of Eq. 3.2
sum accumulator for contribution of each support vector
y pointer to classification result

In addition to its algorithmic properties, the SVM classifier comes with a well-
established open source implementation library known as LIBSVM [53], which
supports both Matlab and C instances of the classifier. This is important to
facilitate an offline Design Space Exploration infrastructure in Matlab, the
outcomes of which are directly implementable in the target IoT system. The
outcome of the offline DSE is a file of an SVM model, that is used as input in
the initialization part of the IoT ECG analysis application. In this way, the
implemented application is parametric to the structure of the SVM model.

Listing 3.1, introduces the C-language based implementation of Eq. 3.2,
according to LIBSVM. Its input is a new feature vector to be classified and
its outcome is one of {-1,1}, i.e. the class label of the input vector. Table 3.2
includes all variables declared in Listing 3.1 accompanied by a short description.
The number of support vectors N__sv and the length of the feature vector D sv
in addition to the selected kernel, have great impact on the performance and
complexity respectively, of the classifier.

3.3.4 Design space exploration on SVM classifier

Having defined a training data set and a testing data set for evaluation, a
Design Space Exploration is performed targeting the different choices of input
feature vectors of the ECG signal, in order to designate the best SVM model
for arrhythmia detection (different feature sets generate different SVM models).

A high level view of the process to designate the feature vectors combination
which gives the model with the best performance is depicted in Fig. 3.12.
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Offline Training

Training and testing datasets formed from 45 ECG
records from the MIT-BIH Arrhythmia Database
(104581 heartbeats in total)

For each heartbeat:
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e the corresponding target diagnosis value

Training process using LibSVM:
e svmtrain()
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y
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Figure 3.12: Offline training and online classification.

The training phase is executed offline in a machine with high computational
capabilities. Its result, is different models exhibiting trade-offs regarding their
classification accuracy and computational requirements. This Section, elaborates
on the required steps to set-up and perform the exploration of the design space.

Creating the Input data set for SVM Design Space Exploration

In order for the different SVM models to be produced, an input data set has to
be appropriately formulated using the 45 selected ECG records from the MIT-
BIH database. This input data wet will be afterwards divided to produce its
training and testing sub-parts. As the previous flow indicates, all records were
firstly filtered, the R-peaks were located, and then the records were segmented
into single heartbeats, forming a set of 104581 heartbeats. As stated before,
for each heartbeat a vector of attributes and a target class value is required.
The vector of attributes used is the feature vector which contains the DWT
coefficients of the heartbeat and is formed at the feature extraction stage. As
target value, we use the label given for each heartbeat in the annotation files.

The problem at this point of the analysis, is the mismatch in the detected
heartbeats by the heartbeat detection functions provided in the toolkit, and
the actual heartbeats annotated by the doctors. A correctly detected R peak, a
"True’ beat, correspond to a detection close to an R peak annotation. On the
contrary, a faulty detected R peak, a ’False’ beat, is one which is far from the
corresponding R peak annotation. ’Missed’ beat is considered an R peak which
the detector failed to detect [221].
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In an effort to create a training dataset that abides to the same principles of the
implemented application, we overcome this problem by forming a procedure that
allows us to match the correctly detected heartbeats with their corresponding
labels in the annotation files. The type of detection (*True’, ’False’, "Missed’)
is produced by calculating the distance from an annotated R peak and its
comparison to a pre-defined threshold T' [221].

This procedure allows us to match the true detected heartbeats with their
corresponding labels in the annotation files. As for the falsely detected
heartbeats, their are labelled as ’Abnormal’. To validate this choice, a classifier
model was trained against only "True’ detected heartbeats and was used to
classify 'False’ heartbeats. The result was that about 86% of the 'False’
heartbeats were indeed classified as Abnormal. The 'Missed’ heartbeats were
not considered, since they are not detected during the heartbeat detection stage.
In total, the above procedure leads to a data set of 104581 heartbeats (100231
"True’ heartbeats and 4350 ’False’ heartbeats), accompanied by a vector of their
corresponding class values, and a matrix with the DWT coefficients for each
heartbeat. Half of the heartbeats are used as the training data set for the SVM
model, and the rest are used as the testing data set.

Design Space Exploration for SVM tuning

A design space exploration is performed over all combinations of the 8 sets of
DWT coefficients produced in the feature extraction stage. To reduce exploration
time, DWT is calculated only once, producing a vector containing all sets of
coefficients for each heartbeat detected in the database. An iteration takes
place, choosing a different combination of these sets to serve as input feature
vectors, and producing a different classifier model. The goal is to deduce a
classifier characterized by:

Number of correctly classified pointS)

o maximum classification accuracy ( Total number of points

e minimum computational cost

At this exploration phase, the computational cost is defined as the product of
the number of support vectors and the size of feature vector, since this is the
amount of multiplications required for a heartbeat to be classified [72].

Fig. 3.13 presents the results of the design space exploration, regarding accuracy
and computational cost. In almost all cases the accuracy is above 97%, with only
a few exceptions. The highest accuracy results from the feature vector that only
contains the approximate coefficients of the 4th level of DWT decomposition.



60

EMBEDDED APPLICATIONS DESIGN

L T
* .
" .
BBEH0B b D REREEEEEREPEPTRTRTPRE SPPFPITPTFIPRPEPERERY
+ .
b 1= P LR R SEREEERREEE
= .
8 . e
+ . . i+
E 1.58*‘08-3-» ..........
e ..,-y".#‘;
"E Y
g + + g 'ﬁ*‘
S r_’.*ﬂ;
1e+05 b : **5; ........
+ + o +
-
: : * o
: : : : : o
. . . . . +
BOO0O0 b v oo P RPN eree e {:'ﬂ'fs .......
* yoh +
eg\ot
) rrnaltty o
+ 0P N
0 i i i
1] 83 30 g2 a4 96 98 100

Aecuracy ()

Figure 3.13: Design space exploration of SVM classifier.

Specifically this model exhibits accuracy of 98.9%, having 2493 support vectors
of 18 features, each.

3.3.5 ECG Analysis Flow on Embedded loT Platform

The design and optimization of the different parts of the ECG analysis and
arrhythmia detection flow has been performed using high level tools such as
Matlab, which inherently provide implementations of the various functional
blocks required to perform both building and testing of the various components of
the ECG processing flow. The proceeding goal is to port the designed application
to a target embedded IoT device, which is much more constrained in terms of
available off the self source code implementations and computational resources.

This Section summarizes all the necessary decisions and implementation specifics
of ECG analysis flow for IoT devices.

The envisaged IoT-based ECG monitoring design must include a sensing part
where the ECG signal is captured, using an analog front-end. The signal is
then processed in the wearable IoT device. If the sensing part is not mounted
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on the device, then ECG data can be performed via a short range wireless
communication protocol, such as Bluetooth Low Energy, Zigbee, etc. The output
of the computing devise is the heartbeat diagnosis, which can be visualized
locally via a User Interface and/or be uploaded to a Back-end storage and
visualization infrastructure.

In this work, the target IoT device was Intel Galileo board [182]. The Galileo
is the first product to feature the Intel Quark SoC X1000, a chip designed
for small-core products and low power consumption, and targeted at markets
including the Internet of Things and wearable computing. The Quark SoC
X1000 is a 32-bit, single core, single-thread, Pentium (P54C/i586) instruction
set architecture (ISA)-compatible CPU, operating at speeds up to 400 MHz.
The use of the Pentium architecture gives the Galileo the ability to run a
fully-fledged Linux kernel. Furthermore, an on-board Ethernet port provides
network connectivity, while also the underside of the board includes a mini-PCI
Express slot, designed for use with Intel’s wireless network cards to add Wi-Fi
connectivity to designs.

The complete data flow of the IoT-based ECG monitoring design was ported
on Intel Galileo, augmented by data communication support to a Back-end
server, which will perform data aggregation and monitoring of the entire IoT
based system. In the presented case study, the Galileo Board, which serves
as the wearable IoT device, is connected via Ethernet to the network in order
to transmit the output data of the application over Internet to the database
of the back-end server. The uploaded information consists of the output of
the classification stage, which indicates the detection of either a 'Normal’ or
an "Abnormal’ heartbeat in the ECG signal. The transmission is performed in
real-time, after the detection and classification of a new heart beat.

In the software stack of the IoT node, libcurl library was used to perform
HTTPS Post requests of the ECG monitoring application to a remote web server.
Libcurl is a C-based client-side URL transfer library that supports numerous
Internet protocols and SSL certificates, ensuring that data exchanged remains
private and integral. Secure data transmission is especially critical in medical
IoT monitoring, as the information transmitted is of high clinical significance,
while also medical confidentiality must be preserved. The library is also IPv6
compatible which is important for IoT as it simplifies the assignment of a public
IP address to an IoT device, thus simplifying peer-to-peer communication.

Evaluation of ECG analysis flow on the loT node

In this Section, the behaviour and performance of the various components of the
ECG analysis flow on the IoT platform are evaluated. The goal is to determine
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Figure 3.14: Scaling of execution time in accordance to the computations
required for each SVM model.

the most time consuming parts of the flow and provide an insight of whether
the trend of the computational requirements of the various parts is consistent
with the theoretical expectation according to their complexity.

Fig. 3.14 summarizes the execution latency of various SVM models derived
from the performed DSE on their accuracy. Using as basic discriminant the
predicted computational intensiveness of the model, the 10 lighter, 10 heavier,
and 11 configurations in-between were evaluated [220]. The measured values,
validate the correlation between the employed computational cost metric and
the actual exeuction latency of each SVM model. In all examined cases, the
classification accuracy was above 90%, for the optimal cases being above 98.6%.

The same SVM configurations were utilized, to quantify the average execution
latency percentage for the processing of a single heartbeat in the complete ECG
analysis flow, as illustrated in Fig. 3.15. The examined SVM configuration
are the same as In all cases, the inputs of the application were signals derived
from MIT-BIH arrhythmia database. For application instances with small SVM
models (Fig. 3.15a), the filtering part dominates the execution latency of the
flow. Nevertheless, for SVM models of moderate complexity (Fig. 3.15b), the
execution of the classifier dominates the required CPU time. This is emphasized
in the case of SVM models with high complexity (Fig. 3.15¢), where SVM
execution requires in average more than 90% of the CPU time needed for
processing a single beat.



ARRHYTHMIA DETECTION VIA THE ELECTROCARDIOGRAM SIGNAL 63

mfiltering (53.28%) m fitering (20.55%) mfiltering (8.25%)

mwars (1.18%) mwgrs (0.46%) mwqrs (0.18%)
DWT (1.4%) DWT (0.57%) DWT (0.23%)

B SVM (44.14%) B SVM (78.43%) B SVM (91.34%)

(a) (b) (c)

Figure 3.15: Average CPU utilization per heart beat processing (a) SVM models
of low computational requirements (b) SVM models of moderate computational
requirements, (¢) SVM models of high computational requirements.

3.3.6 ECG Analysis Flow for Edge Computing

As presented in Section 3.3.2, the ECG analysis application is structured as
a pipeline of processing stages. The outcome of each stage is meaningful as a
standalone information, e.g. the a detected or segmented beat, but all stages
have to executed in order to achieve the intended application functionality. This
property of the flow enables the system to support offloading of processing to an
Edge Gateway. All the pipeline stages of the application can be executed both
on the IoT node and the Gateway. In this way, processing can be performed up
to an arbitrary pipeline stage on the IoT node, then transmit its output to the
Gateway, and resume the remaining stages of the pipeline there.

The run-time designation of the stages to be offloaded will be the main tuning
knob of the Edge based ECG analysis system. In order to evaluate the different
run-time alternatives, the concept of the provided Service Quality to the user is
introduced. For the case of ECG analysis application, different Service Quality
levels correspond to different input ECG signal sampling frequencies. Higher
sampling frequency, results in input signals of higher quality and thus more
detailed analysis of the ECG signal, in the cost of the higher computational
requirements. The increased signal resolution enhances further analysis and
diagnosis by medical experts thus leading to increased SQ for the patient. Five
SQ levels were considered for input data rates of 180, 360, 720, 1440 and 2000
Hz [189]. Combinations of SQ levels and offloading levels (i.e. after which
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pipeline stage computation is offloaded to the Gateway) result in different data
rates for input (z4 in Eq. (7.2)) and output (r4 in Eq. (7.3)) of the device.
Table 3.3 summarizes these values for combinations of QoS Levels and offloading
levels stages for our ECG monitoring prototype.

Table 3.3: Input data rates and transmission data rates for different SQ levels
and offloading levels.

Transmission rate rq4 [B/s] for of-
floading after a certain pipeline

stage
SQ |Sampling | Input data
level | freq. [Hz] |rate @4 [B/s] Stage 1 | Stage 2 | Stage 3 | Stage 4
1 180 720 720 360 104 1
2 360 1440 1440 720 192 1
3 720 2880 2880 1440 372 1
4 1440 5760 5760 2880 564 1
5 2000 8000 8000 4000 1024 1

Due to the increased sampling frequency of higher QoS levels we observe an
increase in input and output data rate of each stage. For example, if our window
of data analysis W is 256 points wide at sampling frequency of 360 Hz, then the
corresponding window rises to 512 data points at double the sampling frequency.
Inevitably, this affects all other pipeline stages given that they operate on
greater amount of data. The only exception is the result of the analysis flow
(Stage 4), which is always one value that corresponds to the diagnosis label of
the processed heart beat.

Stages 1 to 3 of the flow have been designed to operate on a variable-sized input
data window while a classifier model (stage 4) was trained for each QoS level.
Therefore, there is an instance of the pipeline for each SQ Level, which operates
on different amount of data. To comprehend how this fact affects the resources
needed for the execution of each combination of SQ level and pipeline stage,
we profiled the execution of the flow on the target IoT device (Section 3.3.5).
Fig. 3.16 summarizes the percentage of execution of each processing stage over
one minute for increasing SQ levels.

A expected, we observe that a higher QoS level comes at the price of increased
computational requirements. Fig. 3.16 also shows the computational effort that
is offloaded to the Gateway for the different offloading levels, as the breakdown
for the computational complexity of all pipeline stages is shown. In all cases, the
most computationally intensive stage is the diagnosis part due to its complex
structure in an effort to provide accurate predictions. On the contrary, beat
segmentation and DWT do not occupy the CPU for prolonged period. The
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Figure 3.16: CPU utilization of ECG analysis stages.

rest of the time the CPU remains idle, which is the major reason of power
consumption variations over different QoS levels.

A key component of the system model is determining the utility functions of
each device. The SQ value of each combination of SQ level and ECG processing
stage was set proportional to the ratio of the sampling frequency of ECG
signal divided by the maximum available ECG sampling frequency (2 kHz), and
multiplied by a diminishing factor of (0.9)*~!, where i is the SQ level. We also
enable the creation of more complex profiles of IoT devices, i.e. by allowing the
user to specify a factor of how important high SQ levels are for this device.
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3.4 Exploration Framework for Efficient High-Level
Synthesis of Support Vector Machines

Future IoT applications are expected to exhibit data-intensive characteristics
and inherent requirements for fast and efficient ways to process the acquired
data both on site and remotely in order to produce knowledge that will aid the
actions of the user. FPGA based acceleration of these tasks is an efficient design
alternative for meeting the latency requirements, while minimizing the energy
consumption of the system. To aid the accelerator development, the concept of
High Level Synthesis (HLS) [97] has been introduced in order to compensate
for the complexity of develeopment in Hardware Description Language (HDL).

Despite its high productivity, utilizing HLS in a straightforward manner usually
delivers highly sub-optimal design solutions mainly due to the extremely large
parameter space that has to be explored. Several researchers have identified
these HLS inefficiencies [245, 146, 193, 246], proposing the usage of design
space exploration techniques to better guide accelerator synthesis. Following a
similar approach, we propose a systematic two-level methodology and prototype
framework for producing high-performance HLS designs of hardware SVM
accelerators targeting FPGAs. The methodology is based on Vivado-HLS [92], an
HLS solution of industrial strength, that enables fast exploration and prototyping
of different architectural design decisions.

The eventual goal, is to automate the HW/SW co-design paradigm, and
instantiate the ECG analysis flow presented in Section 3.3.2 in a combined
CPU-FPGA system. The CPU is occupied with system management and pre-
diagnosis ECG processing, while the actual diagnosis is executed on a HW
accelerator instantiated on the FPGA fabric. The SVM model used in the
exploration process was selected according to the methodology presented in
Section 3.3.4 so that it provides the highest classification accuracy, while being
adequately small in size in order to have enough FPGA resources to instantiate
its accelerator on the target FPGA.

The parameters of the chosen SVM model are stated in Table 3.4. It exhibits
over 98% accuracy, sensitivity and specificity. The impact of differing arithmetic
precision on how well the final SVM accelerator fares at these metrics, is not
examined. Although the proposed methodology is applicable in a straightforward
manner in SVM implementations of differing arithmetic accuracy, we consider
this decision to be a priori taken by the application designer.
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Table 3.4: Utilized SVM model parameters.

parameter meaning value
N_sv number of support vectors 1274
D_sv |dimension/features of each support vector| 18

3.4.1 High Level Synthesis

High level synthesis (HLS) [97] tools take an input in a high level description,
such as C language and automatically generate effective RTL specification. HLS
begins with the compilation of the functional specification, which transforms
the input description into a formal model that incorporates the data and control
dependencies through a Control and Data Flow Graph (CDFG).

The following steps i.e. allocation, scheduling and binding are the key steps of
High Level Synthesis. Allocation defines the type and the number of hardware
resources needed. Components can be added during the scheduling or the
binding phase. During the scheduling process it is determined which operations
will occur at which operation cycles. These operations can take place within
one or several clock cycles, they can be chained or executed in parallel. The
scheduling phase takes into account design, timing and user defined constraints.
Binding is the process that determines which hardware resource implements
each scheduled operation. The decisions taken in the binding and allocation
process influence the scheduling of the operations, and thus these steps are
intertwined rather than running in a serial fashion.

The decisions made in the preceding tasks are applied and generate an RTL
model of the synthesized design. The initial C function is synthesized into an
IP block which can be integrated into a hardware system. The main advantage
of the HLS tools is that they can compile the C code into an implementation
of high performance, while maintaining an efficient resource usage. This is
accomplished by adding HLS-defined pragmas (directives) that are taken into
account during the scheduling and binding process and result in an optimized
IP block. HLS provides and optimum implementation based on its own default
behavior, the constraints, and the directives that the users specify. Table
3.5 summarizes the HLS directives that have been incorporated in the design
exploration described in the following Sections.

These optimization directives are selected so that the architecture created
satisfies the desired performance and area goals. The main metrics used to
quantify the quality of produced HW design are area, latency and initiation
interval. Area is a measure of how many hardware resources are required to
implement the design. In particular, HLS computes the utilization of available
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Table 3.5: HLS directives [242].

Directive Description
Reduces the initiation interval by concurrent

PIPELINE execution of operations within a loop or function.
DATAFLOW Task level pipelining. Functlonslapd.loo.ps are
executed concurrently. Used to minimize interval.
Inlines a function, removing all function hierarchy.
Used to enable logic optimization across function
INLINE . . . .
boundaries and improve latency/interval by reducing
function call overhead.
UNROLL Unrolls for-loops to create multiple independent

operations rather than serial executed ones.

Partitions large arrays into multiple smaller arrays
ARRAY_PARTITION| or into individual registers, to improve access to

data and remove block-RAM bottlenecks.
Combines multiple smaller arrays into a single large

array to help reduce block-RAM resources.
Reshape an array from one with many elements to
ARRAY_RESHAPE | one with greater word-width. Useful for improving
block-RAM accesses without using more block-RAM.

ARRAY_MAP

resources such as Look Up Tables (LUTs), Registers, block-RAMs and DSPs.
The latency of a function is the number of clock cycles required for the function
to compute all output values, while the function Initiation Interval (II) is the
number of clock cycles before the function can accept new input data.

3.4.2 Design exploration of accelerated SVM classifier

Fig. 3.17 depicts the proposed methodology for optimizing the structure of the
High Level Synthesis description of an SVM accelerator in order to enable the
HLS tool to synthesize efficient HW IPs. The input of the flow is the C source
code of the algorithmic description of SVM classifier. The methodology targets
FPGA based programmable System-on-Chip platforms, i.e. Zynq [260], which
provides an ARM Cortex-A9 and FPGA fabric.

All levels of accelerator optimization are performed using Vivado-HLS tool [92],
which enables user control over the synthesis process through the usage of
directives. It performs some optimizations by default and also allows the user
to impose directives and constraints of his own choice. The directives available
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from HLS aim at performance and area optimization and can be applied on
functions, loops, arrays and regions containing one or more of the above.

Regarding the proposed methodology, initially the input source code is
partitioned to the SVM kernel function and its wrapper logic, which utilizes
the kernel function as a part of a complete application. The SVM kernel is
then optimized through the proposed two-level design optimization strategy.
In parallel, the wrapper logic is tailored to the communication interface of the

HW /SW co-designed system.

At the first level of optimization, SVM source code is restructured to expose
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Figure 3.17: Proposed HLS based HW design methodology.
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higher data- and instruction-level parallelism than the one exploited by Vivado-
HLS. At the second level, the restructured code is enhanced with HLS directives,
whose form and position are automatically designated by the proposed framework
via a design space exploration under designer and device specific constraints, e.g.
maximum latency, FPGA resource utilization etc. The exploration is performed
on a very compact design space, which enables fast extraction of high quality
design solutions. This space is defined through a set of pruning guidelines
derived and validated based on extensive analysis on the impact of different
HLS directives on metrics and design objectives of the system. This analysis
takes place offline and can be reused as a pre-existing knowledge database that
guides the fitting of the pruning guidelines to a specific kernel instance.

3.4.3 Optimization Level 1: Code restructuring for HLS

We emphasize on two code restructuring strategies, which if employed assist
the tool to produce much more efficient HW accelerators in terms of enhanced
data- and instruction- parallel accelerator implementations.

Data-Level Parallelism in HLS Through Loop and Memory Partitioning

In Listing 3.1, the squared euclidean distance of the test_wvector and each
sup_vector is computed and used as input to the SVM kernel function. These
values are weighted with a coefficient of the corresponding support vector and
then accumulated in one variable to produce the classification result.

The contribution of each support vector to the total sum is irrelevant to
the contribution of the others since there are no data dependencies in the
computations performed between the test vector and each column of the support
vectors array. As a result, these computations can be performed concurrently
as illustrated in Fig. 3.18 where the use of different colours indicates that the
computations performed between each coloured column and the test vector can
be executed in parallel. To facilitate parallel execution, array sup_vectors is
partitioned into smaller arrays of fewer support vectors. Since the number of
attributes is constant, these arrays have the same number of rows but fewer
columns and contribute a partial sum to the total, in parallel to the evaluation
of the other partial sums.

We implement data-parallel SVM kernels by first modifying the structure of the
code and then utilizing HLS directives to enable parallel execution [222]. The
part of the code responsible for computing the total sum is implemented as a
separate function invoked by the main function as many times as many array
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Figure 3.18: Data-level parallelism in SVM.

partitions exist. Each instance of this function processes a different partition of
the sup_wvectors and sv__coef arrays to compute its partial sum. Eventually,
partial sums of all partitions are aggregated by the main function in order to
produce the classification decision.

Concurrent execution of all partitions is hindered, since all functions require
access to the same array simultaneously. An array in HLS is implemented
using block RAMs, which can have at most two read ports. In order to address
the problem of simultaneous memory accesses, the HLS tool would create a
replicate of the required arrays for each function instance, thus leading to BRAM
utilization burst. To resolve this inefficiency, we apply the array_ partition
Vivado-HLS directive for automatic array partitioning on the modified source
code. Using this directive, different read ports for each partition are created
and parallelization is possible without any adverse effects. Array_partition
directive is applied on sup_wvectors and sv_coef arrays. Array sv_coef is
one-dimensional and thus it is partitioned in partitions of consecutive elements.
Array sup_vectors is two-dimensional and is partitioned across its column
dimension into a varying number of partitions of consecutive columns.
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Figure 3.19: Performance and utilization for increasing number of partitions
(automatic).

In the main function we invoke the computing function once for each array
partition. Its arguments include the pointers to the arrays, a value indicating
the size of each partition in columns, an offset to identify the exact location of
the partition in the initial array and a pointer to the address of the partial sum
to be computed. Then the dataflow Vivado-HLS directive is applied on the
main function to allow functions within its scope to operate in parallel. HLS
automatically detects that function instances can be executed simultaneously
and synthesis is performed accordingly.

The described technique is evaluated for array partitioning of factors 2,3,4,8
and 16 and results are depicted in Fig. 3.19. Latency is assessed in terms of
gain, in comparison to the latency of the accelerator derived by the original
HLS code. Memory and area are presented in utilization percentages over the
available resources of the target FPGA.

We observe that as the number of partitions increases, the latency of the design
is reduced accordingly. In fact, the speedup of execution time is very close
to the ideal speedup value, which is equal to the number of array partitions
being used e.g. a speedup of 2x for a partition factor of 2 and close to 16x
for a partition factor of 16. There is a clear trade-off between reduced latency
and increased FPGA resources utilization since for each instance of the parallel
executed function its logic is replicated. This explains the increase in DSP,
Flip Flop and LUT utilization. For example, the loop body requires 45 DSP
units for all the operations to be scheduled in the original code. For increasing
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Figure 3.20: Speedup gain comparison (automatic vs manual).

partition factors, DSP utilization remains the same for each function instance
but the aggregated utilization is proportional to the number of partitions used.
This explains why for large partition factors, the amount of resources of the
target FPGA is not sufficient i.e. values of 100% utilization are reported. The
same principle applies for the utilization of Flip Flops and LUTs.

An interesting parameter is the utilization of BRAM required for array
implementation. Using the partitioning directive, each function gains access to
a read port of its partition of the array thus avoiding BRAM replication. This
leads to an almost constant total number of used BRAMSs in all cases except for
the one of partition factor equal to 16. In that case the HLS tool exhibits an
inconsistency and replicates of the arrays are created, resulting in an explosion
in BRAM usage.

To avoid this behaviour, manual array partitioning is applied by allocating
several, smaller arrays in the source code instead of declaring one large array
and then partitioning it into smaller ones using the corresponding directive.
Now in each function call, a different array pointer is passed pointing to one of
the array partitions. As expected, the increase in area resources (DSPs, Flip
Flops and LUTS) remains the same, in both cases. This means that parameters
like utilization of DSPs still exceed the available FPGA resources. However,
this increase follows a consistent trend and can be mitigated by the usage of
an FPGA with more resources. On the contrary, the high increase in number
of BRAMs when partitioning for a factor of 16 is now eliminated and BRAM
utilization remains practically the same regardless of the number of partitions.



74 EMBEDDED APPLICATIONS DESIGN

The gain in latency of automatic vs manual array partitioning is presented in
Fig. 3.20. We observe that the proposed manual partitioning is more effective
than the automatic one, giving a speedup practically equal to the ideal one.

Instruction Level Parallelism through arithmetic operation reshaping

While data-parallel optimization enables different support vectors to be calcu-
lated simultaneously, Instruction-Level Parallelism (ILP) aims at optimizing
the performance of computations required for calculating the contribution of
one support vector to the classification result. This contribution requires the
computation of the squared euclidean distance between the current support
vector and the test vector, performed in the inner loop, i.e. loop_j. The
loop iterates over the elements of the two vectors, computes their difference,
multiplies it with itself and accumulates this squared difference to a variable
that holds the squared euclidean distance in the end of iterations. Applying
the loop unroll directive (See Table 3.5) to this loop should increase ILP since
the computations regarding each element of the vectors can be performed
independently of each other and thus in parallel.

Automatic unrolling of the inner loop using Vivado-HLS loop unroll directive
leads to a reduction of the accelerator latency, as it can be seen in Table 3.6,
but the result is not the one anticipated. Careful inspection of the scheduling
reports generated by the tool showed that it does not fully exploit the available
parallelism. The subtractions and multiplications of different elements are not
scheduled simultaneously and additions are scheduled in a serial manner even
though there is no true data dependency between the added values.

Inspired by several works in computer arithmetic [244, 247, 175], we propose a
more efficient implementation of loop unrolling by transforming the structure
of the source code into a tree-based computation of the final result. In this
way, HLS can schedule the independent calculations in parallel by allocating
more hardware resources, if needed. The structure of the tree based data
calculations is depicted in Fig. 3.21 for an unroll factor of value 6. The number
of loop iterations is reduced to 3. In the internals of the third iteration, it is
presented how input_ vector and support_vector are subtracted, squared and
finally added in different levels of a tree-like structure. Operations in each level
can be executed in parallel and to produce the final result of a full loop j
execution, the outcome values of each iteration are accumulated in one variable.
Accumulation is also performed in a tree-like way and thus it does not introduce
any more latency to the hardware. In the proposed framework, tree-based code
restructuring is automatically performed through a custom source-to-source
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Figure 3.21: Tree based computations for manual unrolling and HLS scheduling.

transformation script that generates the tree reconstructed SVM source code
according to the level of the loop unrolling factor.

The proposed technique was examined for unrolling the inner loop of the
SVM code 3, 6 and 18 times, respectively. Table 3.6 reports the difference in
performance and resources utilization when applying the unroll directive on
the inner loop versus manually unrolling it while using a tree-based expression
balancing structure for the computations. Significant improvement in latency
gain is observed when applying manual instead of automatic unrolling. The
greater the unroll factor is, the higher the performance gap of the two methods
is. The reason is that the tree based structure of performing computations
allows data independent operations to be executed in parallel, thus significantly
reducing inner loop latency and subsequently total design latency.

The expected trade-off of the proposed technique is increase in resources
utilization and specifically in DSPs, FFs and LUTs. The implicit declaration
of parallel subtractions and multiplications as well as of the parallel additions
of the tree structure results to an increase in the number of computational
instances required to achieve ILP. In other words, the HLS tool identifies the
available parallelism and allocates more logic to exploit it.
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Table 3.6: Evaluated metrics for automatic vs manual unrolling.

Version |Unroll Automatic Unroll Manual Unroll using
factor using directives tree structure

latency [BRAM|DSP| FF [LUT | latency [ BRAM|DSP| FF [LUT
(cycles)| (%) | (%) |(%0)| (%) |(eycles)| (%) | (%) |(%)] (%)

initial - 412783 | 24 20 | 3 | 11 |412783| 24 201 3| 11

unrolled| 3 252259 | 24 21 11 | 214039 | 47 26 14

3 4
unrolled| 6 |206395| 24 23 | 3 | 11 |149065| 70 34 | 5 | 18
unrolled| 18 |173271| 27 20 | 3 | 11 | 90461 27 50 | 8 | 29

When the loop is unrolled three times, three simultaneous accesses to support
vectors array are required but a BRAM can offer at most two read ports. To
achieve the reading of three elements, HLS creates a copy of the array and
implements both copies using dual port BRAMs to provide four reading ports.
As a result, there is a gain in parallelism and latency but BRAM utilization
doubles, i.e. 128 allocated BRAMSs instead of 64. In the case of unroll factor
of 6, three copies of the same array implemented with dual port BRAMs are
required, thus BRAM utilization triples. Similarly, when fully unrolling the loop
we would expect nine copies of the array to be created in order for 18 elements of
the same array to be read concurrently. However, HLS automatically partitions
the array in 18 rows, each one being implemented as a dual port BRAM, thus
allowing simultaneous access without memory increase. Consequently, HLS
behaves in an inefficient and inconsistent manner. To tackle this issue and
generate efficient IPs both in terms of performance and resources utilization,
array partition directives can be applied as examined in Section 3.4.4.

3.4.4 Optimization Level 2: Design Space Exploration of HLS
Directives

This Section focuses on the exploration of HLS knobs exposed as Vivado-HLS
directives to enable further SVM accelerator tuning. Analysis of the impact
of directives is performed using Vivado, which is an industrial strength HLS
tool and also automates the instantiation of a Zynq based HW/SW co-designed
system. However, any other HLS tool, which uses annotation of the input source
code like LegUp [51] could be incorporated in our framework and derive an
analysis similar to the one presented in the following Sections.

In previous Sections, techniques based on structural modifications of the HLS
source code were developed to create effective RTL architectures. These formed a
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first level of optimization for producing efficient RTL. Nevertheless, performance
can be further improved by meticulously tuning the available HLS directives.

HLS directives design space pruning guidelines

Although an exhaustive search of the exploration space of directives guarantees
the discovery of optimal configurations, it requires extremely long run-times,
thus forming an impractical solution. A more targeted exploration disposed
of suboptimal design configurations, is highly desired in designing complex
accelerator architectures in order to locate optimal configurations in less time.

In this Section, three pruning guidelines are defined and analysed, which by
effectively parallelizing the inner loop of the algorithm (loop_j) succeed to
exclude suboptimal design points of high execution latency from the search
space. The proposed guidelines are based on the observations of extensive impact
analysis of HLS directives [222]. They follow the principle of customizing the
memory architecture of the accelerator according to its computation and memory
access patterns. The only prerequisite for applying them is that the elements,
which need to be accessed concurrently each time, maintain their offset in the
initial array. The guidelines are summarized as follows:

PG1. When the inner loop is unrolled by a factor, if the arrays referenced by
the loop iterator are partitioned, the partition factor should be equal to the unroll
factor.

PG2. When the inner loop is unrolled by a factor, if the arrays referenced by
the loop iterator are reshaped, the reshape factor should be equal to the unroll
factor.

PG3. When the inner loop is unrolled by a factor, if the arrays referenced by
the loop iterator are both partitioned and reshaped, the product of partition and
reshape factor should be equal to the unroll factor.

The above rules address two main issues that arise when unrolling the inner
loop. First, unrolling a loop implies that multiple elements of arrays referenced
inside it, need to be manipulated in parallel. Each array is implemented as a
BRAM with two read ports at most, thus a memory bottleneck is observed
that limits potential performance gain despite the large parallelism potential.
Array partitioning leads to memory partitioning into several banks thus allowing
simultaneous access to multiple elements of the same array. Array reshaping
recombines the elements of array partitions into a single BRAM that has wider
data ports, allowing access to multiple elements of the initial array with a single
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Figure 3.22: Impact of loop unroll directive in loop_j.

read. The combination of the two directives also allows simultaneous access
to multiple elements. In total, to fully exploit the inherent parallelism, array
restructuring must allow simultaneous access to at least as many elements as
are referenced by the loop iterator, i.e. equal to the unroll factor.

On the other hand, partitioning or reshaping an array by a factor greater than
required can have adverse effects. Since automatic partitioning and reshaping
does not change the source code of the accelerator, array references are still
tuned for the initial array. As a consequence the HLS tool compiler adds modulo
operations to determine to which array partition the elements referenced in
each iteration belong and a significant overhead to the total accelerator latency
is introduced. The greater the partition factor is, the greater the overhead gets.
Similarly, when reshaping an array, packing more elements than required in a
single element of wider word width, introduces overhead to segment the part of
the word that is actually required. Therefore, packing all the elements required
with no inclusion of redundant elements is more efficient.

Validation of the proposed pruning guidelines

The presented intuitive guidelines need to be validated in a more robust way.
Therefore, it is necessary to study the set of all possible configurations created
by combining inner loop unrolling with partitioning and/or reshaping the arrays
referenced inside the loop. No other directives are included in the exploration,
to ensure that results are not distorted.
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This set as well as a pruned one, derived by applying the guidelines, are evaluated
in terms of latency of their produced accelerators. The left box-plot of Fig. 3.22
(Latency - Guidelines on) contains the configurations included in the pruned
set while the right box-plot (Latency - Guidelines off) the excluded ones. The
effectiveness of the pruning guidelines is proven by observing that the vast
majority of low latency design points are included in the pruned set.

The pruning guidelines can now be applied on the full search space. The resulting
pruned space should be evaluated in terms of its efficiency to locate the optimal
points. For that purpose, a Pareto analysis is performed on both spaces. This
Pareto analysis considers the trade-off between delay and area utilization. We
employ the resource utilization of the FPGA, as our area complexity proxy
metric, which combines BRAM, DSP, Flip Flop and LUT utilization percentage
as shown in 3.31.

Areayt = R v + D3 iOlOJr i+ LU i (3.3)

Fig. 3.23a depicts the mapping of the pruned space (black 'x’ symbols) on the
full space (blue ’+’ symbols) and Fig. 3.23b includes the Pareto points of the two
design spaces. Although full search space exploration is very time consuming?,
it was performed to enable validation of the efficiency of our approach. We
do not consider that this full search is practical under realistic design time
requirements especially when numerous SVM models need to be optimized.

Statistical data are necessary for a fair comparison between the full and pruned
spaces. The full design space for the SVM classifier includes 70962 configurations
from which 30 distinct Pareto points are identified (Fig. 3.23a). The pruned
space is composed of merely 2212 configurations, i.e. around 3.1% of the initial
solution space including 18 Pareto points. 10 of them are included in the pareto
points of the full space, resulting in Pareto coverage of 33%. Therefore the
proposed pruning guidelines deliver an extremely reduced design space spreading
across the delay-area optimality region of SVM accelerator design solutions.

Delay-Area Product Optimization

As shown in the previous Section, the proposed pruning guidelines result in
a significant reduction, around 97.44%, of the original solution space that

1The values are provided as percentages in HLS reports. To get their average value, their
sum is divided by 400 instead of 4

2 Approximately 15 days on an Intel Xeon CPU E5-2650 v2@2.6 GHz, 64 GB RAM. All
reported exploration latencies refer to the synthesis of RTL implementations of input HLS
source codes.
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Figure 3.23: Full and Pruned Design Space.

concentrates on the Pareto optimal region considering the delay-area metrics
(Fig.3.23). Although feasible, an exhaustive evaluation based on exhaustive
search optimization of the pruned solution space remains quite impractical,
requiring around 5 hours of execution time. In addition, the derivation of a
Pareto-front as the main output of the exploration procedure enables a more
deep analysis on the delay-area trade-offs, however it leaves to the designer
the final decision on which SVM design configuration should be selected and
implemented, i.e. the more the Pareto points the more difficult the decision.

In order to enable a faster and thus more practical optimization procedure
than full search as well as to provide to the designer a single optimized design
solution, we implemented a single-objective optimization framework, as the final
stage of our methodology, that receives as input the pruned design space, D,
and solves the following optimization problem:

;réilr)l [ Delay(x) x Areaq(x) | € R? (3.4)

subject to:
) 100%
) < 100%
LUTa(x) | — | 100%
) 100%

(3.5)

The optimization goal is to find the configuration vector, x, that minimizes
the delay-area product in a solution space. A new possible design point is
evaluated in terms of the optimization objective and then filtered according to
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all inequalities of Eq. 3.5. Given the compact solution space, we employ discrete
steepest decent greedy optimizer to solve the aforementioned optimization
problem. Given an initial set of randomly selected points from the pruned
design space, it starts to greedily move within the design space towards a local
minimum following the negative of the gradient.

In total, Fig. 3.24 illustrates and summarizes the three different options provided
to a designer utilizing the presented framework given an input design space,
which consists of a source code description of the function to be accelerated and
a set of HLS directives, which can be applied on this code. In Option A, the
framework is instructed to perform an exhaustive exploration of all the design
space. It is the most time consuming option (15 days for the case study) and its
outcome is considered optimal since the input design space is fully explored. In
Option B, the previously described design space pruning guidelines are enforced
on the input design space to produce a reduced design space, which is then
exhaustively explored. It is a medium case regarding time consumption (5
hours for the case study) and is able to produce a sufficient number of optimal
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Figure 3.24: DSE options provided by the proposed framework.
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design points. Last but not least, in Option C' the input design space undergoes
pruning but instead of an exhaustive traversal of the pruned space, an optimizer
is employed providing the designer a single design point within a limited time
frame (a few minutes for the case study), which optimizes a single objective.

Last but not least, we note that the proposed framework can support in a
transparent manner any other form of optimization objective that best fits the
requirements of the designer, e.g. to minimize the execution latency of the
derived accelerators while maintaining area utilization less than a specific goal.

3.4.5 Experimental Evaluation
Experimental Setup

The target FPGA board in this work is a Zedboard Zynq Development Kit
xc7z020clgd84-1[81]. It provides a complete ARM based Processing System (PS)
featuring a Dual ARM Cortex-A9 MPCore with integrated memory controllers,
floating point operations support and full Linux OS compatibility. The PS
side of the board is tightly integrated with the Programmable Logic (PL). The
FPGA resources provided by the target board are adequate to support all
proposed HW optimizations on the utilized SVM model. This model itself is
constrained in its parameters size due to the fact that it has been produced
via a structure/accuracy optimization search process [26]. In general, available
FPGA resources are a major constraint of the HW optimization process and
this has also been reflected in Section 3.4.4. However, providing that resources
are available, the proposed framework can maintain efficiency of the derived
HW accelerators when SVM model parameters are scaled (Section 3.4.5).

Xilinx Vivado-HLS (v2015.2)[92] has been used to derive all SVM accelerators
mentioned in the experimental evaluation. The same tool was also utilized
to instantiate the HW/SW co-designed ECG analysis system on the target
board. To achieve communication of the PS system with the HW accelerators
implemented on PL side, ARM AXI interfaces are used. AXI is part of Advanced
Microcontroller Bus Architecture (AMBA). There are different types of AXI
interfaces available for the target Zynq board. In this work AXI4 Lite interface is
utilized, which is a subset of AXI4 Memory Mapped Interfaces. The Processing
System implements the Master Interface of the AXI4 bus while the IP the Slave
Interface, which is controlled by the Master through block level signals. The
AXI4 Slave Lite Interface is added to the IP that will configure the PL.

The overview of the HW and SW parts of the co-designed system is illustrated
in Fig. 3.25. The software is developed in Xilinx SDK 2014.4 and is executed on
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Figure 3.25: Target Zynq based system HW/SW overview.

the ARM Cores of the PS side. The ARM cores run Linux OS developed using
Petalinux 2014.4 tool. Petalinux uses hardware configuration files generated
by Vivado to build a Linux distribution that includes all drivers necessary for
the communication between the PS and PL, including the custom IP. The IP is
included in the Linux file system as a userspace I/O device and is mapped to
memory via mmap system call. The software application uses this device as a
common file and accesses it through a pointer to the corresponding mapped
memory range. The accelerator Board Support Package provided by Vivado,
encloses the information of the memory mapping of the registers of the IP to
the ARM CPU. Using this mapping, the CPU feeds the accelerator IP with
data, which in turn returns the classification result to the CPU.

Evaluation of the proposed DSE methodology

In this section, we evaluate the proposed pruning based design exploration
strategy for SVM accelerator optimization in comparison to exhaustively
traversing the original design space. To quantify the efficiency of the proposed
exploration strategy, we make use of two optimization meta-heuristics to
search for design points inside the full and the pruned design space. These
optimization meta-heuristics are i) steepest descent (Section 3.4.4) and ii) a
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Figure 3.26: Average Distance from Optimal Design for Different Optimizers.

genetic optimizer®. All exploration strategies has been executed 50 times to
account for the unpredictability imposed by the optimization procedure.

We compare the three exploration alternatives in terms of i) optimality of results
through the distance metric with respect to the optimal solutions (the lower the
better) derived by the exhaustive design space exploration and (ii) number of
synthesized solutions that indicates exploration’s run-time efficiency. Fig. 3.26
shows the distance from the optimal delay-area design point, by varying the
number of synthesized designs for each exploration strategy.

As shown, the efficiency of each exploration strategy is layered in different
ranging zones. It is clear that the zone of the proposed methodology dominates
almost completely both optimization meta-heuristics applied on the full design
space variants. For the same or smaller number of synthesized configurations, the
proposed exploration delivers design solutions that are closer to the optimal SVM
designs, delivering an average distance error 0.001 with a standard deviation of
0.14. The respective average distance values for the steepest descent on the full
design space has been calculated to 2.83 (standard deviation: 2.37), while for
the genetic optimizer to 4 (standard deviation: 2.47).

It is important to stress out that the two-phase exploration strategy presented
in Section 3.4.4 and validated here is successful because the optimizer is able to
search for design points within a greatly compact space, which includes very

3The genetic optimizer has been configured with the following parameters: population
size: 20, generations: 4
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Figure 3.27: Speedup of proposed techniques w.r.t scaling of N_ sv.

effective solutions. In other words, it is the combined effect of the pruning
guidelines and the optimizer that derive an efficient SVM accelerator. The
discrete steepest descent greedy optimizer was utilized as an example meta-
heuristic to convey that even a simple optimizer is able to locate near optimal
design points within the compact design space.

Evaluating derived SVM classifier accelerators at scale

Analysis of our proposed SVM classifier HW acceleration techniques has been
presented using a specific SVM model. However, it is important to validate that
the proposed work-flow retains its efficiency for SVM classifiers with different
characteristics in terms of support vectors number and input feature vector size.

The effectiveness of data level parallelization technique (Section 3.4.3) that
partitions the support vector array is tested using support vectors that scale
from 1000 to 100000 with fixed feature dimension. Fig. 3.27a shows that
speedup remains constant and equal to the number of parallelly executing
functional blocks. Scaling is also evaluated in the combination of data-level
and instruction-level parallelization technique using an unroll factor of 3. The
speedup in that case is doubled and remains constant over different number of
support vectors (Fig. 3.27b).

Similarly, the effectiveness of the instruction-parallel optimization technique
(Section 3.4.3) is tested against support vectors with dimensions scaling from 10
to 1000. It can be seen in Fig. 3.28a that speedup increases until a maximum
value is reached and then remains almost constant. The tree reduction technique
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Figure 3.28: Gain of proposed techniques w.r.t scaling of D_ sv.

is also investigated in combination with data level parallelism of a factor of 2.
The speedup trend is maintained but its values are almost doubled (Fig. 3.28b).
This leads to the conclusion that there is no interference in the combination of
the two techniques in scaled up versions of the SVM classifier.

In total, results indicate that our proposed methodology retains high latency
gains when applied to scaled up SVM classifier models taking into account both
increased number of support vector machines number and feature vector size.
To achieve that, resource utilization is significantly increased to support the
computational requirement of the larger model. Inevitably, for high values
of the SVM parameters, the utilization exceeds the available resources of the
selected target development board. However, this is not a limitation of the
proposed methodology but one induced by the target platform, and can be
mitigated using a larger FPGA in terms of available resources.

3.4.6 SVM based ECG arrhythmia detection

In this Section, the efficiency of the optimized SVM classifier HW accelerator
is evaluated using a HW/SW co-designed version of the arrhythmia detection
application presented in Section 3.3.1. A comparison of the diagnosis part of
the application is performed, implemented on various target HW platforms with
focus on the execution latency of each implementation. The communication
latency of providing new input data to the classifier is negligible (ranging from
10x to 900x less than computation time) since its input feature vector consists
of only 18 points (Section 3.4). For fairness purposes all systems operate on
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Figure 3.29: Average execution time per beat.

top of a Linux based Operating System and have been compiled using O3 flags
of gcc 4. More specifically the utilized target platforms are:

i
ii

1ii

vi

Intel Quark SoC[182] operating at 400 MHz.
ARM Cortex A8 [67] operating at 600 MHz.

ARM Cortex A9 with 2 processing cores (Zynq Processing System) operating
at 667 MHz.

ARM Cortex A57[243], which is a 64-bit CPU with 2 processing cores
operating at 1.4 GHz.

A Zedboard based HW/SW co-designed system. Its HW IP is derived
from Vivado HLS with input SVM source code with no applied structural
modifications or optimization directives (Max Clock Frequency at 100 MHz).

A Zedboard based HW /SW co-designed system. Its HW IP is the optimal in
terms of execution latency derived from the Pareto optimal points provided
by the proposed DSE (Max Clock Frequency at 25 MHz).

4 According to the compiler reports, it was unable to automatically produce vectorized

output due to the structure of the input source code.
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The testing set is composed of 52291 test vectors, which correspond to feature
vectors extracted from heart beats of the MIT-BIH ECG database. The vectors
are provided as input to the different SVM classifier implementations and their
average execution latency is presented in Fig. 3.29. We observe a correlation
between CPU competency and reduced execution latency. In addition, in cases
where two processing cores are available, the parallel version of SVM classifier
is effective in reducing execution latency. We did not examine the case of
more than two workers since the processing cores were fully utilized and thus
introducing more working threads could be an overhead. Regarding the HW/SW
co-designed systems, the naive implementation of HLS based SVM HW IP is
in most cases not efficient even in comparison to CPUs. On the contrary, the
optimized version of the HW IP, is in every case much more efficient compared
to all other design alternatives. The achieved speedup compared to the default
Vivado-HLS derived version reaches up to 78x. Interestingly, the expected
speedup values derived from the HLS tool reports is 79.81x, which validates
that the tool is a trustworthy guide for the designer. The optimized HW IP is
also almost 10x faster in comparison to the dual core 64-bit ARM system.

3.5 Conclusions

This Chapter provided an analysis on the methodology and building blocks of
contemporary IoT applications, which will be used in the following Chapters as
the basic experimental setup for many-core IoT Gateways. It was shown, that
through a meticulous design cycle and usage of HW/SW co-design techniques on
FPGA based systems, it is feasible to produce realiable working prototypes of
complex embedded devices. In addition, the incorporation of machine learning
techniques for inference in IoT nodes, can highly increase the sophistication
and capabilities of the device, while also providing run-time tuning knobs for
the co-existence of multiple IoT nodes in the same deployment.

Last, Systems-on-Chip with combined CPU and FPGA fabric, are able to
provide the necessary computational infrastructure in order to comply with
strict run-time requirements, even when High Level Synthesis tools are used
for the design of HW accelerators. To achieve this, a combined two-level
optimization methodology was devised targeting both the re-construction of
the original HLS source code as well as the introduction of pruning guidelines
for the efficient automated Design Space Exploration of the HLS directives.



Chapter 4

Distributed Run-time
Resource Management
scheme for NoC based
Many-Cores

4.1 Introduction

Run-time resource management in many-core systems can be applied either in
a centralized or distributed manner. In traditional centralized approaches [186],
a single core analyzes the malleability potential of applications, the available
system resources and decides how each application will be served. Even though
the centralized approaches are clearer to implement, they often exhibit limited
scalability due to bottlenecks in processing and communication functions,
especially in environments that require frequent configuration changes. In
addition, a centralized system is more susceptible to failures, as errors affecting
the central processor can lead to overall system breakdown [35].

On the other hand, distributed management [56, 18] has gained a lot of attention.
Research works [21, 130] have shown that distributed systems can perform
extremely well, unlock the platform’s resources and exploit any underlying
topology for optimizing the performance of applications. The basic idea is to
assign different roles to cores and build a communication scheme for handling the
arrival of new applications. Another important feature provided by distributed

89
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systems, is the ability to offer to the applications self-optimization and self-
organization functions as in [21, 132].

In this Chapter, a Distributed Run-Time Resource Management DRTRM
framework is presented, targeting many-core systems with Network-on-Chip
infrastructure. Without loss of generality, in the context of Edge computing
such platforms can be the heart of an IoT Gateway, since their ample computing
power can facilitate the concurrent and more predictable execution of the critical
tasks of the Gateway (e.g. communication with IoT nodes or the Cloud) as well
as the offloaded tasks by the IoT nodes. The presented framework is intended
to oversee the efficient, run-time mapping of the aforementioned tasks to the
processing elements of the many-core Gateway. In more detail, the highlights
of this Chapter are as follows.

¢ A Distributed Run-Time Resource Management DRTRM framework is
presented, based on the idea of local controllers and managers [21], while
an on-chip intercommunication scheme ensures decision distribution.

o State-of-the-art work [21] is extended with new algorithms regarding
the resource negotiation process and the way that new applications are
initialised on the system.

e The specifics of the design of DRTRM are presented by formulating the
functionality of the different distributed agents via Finite State Machines,
combined with the necessary signals in order to make easier the porting
of the framework to multiple platforms.

e The design details of an efficient inter- and intra-core synchronization and
communication mechanism are presented.

e The efficiency of DRTRM is evaluated on Intel Single Cloud Chip, using a
variety of internal configuration options and scenarios of input applications.

More precisely, Section 4.3 presents the design objectives our proposed resource
allocation scheme. Section 4.4 summarizes the employed application model,
Section 4.5 elaborates on the various employed distributed agents, Section
4.5.4 summarizes their functionality as Finite State Machines and Section 4.5.5
describes the mechanisms for their communication in a NoC based system.
Section 4.6 details the setup for the conducted experiments, while Sections
4.6.5 to 4.6.7 present and discuss the experimental evaluation of DRTRM. Last,
Section 4.7 concludes the Chapter.
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4.2 Centralized v.s. Distributed RTRM: Motiva-
tional Observations

Prior to the description of the philosophy and the internal parts of the proposed
DRTRM, we present some observational insights on the main reasons a resource
management framework should adopt distributed characteristics. As stated, the
trend in many-core platforms development is to incorporate an ever increasing
number of computational resources on the same system. Centralized solutions
will inherently increase the complexity of managing all the resources in a
scalable manner, thus a distributed approach seems to be prominent to tackle
the aforementioned complexity.

To quantify this behaviour, we evaluated through simulation the computational
effort a centralized RTRM in terms of resource management decisions, required
to orchestrate a system of increasing resources. The analysis is based on
a developed in-house simulator that uses the same design principles of the
developed DRTRM (See Section 4.5.4) but is able to scale to a greater number
of available computational resources. We simulate the behaviour of an extended
Intel SCC platform (See Section 4.6.2) i.e. the available core are multiples
of the original platform, their topology follows the principles of the original
platform and communication of different processing elements is achieved via
a shared memory interface. More precisely, we model each virtual processing
element via a Linux process in order to create a large simulated many-core
system. On top of each virtual processing element, there is a supervising
instance of RTRM. In fact, apart from the centralized management the only
difference in comparison to the deployed DRTRM on Intel SCC is the low-level
implementation of the communication and data exchange functions between
different PEs. The experiments on the simulator were conducted on a high-end
processing system (Intel Xeon CPU E5-2650 v2@2.6 GHz, 64 GB RAM) in
order to minimize the context switching overhead in the processes that simulate
the processing elements of the target many-core.

One agent is responsible for the overview of the system and running applications
negotiate resources at run-time via this agent. The experiments performed on
our in-house simulator examine scaled versions of Intel SCC platform. The
incoming applications on the system are based on the implemented malleable
applications (See Section 4.6.3). In the experiments we maintained a constant
ratio of incoming applications and available processing elements, while their
arrival rate was identical. In Fig. 4.1, the X axis represents the number of
cores of the simulated platform laid on horizontally, while the respective Y
axis declares the number cores laid on the vertically. Consequently, the total
number of available processing cores is the product of values in X and Y axis.
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Figure 4.1: Scaling of decisions of RTRM against increasing platform dimensions

The Z axis, corresponds to the total number of evaluations of the resource
negotiation algorithm that were required in order for all incoming applications
to be instantiated, mapped and executed on the simulated many-core system.

We observe that there is a clear increase in the number of resource management
decisions needed as the system size scales up. This means that for appropriate
resource management, a single-point centralized management scheme is
overburdened as the system size increases and therefore in more stressful
scenarios it is likely to fail. Furthermore, the scaling of the requests is
not proportional to the scaling of system size, i.e. when originally the
system is 6x8 wide it requires 331 instances of resource management decisions,
while when system size is 30x40 or 25x larger, it requires about 113x more
resource management decisions. Execution latency results are not taken into
account, since we consider this metric unreliable in a simulated environment,
where distributed agents are affected by the context switching of the system.
Nevertheless, given the high number of resource management related decisions
that had to be made, we argue that a centralized entity would not be capable of
providing adequate results in reasonable amount of time. It is also important to
consider than in an actual many-core, the deployed processing elements would
be of much less complex architecture and computational competency compared
to the utilized CPU for the simulation.
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Figure 4.2: (a) Core hierarchy of the proposed framework; (b) Instance of a
many-core platform running DRTRM.

4.3 DRTRM Overview

The goal of the proposed framework is to perform run-time resource management
in NoC based many-core platforms, while handling parallel applications in a
distributed way. The concept of distributed multi-agent systems [130, 20]
has gained much popularity compared to centralized management, given the
complexity of the resource allocation problem, which is a known NP-hard
one [207]. The inherent trade-off of this design choice is the requirement
for reduced and efficient communication between the different agents. The
framework is designed for parallel applications and especially malleable
ones [226], which can dynamically adapt to variations of resources.

The main idea behind DRTRM is that the majority of cores alternate between
a number of roles throughout their lifetime in order to support one or more
managerial or workload executing responsibilities, while maintaining system
distribution. This technique has produced significant results as presented
in [130, 20, 21, 132]. The proposed approach identifies three core categories:
(i) Initial core: It is triggered when a new application arrives in the system
and it is responsible for determining the cores on which the application will
start running on; (ii) Manager core: It is responsible for the management of the
resources of an application and instructs its resizing whenever it has more or
less cores to run on; and (iii) Controller core: It is responsible for monitoring
and providing activity information about certain regions of the platform.

Our design, implicitly imposes a hierarchy to the roles that each core can
be assigned to, as illustrated in Fig. 4.2(a). At the System Level, Controller
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cores are the building blocks of DRTRM and supervise the functionality of the
system. At the Application Management Level, Manager cores register their
presence at the Controller cores’ regional directory and monitor application
execution. Initial cores form the Application Admission Level to facilitate
new application instantiation on the system. At the same level of hierarchy,
worker cores are responsible for Application Workload Execution. All the above
run-time roles are dynamically appointed to cores which belong to the idle
cores level. This design, does not represent only a high-level functionality of
the distributed agents but also dictates and limits their run-time operations
as well as the communication flow. This enforced hierarchy is the key design
aspect of DRTRM, in order to incorporate system-wide, run-time policies in
large scale many-core systems where the consensus of all PEs is inefficient and
thus critical decisions must be the result of the co-operation of a small number
of privileged agents.

An overview of the proposed framework and the responsibilities of each core are
illustrated in Fig. 4.2(b), in an instance of a 48-core platform. There are two
Controller cores supervising the system, which are core 0 and core 24. Each one
of them monitors a rectangular area of cores. At this particular instance, three
applications are running and there is one Manager core active per application.
For the first application (App 1), the Manager is core 15, while for the second
(App 2) and third (App 3) the Managers are cores 39 and 43 respectively.

4.4 Application and MPSoC Platform Model

For a given workload, a run-time manager must determine the time quantum on
which the applications should run (time-sharing) and which cores they should
occupy (space-sharing) by employing an efficient run-time mapping algorithm.
Without loss of generality, we assume that an application consists of K tasks
that can be executed in parallel. All the possible unique mappings, map(K, C),

I ()
of K tasks to C cores are map(K,(C) = +2=0 )
combinations for systems with high number of C, makes exhaustive run-time
decision making infeasible and also requires heavy communication between cores
in order to find an efficient solution.

. This vast number of

Parallel applications with different capabilities are categorized as [226, 93]: (i)
Moldable, which can be stopped any time and can be restarted only on the
same number of PEs; (ii) Malleable, which can be stopped at any time and
can be restarted on a different number of PEs and (iii) Migratable, that can be
stopped at any point of execution and be restarted on PEs in a different site,
cluster or domain. In this work, we focus on malleable applications, which lead
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to best system utilization, even though DRTRM can support both moldable
and migratable ones. Assuming that only one application is running on a
many-core system, its speedup S(n) is defined as the time it requires to execute
its workload on one core, divided by the corresponding time on n cores. In
addition, the remaining execution time is related to the remaining workload W
as described in Eq. 4.1 [130].

T(1) W

S(n) = ——=;

However, the use of Eq. 4.1 is limited as it requires the knowledge of the
execution latency of the applications. For that reason, works in distributed
run-time mapping [130, 21] have employed the application and speedup model
of the common malleable applications described in [84]. Each application is
characterized by four parameters W, o, A and @, where W is the workload, o
is the parallelism variance, A is the average parallelism and @ is most preferred
processing element (PE) type that the application is supposed to be executed on.
According to the model presented in [84, 130], the ideal speedup of a parallel
application, that is executed alone on a many-core system, is described by
Eq. 4.2:

__nA . <
A+2<’f;j}1 1<n<A
S(n): TA-Dn(1-9) tA<n<24-1 (4.2&)
n>2A-1

o<1

nA(oc+1) . _
s(m:{ nra lsnsdsdo—o (4.2b)

o(n+A-1)+A
n>A+Ac—o

o>1

The model described by Eqgs. 4.1 and 4.2 provides an estimation of the
performance and the remaining execution time of a parallel malleable application,
given its characteristics.

A many-core platform topology and its communication infrastructure can be
uniquely described by a strongly connected directed graph P(I,C). The set
of vertices C is composed of two mutually exclusive subsets R;o; and Neom El
containing the available PEs of the platform and its on-chip interconnection
elements (ComEl), such as routers in an NoC technology. The set of edges T
contains the interconnection information (e.g. physical connectivity) for the C
set. Each PE of the platform can be of a specific type and differ from the other
platform types (heterogeneous platforms) or all PEs can be of the same type and
thus have the same functionality (homogeneous platform). In our framework
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Tpe,Vpe; € Riot specifies the type of the PE pe;. In an heterogeneous platform,
the Ty, varies for each PE, while in an homogeneous platform T}, is the same
for all PEs. In order to comply with the requirements of an application in
terms of required PE classes and have the best @) — T}, utilization, we define
Util[pe;] € [0, 1] that implies how appropriately app(W, o, A, Q) is served by the
pe; with type Tpe, [20]. Last, we define the sets F' and of fers[], which describe
all the nodes that can appropriately serve an application based on their type
and all the cores offered to the application respectively.

By defining as Ngpps the total number of instantiated applications at a given
moment, the relationship between Ngpps and Ry is:

1 S Napps S Rtot (43)

Napps is always equal or greater to 1 under the convention that there is an
administrative application which is responsible for idle computational resources
handling (see Section 4.5.1). If we define as R; the resources occupied by the
i-th application then the following two equations are valid:

R; # R;j, Vi, 5,1 # 5,1, < Napps (4.4)

Napps

Y Rr, = R (4.5)
i=1

implying that that two applications cannot share the same computational
resources (Eq. 4.4) and the total computational resources occupied by all
applications are equal to the total resources of the system (Eq. 4.5). The
maximum PEs that an application can occupy are dictated by the least number
of cores that maximize its speedup.

Fig. 4.3 depicts the hardware stack and the system principles under which
DRTRM was developed. Tiles are connected through a mesh NoC and a router
is responsible to forward packets to the correct target. Each CPU tile consists
of two cores, that share an L2 cache, while each one has its own private L1 and
runs its own operating system. DRTRM is deployed as a service on top of the
operating system for each core. This design choice allows the architecture of
DRTRM to effectively utilize the infrastructure of the operating system without
the need of modifying its internals. Consequently, it enhances the modularity
and portability of our design, which can be migrated to similar NoC based
systems with limited effort.
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Figure 4.3: Platform and system model for the implementation of DRTRM.

4.5 Core Classification

As aforementioned, the proposed approach identifies three core categories: (i)
Controller core; (ii) Initial core and (iii) Manager core, all of which are intended
to be executed on general purpose computing units, with no limitations on the
target Instruction Set Architecture, i.e. RISC or CISC.

4.5.1 Controller core

The actions of the Controller core are presented in Algorithm 1. Controller
cores are the integral component of the proposed approach and are responsible
for keeping a record of all PEs inside a specific region of the system, which we
will refer to as Cluster. Specifically, this record is named Distributed Directory
Service (DDS) and contains information regarding which PEs are free, which
are utilized by an application or which are managing applications. Clusters
span to non-overlapping areas which are fixed at design-time. The number of
Controllers, their position and the topology of their Clusters is an important
design parameter, which affects workload and traffic distribution on the system,
it is defined at the initialization of the platform and cannot be changed at run-
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Algorithm 1 Controller core algorithm

1: procedure SIGNAL_HANDLER(sig_ no, sender_id)

2 if sig_no= SIG_DISC _CNTR__CORES then

3 region R < Read_signal data () /* Get target region info from signal data */
4: cntr__cores_ list «— Discover__cntr__func (R)

5: Send_reply (sender_id, cntr_ cores_ list)

6: else if sig_no= SIG_REQ _DDS INFO then

7 region R + Read_signal data () /* Get target region info from signal data */
8 cores_ list < Request_ DDS_ info_ func (R)

9: Send__reply (sender__id, cores_ list)
10: else if sig no= SIG_ADD_ CORES_DDS then
11: cores_ list < Read_signal data () /* Get the IDs of PEs from signal data */
12: Add_coresDDS_ func (sender_id, cores_ list)
13: else if sig_no= SIG_REMOVE_CORES _DDS then
14: cores_ list + Read_signal data () /* Get the IDs of PEs from signal data */
15: Rem_ cores. DDS_ func (sender_ id, cores_ list)
16: else if sig no= SIG_REQ_CORES then
17: req_app < Read_signal data () /* Get the info of req. app from signal data */
18: my__offer < Core_ offer__func (req_app)
19: Send_ reply (sender_id, my_ offer)
20: else if sig_no= SIG_REP_OFFERS then
21: offer reply < Read_signal data () /* Get accept/reject value from signal data */
22: my__cores_ list + Update__my_ cores (offer_reply)
23: end if
24: end procedure
25:

26: procedure CONTROLLER__CORE

27:  while TRUE do

28: pause () /* Sleep until a new signal is received */
29:  end while

30: end procedure

time. Furthermore, DDS provides information about other available Controllers
in order to enable communication between different regions.

Algorithm 1 summarizes signal handling in each Controller core. Application
activity on the system is provided with respect to a region R defined by a
center C and a radius r. All cores with Manhattan distance from C less or
equal to r, are included in R. In order for a core to acquire information
about application activity inside the region R, it must issue such a request
to the responsible Controller cores. A SIG_DISC _CNTR_CORES signal
provides information about which Controller cores monitor region R (lines
2-5). A SIG_REQ _DDS INFO signal informs about the active Manager
cores inside region R (lines 6-9). ADD CORES DDS (lines 10-12) and
SIG_REMOVE_CORES_DDS (lines 13-15) issue a request by a Manager
for appropriate DDS list modification. An incoming SIG__RE(Q) _CORES signal
is an inquiry by a core for more resources which can be provided by the Controller
if there are idle cores in its possession (lines 16-19). If an offer is made by the
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Controller, it is eventually replied by a SIG_REP_OFFERS signal informing
whether the offer was accepted or declined (lines 20-22).

The key role of Controller cores, in conjunction to the fact that they serve the
requests of all the other run-time agents on the system led us to dedicate a PE
per Controller, in order to ensure that they are always active and responsive
to input requests. We consider this an acceptable overhead given that the
presented design is intended for large scale many-core systems and that the
number of Controllers is intended to be small. For instance, a Cluster size of
32 PEs would require only 3.125% of dedicated cores in many-core systems with
256, 512 or 1024 PEs.

4.5.2 Initial core

In Algorithm 2, the overview of the functionality of the Initial core is presented.
Its operation consists of two basics parts, one dictated by the state of the
execution and another one responsible for handling asynchronously received
signals from other cores. Its task is completed when a least one available PE
has been discovered to facilitate the execution of the new incoming application.

Firstly, a region R is defined where the Initial core will look for available
resources. Then, a SIG_DISC._CNTR__CORES signal is sent to its Controller
to discover which Controllers are monitoring region R. Having sent the signal,
it pauses until the reply is received. Upon the reply reception, it proceeds to
the next state where a SIG_REQ DDS INFO signal is sent to all Controller
cores responsible for region R. This step will provide the information of which
Manager cores possess resources inside R. Another pause phase is initiated
which ends when replies from all Controllers have been gathered. Next, a
SIG_RE(Q _CORES signal is sent to every Manager and Controller inside
region R requesting resource offers for the new application. Then a timer is set
and the Initial core pauses again waiting for offers. When the timer expires,
if there is at least one not null offer, the new Manager core is instantiated
accordingly (lines 37-38). In the opposite case, Algorithm 2 is re-executed after
a pre-defined interval (lines 40-41).

The choice of the Initial core has an impact on the efficiency of DRTRM as an
increased number of Initial cores inside the same region reduces the probability
of a timely instantiation of the applications since free resources will be scarce.
On the contrary, when they are dispersed on the system, the probability is
much higher. In addition, it affects the average distance of messages exchanged
on the system and the respective induced communication latency. To designate
Initial cores, the scheme presented in [130] follows a simple and straightforward
solution. The first set of possible Initial cores is composed of all nodes of
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Algorithm 2 Initial core algorithm

1: procedure SIGNAL_HANDLER(sig_ no, sender_id)

2 if sig_no= SIG_DISC _CNTR__CORES_REPLY then
3 Cntr__cores_ list «+— Read_signal data ()

4: State «+ REQ__DDS_ INFO

5: else if sig no= SIG_REQ _ DDS INFO_ REPLY then
6 Mngr_ cores_ list < Read_ signal data ()

7 State + REQ_ CORES

8 else if sig_no= SIG_REQ CORES_REPLY then

9: One__core_offer + Read_signal_data ()
10: Of fers_list + Of fers_list UOne_ core_ offer
11: State «+ CHECK__CORE__OFFERS
12: else if sig no= SIG_INIT TIMER then
13: State + REQ_DDS_ INFO
14: end if
15: end procedure
16:

17: procedure INITIAL CORE(init_app)
18: R ¢ define_search_region ()
19: State <— DISC__ CNTR__CORES

20:

21: while State # NEW_MANAGER_OK do

22: if State = INIT _CORE then

23: Send_signal(MY CNTR_ID, SIG_DISC_CNTR_CORES, R)
24: pause () /* Will proceed when reply is received */

25: else if State = REQ _DDS_INFO then

26: for Cntr Core in Cntr_cores_list do

27: Send__signal(Cntr__Core, SIG_REQ_DDS_INFO, R)

28: end for

29: pause () /* Will proceed when all replies are received */

30: else if State = INIT _CORE_SEND__OFFERS then

31: for Mngr__Core in Mngr_ cores_list do

32: Send__signal(Mngr_ Core, SIG_REQ_ CORES, Init_ App)
33: end for

34: pause () /* Will proceed when all replies are received */

35: else if State = INIT _CORE__CHK_OFFERS then

36: if Of fers_list # () then

37: Send_ signal(New_ Mngr Id, SIG_INIT MAN, Init App)
38: State + NEW__MANAGER_ OK

39: else

40: Set_ process_ repeat_ timer ()

41: pause () /* Will proceed when timer expires */

42: end if

43: end if

44:  end while
45: end procedure

the system excluding Controllers. A new Initial core is randomly chosen and
removed from the set. When the set is empty, then it is renewed as it was
originally created. In overall, this policy discovers an Initial core promptly but



CORE CLASSIFICATION 101

Algorithm 3 Max Average Distance designation algorithm

1: function CREATECANDIDATESSET /* Create the set of candidate Initial cores */

»

43:
44:

/* Include all PEs except Controller cores */
CanditatesSet < PlatformPEsSet - ControllerCoresSet
return CanditatesSet

end function

: function CREATEINITIALCORESSET(ApplicationsList IncomingApps)
/* Initialize the set of candidate Initial cores */

CanditatesSet <— CreateCandidatesSet()

InitCoresSet <— @) /* Initialize the set of chosen Initial cores */

/* Designate an Initial core for each new incoming application */
for each App € IncomingApps do

CurAvgMaxDistance < 0

/* If the set of Initial cores is NULL, randomly select the first Initial core */
if InitCoresSet = () then
NewInitialCore <— RandomSelection(CanditatesSet)
else
for each CandidateInitCore € CanditatesSet do
/* Calculate the average distance of a candidate core from all previous designated

Initial cores */

DistancesSet <— CalculateManhattanDist(CandidateInitCore, InitCoresSet)
CurAvgDistance < GetAverageValue(DistancesSet)

/* Is distance from previous Initial cores maximized? */

if CurAvgDistance > CurAvgMazDistance then
/* If yes, save candidate Initial core */
CurAvgMaxDistance < CurAvgDistance
NewlnitialCore <— CandidatelnitCore

end if

end for
end if

/* All candidate cores have been examined. The saved one is the new Initial core */
/* Add chosen core to the set of designated Initial cores */
InitCoresSet < InitCoresSet + NewlnitialCore
/* Remove chosen core from the set of candidate cores */
CanditatesSet < CanditatesSet - NewlInitialCore
if CanditatesSet = () then /* Re-initialize candidate set if empty */
CanditatesSet <— CreateCandidatesSet()
end if

end for

return InitCoresSet

45: end function

it increases the probability of consecutive ones being active in the same region.

A second strategy presented in [21] focuses on distributing Initial cores in
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different parts of the system. In this case, there are more than one candidate
sets, one per monitored Cluster. The next set to be randomly sampled is chosen
in a round robin way and the newly chosen Initial core is removed from its set.
When one of the candidate sets is empty, it is re-initialized. In overall, this
strategy aims at reducing the probability of increased density of consecutive
Initial cores in the same region by distributing their locations in different areas,
which are usually disjoint. Nevertheless, the strategy relies on an appropriate
Cluster topology to achieve that. If the size and topology of Clusters is not
carefully chosen, the effectiveness of this technique is reduced, due to the higher
probability of Initial cores being mapped in close proximity.

DRTRM implements a policy named Maz Average Distance, which ensures that
a newly appointed Initial core will maximize its distance from the previous ones.
The calculation of a new Initial core is performed at the node that handles
the queue of incoming applications, which is typically the first Controller core.
Maz Average Distance is presented in Algorithm 3. At the beginning, the
CanditatesSet contains all the nodes that can act as Initials (lines 6-9). For
each incoming application, DRTRM has to designate an Initial core. For the
very first application, a random core is chosen (lines 12-12). In the following
cases, having defined the Initial core I,, of the n-th application, the candidate
Initial cores for the (n + 1)-th application must (i) belong to the available, not
already sampled candidate cores set and (ii) maximize the average Manhattan
distance from all previous Initial cores (lines 15-22). After the selection, the
CanditatesSet is updated (lines 25-26) and if empty, it is re-initialized (lines
27-29). In total, Maz Average Distance combines the distribution of Initial
cores among different areas while maximizing the distance between them, thus
increasing the probability of discovering free resources.

4.5.3 Manager core

The actions of a Manager core are presented in Algorithm 4. One dedicated
Manager core is assigned to every application during its initialization, responsible
for orchestrating and monitoring its execution. Particularly, the Manager core
is responsible for two tasks: (i) Serve resource requests from other distributed
agents (lines 2-6); and (ii) check the status, orchestrate workload distribution
and launch the self-optimization process of the application (lines 7-15). Both
actions are related to resource bargaining on the system aiming at optimal
application mapping. Regarding the first task, when an Initial core starts the
procedure of locating PEs for a new application or when another Manager core
starts its self-optimization process, Managers send their offers to the requesting
agent, based on the current speedup value of their application.
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Algorithm 4 Manager core algorithm

1: procedure MANAGER__CORE
2:  if sig_rquest_cores then /* A distributed agent requests core offers */

3: if Cost > 0then /* Eq.4.6*/

4: of fers[] = of fers[] + new_of fer

5: end if

6: end if

7:  timer(SELF_OPT)

8:  while app.status <> TERMINATED do

9: if (timer(SELF_OPT) == 0) && (app.remaining_time > SELF_OPT) then
/* Start self-optimization */

10: sig_request_cores{Cy;}  /* Algorithm 1 is triggered in respective agents */

11: of fers[] < receive_ offers(C:.,) /* Store incoming offers for cores */

12: calculate(Cost)

13: update_application()

14: distribute_ workload()

15: end if

16:  end while
17: end procedure

The design choice of dedicating one Manager per application aims at providing
the application designer the flexibility to designate the preferable resource
management policy, customized for the characteristics of each application [68],
while ensuring that this policy will be enforced deprived of any latency introduced
due to the management of more than one applications, or the co-scheduling
of the Manager core with other heavyweight tasks, e.g. application workload
execution. In the context of highly scaling applications, we consider this an
acceptable overhead. For example, for an application with 16 worker PEs
only 6.25% of them are dedicated for management purposes. Furthermore, the
Manager core duties are allowed to co-exist with lightweight tasks such as Initial
core duties, as will be thoroughly presented in Section 4.5.4.

The optimization objective in existing system performance oriented designs
is the maximization of the total application speedup on the system [130, 21].
However, in the presented work, DRTRM focuses on the minimization of total
application execution latency by taking into account the estimated remaining
time of the involved applications, when evaluating a possible resource trade.
In DRTRM, the Manager first checks if it can offer a core to a requesting
application A, without losing more in terms of application speedup compared
to the gain that the requesting application will exhibit by the addition of the
offered resources (Algorithm 4, lines 3-6), as summarized in Eq. 4.6. Formally,
this trade can be perceived as a Kaldor-Hicks improvement [66] in an effort to
reach a global optimum system state. Since resource negotiation is greedy, the
source offers cores to the destination as long as the gain of the destination is
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Figure 4.4: Resource negotiation example (Comparison of conventional vs
proposed resource bargaining).

greater than the loss of the source.

Cost = gain[Sy(nowa) = Sy (Mnew)] — 1055[S5 (Rotd) —= Sp(Mnew)]  (4.6)

We refer to this greedy resource negotiation approach as conventional resource
bargaining, which suffers from the drawback that it does not take into account
the remaining execution time of the application offering resources, as well as
the required latency for the re-mapping of resources. The proposed framework
incorporates a resource bargaining mechanism where all the aforementioned
parameters are co-evaluated. More precisely, a resource exchange is performed
if it leads to speedup gain but is also meaningful taking into consideration the
estimated time for the conclusion of the offering application.

The rationale behind this objective is summarized in Fig. 4.4, where application
execution is presented through the time-line of the utilization of 4 cores on
a many-core system. At tg, App. 2 (Core 4) requests more resources from
App. 1 (Cores 1-3). The possible exchange is evaluated and validated since
the combined speedup of both applications will be higher if Core 3 is traded to
App. 2 at t1. Nevertheless, this move does not take into account the remaining
execution time of App. 1 when the trade is validated. At ty, when the request
of App. 2 is evaluated, the proposed algorithm indicates that given the little
remaining workload of App. 1, its execution will be over soon and the trade
is an overhead. This evaluation takes also into account the required latency
for the Core migration to App. 2 and its re-mapping (red arrow). This choice,
leads to a subsequent quick finish of App. 1 and eventually more resources are
freed for App. 2. In this way at to, App. 2 gets 2 free Cores and finishes earlier
(green arrow).

The second main task of the Manager core, mentioned as self-optimization,
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Figure 4.5: Steps of the self-optimization process.

refers to the effort of dynamically increasing the resources and speedup of the
managed application. This resource bargaining takes place between agents that
possess resources, i.e. Manager and Controller cores. The underlying concept
is that the availability of free resources can vary over time due to application
terminations, which are asynchronous events. Furthermore, self-optimization
can remedy an initial allocation of resources which is sub-optimal with respect
to the total application speedup. Therefore, the Manager core initiates rounds
of resource searching in order either to locate free resources or acquire some
from another application while satisfying the cost function of Eq. 4.6.

Fig. 4.5 presents an example of the concept of self-optimization. All PEs of
an application are distinguished by the same color and pattern. In Fig. 4.5a,
the Manager core of App. 1 (Core 15) asks for more resource from (i) the
Manager Core of App. 2 (Core 8), (ii) the Manager Core of application 3 (Core
7) and (iii) Controller Core 0, which owns the idle cores of the system. The
request of resources is performed by sending an appropriate signal to each one
of them, which in turn evaluate the resource exchange possibility according to
Eq. 4.6 and make their respective offers, by replying with an appropriate signal.
The specifics of the offers are illustrated in Fig. 4.5b. Due to the fact that
there are idle cores, the Controller core was the one to offer the most resources.
Nevertheless, since App. 1 owns only two cores, there were also offers by the
other running applications to give up some of their PEs in favour of the increase
of the total speedup of all three applications. In Fig. 4.5¢, the Manager core
of Application 1 replies to all other agents whether their offers are accepted
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or not. The offer of Controller core is the one chosen because it includes the
most offered resources in addition to not affecting the allocated resources of the
rest of the running applications. The offers of the Manager cores of Apps. 2
and 3 are rejected. Fig. 4.5d illustrates the resulting state of the system, where
Application 1 occupies 4 cores instead of 2 at the beginning of the example.

To achieve the periodic execution of the self-optimization process, a SELF _OPT
timer is set and when it expires the Manager checks whether the application
has maximized its speedup or is near to its completion (Algorithm 4, lines
7-9). If the application speedup is maximum (Eq. 4.1), then there is no
need to search for more cores. The same applies if the estimated remaining
time of the application is less than the required time for the self-optimization
to be completed (Tinisn < SELF _OPT). If a self-optimization process of
an application is decided, a negotiation round is performed between active
applications inside a region of the platform with center the PE of the Manager
and radius R. The search is limited inside this region in order to constraint the
necessary communication for the self-optimization process as well as to decrease
the dispersion of the workers of an application.

Resource allocation interplay example: Fig. 4.6 illustrates an example of the
inter-play amongst cores with different roles on a 4 x4 multi-core system managed
by DRTRM. We assume that the platform has two Controller cores (Core 0
and Core 8), each of which monitors Clusters 0-7 and 9-15 respectively. In this
example, we assume that there is one active application (App 1) with Core 15
as its Manager and Cores 10, 11 and 14 as workers. When another application
(App 2) arrives, Controller core 0 instructs Core 3 to act as the Initial core for
the new application. The newly appointed Initial core intends to acquire cores
in area R which, without loss of generality, can be assumed to enclose the entire
platform. Its first task is to send a signal in order to discover which Controller
cores are active in region R (Fig. 4.6a).

Having acquired the ids, the Initial core sends a signal to all of them inquiring
which Manager cores are active in region R (Fig. 4.6b). After this information is
acquired, it sends a request for cores to all the Managers in region R (Fig. 4.6¢).
They evaluate the respective Cost in Eq. 4.6 and they respond appropriately
(Fig. 4.6d). Then, the Initial core evaluates the best offer and accepts it. The
last tasks are (i) to appoint the new Manager core for the application (Core 2-
Fig. 4.6e) and (ii) to inform the Manager cores accordingly about the acceptance
or rejection of their offers (Fig. 4.6f).
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Figure 4.6: Resource allocation interplay example.

4.5.4 Node Internal States and Transitions

As stated, PEs in DRTRM have different roles. From these roles, the Controllers
are defined at the initialization of the platform and they cannot change. All
other computing resources can alternate between the roles of Initial, Manager,
Worker and Idle at run-time. Fig. 4.7 illustrates the different possible states
for an Initial and a Manager core. Transition between states occurs when
specific signals are exchanged among cores or triggered internally (e.g. a timer
expiration). Each edge of the graph is labelled with the corresponding received
signal (ergo the SIG__ prefix), while there are signals that do not trigger a
transition between states. Tables 4.2 and 4.3 provide more information about
each state. The implemented signals used in DRTRM are described as follows:

Additionally, an application is characterised by a number of internal states
corresponding to its different operational phases. The transition between
different states is dictated by the Manager core of the application. In summary,
the available application states are:

i. RUNNING: The application has been initialized and the worker cores are
executing its workload.

ii. TERMINATED: The application proceeds asynchronously to this state
when all its workload has been executed and the final operations for proper
application termination need to be executed.
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Table 4.1: Detailed information about the signals of DRTRM.

Signal Description
SIG__INIT__APP Signal that a node must act as an Initial core.
SIG_INIT_MAN A s.ig.nql §ent. by an Initial core for the

initialization of a Manager core.
A Manager sends this signal to one of its
workers for workload execution.
A signal raised by the expiration of a timer in a
Initial core.
A signal raised by the expiration of a timer in a
Manager core.

A signal raised by the Manager core to notify its
SIG_SELF__ OPT application that a self-optimization process has
started.

A working node sends this signal to its Manager
core when it has finished the execution of its
appointed workload. Additionally, when a
Manager core goes into MANAGER_ENDING
state i.e. its application has finished its life cycle,
it informs its Controller core through this signal.
This is used for FSM completeness purposes in
order to signify that the sequential part of a
given state is over and the impending action is a
transition to a new state.
Acknowledgement that a node is waiting for
incoming data.

A signal sent to a core to request for resources
in a region.

Signal sent to offer resources after a relevant
request.

Signal sent to notify the acceptance or rejection
of an offer for resources.

Signal received by a Controller to inform the
SIG__DISC_CNTR_ CORES sender about the monitoring Controller cores of
a specific region.

Signal sent by a Controller to inform the sender

SIG_DISC_CNTR_ CORES_REPLY about the monitoring Controller cores of a
specific region.
Signal received by a Controller to inform the
SIG_REQ_ DDS_ INFO sender about the running applications in a
specific region.
Signal sent by a Controller to inform the sender

SIG_ APPOINT_WORK

SIG_INIT_TIMER

SIG_SELFOPT_TIMER

SIG__FINISH

SIG_STATE_ FINISHED

SIG__ACK

SIG_REQ__CORES

SIG_REQ_CORES_ REPLY

SIG_REP__OFFERS

SIG_REQ_DDS_INFO_REPLY about the running applications in a specific
region.

Signal sent from a Manager to a Controller

SIG_ ADD_ CORES_ DDS asking to register new PEs belonging to the

running application.
Signal sent from a Manager to a Controller
SIG_ REMOVE__CORES_ DDS asking to remove some registered PEs of its
running application.

iii. RESIZING: This state dictates that the application is not executing any
workload because the necessary actions for successful resizing are performed.
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Table 4.2: Detailed information about the states of an Initial core.

State Description

IDLE_ CORE A state where the core dpes gothmg and waits for an
incoming signal.

The first state of a new Initial core. Its normal next
state is INIT__CORE_ REQ_ DDS_ INFO, unless a
SIG__INIT__MAN signal is received and the core must
INIT_CORE also act as the Manager of another application (different
from the one under admission). In this case, it switches
to its managerial role and when its duties are over, it
resumes as an Initial core.

The Initial core sends requests to all Controller cores in

a region in order to locate which applications (Manager

cores) are active in it. Upon reception of all replies, it
proceeds to INIT__CORE__SEND__ OFFERS.

INIT_CORE__REQ_DDS__INFO

The Initial core sends requests for cores in various areas
INIT__CORE_SEND_ OFFERS || of the system. Then, a timer is set to wait for offers and
a transition to IDLE__INIT__CORE is performed.

The state is maintained, waiting for core offers. If a
SIG__INIT MAN is received, it follows that the Initial
core is instructed to be the Manager of another
application (different from the one under admission).
Thus, the managerial flow is initialized and execution
flow will return to Initial core duties after the
application is over. If a SIG_APPOINT_WORK signal
is received, it means that the node belongs to an
application and must execute some workload proceeding
to WORKING__NODE state.

IDLE_INIT__CORE

After timer expiration, this state is used for evaluation
of any offers. If there are none, a return to
INIT__CORE_SEND_ OFFERS state is mandatory
to reset core search, since it is imperative that at least
one PE is found for the new application. If offers have
been received, the new Manager is instantiated. After
that, any pending roles (Worker or Manager) are
resumed or the core enters IDLE__ CORE state.

INIT_CORE__CHK__OFFERS

The core executes application workload. When it is over
transition to IDLE__ CORE state is performed. If
workload execution started while having Initial core

duties, then in IDLE__ CORE state, the timer of Initial

core will expire and execution flow will transit to
INIT_CORE_ CHK__OFFERS state.

WORKING__NODE

i

4.5.5 Inter-node Synchronization and Data Exchange

The most challenging part of the proposed framework is the inter-node signal
and data exchange. We distinguish all signals described in Section 4.5.4 to
two different parts: (i) the part where a signal is sent and (ii) the part where
data is exchanged between cores. DRTRM employs a three-way handshake
communication. As a consequence, whenever core A wants to transmit data to
core B, it first sends a signal denoting the semantics of its request and then core
B must respond with a signal of acknowledgement (SIG__ACK) to declare its
availability to receive the data. Only when A receives this acknowledgement, it
starts sending the data. However, this protocol does not guarantee deadlock
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Figure 4.7: Possible internal states of a core under DRTRM.

Table 4.3: Detailed information about the states of the Manager core.

State Description

The Manager is initialized and makes its presence known
to its Controller. Application workload is distributed to
its workers. Also, the core decides whether a
self-optimization is necessary.

MAN_INIT_STATE

A self-optimization process is initialized and requests for
cores are sent. Having sent the requests, a timer is set
MAN_SELF__OPT and state is changed to
IDLE_MAN_ WAITING_ OFFERS state to wait
for offers.

The Manager core is idle and waits for core offers. If
SIG__FINISH signals are received by all workers owned
by the Manager core and application workload is over
then execution flow is changed to
MANAGER_ ENDING state in order to finalize the
application.

IDLE_ MAN_ WAITING__OFFERS

When the timer goes off, the received offers are checked.
The best offer is accepted and application resizing
MAN_SELF__CHK_ OFFERS commences. Otherwise, a new timer is set for the
repetition for the self-optimization phase and state is
changed to IDLE_ MANAGER.

The Manager core remains idle in the sense that a
self-optimization process is not executed. Incoming
requests from other nodes such as requests for cores are
serviced. If a timer goes off and criteria for
self-optimization are met it proceeds to
MAN__SELF__OPT state otherwise, it remains idle. If
workload execution in completed, it proceeds to
MANAGER__ENDING state.

IDLE_ MANAGER

The Manager informs its Controller core for the its
application termination and its managerial duties are
over. If a SIG_INIT__MAN signal has been received
MANAGER__ENDING then execution flow is changed to INIT__CORE state
to start Initial core duties. Otherwise, the state is

changed to IDLE__ CORE.
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Figure 4.8: Interaction queue.

prevention. For example, assume that core A sends a signal to core B and
about the same time core B sends the same signal to core A (e.g. A and B
request cores from each other). Then, both will answer with SIG__ACK and
both will wait for data, thus creating a deadlock.

Additionally, there is a case where core A sends multiple requests to core B at a
certain time. However, due to the network latency, the arrival of signals cannot
always be predicted and there is a possibility that a later request is served first.
The solution of a transaction ID per request is not considered efficient as it
creates extra transmitted information. In addition, it increases the complexity
of inter-node communication logic, since extra mechanisms are required to
re-arrange the incoming messages so that their semantics are respected, e.g. a
core request proceeds a core offer, a rejected message is withdrawn from the
incoming messages queue and so on. Therefore, in DRTRM a sender node A is
allowed to have only one active interaction with node B at a certain moment,
by using an interaction queue as depicted in Fig. 4.8. This queue, is responsible
for handling the outgoing requests of any PE and for guaranteeing that at any
given moment a core has only one outgoing request for any other PE on the
system. If a need for a second request arrives before the completion of the first
one, it is queued up in the interaction queue and the appropriate signal will
be sent only when the first request is complete. Using the knowledge of their
interaction queue, combined with the information about incoming requests from
other cores, receivers can assess when a deadlock will occur and thus reject the
necessary incoming requests to avoid it.

Apart from the interaction queue, each PE maintains a First Come First Served
(FCFS) queue, in order to handle its incoming requests. Specifically, this
queue relies on message passing buffers, which are used in a circular manner
for incoming signals. Since the sender is not known in advance, the sender
must also provide its id along with the signal number. The size of the circular
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buffer for signals is defined by the parameter MAX_SIGNAL_LIST_LEN. A typical
values of this parameter is 64 and has proven to be adequate for all simulations
and configurations of the proposed framework. In the circular buffer, an index
called index_top points to the current start of the buffer and represents the
first signal that was received. The index index_bottom represents the signal
that was most recently received and will be the last to be served. Regarding
synchronization, one mutually excluding lock in every node is sufficient for the
signal exchange to be successfully carried out. Fig. 4.9 depicts the circular
buffer both for the data transactions and for the signals.

Fig. 4.10 depicts the process of node A sending signal SIG_X to node B. First,
node A waits until it acquires the lock of node B. Then, it copies the value of
index_bottom of node B to its memory to avoid multiple operations on the
off-chip RAM. The local index is increased by one. The actual new index is the
increased value modulo MAX_SIGNAL_LIST_LEN. The values of signal type and
sender id are written to the signal buffer of B and the index_bottom is updated
while releasing the lock. Node B checks for the availability of its lock. After the
lock has been acquired, node B checks if index_bottom and index_top have
the same value. If this is the case, then no new signals have been received. If
the two indexes have different values, node B reads the signal and sender id
indicated by index_top. Before proceeding to the signal handler function, the
lock is released so that B can receive new signals again. After this function is
over, index_top is increased in a circular way and the process is restarted until
index_bottom has the same value as index_top.

Regarding data exchange, a signal from core A to core B does not involve
data transmission, since it cannot be a priori known whether the recipient will
acknowledge or reject it. Data is actually transmitted only when the receiver



EXPERIMENTAL EVALUATION 113

Lock request Lock request

Call
signal handler

Copy index_bottom to A Lock acquired by A Lock acquired by B Read the
and increase h i signal buffer

Lock released

Set the signal value to Copy new
signal buffer index_bottom to B

Lock request by B

Figure 4.10: Inter-node communication for exchanging signals.

replies with a SIG__ ACK signal to the sender. The payload is delivered by
writing in the incoming data buffer of each core, which for the case of Intel
SCC is allocated in the Message Passing Buffer [114], as shown in Fig. 4.9. The
size of the payload varies according to the requirements of the signal, e.g. an
offer for resources includes the IDs of offered PEs, while the reply for this offer
includes only one integer indicating its acceptance or rejection.

4.6 Experimental Evaluation

4.6.1 Contemporary many-core Systems-on-Chip

The design of DRTRM as presented in Section 4.4, aims at minimizing its
dependence on the specifics of the underlying hardware architecture. The
requirements with respect to hardware is a large number of Processing Elements
inter-connected via a Network-on-Chip architecture, thus refraining from the
use of shared memory for inter-core data exchange. With respect to software,
the current stack of DRTRM has been designed under the assumption that
each PE is managed by a dedicated instance of an OS kernel, as depicted in
Fig. 4.3. While this highly simplifies the development of DRTRM, its design
is not dependent in the existence of this OS kernel. Therefore, in the case of
OS absence, a middleware is required to aid the execution of the high level
functionality of DRTRM on the target hardware.

During the writing of this dissertation, there is an ever increasing escalation
in the number of PEs integrated on the same System-on-Chip. The highly
available commercial processors incorporate up to 28 physical processing cores [8],
communicating using a shared memory infrastructure. Furthermore, the cutting
edge of PEs incorporates numerous hardware threads within the same processing
core, which increases the number of logical cores of up to 56 in Intel Xeon
Platinum 8176F Processor [8]. In such designs, there is mesh interconnection for
the PEs in order to achieve the shared memory inter-connection requirements.
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In all these cases, one OS instance is capable of managing the entirety of logical
cores, thus having a centralized view of the system. While DRTRM is capable of
being executed on such devices, its basic design principles would be compromised
and its distributed nature could result in higher overhead than gain, since the
OS oversees the entire system and is capable of performing online, efficient
resource allocation.

Intel Many Integrated Core (MIC) architecture, has spawned significant results
with respect to providing CPUs with many integrated processing elements. The
current highlight of this effort is the Intel Xeon Phi Processor series, based on
Knights Landing architecture [211], where the maximum number of processing
cores reaches 72, with a total of 288 hardware threads. The connection of the
processing elements is performed in a cache coherent manner, achieved via a
ring interconnect [211]. Again, an OS instance oversees all hardware threads
and thus the management of the system via DRTRM concepts could possibly
lead to a run-time overhead.

The aforementioned designs are based on CISC Instruction Set Architectures
(ISA). Recently, RISC ISA processors have gained a lot of attention towards
the realization of many-core Systems-on-Chip. A well established multi-core
architecture is ARM Big.Little, which incorporates up to 8 PEs with asymmetric
computing capabilities, i.e. fast (Big) and slower (Small) cores [100]. This
approach has been adopted by many commercial designs [62], but the small
amount of integrated PEs is prohibitive for the application of distributed
resource management on the system.

Kalray MPPA [123] integrates 256 VLIW PEs, divided into computing clusters
of 16 elements. Communication inside a cluster is achieved via shared
memory, while clusters are inter-connected via a Network-on-Chip. Low-level
programming interfaces are exposed for the development of applications, while
there is also support for Real-Time Operating Systems and OpenCL [213].
Adapteva has introduced Epiphany-IV [171], based on 64 RISC processors
interconnected on a low latency, 2D mesh NoC. The programming of the system
is achieved via low-level interfaces implemented using the C programming
language. The roadmap of Adapteva is to introduce a chip with 1024 PEs on
the same chip, where each PE will comprise of a RISC CPU, local memory and
a router for the NoC of the platform [170]. Pezy-SC processor [23], developed by
PEZY Computing K.K., incorporates 1024 multi-threaded PEs using an on chip
cache architecture of three levels, divided to subsets of PEs. The platform is not
cache coherent and thus data need to be explicitly flushed in the different cache
levels. The system is programmed using a subset of OpenCL functions [23].

Cavium ThunderX processor series [102] incorporates up to 48 64-bit ARMv8
PEs communicating using a shared memory infrastructure. The system aims
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Figure 4.11: Layout of Intel SCC platform [158].

at the Cloud and Data Center market and thus includes accelerators for
virtualization, storage and networking. Moreover, its operation is supervised
by centralized Linux OS distributions. Last, the SpiNNaker (a contraction of
Spiking Neural Network Architecture) project [95] aims at building a massively
parallel computing platform, inspired by the function of the human brain. The
project has developed a working prototype which incorporates 864 ARM968
PEs in total, grouped into nodes of 18 PEs. The inter-node communication
of PEs is achieved by Inter-processor communication is based on an efficient
multicast infrastructure inspired by neurobiology.

The features of these novel many-core systems make them well-suited candidates
for the deployment of DRTRM. However access to such systems is limited, while
the successful porting of DRTRM is dependent of the development of an efficient
middleware, which will compensate for the absence of an OS. Taking the
above into account, DRTRM was deployed on Intel SCC, which as detailed in
Section 4.6.2, meets all the necessary HW and SW design requirements.

4.6.2 Intel SCC: Target NoC based evaluation platform

For the evaluation of DRTRM, Intel Single-chip Cloud Computer (SCC) [114]
was used as the driver many-core platform. Intel SCC is a 48-core, single
chip platform with a mesh NoC interconnection for on-chip communication. It
consists of 24 tiles of 2 PEs each, based on Intel P54C cores, which are second
generation in-order Pentium processors, running a Linux operating system per
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core. Each of the two processors has a dedicated instruction and data L1 cache
of 16 KB, while they share 256 KB of 1.2 cache memory and 16 KB of a fast,
on-die shared SRAM called Message Passing Buffer (MPB), which provides a
fast and reliable message passing interface for data dispatching amongst cores.
Having 24 tiles, Intel SCC provides 384KB of Message Passing Buffer. In
addition, 4 memory controllers on the system provide access to off-chip DDR3
DRAM of up to 64 GB, which is visible from all cores. Tiles are connected
through a 2D-mesh and a router inside each tile is responsible for forwarding
outgoing packets to the correct target, using X-Y routing. When a message is
sent from one core to another, data is sent through the Message Passing Buffers
on the chip. While the processor does not offer any hardware-managed memory
coherence, it features a new memory type to enable efficient communication
between cores. This new memory type is called the Message Passing Buffer
Type (MPBT) [114]. Fig. 4.11 illustrates the layout of Intel SCC platform.

In order to make programming easier and increase the portability and scalability
of programs written for the SCC platform, Intel provides a communication
environment known as the RCCE [158]. RCCE distributes evenly the MPB
address space to the 48-cores, designating that each processor will have 8KB of
memory in this buffer for itself. It provides two basic interfaces for inter-node
communication. The first is the gory interface, a low level design that offers
the programmer greater control over the SCC, in expense of need for explicit
synchronization. The second interface is the basic one, which offers blocking
send and recv functions.

DRTRM was developed using the gory interface to enable asynchronous
send/receive data operations between cores. Each distributed agent allocates at
its initialisation phase a memory space in MPB of MPBT data type by using
the RCCE_malloc function. After this allocation, agents can exchange messages
through the RCCE_put(A, buffer, size, ID) and RCCE_get(buffer, A,
size, ID) functions, where A is the space allocated in MPB and buffer
is a memory buffer in the local address space of the agent. The RCCE_put
function transfers data from buffer to MPB, while the RCCE_get function does
the opposite operation. In both functions size denotes the number of bytes to
be transferred, while ID is the number of the target node. To achieve mutually
exclusive memory operations, a test&set register is provided in every core.

4.6.3 Evaluated applications

To alleviate the impact of ideal application characteristics on the analysis of
the efficiency of the proposed resource allocation scheme, we developed a set of
actual applications, which exhibit behaviour similar to the basic characteristics
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Figure 4.12: Performance of malleability model in respect to #cores and
workload size for matrix size M = 4096.

of a malleable application, as dictated by Eq. 4.1. The choice of the applications
was in the interest of providing an experimental setup able to represent realistic
characteristics of emerging workloads, aligned with the description of IoT
applications presented in Chapter 3. At the same time, the patterns of the
computations of the following chosen applications allow their parallel execution,
while respecting the model of malleable applications.

Matrix-Vector Multiplication (MVM) takes as input a integer matrix
Anxn and an integer vector V = [v1,vg,- - - vN}T and produces the outcome of
their multiplication. Support Vector Machines Classifier (SVM) [109] is a
popular pattern recognition algorithm, which is able to tackle complex non-linear
classification problems (Section 3.3.3). The utilized models were based on the
ECG analysis application presented in Section 3.3, while the actual SVM source
code was extracted from 1ibSVM [53], an acclaimed open source implementation
of the classifier. The last application is Fast Fourier Transform (FFT),
corresponding to the feature extraction stage of IoT applications and derived
from the Parsec benchmark suite [39].

To create computationally intensive applications, the core kernel operations
(e.g multiplication) is repeated W times and this variable is considered the
workload of the application. Resizing is enabled only at specific synchronization
points between these repetitions. The speeudp function S(n, M) and remaining
execution time T.,, of the application are modelled as:

Exec t(1,M)

Sn, M) = Exec_t(n,M)’

Trem = Wiem * Exec_t(n, M) (4.7)

where W,...,, refers to the remaining multiplication repetitions, n is the number
of worker cores and Exec_t is a function returning the execution time for one
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instance of the matrix multiplication for n cores. Ezec_t is dependent both
on the input data-set size as well as on the number of processes working in
parallel and is derived from extensive profiling on the target platform. Fig. 4.12
shows the execution latency of various workloads of the MVM on Intel SCC
in respect to allocated resources. We observe that as dictated by Eq. 4.1 and
Eq. 4.2 the scaling of the implemented application is irrelevant to its workload
W and respects the linearity between W values and remaining execution time.
The same behaviour is observed for the the SVM and FFT applications as well.

To achieve this behavior, we force DRTRM to allocate one parallel process
per core, thus eliminating co-scheduling interference effects, since SCC does
not support hyper-threading at the core level. At run-time, the Manager
communicates to each worker the upper and lower bound of the consecutive
rows of the input matrix that it has to multiply. The workload is evenly
distributed and the workers do not exchange any information with one another.
Each worker writes in the memory of its Manager core the computed results. In
order to alleviate the overheads of memory block caching that limits the benefits
of dynamic malleability, we carefully tile the workload distributed to each core
to fit the SCC node’s cache capacity, while also performing data pre-fetching at
the initialization of the application.

The input of the implemented parallel applications are (i) for the MVM
application, a dense matrix and vector of 4096x4096 and 4096x1 integers,
respectively, (ii) an SVM composed of 4096 support vectors, each containing
4096 floating point features and (iii) a signal of 65536 floating point samples
for the FFT application. The implemented applications exhibit collective
communication during workload distribution and reduction of computed results
by the Manager core. Different inter-worker communication patterns can be
modelled in the speedup curve of the application and be taken into account by
the Manager core at run-time.

As a closing remark, the efficiency of the presented resource management
scheme is not directly coupled to the employed application model. However,
the efficiency of the employed dynamic, inter-application exchange algorithm is
dependent on an reliable way of having an estimate of the remaining execution
latency of any running application. Consequently, DRTRM principles can be
extended to the use of any parallel application accompanied by a concrete
performance and interference model, targeting a many-core System-on-Chip.
In the absence of a relevant model, the performance of the applications would
be unpredictable and thus the allocation of resources would result in frequent
sub-optimal decisions. In general, providing such a model is a very challenging
scientific research issue [139, 38|, a fact that contributed to the adoption of
malleable parallel application model for the development of DRTRM.
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4.6.4 Measured Results Overview

In order to evaluate DRTRM, we compared it against: (i) DistRM [130], a
distributed manager that assigns different run-time agents to cores, which
collaboratively perform application mapping via a communication scheme; and
(ii) The distributed manager DRM presented in [21], which also offers self-
optimization and self-organization functions on top of distributed management.
The evaluation focuses on quantifying the effectiveness of the different run-time
decision making alternatives of the aforementioned frameworks. To achieve that,
we alleviate the impact of implementation parameters by making use of the
same functional backbone presented in Sections 4.5.4 and 4.5.5 for all different
management schemes.

The utilized metrics for the evaluation of the resource allocation schemes are (i)
Total application execution latency: The total required time for all applications to
execute their workload, (ii) Total number of core negotiation algorithm executions:
This value presents how many times this algorithm was executed in total and
quantifies how demanding the resource management process was, (iii) Total
number of exchanged messages: The total number of all messages exchanged for
a scenario to be successfully completed, (iv) Total size of exchanged messages:
The total size in bytes of the exchanged messages and (v) Number of hops for
exchanged messages: The total number of hops that the exchanged messages
had to travel in order to reach their destination.

In our effort to create a realistic simulation environment, we examine different
scenarios of applications requiring admittance and execution on the many-
core system. The scenarios involve applications of all available types and
are considered complete only when all incoming applications have successfully
completed their workload W. The distribution of W values in each scenario as
well as the arrival rate of the applications on the system have been designated
according to a the study presented in Chapter 5, aiming at creating input
scenarios which can stress the availability of resources on the target platform.

4.6.5 Design Space Exploration on DRTRM Resource Alloca-
tion Parameters

The first part of our experimental campaign focuses on identifying the optimum
parameters regarding the aggressiveness of the resource allocation search of
agents in DRTRM. The examined parameters are (i) the radius R of the area
(See Section 4.5.3) inside which a resource search will take place and (ii) the
maximum number of Self-optimization rounds that an application can initiate.
The presented results in Fig. 4.13 summarize the outcome of scenarios of 128
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Figure 4.13: Design Space Exploration for DRTRM parameters optimization.

application of all implemented types and the behaviour of DRTRM is quantified

in terms of the sum of application execution latency (Fig. 4.13a) and intensity
of communication i.e. message count (Fig. 4.13b).

Results indicate a trade-off between the examined metrics, since reduced
aggressiveness in search for resources leads to high application execution latency
combined with reduced exchanged messages. In other words, Manager cores
cannot effectively increase their workers when searching in close vicinity and
do not repeat this process often, but this lack of activity results in reduced
agent inter-communication. On the contrary, as aggressiveness is heightened
we observe higher efficiency in resource management, which requires increased
communication between the distributed agents in order to be achieved. However,
the reduction of application execution latency reaches a saturation plateau,
implying that maximum aggressiveness is not the optimal solution, since the
system has reached a point where resources are fully utilized. For the rest

of the experiments, we chose Self-optimization search radius equal to 6 and
Self-optimization rounds equal to 3.

4.6.6 Evaluations of Resource Allocation Efficiency

Having designated the aforementioned parameters, the conducted experiments
focus on quantifying the efficiency of the proposed resource allocation scheme
against state-of-the-art distributed resource management frameworks. The first
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collected data is the outcome of the execution of 128 applications for a varying
number of Controller cores on the system. Results are grouped according to
this number and the type of the utilized parallel application.

The number of Controller cores creates an inherent design trade-off, taking into
account that they are not involved in application workload execution. Increasing
their number reduces the amount of cores that each Controller monitors and
consequently the intensity of incoming requests to be processed. At the same
time, the number of available worker PEs on the system is reduced since
more cores have been appointed as Controllers. In this work, we examine and
evaluate DRTRM configurations of 2, 4, 6 and 8 Controller cores. The case
of one Controller is omitted since it creates a centralized way of information
storing and communication. Numbers greater than 8 have not been considered
for Intel SCC (48 cores in total), as it is considered inefficient. However, the
described framework can seamlessly support configurations of any number of
Controller cores. For the following experiments, Controller cores have been
placed in such a way that they monitor continuous areas on the system, as
illustrated in Fig. 4.14.

The overview of the results, demonstrates the ability of our proposed scheme to
make better decisions regarding the allocations of the PEs of the system and
this is reflected in the reduced execution latency of applications (Fig. 4.15a).
The small number of available PEs on the system, highlights the efficiency of
our proposed workload aware resource negotiation algorithm, which manages to
avoid non profitable exchange of resources and allows applications to conclude
their life-cycle earlier. Furthermore, by inspection of the comparison of DistRM
and DRM we observe a stochastic behaviour with respect to which scheme
outperforms the other. This is attributed to their random selection process
regarding application initialization and validates our intention to provide an
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Figure 4.15: Evaluation of resource allocation efficiency for scenarios of 128
incoming applications.

Initial core designation policy, which minimizes the impact of this selection.

Regarding the required execution latency, we observe that the most lightweight
task is SVM classification, while Matrix Multiplication requires the most time
to be executed. For these two applications, there is clear correlation between the
number of Controllers and increased execution latency. More Controller cores
results in less workload per Controller, however this reduction is not enough to
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compensate for the fact that there are less available worker PEs. Regarding the
FFT application, its limited scalability to many workers reduces the effect of
the number of Controller cores on its execution latency. The crucial parameter
for this application is the spatial distribution of Initial cores, which reduces
the congestion of FFT instances on the same region. This sparse distribution
is achieved by our proposed Initial core designation strategy, thus resulting to
faster FF'T application execution. Nevertheless, the exploration in the number
of Controller is important in order to validate that the proposed scheme can
maintain its efficiency while resource scarcity is aggravated. In summary, our
proposed scheme results in 17.5% faster execution in average compared to its
rivals, while the maximum can reach up to 30%.

As far are the rest of the presented metrics are concerned, we observe in
Fig. 4.15b, that the number of executed instances of the resource negotiation
algorithm varies per examined scenario. This variability is due to the activity
of the executed agents on the system, which start and finish their execution in a
dynamic manner. The combined examination of Fig. 4.15a and Fig. 4.15b
reveals that the increased execution effort is correlated with the quicker
application workload execution of our proposed scheme. In other words, the
extra computational burden for resources negotiation pays off by leading to
better resource allocation.

Fig. 4.15¢ to 4.15e capture the communication aspect of the presented evaluation
and show that in the vast majority of cases, our proposed scheme manages to
generate less communication traffic compared to the rest, reaching an average
reduction of 12.5% in exchanged messages. This is due to the fact that more
cores are allocated for workload execution, which is a computation and not
communication bound task. In addition, the quantity of exchanged messages
is dependent on the required time for applications to be executed since the
activity of many applications simultaneously results in increased inter-node
communication for resource negotiation purposes. The observed instances
where the proposed framework produces more messages compared to DRM
are attributed to a marginal case when applications under initialization do not
acquire resources, because running applications are close to their conclusion.
This does not compromise the effectiveness of the proposed resource negotiation
scheme but prolongs the application instantiation process, thus leading to
elevated number of exchanged messages.

Apart from the reduced traffic, we observe in Fig. 4.15d that when the proposed
scheme is employed, message exchange is more locally contained, i.e. the
distance between sender and receiver PEs is in average smaller. This is very
important because it reduces the utilization of NoC routers and saves energy,
since there are less hops for a message to reach its destination. Last but not
least, the total size of exchanged messages (Fig. 4.15¢) is in most cases reduced



124 DISTRIBUTED RUN-TIME RESOURCE MANAGEMENT SCHEME FOR NOC BASED MANY-CORES

DistRM m DRM m Proposed

250 ¢ Workload Level 1 i Workload Level 2 Workload Level 3

(286 % Level 0) (390 % Level 0)

(199% Level 0)

Achieved appliction speedup

Number of Controller cores

Figure 4.16: Evaluation of resource allocation for applications derived from the
malleable application model.

in our proposed scheme, as consequence of the reduced communication traffic.
This implies less data exchange on the target NoC and also contributes to
reduced congestion of the NoC links.

From a secondary point of view, the results in Fig. 4.15b to 4.15e outline the
imposed overhead of the resource management variants on the system, during
run-time. The measured data show that the proposed framework manages to
reduce the communication aspect of the imposed overhead in comparison to its
rivals. Exchanged traffic is less and more locally constrained, leading to less
interference and congestion on the communication links. This is achieved at the
cost of elevated computational complexity, in order to produce more efficient
application mappings. Consequently, as shown in Fig. 4.15b, the imposed
computational overhead of the proposed scheme is averagely higher than the
investigated alternatives. However, since these computations are distributed,
the actual overhead on each distributed agent is minimized.

To further quantify the effectiveness of our proposed framework we employ a
more diverse application workload mix, which is derived using the malleable
application model presented in Section 4.4. The mix is created by randomly
generating applications characteristics according to this model, with values
ranging from 0.01 to 100 for parameter ¢ and from 2 to 16 for parameter
A. According to these characteristics and the number of its worker cores, the
speedup of an application is calculated at run-time using Eq. 4.2. Low o values
result in applications with steep scaling, which achieve high speedup for almost
all values of A. High values of o, result in applications which exhibit smooth
scaling with low speedup values regardless of the values of A.

To simulate a workload execution round, we implement it as time delay
scaled according to the calculated speedup of the application according to
its characteristics and the number of its workers. In order to evaluate our
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framework under variable workload size, we create four different levels of input
workload intensity. The values W of each level are derived using a random
number generation function according to a normal distribution. Increasing
workload intensity, i.e. higher average W values, is achieved by providing
increasing input values to the random generator function. The arrival rate of
applications is identical for all workload scenarios, produced according to a
random Poisson distribution as presented in Chapter 5.

Fig. 4.16 summarizes the results of the execution of 64 malleable applications,
in terms of total achieved speedup, calculated according to Eq. 4.1 as the
ratio of the execution latency of applications for a single worker, divided by
their measured execution latency. The results are grouped according to the
different workload intensity levels. For each level all different Controller core
configurations are examined. We observe that our proposed methodology results
in higher applications’ speedup in all cases, with average gains of more than
20%, reaching up to 30%. The diversity of the scaling characteristics of the input
applications maximizes the effect of the resource negotiation algorithm, which
allows weak scaling applications to terminate fast without offering resources.
Afterwards, these resources are aggregated by highly scaling applications, thus
maximizing their speedup. In addition, the experimental evaluation highlights
the robustness of the resource allocation efficiency, regardless of the intensity
of the input workload. Another important observation is that reducing the
number of available worker PEs (i.e. increasing the number of Controller cores),
imposes a heavy toll on the achieved speedup since highly scaling applications
cannot reach their maximum performance.

4.6.7 Evaluation of Initial cores’ Designation Policy

While the results of the previous Section validate the effectiveness of the resource
allocation policy, they do not offer any indication of the correlation of this
efficiency to the Initial core designation policy, which is different for the three
state-of-the-art implementations. As a means of quantifying this efficiency,
we examine the distribution of the number of worker cores of applications
throughout our conducted experiments and this information is presented as
histograms in Fig. 4.17. This information is used because the ultimate purpose
of the Initial core designation algorithm is to aid the DRTRM framework to
better disperse application mapping on the target system.

The histograms presented in Fig. 4.17 refer to MVM and SVM applications, as
the FFT application scales up to only 4 workers. Results are grouped according
to application type and number of Controller cores, as this constraints the
amount of available worker PEs. The X axis of each sub-figure refers to the
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Figure 4.17: Histograms of worker cores’ amount for Cluster configurations of
2 and 4 Controller cores.

number of workers that executed a workload instance, while the Y axis refers to
the occurrence frequency of each number of workers, throughout the execution
of the total workload of applications. The maximum number of workers per
application was set to 8.

Fig. 4.17a illustrates the aforementioned occurrence percentage for the Matrix
Multiplication application when the system operates with 2 Controller cores.
We observe that the proposed scheme is able to highly increase the instances of
workload execution with maximum or close to maximum worker cores. Due to
the aggressiveness of the executed workload there is also a high percentage of
instances with only two workers, however this is up to 20% decreased by our
proposed scheme compared to the rest of state-of-the-art implementations. The
respective gain reaches 300% for near maximum number of workers and 40% for
maximum. When the number of Controller cores is increased (Fig. 4.17b) leading
to a greater shortage of available PEs for workload execution, our proposed
scheme manages to maintain almost the same percentage of low number of
workers as well as the same comparative gains in the frequency of the high
number of workers, i.e. close to 300% for 7 workers and 32% for 8.

Regarding the execution of the SVM classifier, we observe in Fig. 4.17c
that workload requirements are low enough to allow all compared resource
management alternatives to provide well balanced and effective resource
allocation. Nevertheless, our proposed scheme outperforms its rivals in the
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instances of higher number of worker cores. For the same application in a
system of 4 Controller cores (Fig. 4.17d), there is a high increase in the number
of instances with the lowest number of worker cores but our proposed scheme
manages to reduce 15% the lowest number of workers, while it increases close
to 42% and 20% the instances of 7 and 8 workers, respectively.

4.7 Conclusions

This Chapter presented the motivation and design details of a Distributed Run-
Time Resource Manager scheme (DRTRM) for parallel applications targeting
many-core, Network-on-Chip based systems. The first Sections provide a
thorough description of the various hierarchical roles that the different processing
cores of the system can adopt to successfully carry out their resource management
tasks. Having described the high level functionality and roles of the proposed
software stack, the focus of the manuscript shifted on detailing its low level
design details, including a Finite State Machine description of the involved
agents as well as the required mechanisms for their efficient communication.

The implementation of DRTRM on an actual many-core system, was bound
by two critical parameters. First, efficient run-time resource negotiation is
dependent on a reliable mechanism for predicting the remaining execution
latency of a running application. To achieve that, the presented work relied on
the model of parallel malleable applications, which was replicated via a number
of implemented parallel applications on the target many-core platform. Secondly,
the design space of available many-core system is large, thus complicating the
decision of the target many-core system. The requirements for a meaningful
DRTRM implementation are (i) a sufficiently large amount of PEs on the target
system, (ii) NoC based interconnection and (iii) an OS instance per PE to
support the functionality of DRTRM agents. Taking all these into account, the
platform of choice was Intel Single Cloud Chip platform, a 48 many-core system.
DRTRM was implemented on top of this system and an extensive experimental
campaign was conducted to capture the co-relation and influence of its various
design parameters. The results proved that DRTRM can facilitate the run-time
requirements of a high number of incoming applications, while optimizing the
allocation of resources and diminishing the imposed communication overhead
on all running distributed agents.



Chapter 5

Application-Arrival Aware
DRTRM

5.1 Introduction

The nature of distributed decision making does come with an increased
complexity in the resource management process. The lack of a single point
with overview of the platform leads to limited ability to adjust in scenarios that
the need for resources is stressed, since numerous distributed agents need to
communicate via exchanged messages in order to enforce a global policy. In
this Chapter, we identify this limited adaptivity ability by examining resource
stressful scenarios, resulting from the arrival rate of incoming applications on
many-core systems. More precisely, The evaluation of a very fast and resource
hungry scenario of incoming applications shows that it can be the breaking
point for the efficiency of DRTRM.

The effects of the arrival rate of incoming execution requests have been widely
investigated for different target systems, e.g. Cloud infrastructure [151], Map-
Reduce Clusters [231] and many core-systems [179] but all solutions rely on
centralized resource management, which allows for effective decision making
under heavy input traffic. We differentiate from this concept by analysing
and correlating the application arrival rates with the internal mechanisms of
DRTRM and propose its extended application-arrival aware version, capable of
dynamically adapting to stress-marked scenarios in a distributed manner.

128
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By leveraging the hierarchy of different agents in DRTRM, as well as their
different execution profile, this Chapter includes the following contributions:

e The design on an Application-Arrival aware Distributed Run-Time
Resource Management framework for many-core systems is presented,
which utilizes VFS techniques in order to enforce an application
admission regulation policy in a purely distributed manner, requiring
the communication of only a small subset of the system’s cores.

e A second level of exploitation of the VFS techniques is achieved by
meticulously mapping the parts of DRTRM on the system according
to their computational requirements in order to maximize the energy
consumption gains of the framework.

o The Application-arrival aware features are implemented as an extension
of DRTRM presented in Chapter 4 and evaluated on Intel Single Chip
Cloud Computer (SCC) [114].

e We provide an exploratory analysis of the different design knobs of the
proposed framework in order to fine-tune its parameters, thus maximizing
the gains in application execution latency as well as system-wide energy
consumption.

More precisely the Chapter is outlined as follows. Section 5.2 focuses on the
internal hierarchy of DRTRM agents, while the proposed admission control
mechanisms are detailed in Section 5.3. Section 5.4 includes an extensive
experimental analysis of the behaviour and efficiency of the proposed DRTRM
solution on Intel SCC platform, while Section 5.5 concludes the Chapter.

5.2 Resource allocation hierarchy overview

The presented DRTRM scheme implicitly imposes a hierarchy to the different
roles of PEs and the resource allocation flow. This hierarchy, presented in
Fig. 5.1, creates dependencies between PEs, which will be the key element
of the extended, Application-Arrival Aware DRTRM. At the top level (Level
1), Controller cores are the building blocks of information tracking and idle
resources ownership. In Level 2, Manager cores supervise application execution
and facilitate inter-application resource exchange, which is critical for the system
to reach an optimized state, ensuring no starvation incidence for any application.
Initial cores lie in Level 3 and temporarily acquire resources from the upper two
levels, in their effort to initialize a new application.
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Figure 5.1: Cores hierarchy and dependencies in DRTRM.

In overall, the resource management hierarchy as well the appointment of
dedicated tasks, either at design time, i.e. Controller cores or at run-time i.e.
Manager, Initial cores, is mandatory to account for the lack of centralized system
management. The inherent trade-off is the reduction of available workers, which
we consider tolerable in future many-core systems with hundreds or thousands
of PEs. In addition, the presented hierarchical scheme is favored with the
intention to provide discrete and encapsulated function of distributed agents to
allow them to incorporate custom run-time policies in future designs, tailored
to the needs of different applications.

5.3 Adaptive and Distributed Application Admis-
sion

The envisioned system structure is presented in Fig. 5.2, consisting of i) the
incoming application traffic according to differing arrival rate distributions and
application characteristics, ii) an input application queue, iii) the DRTRM
module responsible for applications’ initialisation, resource management and
execution on the many-core system and iv) an admission control module that
regulates the dispatching of applications to be mapped onto the targeted
platform. The proposed scheme implements a feedback loop approach, in an
effort to configure DRTRM at run-time according to the rate of incoming
applications and the intensity of system resources utilization by running ones.
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Figure 5.2: The proposed application-arrival aware DRTRM.

We define as A(t) the input rate of new applications on the queue of the
processing system and as p(t) the total rate of application conclusion and
exit from the system. Rate p;, that each individual application concludes its
operation is:

Hi = f(Ri7 Wcompia Wcommi) (51)
ergo a function of its occupying computational resources R;, the workload
Weomp; that the application has to execute and the amount of communication
Weomm, which has to perform with other applications on the system (mainly for
resource exchange purposes). The correlation between the occupying resources
of the application R; and p; is proportional to the speedup of the application:

Latency(R;)

pi o speedup(F:) = Latency(1)

(5.2)
The speedup of each application is calculated as the ratio of its estimated
finish time when it occupies R; resources and the corresponding values when it
occupies only one resource. In the context of this work, these values are derived
experimentally (see Section 4.6.3). In total, for the N,,,s instantiated on the
system at a given time ¢ the total output rate p is defined as:

a.ppé

p= Z pi (5.3)

The aim of the Application-Arrival Aware DRTRM is to service as many
incoming applications as possible or in other words minimize the difference



132 APPLICATION-ARRIVAL AWARE DRTRM

between incoming and outgoing application rate:

min Q(t) = A(t) - pu(t) (5.4)

5.3.1 Effects of the incoming applications’ rate on DRTRM

To motivate the necessity for a DRTRM with application-arrival aware
characteristics, we quantify the resource management efficacy of DRTRM
against different input application scenarios. A "Stressing" scenario was created,
where the interval between successive applications is significantly small. Interval
values were derived randomly to provide an unbiased input. This is compared
against other application arrival scenarios, where the intervals of consecutive
incoming applications derive from Poisson distributions with Lambda coefficient
values equal to 16, 32, 48 and 64 respectively, as in [179]. The actual interval
rate curves of these scenarios are presented in Fig. 5.3. X axis represents
application id and Y axis is the interval between the i-th application and its
following one. This form of application interval rate describes a system at which
applications arrive at an almost steady rate but this rate sharply increases at
a given point in time. The difference between the scenarios is the number of
already admitted applications, when the arrival spike is observed.

Fig. 5.4 illustrates the application arrival moments of two scenarios, highlighting
that applications in the "Stressing" scenario arrive much earlier. In Fig. 5.5,
we quantify the impact of A(t) via the aforementioned scenarios, on a DRTRM
without application-arrival aware characteristics, using the implemented
matrix-vector multiplication applications on Intel SCC. Comparison of the
"Stressing" to Poisson distribution derived scenarios, shows that total application
execution latency exhibits a steep rise of 190% in average, despite the fact that
the workload intensity of applications is identical in all scenarios. Additionally,
the "Sum of applications’ instantiation effort execution latency", which is a
quantitative indication of the effort spent in order to introduce all applications
into the system is averagely 142% higher. This indicates that despite the
shortage of available computational resources, Initial cores kept on frequently
searching cores for the new application, even though it was highly probable
that no PE was available and would not be available until one of the running
applications finished and freed its resources.

In correlation to Eq. 5.4, when A(t) is high, applications pile up on the system
leading to a point when Ngpps &= Riot, i.e. there are no sufficient resources
for admission of new applications. Incoming applications are sent back to the
queue and an initialisation process is restarted. This involves resources request
from active applications, but since resources are scarce, workload execution
is interrupted without any gain for any of the involved agents. Inevitably,
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Figure 5.3: Interval rate of incoming application trace.

these interrupts result to an adverse effect on u, since according to Eq. 5.1 the
execution of an application is affected by Weomm,, i-e. its communication with
other applications (owned to resource bargaining in this case).

Note that a centralized resource management framework would suffer from
similar to the aforementioned inefficiency issues, since the frequent remapping
requests due to the high application arrival rates and the lack of distribution of
this computational burden, would hinder the run-time adaptation and efficiency
of the system.

5.3.2 Proposed Adaptation Scheme

The observed vicious cycle, should be detected and mitigated by a DRTRM able
to adapt application admission to the status of resource demand and supply
on the system. In a straightforward manner, such an adaptive behavior could
be translated to a policy at the Initial core level, e.g. the repetition frequency
of the core searching cycle could be adjusted according to system resource
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Figure 5.4: Arrival times of application trace.

utilization intensity. This adaptation mechanism stumbles upon the nature of
purely distributed resource management, suffering from two major drawbacks:

o It requires a central decision to assure effective adaptation of the framework
in respect to the incoming application demands. Consequently, this creates
a central point of information acquisition, which is intended to be avoided
in a distributed framework.

o It suffers from synchronization latency. Even if the designer decides to
gather the necessary information and proceed to an adaptation decision,
the gathering process followed by a broadcast to the cores could create a

©
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Figure 5.5: DRTRM behaviour for different input application arrival rate
scenarios (No application-arrival aware features).
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significant latency upon the enforcement of the new policy. Eventually,
when the new policy is enforced, the state of the system might be different
compared to when the gathering process started.

Our proposed distributed mitigation plan is to reduce the burden of pointless
application instantiation efforts indirectly, by taking advantage of the resource
allocation hierarchy of DRTRM (Fig. 5.1) in order to slow down the core search
efforts of Initial and Manager cores, in case of heavy workload scenarios when
available resources are scarce. Our simple yet effective application admission
regulation policy, relies on decelerating Controller cores by reducing their
operating frequency using Voltage and Frequency Scaling (VFS) techniques. In
contrast to a centralized regulation policy, this requires co-ordination of only
the Controller cores, which are very limited in number. As a consequence, the
required decision making can be implemented in a distributed manner. In our
VFS extended DRTRM scheme, application conclusion rate (Eq. 5.1) can be
re-written as:

Hi = f(Rl) Wcompi (f(Rl)7 Vdd(Ri))a Wcommi (f(Rz)a Vdd(R’L))) (55)

indicating that both Weomp, and Weomm, are affected by the operational
frequency and voltage of the utilized resources R; of an application. Therefore,
for the proposed mitigation plan to be effective, care is taken so that VFS in
different PEs is such that:

o Weomm, is reduced by avoiding unnecessary communication between new
applications under instantiation requesting resources from running ones.

o Weomp; remains unaffected by not applying VFS on resources executing
computational workload. This is highly important and implies that worker
cores remain at the highest possible frequency, ensuring that no latency
overhead is imposed on applications.

Due to the dependencies of resource allocation hierarchy in DRTRM, the
deceleration of Controller cores when system utilization is maximum leads to
less frequent execution of temporarily redundant tasks of other agents, such as
search for free resources. Thus, significantly less negotiation overhead is imposed
on running applications, allowing them to proceed with workload execution
uninterrupted. In this way, their execution is concluded faster and resources
become available to facilitate the needs of new applications.

Conceptually, the interplay of cores in DRTRM follows/can be modelled as
a client-server model, where clients are Initial/Manager cores and the servers
are Controllers. Slowing down the servers leads to prolonged waiting times in
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Figure 5.6: Time gap in RTRM signal exchange.

the client side, leading to increased latency for task completion. In turn, this
creates longer control cycles which reduce the pointless application instantiation
efforts.

Fig. 5.6 zooms in the communication between a Controller and an
Initial/Manager core, showing in more detail how slowing down the operations
of the first eventually results in slowing down the function of the others. The
Initial core executes its search for resources, which is highly dependent on
information acquired by the Controller core. The left side of Fig. 5.6 shows
the evolution in time of their communication in a typical operating frequency
configuration. The right side illustrates the timing for the execution of the
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Figure 5.7: VFS induced execution slack.

same operations after the frequency of the Controller core has been scaled down.
Since it operates on lower frequency, more time is required for its incoming
request to be served. These requests create blocking points in the execution
of the Initial core and indirectly its required time to execute a full resource
search cycle is prolonged. This induced time gap slows down the instantiation
of one new application and by scaling up to all Initial cores, it leads to reduced
instantiation rate for all new applications.

Fig. 5.7, presents how all cores categories are affected by the VFS enabled
DRTRM. Again, we see the interplay of different cores prior to and after
VES. The left side depicts the internal functionality of a Manager core, which
distributes workload to its worker. Whenever the worker core finishes its
calculations, it informs the Manager in order to decide how to further allocate
application workload. If at that moment the Manager is occupied with serving
other incoming requests such as a core request by an Initial core, then the
elapsed time until workload re-distribution is increased and the worker remains
idle for more time.

The VFS extended DRTRM, achieves more efficient workers utilization by
avoiding the overburdening of Manager cores by incoming resource negotiation
requests. As described, Controller cores of reduced operation frequency, stall
the operation of Initial cores resulting in the generation of less requests for
Managers. Consequently, a Manager core is more responsive when its workers
notify their workload completion, which significantly reduces their idle time
and eventually leads to lower application execution latency. The reader should
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note that in an actual stressful scenario, the inefficiencies presented in Fig. 5.7
are aggravated since the Manager core is flooded by resource requests from
numerous Initial cores. This results to a queue of requests, required to be served
before re-allocating workload to the workers.

A system with tunable sleeping intervals of the Controller cores would have
comparable results to VFS technique with regard to the admission control
mechanisms. However, it requires a fine-grained, run-time tuning mechanism,
adaptive to the number of running applications, thus introducing synchronization
overheads. In addition, the adoption of tunable sleep calls reduces energy
efficiency, since there is no guarantee that the sleep duration is sufficient to
trigger a low-power system state.

5.4 Experimental Evaluation

This section, presents the results of our conducted experiments regarding the
limits, efficiency, extensions and robustness of our proposed methodology. For
consistency purposes, all experiments have been conducted using the
"Stressing" application arrival scenario, which we consider as the point
of interest of our work. Scenarios of lower arrival intensity are sufficiently
handled by DRTRM, while scenarios of higher intensity greatly surpass the
capabilities of the target platform and are considered unrealistic. The
referenced implemented parallel malleable application corresponds
to the Matrix Vector Multiplication application, which was chosen as
the most computationally demanding of all implemented applications. The
evaluated metrics quantify the performance of the proposed framework as well
as its energy savings resulting from the novel use of VFS techniques.

5.4.1 Implementation details on Intel SCC

Intel Single Chip Cloud Computer [115], described in Section 4.6.2, was utilized
as the driver many-core platform for evaluating the proposed framework. The
processing tiles of the platform are divided into 6 Voltage Islands (V.I.) and a
Voltage Regulator Controller (VRC), provides the ability to regulate the voltage
of each island individually. It is also possible to regulate the operating frequency
at tile granularity and always within limits dictated by the operation voltage.

The RCCE library [158] of Intel SCC, exposes an API to allow the programmer
to safely work with the VFS capabilities of the system, offering the ability to
scale the frequency and voltage of an Island. This is achieved by dictating
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a frequency/voltage divider pair per Voltage Island, ranging from <800MHz,
1.1V> down to <100MHz, 0.7V>. Table 5.1 summarizes the available dividers
combined with the supported voltage and frequency levels per Voltage Island.

Table 5.1: Voltage Island VFS configurations on Intel SCC.

V.I
frequency | 2 |3 |4 |5 |6 |7 |8]9|10(11|12|13|14|15]|16
divider
V.IL
Voltage

1.1{0.8/0.7/0.7|0.7|0.7{0.7]0.7]0.7|0.7/0.7|0.7]0.7]0.7|0.7

V.1. cores’

800(533|400(320|266|228|200{178|160{145|133|123|114|106/100
frequency

The SCC platform incorporates a power metering infrastructure, enabling the
reporting of instant voltage and current values drawn by the many-core chip. We
developed a custom power metering daemon program, which samples the power
metering registers by periodically invoking the "sccBmc -c¢ status" command.
The gathered values are then numerically integrated over each time interval
i, to calculate the dissipated energy: F = > V; x I; x At; to acquire the sum
of the consumed energy. A similar infrastructure has been used also in [32] to
examine the impact of DVFS decisions on the execution of single instances of
MPI-based applications mapped onto the SCC.

An instance of DRTRM supervises each PE, operating at the user-space level of
its software stack. Taking into consideration the platform’s VRC architecture of
pre-configured voltage islands, we enforce a grouping of the Controller cores onto
a specific voltage island. In this way, frequency scaling can be also combined
with voltage scaling to further reduce the power consumption of the DRTRM
infrastructure.

As a far as Clusters are concerned, we examine all configurations of 2, 4 and
6 Controller cores presented in Fig. 5.8, chosen to include both coarse and
fine-grained topologies with only constraint the placement of Controller cores
inside V.I. 0, in order to simultaneously regulate their voltage. However, in the
general case, DRTRM can support any kind of user-defined topology.

Since the regulation of a Voltage Island affects a group of PEs, the application
mapping directives of the VFS enabled DRTRM have been meticulously tweaked
to avoid the mapping of a worker core inside a region of reduced frequency in
order guarantee that application execution is not hindered. On the contrary, its
hierarchical scheme, described in Section 5.2, enables the mapping of Manager
cores on low power PEs because they do not execute computational workload but
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only orchestrate intra-application workload distribution and inter-application
resource bargaining.

5.4.2 Performance-power gains of admission control

The first set of experiments evaluates the efficiency of the proposed admission
policy to diminish the congestion created on the many-core system by the
"Stressing" application arrival scenario, using the implemented malleable
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Figure 5.9: Performance-energy gains from application admission control.

applications as input. All Controllers are mapped on V.I. 0 of Intel SCC.
Fig. 5.9 presents performance-energy metrics of DRTRM configurations with 2,
4 and 6 Controllers cores. Their operating frequency is dropped from 800 MHz
to 533 MHz via a voltage drop from 1.1 V to 0.8 V in V.I. 0.

Results are expressed in normalized gain with respect to the same DRTRM
topology without any voltage-frequency scaling of the Controllers. As shown,
in all cases performance and energy improvements are reported. The results
exhibit a lack of symmetry between the improvement in performance compared
to energy. For example, in configuration [2,A] (Fig. 5.8a) there is a 20%
improvement in performance accompanied by a 12% reduction in the amount
of energy, whereas in configuration [4,B] (Fig. 5.8f) the respective numbers are
3% and 18%. This is because the utilized performance metric does not indicate
the degree of concurrent execution of different applications on the system. This
degree severely affects the required time for each experiment to be completed
and thus its requirements in energy. Therefore, on the one hand in configuration
[2,A], applications acquired more working cores, their summed execution time
was small but they were executed in a more "serialized" way, thus energy gains
are smaller. On the other hand, in configuration [4,B] applications are executed
in a more concurrent manner meaning that they possess less cores in average.
However, the experiment is concluded faster in total, which accounts for the
high energy gains.

A delicate point of our design is the correlation of frequency reduction to the
resource management efficiency. We emphasize that the proposed application
admission policy is very effective in stressful application service requests,
i.e. cases when the system load is consuming almost all hardware resources.
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Figure 5.10: DRTRM behaviour for all frequency dividers of Voltage Island 0.

Furthermore, the reduction of the operating frequency of the Controller cores is
a critical design parameter and should not be chosen arbitrarily. Based on that,
our next experiments evaluates the behavior of the admission policy extended
DRTRM for all operating frequencies provided by Intel SCC.

The experiment, involves only Cluster topology [2,A] (Fig. 5.8a) of 2 Controller
cores. For this DRTRM configuration, all the possible values of Controllers
operating frequencies are tested. Fig. 5.10 reports the measured metrics, which
expose an interesting performance-energy correlation. Decreasing the operating
frequency of Controller cores results in reduced total application execution
latency. However, the constant decrease of latency does not always imply
more efficient resource allocation. Application initialization on the system is
highly related to Controller cores’ operation and when their computational
capabilities are excessively reduced, this initialization is performed in a slow,
almost "serialized" rate. This low rate ensures that when new applications are
instantiated, they are offered their maximum number of workers since few other
applications occupy resources and thus their execution time is minimized.

Nevertheless, this "serialized" execution profile, results in increased running time
for each experiment given that very few applications are executed in parallel.
This in turn increases the consumed energy required for the experiment to
be concluded. This trend is highlighted on Fig. 5.10 with red line for energy
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Figure 5.11: DRTRM performance for increasing Islands of reduced Voltage.

consumption and blue line for execution latency. The important outcome of
this study is that a careless decision of VFS policy can have an adverse effect on
DRTRM efficiency. On the contrary, meticulous choice of operating frequencies
can give the system designer the freedom to sacrifice concurrent application
execution for small energy savings and vice versa.

Symmetrically to investigating DRTRM behaviour under all available Controller
cores’ operating frequencies, we experiment with increased number of islands of
reduced voltage. This gives the opportunity to the proposed DRTRM to utilize
VES in a more common way, i.e. to reduce power consumption of some parts of
the system that are not too computationally intensive, such as Manager cores.

A set of experiments were performed, with more than one V.I. of Intel SCC
operating on reduced voltage. Our design constraint is that no worker core will
be mapped on these islands, in order not to stall workload execution. Results are
presented in Fig. 5.11 including metrics about latency and energy consumption
of the various configurations.

We observe that having two islands of reduced voltage leads to high gains, both
in execution latency and consumed energy of the system. Further increase in
the number of reduced voltage islands leads to prolonged application execution
latency. This is attributed mainly to the fact that a large number of cores
cannot be utilized to execute workload (worker cores) and thus applications
have few resources. This increased latency, results to prolonged activity on the
system and consequent increase in its consumed energy. In conclusion, this
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analysis motivates a further investigation of DRTRM configurations of up to 2
reduced voltage islands aiming at fine tuning the rest of DRTRM design options.

5.4.3 Exploratory analysis of the DRTRM parameters
Configurations of one island with reduced voltage

In order to evaluate the combined effects of the design parameters of DRTRM
and our proposed methodology, we perform a large exploration campaign over
the different Cluster topologies. Fig. 5.12 summarizes the results in terms
of (a) the total execution latency for all applications to be initiated (Sum
of Initial cores execution latency) and executed, (b) distribution of instant
power consumption of Intel SCC (c) total consumed energy, (d) total number
of exchanged messages, (f) size of exchanged messages. In all diagrams, the
X-axis is a tuple of the examined Cluster configuration (Fig. 5.8) and the
frequency of Controller cores. For example, tuple [[2,A],800] means Cluster
configuration [2,A] (Fig. 5.8a) with 2 Controller cores operating at 800 MHz.
Tuple [[2,A],533] is about the same Cluster topology with Controller cores at
533 MHz. Frequency of 800MHz implies that no admission control is performed,
while frequency of 533MHz implies that admission control is active and worker
cores are mapped outside of the island of reduced voltage.

Regarding system performance, Fig. 5.12a validates that a high number
of Controller cores in SCC platform results in increased latency for both
applications’ instantiation and execution. As far as the proposed admission
control policy is concerned, it is shown that it results to lower latency in all
cases, enabling performance optimization of 6%, in average. The combined
energy consumption gains rise up to 12% (Fig. 5.12¢). Additionally, we observe
in Fig. 5.12b that the proposed admission control scheme leads to better
power distribution both in terms of robustness (the 25- and 75-quantiles in
cases of 533MHz are consistently closer than in the case of 800Mhz) and peak
power, where gains of averagely 6% are reported. Power distribution for cluster
topologies with increased number of Controller cores ([6,B] and [6,C]), exhibits
a more robust trace given that the incoming workload is distributed in an even
manner across system resources due to the small size of Clusters.

As shown in Fig 5.12d, increased system performance is correlated to the number
of exchanged messages. For every Cluster topology, the proposed admission
control policy results in reduced number of exchanged messages, which validates
its intended goal of regulating the intensity of core search operations. Regarding
the total size of exchanged messages (Fig. 5.12e), the trend is the same as in
their total number, but the actual values are not proportional since the size
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of each message varies according to its type. For example, an offer for cores
from one Manager to another is a few bytes long since it involves the ids of the
offered cores, while the corresponding reply message is only one byte long to
indicate the acceptance/rejection of the offer.

To summarize, our experiments provide an experimentally derived proof that
the proposed application arrival aware DRTRM is effective in mitigating
the "Stressful" system state regardless of the chosen Cluster configuration.
Nevertheless, careful choice of the Cluster configuration can maximize the
achieved gains, which are not limited to performance metrics but include power
and energy consumption as well as communication traffic on the system.

The experiment is repeated for configurations of 2 Controller cores, using
the malleable application model presented in Section 4.6.3, to validate the
efficiency of our proposed methodology using a more diverse mix of applications.
Each application is characterized by its parallelism variance o and average
parallelism A, which are provided as input to DRTRM. The workload values
W are maintained identical with the ones used for the Matrix Multiplication
application and the experiment is executed on Intel SCC. One workload round
equals to a time delay scaled according to the speedup of the application, which
is calculated with respect to its characteristics and the number of its worker
cores. To create the workload mix, different values of application parameters
have been randomly chosen, ranging from 0.01 to 100 for ¢ and from 2 to
16 for A. Applications with low o exhibit steep scaling with high speedup
for the majority of A values. Applications with high o have smooth scaling
characteristics but do not achieve as great speedup, even for high A values.

The presented results in Fig. 5.13, validate the efficiency of our proposed
application arrival aware DRTRM, which manages to reduce the total execution
latency of applications by 43.8% and the required latency for application
admission by 472% in average, in comparison to the original DRTRM. The
higher gains are attributed to the mixed scaling characteristics of applications,
enabling the admission control policy to provide many worker cores to high
scaling applications and thus conclude their operation much faster. This in
turn leads to faster release of their occupied resources, thus allowing the queued
incoming applications to locate working cores with highly reduced effort, due
to the lack of congestion on the many-core system.

Configurations of two islands with reduced voltage

The experiments illustrated in Fig. 5.14 elaborate on the efficiency of DRTRM
in a system with two islands of reduced voltage, inside which Manager cores
are mapped. Performance and energy metrics are provided, for configurations
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Figure 5.13: Comparison of configurations for model based malleable
applications (Cluster topology & frequency of Voltage Island 0).

of 2 Controller cores given that they fared better in the previous experiments.
The X-axis of the plots includes tuples of the examined Cluster configuration
(Fig. 5.8) and the ids of the islands of reduced voltage. For example, tuple
[[2,A],R.V.1.(0.1)] implies Cluster configuration [2,A] (Fig. 5.8a) and Voltage
Islands 0 and 1 operating on 0.8V at 533MHz.

The overall trend in results is that all configurations with V.I. 0 and 1 diminished
in voltage, lead to significantly better system performance compared to all other
combinations of reduced V.I.s of the same Cluster configuration. This is
because Controller and Manager cores are mapped in close proximity and thus
their communication is faster and more efficient. Additionally, V.I. 1 is the
access point for communication of Intel SCC with external non-volatile storage,
where log files of the incoming applications are stored. As a consequence, I/0
operations are sped up leading to highly reduced execution time for Manager
cores. In turn, this leads to less energy consumption, compared to all other
configurations of the same Cluster topology.

The rest of the combinations of V.I.s do not result in enhanced system
performance and significant gains in consumed energy, if any. Amongst them,
the one with reduced voltage in islands 0 and 5 fares better, which can be
attributed to less communication traffic in the center of the platform, which uses
XY-routing in its mesh. This reduced congestion in the center of the platform
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Figure 5.14: Measured values for all configurations (Clusters of 2 Controller
cores + Voltage Islands with reduced voltage).

enables better communication between Controllers and the rest of the cores and
this in turn leads to small performance improvements.

The best Cluster configuration in terms of performance is [2,C] (Fig. 5.8c), which
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Figure 5.15: Different examined Matrix Multiplication application workloads
(Mean value, standard deviation format).

slightly prevails over all others. Interestingly this topology is highly fragmented
in the sense that Clusters include small areas spread throughout the platform.
An example contrary topology is that of configuration [2,D] (Fig 5.8d), where
Clusters are two big continuous areas. The difference in performance can be
explained on two grounds. First, the fragmentation of Clusters, leads to highly
dispersed application mapping over the platform. Given that the examined
workload does not imply communication among worker nodes, this disperse
mapping reduces the probability of their memory operations being congested,
especially for accesses to off-chip shared DRAM. Secondarily, Initial cores are
randomly distributed at run-time in a round robin fashion inside different
Clusters. As a result, high Cluster fragmentation increases the probability of
more widespread Initial core assignment and thus more evenly balanced core
allocation in applications. In conclusion, the amalgamation of common VFS
techniques in our application aware DRTRM, can optimize system performance
and lead to reduced energy consumption. However, this can only be achieved
by careful choice of DRTRM parameters both at design-time (e.g. Cluster
configuration) and run-time (e.g. VFS topology and Managers mapping policy).

Robustness against workload scalability

In this Section the robustness of the proposed DRTRM scheme is evaluated
against scaled workloads, using the configuration [2,A] at 533 MHz. In each
experiment the number of incoming applications and the intensity of their
workload requirements varies. The workload W values were generated using
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a random number generation function based on Poisson distribution. Four
different levels of workload intensity were created using values 16, 32, 48, 64
as the mean value of the random generator. The workload escalation of these
four levels is provided in the legend of Figs. 5.15 and 5.16. The variation in
workload was combined with an ascending number of incoming applications
ranging from 16 to 128.

In the first experiment, the implemented malleable application (Section 4.6.3)
is utilized and Fig. 5.15 presents the total execution latency of each examined
input workload combination. Results show a close to linear scaling in latency
for ascending number of incoming applications and workload intensity levels.
In addition, in all cases the deviation from the respective mean value is very
small and no unexpected behavior is observed, e.g. spikes in the execution
latency. It is also important to take into account the noise (expressed through
variations in latency) injected in the measured values due to the layered software
stack of each SCC core (DRTRM instance - Linux OS - SCC drivers). The
above observations qualify the proposed DRTRM scheme as robust in terms of
the required average execution latency with respect to the examined workload
related parameters.

The experiment is repeated for the mix of applications created using the
malleable application model as described in Section 5.4.3. While the
characteristics of the input applications differ, their workload requirements
are identical to the ones of Fig. 5.15. Fig. 5.16 illustrates the required latency
for the execution of the different scenarios of the model based workload mix. We
observe that the framework maintains its robustness in handling applications
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Figure 5.17: Comparison of the different RTRM schemes.

of increasing workload requirements, despite of the higher diversity of their
scaling characteristics. Compared to the respective results for the implemented
application (Fig. 5.15), the deviation of the measured values is much smaller
since the lack of workload computations leads to less latency variations and more
deterministic interplay between the distributed agents during the execution of
each input scenario.

5.4.4 Comparative evaluation of different RTRM schemes

Finally, we present a combined comparative analysis of the different types of
resource management schemes presented throughout this work. More specifically,
we compare 1) a centralized RTRM, where one agent monitors the entire system
and aids inter-application negotiations for resources, ii) a Distributed RTRM
without application aware admission control and iii) the proposed VFS extended
DRTRM in versions of one or two reduced voltage islands. Examined scenarios
involve the execution of 128 application arriving at the rate dictated by the
"Stressful" scenario. Results are presented in Fig. 5.17 in terms of total
application execution latency and system-wide consumed energy.

The worst RTRM regarding application execution latency is the centralized
one, since in SCC a single core is not competent enough to handle the high
amount of resource allocation requests generated by the input rate of incoming
applications. This inefficiency is translated to elevated consumed energy of the
centralized scheme. Increasing the number of RTRM related managerial agents
as in the case of no VFS extended DRTRM results in much better resource
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management performance. However, the arrival rate of applications is still not
taken into account, which leaves space for further gains when VFS extended
version of DRTRM is applied. Having balanced the resource utilization under
this stressful scenario, more gains are acquired in the VFS extended DRTRM
with two reduced voltage islands, which maps Manager cores efficiently, taking
advantage of their execution profile. In overall, when comparing the centralized
approach to the best of the VFS extended one, gains of 62% in total application
execution latency and 45% in consumed energy are exhibited.

5.5 Conclusions

This Chapter was focused on the design and implementation of an Application-
Arrival Aware Distributed Run-Time Resource Management framework targeting
many-core systems. The motivational observations of the work are based on
the effect of different application arrival scenarios on the resource allocation
efficiency of DRTRM. This analysis showed that under stressing conditions, i.e.
a fully occupied system and high application arrival rate, DRTRM engages in
futile search for resources, thus pointlessly interfering with running applications.
To mitigate this inefficiency, a dynamic application admission regulation policy
was proposed based on the internal hierarchical structure of decision making in
DRTRM. More precisely, an operating voltage and frequency scaling strategy
was proposed, that regulates application admission without degenerating its
distributed nature.

The Application-Arrival Aware characteristics were implemented as an integral
part of DRTRM on top of Intel SCC platform. The experimental analysis,
which focused on the case of stressing application arrival scenarios, validated
the efficiency of the proposed regulation policy in alleviating the system and
boosting application execution, while reducing the total consumed energy of
the platform. A profound outcome of the experimental analysis was that
the utilization of VFS as a regulation mechanism is beneficial only under the
stressing conditions and a careless configuration of the mechanism can lead to
serious system degradation. Last but not least, further investigation showed
that the VFS techniques can be utilized in traditional ways, optimizing energy
consumption according to execution profile of the distributing agents.



Chapter 6

SoftRM: A Fault Tolerant
DRTRM

6.1 Introduction

In the area of Distributed Run-Time Resource Management, the majority of
works have targeted the optimization of metrics like system throughput or energy
consumption [207, 206]. Nevertheless in order to successfully incorporate kilo-
core systems to every-day user experience, the dependability of their operation
becomes of critical importance. Projection studies indicate that due to the
extreme transistor scaling in nano-scale many-core systems, the probability of
operation variability and sub-system failures is highly elevated [202, 111]. This
reliability deficiencies are attributed to inherent aging and wear-out mechanisms
of the chip such as Negative Bias Temperature Instability (NBTI), Hot Carrier
Injection (HCI) and Time Dependent Dielectric Breakdown (TDDB) [143].
Variability issues and faults can also occur and aggravate dynamically due to
ambient or workload related thermal fluctuations as well as drops in the supply
voltage of an integrated circuit [180].

The distributed nature of the targeted systems on both processing elements (PEs)
and Resource Management imposes extra design requirements and increased
complexity to provide fault tolerance guarantees in an online and timely manner.
Therefore, it has been identified that in order to effectively mitigate variability
issues in kilo-core SoCs, it is mandatory to intervene and leverage techniques
for increased dependability in all layers of system design ranging from hardware
[236] to high level application development [112, 180].

153
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Figure 6.1: Many-core system snapshots.

Fault and lifetime aware application mapping [147, 103, 238] is a first level of
dependability extension. Proceeding to system level, fault tolerance is either
achieved via centralized decision making [43, 112, 197] or via hierarchical designs
which rely on spare PEs provisioning [59, 127, 229, 91]. The latter succeed at
concurrent and reliable mapping of many applications but neglect to examine
the possibility of failures on the higher level parts of the resource management
hierarchy. Consequently, in this work we aim at bridging this design gap
by proposing a self-organized, fault-tolerant run-time resource management
framework, which integrates mechanisms able to detect and recover faults in
every level of its design.

This design aspect is also critical from the point of view of Edge computing
systems, as an many-core loT Gateway facilitates teh execution of numerous IoT
applications. Consequently, a possible erroneous operation can have negative
impact on many users, while in certain cases, e.g. autonomous systems or
medical applications, the degradation of functionality is unacceptable.

Motivation: We examine a NoC based many-core system (Fig. 6.1) governed by
a DRTRM framework. The PEs in red indicate a number of dedicated cores,
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responsible for the correct operation of DRTRM. The rest of them are either
idle (grey) or assigned to workload execution of an application (black). The
system is at a stable state and all PEs and software stacks are in fine condition.

At a point tg in time the DRTRM SW stack of the bottom left core fails.
The failure is permanent and can be attributed either to a HW fault or a
non-recoverable software error. However, DRTRM cannot operate appropriately
without a replacement to the failed core due the fact that its correct operation
is vital to resource allocation decision making process. Since the system is
fully distributed, there is no central point to determine the replacement core
and communicate this decision. As a consequence, there is the need of a self-
organizing process to take place amongst the cores.

This process should offer a unique outcome and guarantee that this outcome
will be received and respected by all cores (as shown in Fig. 6.1 (t2 - stable). A
simple replacement tactic i.e. "The first core that detects the failed one will act
as its replacement”; is bound to fail due to the distributed nature of the system.
There is no guarantee that only one core will detect the failure and volunteer
to be the replacement (see ’!” at ¢; in Fig. 6.1). In this case, more than one
cores will have the same responsibilities which will create collisions and lead to
a new unstable system state (to - unstable).

In summary, the focus of this work is to provide a solution and design alternative
to the following question. Given a many-core NoC' based system managed in
a hierarchical and distributed manner through assignment of distinct roles
on different PEs (agents), is there a way to guarantee that a manifested,
unrecoverable fault in any agent will be dynamically mitigated in a coordinated
way, propagated to all and respected by all healthy PEs on the system?

Towards this direction, the following contributions are presented in this Chapter:

e SoftRM, a fault tolerant distributed resource management framework is
presented, which is able to dynamically react to failures of PEs, in a
self-organized way.

e The recovery strategy is based on a consensus agreement algorithm
enhanced with workload awareness to achieve an effective replacement
policy.

e SoftRM is augmented with a failure detection algorithm, which takes
advantage of the resource allocation related communication of PEs in
order to significantly reduce the inflicted communication overhead of
detection.

¢ SoftRM is implemented on top of DRTRM presented in Chapter 4 and
evaluated on Intel Single Chip Cloud Computer (SCC) [114] in order to
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Figure 6.2: Prepare and Accept phases of Paxos Protocol with two Proposers
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capture the correlation of its design parameters to the efficiency of resource
allocation and fault recovery actions. Comparison against state-of-the-art
fault tolerance techniques highlights the advantages of self-optimization
against spare core provisioning.

SoftRM is designed on a purely distributed concept, implementing a hierarchy
of different roles of PEs to achieve resource allocation and negotiation between
applications. Self-organization is preferred over PEs provisioning in order to
fully utilize system resources and avoid design-time limits on the number of
failures that can be tolerated. The hierarchical design of SoftRM allows its high
level fault tolerant features to be cooperatively combined with other techniques
for increased dependability, such as hardened PEs [121] or customized fault
tolerant schemes per application [124].

The Chapter is organised as follows. Section 6.2 introduces PAXOS, the utilized
algorithm for consensus agreement, while Section 6.3 details the employed
error model. The design of SoftRM is presented in Section 6.4 by describing
its key points, i.e. the workload-aware extended version of PAXOS (Section
6.4.1), its error detection infrastructure (Section 6.4.2) and its dynamic recovery
mechanisms (Section 6.4.3). The experimental evaluation of SoftRM is presented
in Section 6.5, while Section 6.6 concludes the paper.

6.2 PAXOS Consensus Protocol

The core component of the self-organized aspect of the SoftRM is a consensus
protocol. It ensures that in a situation where different values are proposed by
different processes, only one of them is chosen. Paxos, proposed by Lamport
[138], is an algorithm for consensus achievement in a network of unreliable
processors. The safety requirements for consensus achievement are (i) only a
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value that has been proposed may be chosen (non-triviality), (i) only a single
value is chosen (safety) and (iii) a process never learns that a value has been
chosen unless it has actually been (liveness). Processes can have any of three
different roles in Paxos; proposers, who propose values to be chosen, acceptors,
who accept or reject the proposed values and learners, who will eventually learn
the chosen value once it has been decided. In a general scenario, a single process
may have multiple roles simultaneously. We summarize below the three phases
of the complete flow of the protocol.

Prepare Phase: Each proposer picks a unique proposal number n greater
than any n,,., previously sent by any proposer and sends a prepare request
with number n to all acceptors. On the acceptor side, if a prepare request
is ever received with number n greater than that of any prepare request to
which he has already responded (1 > nnaz), then he responds with the highest
numbered proposal that he has accepted (if any). Additionally, he makes a
promise not to accept any more proposals numbered less than n (N,aq < n).
A request is rejected if the acceptor receives a prepare request with n lower
than the highest n,,., proposal number ever received.

Accept Phase: After a proposer has received a response to his prepare requests
from the majority of acceptors, he sends an accept request to those acceptors
with a value v. This value is either the highest numbered proposal among the
responses received in Prepare phase, or any value if the responses reported no
other proposals. On the acceptor side, if an accept message is received with
a proposal number n, he accepts the proposal by replying with an accepted
message, unless a higher proposal number n,,4, has been received in the Prepare
phase.

Learn Phase: Similarly to the Accept phase, once a proposer has received
accepted messages from the majority of acceptors, he realizes that his proposed
value has been accepted and broadcasts a learn(v) message to all learners.

Fig. 6.2 illustrates an example of the Paxos Protocol with two proposers P1,
P2 (black nodes) and three acceptors Al, A2, A3 (grey nodes). At time g
(to < t1 < ... < t5) both P1 and P2 send prepare messages to all acceptors
with proposal numbers n; and ng (grey and black arrows respectively), with
ny < ng. At times t; and t4 acceptors A3 and Al receive the prepare(ny) from
P1 whereas at t3 acceptor A2 receives the prepare(ng) message from P2 and
they promise not to accept any other proposals with a lower proposal
number. Since this is the first time the acceptors receive a prepare(n) message,
they automatically reply with an accept message. Acceptors A3 and Al receive
the prepare(ns) from P2 at to and t5 respectively. They reply with an accept
message since ns > n1. However, when A2 receives the prepare(n) from P1
this message is rejected (red arrow), due to the promise to P2 not to accept any
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messages with proposal number lower than ny. In the Learn phase, vy proposed
by P2 has been accepted by the majority of acceptors, so P2 broadcasts this
value to all learners. In this work, we propose a version of the Paxos algorithm
which takes into account the workload status of different processors when a
consensus agreement effort is made.

6.3 Error model

Exhibited errors in many-core systems are broadly categorized as permanent,
intermittent and transient. Permanent faults result in sub-component
malfunction which is not restored during run-time of the system. On the
contrary, intermittent faults regard errors which occur repeatedly, interchanged
with periods when the system is fault free, while transient faults are temporary.

Without loss of generality, we demonstrate the properties of our proposed design
focusing on permanent faults. We focus on faults manifested on PEs and do
not examine faults on the links of the target NoC based system. We model
the probability of permanent fault on a PE of the system using a Weibull
distribution [131] with Probability Density Function (PDF) defined as:

Pl
£(t) = 'BnTe—WW,t >0 6.1)

where 17 and 3 are the scale and shape parameters respectively. According to
Eq. 6.1, the reliability of the system is defined as:

R(t) = / F(t)dt = e=t/m” (6.2)
t
Additionally, the failure rate of an individual component is:
) = 2yt 6.3
(t) = 77( /) (6.3)

The correlation between the parameters of the PDF is presented in Eq. 6.4,
associated with Mean Time To Failure (MTTF) and I function. Assuming an
MTTF of some years it follows that:

MTTF

w (6.4)

77:

To further enhance the utilized error model, we refrain from using a constant
error rate but adjust the parameters of the error PDF according to the simulated
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Figure 6.3: Failure rate at different periods of chip’s lifetime.

lifetime of the target chip. In more detail, a chip exhibits different error rates
in different periods of its lifetime. Without loss of generality, this variability
has been modelled as a "bathtub" curve [236], as shown in Fig. 6.3. In its
infant period, there is a very high but decreasing failure rate, until a plateau of
minimum, constant failure rate is reached at its grace period. After a prolonged
period of execution, ageing and wear-out effects are accumulated and aggravated
leading to its breakdown period, where there is an ever increasing probability
of error manifestation.

Last but not least, we must notice that the fault tolerant capabilities of the
proposed framework are not bound by the employed system error characteristics.
As presented in Section 6.4.2, our framework incorporates failure detection
mechanisms and thus the only limitation of our design is that the manifested
errors must affect the high level functionality of a PE. Therefore, intermittent
and transient faults can also be mitigated as long as they are manifested
long enough to be identified by our detection process. In the opposite case,
they are silently masked and might affect only the outcome of the executed
application. To mitigate such silent errors, the designer can take advantage of
our proposed hierarchical design, in order to employ fault resilient deployment
of the application, e.g. redundant execution of its tasks [162, 165].

6.4 Fault Tolerance Infrastructure

SoftRM extends the resource allocation principles of DRTRM, as presented
in Chapter 4. The utilized target application model is the one presented in
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Section 4.4. In addition, we define wi' = 1 if core 7 is a worker of core j and
0 otherwise. Regarding inter-core communication, all PEs maintain their own
neighbourhood set II; with the ids of all cores inside their Cluster. Furthermore,
each Manager core j maintains a workers set W; = {i | w] =1} which consists
of all its Worker cores. Finally, each Controller with id ¢ maintains a set with all
the Managers that possess cores inside its Cluster. This is called the Distributed

Directory Service (DDS), where DDS; = {j |pe II; N w) =1}

At any time t the overall state of framework F is represented as a tuple
F = {S¢+1,A,S;), where S; = [56 st sﬁb] is a vector of size N with the
current states of all cores. A is a set containing all the applications a; currently
executed on the system and Sy i1 are the next possible states of all cores, which
depend on both S; and A. We define s! = 3 for an Idle core, st = 2 for a

Worker, st =1 for a Manager and st = 0 for a Controller.

6.4.1 Workload-Aware Paxos Algorithm

When examining the case of a core failure at run-time, Paxos algorithm can
be employed in a straightforward way in order to designate a replacement core.
Having identified the failure, the rest of the PEs can volunteer to take its place
by proposing themselves as the replacement core (i.e. the proposed value is
their id). This process while effective, inherently lacks of the ability to capture
the state of the proposer PEs. For example, it is much more efficient to replace
the failed PE with an Idle one instead of a Worker core, which is occupied with
execution of application workload.

Inspired by this inefficiency, we introduce the willingness factor wf; to capture
the suitability of a PE with id j to act as a replacement core under its current
workload characteristics as dictated by its role on the system. The willingness

factor is defined as:
wfy=sted wf ) w (6.5)
kel pEI\j

where s® is the current state of core with id j and Y- w¥ 7 w} is the number
k€T " pel\j
of co-workers in an application. The constant c is calculated based on the

number of maximum workers of an application, so that ¢ > wh > wk < 1.

k€T — peIl\j
In our case, the value of ¢ was set equal to 0.1. The formulation of wf favours
idle cores (higher sé), to express higher willingness to act as replacement cores.
Additionally, in the case of a worker, increased number of co-workers leads to
higher willingness in order to prevent resource starvation in applications with
few cores.



FAULT TOLERANCE INFRASTRUCTURE 161

Once a core with id ¢ detects that a Controller or Manager has failed, it acts as
a proposer and sends a prepare(n;) message, where n; is unique and greater
than any n,.. previously sent by any proposer (/1.

Vj € II; — send : prepare(n;) (Phase 1)

Since each core has a unique identifier 7, determining n; can be achieved by
picking the smallest sequence number n; greater than any previously sent (742 )
such that n; mod n,,4, = ¢. Initially, the value of 1,4, is -1. Note that n,,qz
and modulo are used for two different purposes: 7,4, guarantees that the
accepted proposal numbers increase monotonically, whereas modulo guarantees
that all proposal numbers are unique.

Subsequently, when a core with id j receives a prepare(n;) message (Section
6.2), if n; > Nyae where nyy,q, is the highest numbered proposal received then
it replies with its highest accepted proposal (vge.) or —1 if no value has been
accepted. The reply is paired with its willingness factor (wf;). Nmaz becomes
n; and a promise is made not to accept any proposals numbered less than 7,4

Vprepare(n;) — send : response(uqgce, wf;),

ng Z Nmax (Phase 1b)

When the proposer receives an accept from a majority! of acceptors, it sends an
accept(n;,v;) where v; is the value of the highest accepted proposal replied in
prepare phase. If no such value has been replied (i.e. all replies were negative),
then it proposes the core with the highest willingness factor as the replacement
core:

Vaces if any

(6.6)

Vi =\ argmax(wf;), otherwise

J

In case that the maximum value is proposed by more than one core, the choice
is made in a First Come First Served manner. Afterwards, an accept(n;,v;)
message is sent to all acceptors.

Vj € II; — send : accept(n;,v;) (Phase 2%)

On the contrary, if a value v, is replied, it is a previously chosen value by
another proposer based on willingness factors, since no other value had been

|17, |

5+, where [S]

'n our case, the majority is any set of cores S C II; such that |S| >
denotes the cardinality of set S.
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accepted when the choice was made. This value has already been accepted
by the majority of acceptors and is replied so that the safety requirement of
Paxos is ensured. As mentioned in Section 6.2, when an acceptor receives
an accept(n;, v;) message it replies with accepted iff it has not seen a higher
proposal number before.

Vaccept(n;) — send : accepted(),

Ny > Nomax (Phase 2°)

Eventually, when the proposer receives accepted messages from a majority of
acceptors, it realises that its proposed value v; has been accepted and broadcasts
the accepted value (i.e. the id of the replacement core) to the platform.

Vj €T — send : learn(v;) (Phase 3)

It should be noted, that the willingness factor designation builds on top of
PAXOS algorithm without interfering with its functionality. More precisely, the
requirements of uniqueness and monotonicity of the proposal number (Section
6.2) are not affected and only the proposed value v is customized according
to the suitability of one PE to substitute a faulty one. Thus, our proposed
technique does not affect the correctness of the employed consensus algorithm.

We highlight that the described infrastructure is proposed to mitigate faults of
the administrative tasks of a hierarchical resource management scheme, such
as the presented Controllers and Managers. Regarding worker nodes executing
the parallel workload, a failed worker is similar to a shrink operation, while the
existence of a Manager per application allows the adoption of intra-application
error resilient resource management techniques such as Double or Triple Modular
Redundancy [165, 162], which can be seamlessly integrated in SoftRM.

6.4.2 Failure Detection

Failure detectors proposed in [52] are responsible for detection of node failures
or crashes in distributed systems. A failure detector © is classified by its
completeness, meaning the suspicion of faulty processes and accuracy, meaning
the suspicion of non-faulty processes. A perfect failure detector P satisfies both
strong completeness and strong accuracy. Every faulty process is eventually
permanently suspected by every non-faulty and no process is suspected by
anybody before it has actually crashed. On a synchronous system with a known
upper bound communication delay A, the simplest Perfect Failure Detector
(PFD) [49] can be implemented as follows (HB stands for Heart Beat):
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1. Broadcast (HB_REQUEST) message.
2. Wait for the upper bound delay A.

3. If node j did not reply with a (HB__RFEPLY) message within A, then
detect j as faulty.

Although this approach is tolerable by general purpose systems, it comes with
limited scalability and excessive message traffic since [V — 1]2 messages are sent
every A seconds, where N is the number of PEs. We propose a tweaked version
of PFD (tPFD), tailored for on-chip communication summarized as follows:

Set a timer to expire in A seconds. If cores i and j from the same Cluster
(II; = II;) have exchanged any message until timer expiration then both are
considered alive. If not, a heart beat request is sent from i to j and vice versa
and timer is reset to A seconds. If one of i or j has not replied until timer
expiration, then it is considered a failed core.

The algorithm takes advantage of the frequent inter-core communication for
resource negotiation and application management on SoftRM to establish that a
core is alive. A (HB_REQUEST) is sent from one core to another only if they
have not exchanged any messages during a A interval. If a (HB__REPLY)
has not been received within A seconds, then the recipient j core is declared as
faulty. Liveness check signals are exchanged only inside a Cluster to provide a
scalable detector.

To quantify the inflicted overhead on SoftRM by the presented detectors, we
examine the average exchanged messages per second for failure detection in
scenarios of 16 incoming applications. Scenarios differ in intensity of average
application workload W (See Sections 4.6.3, 6.5). Table 6.1, summarizes the
results which indicate that the proposed tPFD imposes more than half the
overhead in exchanged messages compared to the original. Interestingly, as
application workload increases less messages are sent by the tweaked detector,
since inter-core communication is more frequent as applications are active for
more time. The trade-off of the proposed detector is that it requires at most 24
latency to detect a faulty PE. This behaviour is acceptable for the examined
applications since they are not bound by time-critical recovery characteristics.

6.4.3 Recovery

The recovery phase involves all the necessary actions for the system to be
restored to a stable state. It takes place after all PEs have received the learn
signal, which communicates the id of the replacement core as outcome of the
execution of Paxos algorithm. All sets presented in Section 6.4 are updated to
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Table 6.1: Messages/sec for P and P, for different workloads.

Detector || Perfect Failure | Proposed tweaked Perfect
Workloa Detector P [49] Failure Detector Py
Light 346.62 122.61
Medium 356.96 115.46
Heavy 388.33 114.84

reflect the new state of the system, omitting the failed core j. In similar manner,
the new Controller builds its Cluster and DD.S sets using information gathered
by the rest of the system and according to the Cluster region topology of the
failed Controller, as this administrative region cannot change dynamically.

In case of a Manager core failure, the replacement Manager signals all its Worker
cores to inquire about the portion of workload that has been executed and
thus make an assessment about the remaining workload of the application. In
addition, by inspection of the logged checkpoints of the application all the
portions of the workload under execution when the failure occurred are marked
for re-execution to ensure a correct outcome. Then, workload is redistributed
to Worker cores and application execution is restarted.

In case of a Worker core failure, application execution is paused and workload
is re-distributed to the rest of healthy workers. Erroneous results are not
propagated to healthy workers due to the blocking, MPI-like send/receive style
of data exchange between workers. If a Worker core has been designated as the
replacement core, it concludes its workload execution until the next checkpoint
and then proceeds to its new duties. In parallel, its former Manager informs its
Controller the worker loss and re-distributes the remaining workload to the rest
of its workers.

SoftRM run-time example: Fig. 6.4 illustrates an instance of the operation of
SoftRM. Fig. 6.4a presents a point in time where Controller 9 has failed. Core
14 identified the failure and triggered workload-aware Paxos algorithm. The
willingness factors of the various PEs have been annotated on Fig. 6.4a (all
idle cores have equal willingness factor). To designate the id of the replacement
Controller core, an instance of the workload-aware Paxos is executed inside
Cluster 2. An idle core has been chosen as replacement since it had the highest
willingness factor i.e. the highest suitability to act as a new Controller. Then,
the necessary recovery actions are performed (Fig. 6.4b) and Manager cores
with workers inside Cluster 2 subscribe to the DDS set of the new Controller.
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Figure 6.4: Example of workload aware Paxos in SoftRM.

6.5 Experimental Evaluation

SoftRM was developed and deployed on Intel SCC [115], described in
Section 4.6.2. An evaluation scenario includes a number of applications requiring
to be executed on the system. The following experiments were conducted using
the implemented parallel Matrix Vector Multiplication applications presented
in Section 4.6.3. This application was chosen as it is the most computationally
intensive of the implemented parallel applications.

The distribution of workload values W for 128 incoming applications is presented
in Fig. 6.5, for three different scenarios of workload intensity (Low, Medium,
High). The values in X axis correspond to the range of possible workload values
per application. In addition, the outcome of an examined scenario is affected by
the arrival rate of applications on the system. In this experimental evaluation,
this rate is generated randomly according to a Poisson distribution with A equal
to 48, as presented in Chapter 5. Each of the examined scenarios explores a
different design parameter of SoftRM and is considered complete when all input
applications have performed their execution life-cycle.

6.5.1 SoftRM Evaluation

Our first evaluation in Fig. 6.6, shows the correlation between the A interval
of tPFD (Section 6.4.2) and the required time for SoftRM to recover from
a Controller core failure, presented in mean value and standard deviation
for a configuration of 4 Clusters. The moment of core failure is designated
according to Eq. 6.3 of the presented error model (Section 6.3). In all presented
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Figure 6.5: Workload distribution of examined scenarios.
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Figure 6.6: Recovery efficiency vs Message traffic overhead.

experiments MTTF is set to 6.56 years as in [74]. For this experiment, g is
equal to 1 and all measurements have been repeated 10 times, to filter out the
randomness introduced by the parallel execution of framework instances on the
target HW. We observe that as A increases, both the average value and its
deviation rise in absolute numbers. However, in relative numbers, in all cases
the deviation is up to 15% of the mean value. The bars present the overhead
induced on SoftRM for the detection of failed cores. Increased frequency of
liveness check signals results in high toll on exchanged messages. Considering
this trade-off, A was set to 1000 msec for the rest of the experiments.

The next experiment aims at analyzing the correlation between the granularity
of self-organisation and Resource Allocation (RA) effectiveness. The evaluated
parameter is the Cluster size, since the cores inside it self-organize to elect a
replacement core. The bars in Fig. 6.7 correspond to the overhead in percentage
of the Fault Tolerance (FT) infrastructure on the rate of exchanged messages
for RA per second by SoftRM. Smaller Cluster size leads to overhead reduction,
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Table 6.2: Frequency distribution of Replacement core’s state.

> Protocol Fixed Basic Workload-aware
Previo
IDs Paxos Paxos
State
Idle 16.67% | 33.33% 91.67%
‘Worker 58.33% | 58.33% 8.33%
Manager 25% 8.34% 0%

since a Paxos instance is executed amongst a reduced number of PEs. However,
smaller size equals more Clusters, more Controllers and thus reduced number
of available PEs for workload execution. This is reflected in the total execution
latency of each scenario (triangles), where a significant increase is observed for
small Clusters due to the prolonged execution latency of applications because
of the limited PEs assigned to them. For a Cluster of size 6, application slow
down is so severe that the overhead of FT infrastructure sky-rockets.

In Table 6.2, an evaluation of the workload-aware Paxos protocol is performed
against two other strategies for replacement core designation. More precisely,
in Basic Paxos, each proposer volunteers to be the replacement core in step
Phase 2% (Section 6.4.1). In Fixed IDs strategy, the replacement core is the
one with id min(II;) that resides in the same Cluster as the failed core j. The
evaluation quantifies what was the state of the core before being chosen as the
replacement one. The proposed workload-aware Paxos protocol manages to
highly outperform its rival implementations and achieves to designate an idle
core as the replacement with frequency of over 91%. This highly reduces the
recovery overhead, compared to when a Worker or Manager core is chosen since
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Figure 6.8: Distribution of core states during the execution of different strategies
for failed core replacement.

it introduces no interference to the executed applications. Fig. 6.8 illustrates the
average distribution of core roles the moment that the various strategies engaged
in determining a replacement core. Different examined scenarios involved
different numbers of Cluster areas on the system and therefore distributions are
grouped according to this variable.

To quantify the efficiency of SoftRM versus state-of-the-art techniques at
tolerating multiple errors we present in Fig. 6.11 the overview of system
behaviour in a scenario of 64 incoming applications. Errors have been generated
according to the utilized error model, taking into account all phases of the
chip lifetime (Section 6.3) and affecting any PE of the system. Comparison
is performed against two techniques based on spare cores provisioning, either
dynamically at run-time [127] or statically at design time [59]. Spare cores are
distributed among all clusters (e.g. in a configuration with 4 clusters, 16 spare
cores would equal to 4 spare cores per cluster).

The X-axis of Fig. 6.11 represents time, showing the arrival of applications
and the time points in which errors occurred (thunder symbols). The different
fault tolerance schemes are compared in terms of the number of completed
applications within a specific time frame. SoftRM facilitates the completion
of a significantly higher number of applications compared to the rest of the
techniques, while managing to mitigate all errors. This happens because no core
is excluded from workload execution unless it is mandatory for fault recovery
and at the same time the overhead of self-optimization is considerably low.
The dynamic spare core provisioning scheme [127] as well as the static of
24 cores also manage to mitigate all errors but they impose a heavy toll on
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Figure 6.9: Comparison between SoftRM, static and dynamic spare core
allocation for fault free execution.

application execution, since a high number of PEs is inactive until an error
occurs. Most importantly, all other static spare core allocation configurations
fail at mitigating all errors, a fact that we consider a breaking point in the
functionality of the system. The less the number of pre-allocated spare cores,
the faster this breaking point is reached.

To further quantify the reduced overhead of SoftRM, Fig. 6.9 summarizes the
system throughput expressed as successfully completed applications per minute,
achieved by SoftRM versus the spare cores provisioning techniques, taking also
into account different Cluster configurations. In all cases, our approach results
in higher throughput, since no cores are excluded from application execution.
As expected, the highest overhead reaching 67%, is observed when 24 cores
(half the available ones) are provisioned for fault tolerance. We should note that
this high number does not offer higher error resilience as equal number of errors
can be mitigated by SoftRM. Dynamic core provisioning leads to overhead of
up to 25%, however our implementation of this approach was conservative in
the sense that only one spare core is dynamically provisioned per application.
This implies that only one error can be tolerated per application and in case of
more, its execution fails.

In the last conducted experiment, presented in Fig. 6.10, we quantify the
behavior of SoftRM under variable error manifestation time series. By adjusting
the value of 8 parameter of the utilized error model, we are able to customize
the error manifestation rate on the system. For fair comparison purposes, we
maintain the number of errors constant and equal in all scenarios. The influence
of errors is quantified as the percentage of execution penalty on the input
applications, using the fault free scenario as a baseline. Results confirm that
high execution penalty is observed when more errors are manifested earlier in
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the lifetime of a scenario (lower 3). This is because a high number of error
corresponds to less available PEs for workload execution and the faster these
PEs are damaged, the higher is the number of application that are affected thus
leading to higher execution latency penalty.

6.6 Conclusions

This Chapter introduced SoftRM, a self-organizing and fault tolerant Distributed
Run-Time Resource Management framework for NoC-based many-core systems.
Its building blocks were presented i.e. fault detection, replacement core
determination and recovery actions for the framework to be restored to a stable
state. The replacement policy is based on Paxos consensus reaching algorithm,
enhanced with workload-aware features for effective use of free resources on
the system. To showcase the effectiveness of SoftRM it was implemented as an
extension of DRTRM and evaluated on Intel SCC many-core system.

The key factors for the efficiency of SoftRM is the minimization of the overhead
of the fault detection infrastructure on the system, as well as its recovery
speed and effectiveness of workload awareness in the case of a manifested error.
Towards these goals, the experimental impact analysis of the design parameters
of SoftRM enabled their fine-tuning in order to achieve minimum interference on
the resource allocation process, during fault-free operation cycles. In addition,
it validated the ability its workload-aware features manage to efficiently utilize
free resources in more than 90% of the conducted experiments. In total, the
optimized version of SoftRM, is able to recover from all manifested errors, while
leading to higher system throughput in comparison to both fault tolerance
schemes based on static or dynamic spare core provisioning.
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Chapter 7

Distributed Trade-based
Device Management in

Multi-Gateway Edge loT

7.1 Introduction

A very import feature of the IoT architectures presented in Chapter 1, is that
they include mobile nodes which operate on battery supply. These battery-
powered devices are characterised by individual lifetime expectancies before
their next recharge takes place. To regulate energy consumption under battery
lifetime constraints, each IoT device has two control knobs: 1) changing the
offered Service Quality (SQ) to the user and 2) changing its on-board processing
policy. For instance, in the IoT ECG analysis application (Section 3.3), the
device can reduce the sampling rate of input data in case of shortage of battery
capacity, thus reducing the required computations. Alternatively (or conjointly),
it can stop the execution of the full application pipeline and offload part of it
to the IoT Gateway.

Nevertheless, Edge Gateways are also limited in resources both in wireless
communication bandwidth and processing for executing the offloaded tasks. It
should be noted that although the Gateway might be equipped with a high-
bandwidth connection to the Internet (e.g. WiFi), its interface with IoT devices
is still a low-power, low bandwidth, wireless connection such as Bluetooth Low
Energy (BLE), ZigBee, etc. [251, 106, 19]. Consequently, the resources of the
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Gateway should be carefully allocated to the various IoT nodes, taking into
account the run-time requirements of all involved nodes.

In such a local network, IoT devices aim at reaching the highest overall SQ
while meeting their battery lifetime constraints. Existence of multiple Gateways
provides to some IoT nodes more than one option to connect and receive
Gateway service. The run-time decision of which IoT node will connect to
which Gateway will be referred to as binding problem). The importance of
efficient binding is to avoid situations where some Gateways are overloaded,
while others are underutilized. For instance, if several IoT devices with high data
transmission demands are connected to the same Gateway, they must reduce
their sampling rates to meet the constraint of the limited shared communication
bandwidth, thus reducing the overall offered SQ of applications.. Since in the
Edge system users are mobile, the IoT nodes will be able to simultaneously
connect to different Gateways at run-time, implying that the binding problem
is dynamic and requires an online solution.

The resource allocation problem of the IoT nodes and a single Gateway has
already been investigated in [189]. Given a set of IoT nodes already bound to a
Gateway, authors of [189] have proposed an optimized dynamic programming
solution, which takes as input the acceptable operation modes of the IoT nodes
and designates the mode per node in order for the total offered SQ to be
maximized. This work, utilizes the work in [189], in order to scale up the
decision making logic to a setup of multiple Gateways. The contributions of
this Chapter are the following.

¢ A run-time mechanism is proposed, which is employed by Gateways in
order to negotiate their connected IoT nodes, in an effort to maximize
the offered SQ of the entire Edge system.

o Taking into account the inherent distributed nature of the target system,
the concepts and knowledge derived from Distributed Run-Time Resource
Management (Chapter 4) are applied to negotiation mechanisms.

e The proposed scheme is evaluated by means of a developed simulator,
able to capture the dynamics of scenarios where multiple IoT nodes and
Gateways co-exist.

More precisely, the problem formulation is presented in Section 7.2, followed by a
detailed analysis of the proposed distributed solution in Section 7.3. Section 7.4
focuses on the description of required mechanisms for the dynamic negotiation
between Gateways. The proposed solution is evaluated experimentally in
Section 7.5, via a case study based on the ECG analysis application described
in Section 3.3. Last, Section 7.6 concludes the Chapter.
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7.2 System Model & Problem Formulation

7.2.1 Application Model

The target application model, assumes IoT applications with a pipelined
structure similar to the ECG analysis application presented in Section 3.3.
The secondary critical factor is that the application is able to support different
levels of service quality, modulating the user’s satisfaction at the cost of more
resource usage (e.g. energy consumption, bandwidth, etc.). Different Service
Qualities usually derive from different quality of input data, since the quality of
the the captured signal determines the offered user experience and satisfaction
as explained in Section 3.3.6.

The aforementioned pipelined structure, provides the necessary modularity to
the application in order to be able to be dynamically configured at run-time.
The IoT application has different possible offloading levels, as it may either
1) fully process the captured data on the IoT device, or 2) partially process
the data on the IoT device and offload the rest of the computation to the
Gateway or 3) offload the whole computation to the Gateway by transmitting
the raw data. The combinations of SQ and offloading levels, are the critical
dynamic tuning knobs in the effort to meet the run-time constraints of IoT
nodes operating on battery supply.

7.2.2 loT device Model

We consider an IoT network consisting of N portable IoT devices, where each
device Iy, d € {1,--- , N}, is described by a tuple:

Id = (Xd,Rd,Bmed,Ud(~),Cd(')) (71)

where:

e X, denotes the set of possible input data rates of device d. They depend
on the sensor sampling frequency and data resolution. An IoT device offers
its service at My different SQ levels, with each level having a different
input data rate and thus providing a different service quality.

Xg= {xdi | 1 E [1,Md]} (72)

e Ry denotes the set of possible transmission data rates of device Iy. They
depend on the input data rate x4, and the computation offloading strategy
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of the IoT device. Offloading determines the portion of input data that are
not processed on the device (on-board processing), but are transmitted to
the Gateway instead. An IoT device offers Q4 different offloading levels.
Each data transmission rate r4,; depends on the SQ level 4 (input data
rate) and the offloading level j.

Rd = {rdi]‘ | i€ [LMd]a ] € []-an]} (73)

The particular transmission data rates depend on the design of the
application and its user preferences, hence are considered as given in
this problem formulation.

e B, denotes the minimum required battery lifetime (i.e. until the next
recharge).

e ¢4 is the remaining energy in the battery of device d.

o Ug(xq,) is the utility function that quantifies the Service Quality (SQ)
provided to the user when the device is capturing input data at rate zq;.

e C4(i,7) is the total power consumption for sensing and capturing input
data at rate x4, processing it under offloading level j and transmitting
the data at rate r4,;. It includes the power consumption for sensing,
computation and communication.

The battery lifetime of each IoT device depends on 1) its remaining energy and
2) its power consumption rate:

€d
by, = ——— 7.4
s Cd(lhj) ( )

where bg,. denotes the expected battery lifetime when the device captures input

J

data at rate xq,, processes it, and then transmits at rate ry,;.

7.2.3 Gateway Model

The Gateway bridges local IoT nodes with Cloud infrastructure via the Internet.
It receives data from IoT devices, performs local processing and communicates
the results back to the IoT devices and the final Cloud destination, accordingly.

We consider a set of G Gateways, where each Gateway ¢ is specified by a tuple:

Gateway g : (pg(')a Rg,Pg>

where:
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e p(rq,;) shows the required processing resources of the Gateway to act
upon the received data at rate 74,; and offloading level j,

e R, is the total available bandwidth of the Gateway for data reception
from its connected IoT devices.

o P, shows the total processing capability of the Gateway.

The effect of the environment and surrounding devices (e.g. wireless interference)
on the transmission can be modelled in parameters R, of the Gateways and
Cy(+) of the ToT devices. For instance, if an IoT device observes an increase
in re-transmission rate, it can increase the cost of transmission. However,
modelling the effect of interference on the transmission parameters is beyond
the scope of this work.

7.2.4 Network Model

While the Gateways are assumed to be stationary and non-mobile, the IoT
devices are considered quasi mobile, i.e. they are mobile but their location does
not change significantly and frequently.For instance, the IoT devices used for
patient monitoring in a smart hospital or smart home have a mobility pattern
of natural movement of patients [148].

Depending on the location of IoT devices and Gateways, each one reaches some
Gateways (at least one). Each IoT device should connect to one and only one
Gateway and for those devices that reach multiple Gateways, their binding
needs to be decided. Let matrix A[|yx¢ denote which IoT devices reach which
Gateways, with a value of 1 if device d reaches Gateway g or 0, otherwise.

7.2.5 Problem Statement

The Edge computing system is illustrated in Fig. 7.1. The target problem is
composed of 1) the decision of the binding of IoT devices to the Gateways and
2) the designation of the SQ level ¢ and the offloading level j for each IoT device
d at run-time, such that the bandwidth, computation, and lifetime constraints
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Figure 7.1: Problem model: IoT devices with different SQ and offloading levels
resulting in different transmission data rates. Multiple Gateways receive and
process the data from multiple IoT devices.

are fulfilled (Eq. (7.5) to (7.7)) and the overall SQ (Eq. (7.8)) is maximized.

Bandwidth constraint: » 7y, < R, Vd connected to g (7.5)
Computation constraint: 3 p(rq,;) < P, Vd connected to g (7.6)
Lifetime constraint: V d: bg,; > By (7.7)
Optimization goal: ~ maximize ), Uq(za,) (7.8)

7.3 Proposed Solution

7.3.1 Decomposing the Problem

The aforementioned problem has two sets of constraints: one for IoT devices and
one for Gateways. The selected configurations for devices d (i.e. x4, and 7q,,)
should meet the lifetime constraint (Eq. (7.7)). Given the selected configuration
for IoT devices, the constraints to meet with respect to the Gateway are the
bandwidth and computation resources (Eq. (7.5) and (7.6)).

The individual constraint of each device is affected solely by its parameters.
Consequently, to reduce the search space, we can decompose the optimization
problem to each IoT device and the network (Gateways) problem. Regarding
the IoT device problem, each device excludes those configurations that violate
its lifetime constraint to reduce the search space. Then, the network problem is
solved by considering only the reduced search space.
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7.3.2 Device Problem: Battery Lifetime Constraints

Considering its lifetime constraint, each device finds the efficient feasible
configurations (EFC), each of which corresponds to a SQ level with the minimum
data transmission rate. Each EFC is a pair containing the utility and the
transmission data rate rq, of this configuration. The Gateway extends each
EFC set by including the processing requirement of the associated transmitted
data (i.e. p(rq)), resulting to EFC/; set.

Regarding latency constraints, each IoT device is responsible for excluding
from its EFC set the configurations that violate them. The evaluation of the
constraints and thus the structure of the EFC set is online and dynamic. Further
details on designating the EFC set can be found in [189]. We additionally define
as Uy = Ud(gcdf) the Utility of device Iy for the f-th EFC entry, rgr = rq4, as the
corresponding transmission rate and pgr = p(rq f) as the corresponding Gateway
processing requirements. Each IoT device periodically checks its remaining
energy eqg and updates the EFC set. In case the EFC set changes, the device
sends the new set to its Gateway, where it is used to solve/update the Network
problem. Note that the EFC set only contains feasible solutions, i.e. the number
of entries in the EFC set of a particular device may change over time.

7.3.3 Network of Gateways Problem

Given the EFC sets of IoT devices, the Efficient Multi-Gateway Allocation and
Binding (EMGAB) problem can be formulated as:

max Z Z(Udf X wdf) (7.9)
d f

subject to  Vd: def =1 (7.10)
f
vd : Zvdg =1 (7.11)
g
Vd,g: wag < Aldg] (7.12)
Vg: DY rap X wap X vag < Ry (7.13)
a f
Vg : ZZpdf X war X Vgg < Py (7.14)

a f
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where:

1 if the f-th EFC element from the d-th device is chosen

War :{ 0 otherwise
(7.15)
1 if the d-th device is connected to the g-th Gateway
Vdg = . (716)
0 otherwise

Eq. (7.10) ensures that one configuration for each device is selected. Eq. (7.11)
and (7.12) ensure that each IoT device is connected to one Gateway which is in
its range. Finally, Eq. (7.13) and (7.14) ensure that the binding of IoT devices
to the Gateways and their selected configurations meet the constraints of each
Gateway.

7.3.4 Analysis of the Problem

As stated in Section 7.2.4, some IoT devices have multiple choices to connect
to Gateways, while some others reach only one Gateway (i.e. no decision is
needed for binding, but they still need to choose the SQ level and offloading
policy). Let H; denote the set of Gateways reachable by device d (|Hgy| > 1).
The total number of bindings to investigate is ITY_,|Hg4|. Then for a possible
binding setup, there are G optimization problems to find the optimal SQ level
and offloading policy for the IoT devices. The optimal solution for one instance
(i.e. a single Gateway) is presented in [189].

Proof. The EMGAB problem (presented in Eq. (7.9) to (7.16)) is strongly
NP-complete. O

Proof. The numerical parameters of EMGAB (i.e. N, X4 and R;) are bounded
by a polynomial. The reason is the limitation of practical setup in IoT
systems. Now we show that for the bounded parameters, the EMGAB
problem remains NP-complete: EMGAB is a generalization of the Multiple
Choice Multidimensional Multiple-Knapsack Problem (M?PK). Each Gateway
corresponds to a knapsack which has two constraints: bandwidth corresponds to
the ‘volume’ and processing power corresponds to the ‘weight’. Each EFC’ set of
a device corresponds to a class of items among which, one item must be picked.
This transformation between EMGAB and M3PK is done in polynomial time.
The M3PK problem is a generalization of Multiple Knapsack Problem (MKP),
Multiple Choice Knapsack Problem (MCKP), Multiple Choice Multidimensional
Knapsack Problem (MMKP) which are proven to be NP-complete. Hence, an
NP-complete problem is reduced to the EMGAB in polynomial time. Due to
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the polynomial bound on the inputs, the EMGAB problem belongs to the class
of strongly NP-complete problems. O

The problem is computationally difficult to solve in a centralized fashion.
Furthermore, the architecture of the target IoT systems, with multiple devices
and multiple Gateways, is naturally distributed. Therefore, distributed or
decentralized strategies are promising solutions that take autonomous decisions
for IoT devices and Gateways based either on local information, or on an
incomplete picture of the global network status. As in the case of DRTRM
(Chapter 4), an initial solution is discovered and then the distributed agents
iteratively optimize their choices at run-time, taking into account the dynamics
of the system and the incoming applications.

Market oriented approaches have been used for distributed resource allocation
problems and can be classified into three models: 1) price-based, 2) auction-
based, and 3) trade-based [210]. Mechanisms that are based on price and auction
usually require a centralized entity with a full picture of network conditions
(e.g. an auctioneer to run the auction or a decision-maker to calculate the price)
[210, 128, 150]. Due to the nature of the system and problem, a trade-based
distributed solution seems more effective.

7.3.5 Distributed Solution and MGAB Protocol

In this subsection, we present a distributed solution to MGAB problem (i.e.
multi-Gateway allocation and binding) and the detailed protocol to implement
it. Our solution is based on trading, in which Gateways are modelled as
intelligent agents that negotiate with each other to acquire, provide or exchange
the connected IoT devices.

Definition 7.3.1. Common vs. Ezclusive IoT devices: From the perspective
of Gateways, an IoT device is either reachable by only one Gateway, thus
called exclusive, or reachable by more than one Gateway, which is then common
between them. Fig. 7.2 shows an example with two Gateways sharing two
common IoT devices (devices 4 and 5) and three additional exclusive IoT
devices per Gateway. Each node is characterized by an established connection,
i.e. IoT nodes 4 and 5 are connected to the Gateways 1 and 2, respectively.
However, the figure includes three more alternative connections for them.

While the only action for exclusive nodes is to change the SQ and/or offloading
level, there are two extra actions for common nodes:
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Figure 7.2: An example with two Gateways sharing two IoT devices while each
has three exclusive IoT devices.

1. Migration: One common node leaves its current Gateway and joins another
one. For instance, IoT device 4 disconnects from Gateway 1 and connects
to Gateway 2.

2. Exchange: The two Gateways exchange two common IoT devices with
each other. For instance, IoT device 4 connects to Gateway 2 and IoT
device 5 connects to Gateway 1.

Given a binding/allocation setup, the following two situations make it inefficient
and an exchange or migration is required.

Definition 7.3.2. Fragmentation: Gateways have unused resources that are
not enough for increasing the SQ level of the current connected IoT devices,
but might be enough for increasing the SQ level of a common IoT device, which
is currently connected to another Gateway.

Definition 7.3.3. Heterogeneity of resource usage: The IoT devices are
different in terms of resource usage, i.e. some require more bandwidth while
some others more processing power. This can lead to a situation where one
Gateway has much unused bandwidth, and another has much unused processing
power. We refer to this case as heterogeneity in resource usage.

7.3.6 Properties of Applications and Problem

A number properties of the applications are introduced and exploited to reduce
the complexity of the target problem.

Property 1:  Considering device d and two elements of its EFC! set,
(UdisTdis pai) and (Ugj, ma5, paj): I Ugi > Uy; then at least one of these conditions
hold: rq; > rg; or pg; > pgj. The underlying rationale is that otherwise the i-th
element dominates the j-th element and is always preferable to it.

Property 2: Considering device d and two elements of its EFC! set,
(Udi, i pai) and (Ugj, 745, paj): Device d can operate in a mode which provides
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any average utility (SQ) U}, Ug; < U}, < Uy, from the application’s perspective.

Proof. Consider a constant time interval of T. If the device operates at the j-th
point for ¢; time and then changes the SQ level and operates at the i-th point
for (T — t1) time, then the average utility, transmission rate, and processing
power usages are:

_ tq XUdj—i-(T—tl) x Uygi

U, = - (7.17a)
tyxrgi+(T—t ;

vl = 1X’“dﬂ+(T 1) XTa (7.17b)
ty X paj+(T—t :

p:j _ 1Xpdj+(T 1)xpdz (717C)

O

When a device is instructed to deliver an intermediate SQ level (e.g. U}
in Eq. (7.17¢)), it uses the following scheme: It starts operating at the j-
th configuration (which has higher utility and consumes more resources on
the Gateway compared to the i-th configuration). It keeps working at this
configuration for ¢; time. However, it transmits its data to the Gateway at the
rate of rl; (r;;<rg;). It buffers the rest of produced data (i.e. r4; —r}) on its
memory. After ¢1, it switches to the i-th configuration that produces data at
rq; rate (rq; <r7). It still transmits the data to the Gateway at the rate of
rl, which consists of previously buffered data and newly generated data. It
keeps operating at the i-th configuration for (7" —¢1) time and then repeats this
procedure as long as the requested utility is U}.

Therefore, while the device is only operating at the i-th and j-th configurations
and switching between them, the Gateway sees the device operating at an
intermediate configuration mode with (U}, 7}, p};). In summary, this new
operating point (i.e. configuration) is the application level view of the device.
The device still operates only in discrete configurations, but this is transparent
to the Gateway and the average effect from the perspective of the application
and the Gateway is continuous.

7.3.7 Forming Piecewise-linear Utility Function:

Using Property 2, we can expand the discrete utilities of each device to a
piecewise-linear function. However, since each discrete utility value (e.g. Ug;)
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Figure 7.3: The extended utility function of device d derived from discrete
EFC/ set. The function is piecewise liner and weakly concave with respect to
both variables (i.e. r and p).

corresponds to two variables (e.g. r4; and pg;), there will be two uni-variable
utility functions. These two variables are dependent. Fig. 7.3b shows an example
of these two utility functions for device d.

Property 3: Concavity of Utilities is a general property of typical applications
[150, 37]. It is a natural restriction based on the “law of diminishing returns”
from economic concepts [58, 99].

According to Properties 2 and 3, the piecewise-linear utility functions are
weakly concave. In the example of Fig. 7.3b, the concavity of utility functions
is illustrated. The fragmentation problem can be addressed according to
Property 2. The problem stems from discrete and coarse-grained configurations
(i.e. EFC elements), and a solution can be provided by adopting continuous
utility functions, derived using Property 2.

7.4 Details of Agent-based Approach

After addressing the fragmentation problem, we need to deal with the
heterogeneity problem. In the following, we present the details of our solution
which is a distributed agent-based negotiation mechanism between Gateways,
for migration and exchange of IoT devices. It begins with an initial setup and
then step-by-step converges to the efficient solution by increasing the overall
utility of IoT devices. Each Gateway is modelled as an autonomous intelligent
agent, where the interests (or goals) of each agent is consistent with the goals
of the whole optimization problem. We use the terms agent and Gateway
interchangeably from here on.
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Figure 7.4: Different steps during the initial phase, followed by trade phase.

During the initial phase, Gateways try to establish connections with IoT devices
to achieve the first setup. Fig. 7.4 shows an example of the initial phase with 6
IoT nodes and 3 Gateways. It consists of three steps:

1. Advertisement and Discovery: First, the IoT devices broadcast advertising
packets to locate Gateways in their vicinity. Each Gateway that received
the advertisement packet, replies with a request to establish the connection,
one for each IoT device in its range. All exclusive IoT devices receive only
one request (as they in reach of only one Gateway), while the rest receive
more than one.

2. Exclusive Connections: Then, each exclusive IoT device accepts the
request of its Gateway and connects to it. It sends its EFC set to the
Gateway. After establishing the connection and receiving the EFC set of
devices, the Gateway checks the lowest SQ level of connected devices, and
calculates the remaining resources to make sure that it still has enough
resources to provide service to new devices. If not, it should stop sending
requests to other IoT devices and accepting new devices.

3. Non-Exclusive Connections: In this step, common IoT devices send new
advertisement packets. In return, the Gateways in range send updated
requests along with the information on their remaining resources. Each
common IoT device accepts the first request for connection, which has
enough resources to support its lowest SQ level.

The advertisement and discovery mechanism is based on the BLE protocol, where
slave nodes (IoT devices) initiate the advertising and master node (Gateway)
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sends the request in response to the advertisement [219]. However, other
protocols or wireless technologies (e.g. ZigBee) can support this mechanism.
Once the initial phase is complete, each Gateway executed the algorithm
presented in [189, 188] in order to designate the optimal configuration points
(SQ level and offloading policy) for its connected IoT devices, based on the
received information (EFC sets) from them.

Negotiation & Trade Phase

After the initial phase, each IoT node is bound to one Gateway. This setup is
referred to ‘initial binding’. Each Gateway designates the optimal SQ level for
its connected IoT devices, using the algorithm proposed in [189]. This initial
allocation is only optimal for the current binding (i.e. single Gateway level),
but still not optimal for the whole network. The initial phase is followed by
negotiation phases, where agents communicate to evaluate the possibility of a
trade to adapt the binding and advance towards the optimal binding. This is
achieved via a market-based approach, where agents make offers for exchanging
or migrating their connected IoT devices.

In the negotiation phase, two agents are involved in a trade: an agent initiates
a trade by sending a request either to migrate one of its shared devices to the
other agent or to exchange a shared device with another one. The other agent,
after performing some evaluations, may 1) accept the offer, 2) reject the offer,
or 3) make another offer in response to the request. This decision is in the
direction of increasing the overall SQ of the system. In other words, each trade
should be a Kaldor-Hicks improvement [66], i.e. the gain of the IoT device that
increases its SQ is higher than the loss of the IoT device that decreases its SQ.
In this way, the overall SQ of the system is increased.

A. Migration:

The migration can more effectively address the situation of an uneven binding
(i-e. overloaded Gateways), but it can address the heterogeneity issue as well.
At first, each Gateway g, obtains 2 parameters: }A%g and ]39 which denote the
amount of the remaining bandwidth and processing power, respectively. Note
that these values are non-zero for the Gateways, where connected nodes are
at their highest SQ level. The migration is feasible only if one Gateway (i.e.
source) has no resources left (i.e. R, x P, = 0), but the other Gateway (i.e.
destination) still has available resources.

Fig. 7.5 illustrates an example negotiation of two agents. In this example, nodes
4 and 5 are common between gatewayl and gateway2 and in the initial binding,
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Figure 7.5: Heterogeneity in resource usage of IoT devices and Gateways.

both nodes are connected to gatewayl. The negotiation and trade details of a
migration are as follows:

1. Picking the candidate to migrate: Gatewayl selects one of its
common (i.e. non-exclusive) IoT devices for migration. The node with the
highest consumption of the scarcest resource (i.e. makes the heterogeneity
issue worse) is prioritized. For instance in Fig. 7.5, node 5 is prioritized
over node 4, because it consumes more processing power, which is the
scarcest resource on gatewayl.

2. Checking the usefulness of migration: Gatewayl calculates the 3-

tuple of (37 -;75) This triple describes the best possible improvement
among IoT devices if the candidate common device is migrated to

another Gateway. Therefore, u is the gained utility, while ¥ and %
show the remaining bandwidth and processing power of gatewayl after
this improvement, respectively. For instance, if node 5 is migrated from
gatewayl to gateway2, then other nodes might be able to increase their
SQ level at the cost of getting more bandwidth and processing power from
gatewayl. If the candidate device migrates to another Gateway, it releases
its resources on the first Gateway, freeing up r* and p* bandwidth and
processing power, respectively.

3. Make an offer: Gatewayl sends an offer of migration to gateway2,

which includes the information about 1) its benefit from improvement (i.e.

—15), 2) the EFC set of the candidate node, and 3) the current operating

configuration of the candidate node (i.e. (uf,rf,pf) in our example).

Upon receiving this offer (i.e. migration request), the destination Gateway (i.e.
gateway2) evaluates the offer and replies to it. The offer is evaluated with
respect to its potential of improving the overall SQ of the system. The outcome
of this evaluation determines whether to accept or reject the offer. The offer
evaluation correspond to two cases:
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1. First, the receiving Gateway compares its remaining unused resources
(i.e. Ry and ]52) with the requirements of the offered candidate. If it has
enough unused resources to host the migrated device, i.e. Ry > r* and
P, > p*, it accepts the offer.

2. In the opposite case, it checks if it can reduce the SQ of other devices to
be able to host the migrated note, while still improving the overall SQ.
Gateway?2 calculates the optimal allocation under the assumption that the
candidate node is connected to it. Then it calculates u, which shows the
utility loss if node 4 had connected to gateway2. The offer is acceptable
if the decrease in the overall utility of gateway?2 is less than the gained

utility of gatewayl, i.e. 4> a.

After the offer evaluation, the initiator (i.e. gatewayl) is informed the outcome.
In case of an acceptance, it notifies the migration candidate (e.g. device 5). The
migration candidate receives a request for connection from the new Gateway
(i.e. gateway?2), and it joins the new network. Last, the Gateways update the
rest of the connected nodes for their updated mode of operation, given the
trade.

Outcome of Migration. Following a successful trade between two Gateways,
these three conditions are possible:

1. For both Gateways, the connected devices have reached their highest
SQ level. This means that these two Gateways have achieved their local
optimal configuration, and therefore no more trade is beneficial between
them.

2. For both Gateways, the SQ level of connected devices can be improved
but there are no resources left (i.e. RixP =0 and R ><152:0). In this
case, no more migration can help, and the Gateways can only rely on an
exchange to improve the overall utility.

3. On one Gateway the devices are operating at their highest SQ level, while
on the other Gateway there are not enough resources left to increase the
SQ level of devices (e.g. R, x152:0). In this case, the Gateways can keep
migrating devices until either the system converges to cases (1) or (2), or
there is no candidate to migrate.

It is worth to emphasize that in migration, the Gateways will not encounter a
ping-pong effect in trading (migrating nodes between two Gateways back and
forth). The intuitive reason is that a mode is migrated only if the gained utility
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Figure 7.6: An example for exchange trade.

on the source Gateway is strictly greater than the utility loss on the destination
Gateway. Hence, the reverse move is certainly disadvantageous and harmful.

B. Exchange:

Prior to proceeding to the details of the exchange move, we introduce some
metrics that will be used to evaluate a trade possibility.

Definition 7.4.1. Marginal value is the differentiation in utility resulting from a
fixed differentiation in the resources allocated to a device [46]. Loosely speaking,
it is the derivative of the utility function (i.e. slope of lines in Fig. 7.3b).

The key policy of our trade scheme is: Having a unit of resource available on
the Gateway, allocate it to the device with the highest marginal value. In other
words, we allocate more resources to the IoT device that benefits the most.
According to the concavity property (Property 3), the marginal value decreases
(or remains constant, finitely) as the allocated resources to a node increase.

Which Gateway & Which IoT Device? If a Gateway has allocated the resources
to its connected nodes such that they are all operating at their highest SQ level,
it has no incentive to initiate an exchange. Therefore, an exchange is initiated
by a Gateway that does not have enough resources left to increase the SQ of its
nodes (i.e. Rg xﬁg =0). In the following, we present the details of an exchange
trade using the example shown in Fig. 7.6.

o Picking the candidate node: If the initiator Gateway (e.g. gatewayl)
has more than one candidate to consider for the exchange, it prioritizes
the common node with the highest usage of the scarcest resource. For
instance, in the example of Fig. 7.6, the scarcest resource of gatewayl is
the processing power. Hence, the common node which consumes the most
processing power on gatewayl is the candidate to be exchanged. The
rationale is that exchanging this node might resolve the heterogeneity
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issue and free up more resources for other nodes to increase their SQ level
(and consequently the overall utility).

o Offer an exchange: Once the candidate node is selected (node 5 in the
example), the trade-initiating Gateway sends an exchange offer to the
other one (i.e. gateway2), which includes the following information:

e The FF (Y5 set.
e The current configuration of device 5, i.e. (ug,r%,pf).

e Its remaining unused resources, R; and P;, (at least one is zero).

The recipient of the offer, i.e. gateway2, needs to first select one candidate
node for exchange and then evaluate whether the acceptance of this offer is in
direction of increasing the overall utility of the system (i.e. is an Kaldor-Hicks
improvement).

o Picking the candidate node: If it has more than one candidate to
exchange, gateway?2 prioritizes its common node which has an opposite
resource usage profile compared to the offered node. This means that
if node 5 is processing intensive, gateway2 looks for a node which is
bandwidth intensive, and vice versa. In our considered example shown
in Fig. 7.6, the candidate node that gateway?2 selects for the exchange is
node 4.

o Evaluate the offer: Since the recipient of the offer (i.e. gateway2) has
the overall information of the trade, it can make the decision to accept or
reject the offer. Let Vy(r, p) denote the maximum utility that device d can
reach if the allocated bandwidth and processing power for it are r and p,
respectively. This value can be calculated easily from the piecewise-linear
utility function of the device (see Fig. 7.3b).

Then, gateway2 needs to calculate and compare the possible change in
utility of the exchanged devices:

— First, it calculates V5(]:22 +ry, P, +p3), which describes the utility of
node 5 if it connects to gateway?2, replacing node 4. It considers the
amount of resources that it would have after exchange, }?2 and Pg in
addition to the resources that node 4 would release (i.e. 7} andpj}).

— Then, it similarly calculates V4(]:21 +rk, P +pk).

Finally, to evaluate the received offer, gateway2 calculates the change in
the overall utility and decides about the offer according to:

(7.18)

accept:  Vi(Ro+13, Pa+p3) + Va(Ru+75, Pr+p3) > uf + ]
reject:  otherwise
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Once the Gateways agree upon a trade (exchange or migration), the IoT device
will be disconnected from one Gateway and connect to the other one. Before
the disconnection, the original Gateway concludes its remainining execution
tasks with respect to the traded node. The re-connection process is usually
very fast and takes only a few milliseconds (6 ms for Bluetooth Low Energy).
During this time, the IoT device can buffer its data (if any) and transmit it
after connecting to the new Gateway. The state of process (i.e. execution
context) on the Gateway is very small for the IoT applications (negligible for
our ECG processing case-study presented in Section 3.3). Therefore the main
communication overhead for exchange/migration is the negotiation of Gateways
for trading, while this overhead does not affect the operation of IoT nodes.

7.5 Experimental Evaluation

In order to evaluate the effectiveness of our proposed mechanism, we conducted
experiments and case-studies, which include real world measurements on an
actual IoT device and trace driven network simulation to investigate the behavior
of the system. The core of the application case study is the IoT based ECG
analysis application presented in Section 3.3. The presented experimental
campaign is based on the configuration of the ECG analysis application for
Gateway based Edge computing systems, as it has been detailed in Section 3.3.6.

7.5.1 Experimental Setup

To conduct the experiments, a combination of experimentally derived data
enhanced with nominal data from data-sheets of commercial devices is used
for the values of our model parameters. Regarding the available energy of the
ToT device (eq4), a battery consumption model of each IoT node is composed
based on the instrumented CPU utilization. To complete the battery model
of the IoT nodes, we choose a rechargeable Lithium-Ion coin cell battery with
nominal capacity of up to 420 mAh [82]. We use a realistic discharge model for
the battery using [258] for various values of discharge currents to evaluate the
available energy for Eq. (7.4).

An ARM Cortex-M3 device is considered as the Gateway [152]. The energy
consumption values were acquired by hardware measurements and profiling
the execution of the ECG analysis flow for all combinations of SQ levels and
processing stages to measure the values of our parameters, e.g. Cy(-), p(ra;; ),
etc. The energy consumption of ECG acquisition was calculated based on [104].
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Bluetooth Low Energy (BLE) is used for communication between IoT devices
and Gateway. Power consumption value of data transmission is 0.153 uW based
on [209] and transmission latency is 4 ps/bit [204]. Since BLE exploits adaptive
frequency hopping mechanisms, the probability of interference is very low and
even if it happens, it would be for a very short period of time. Moreover, the
Gateways communicate with each other using either a different medium (wired)
or a dedicated frequency band such as Sub-1 GHz (different from the band
that IoT devices are transmitting their data). Therefore the interference among
Gateways is avoided and would not affect the IoT devices and their battery.

7.5.2 Simulation framework

Our following experimental analysis has been conducted using a simulator,
created as a part of this work, which implements all the models of the different
devices of the system. The inherent distributed nature of the system under
analysis, led us to create a simulator where each one of the previously described
agents (Gateways and IoT nodes) corresponds to a different processing entity.
In this way, message exchange and execution of our proposed resource allocation
scheme can take place in parallel, thus creating a realistic interplay of the
involved agents.

A very important goal was to be able to capture the topological characteristics
of an examined IoT based system. In this respect, our simulation evolves in a
virtual grid of devices, where in each position of the grid there can be either an
IoT node or a Gateway. Using this feature, we simulate real-life conditions where
communication of different nodes is affected by their distance and interference
with the rest of working devices in proximity. Every node is unique and can have
different different initial values in its characteristics, such as battery capacity for
an IoT node or available bandwidth and processing capabilities in a Gateway.

An example of an instance of the topologies than can be mapped to our
simulation framework is illustrated in Fig. 7.7. In this case, there is a 4x4 grid
with 2 Gateways and 4 IoT nodes. The rest of the grid points are unoccupied,
but are available for use in other scenarios. Each one of the devices, has its own
characteristics, e.g. IoT node 3 has increased battery capacity compared to IoT
node 2 whose battery is low. The same applies for Gateways, where A is rich in
bandwidth while B in processing power.

From the point of view of the implementation, the simulator has been created
as a C program running on Linux OS. Each different entity is mapped to
a different process of the OS, in order to provide encapsulation and enable
parallel execution. Inter-process i.e. inter-node communication is achieved by
writing data packets in the shared memory of each entity. These data packets
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Figure 7.7: An example of an examined IoT based system.

correspond to either signals or data which are transmitted from one node to the
other. The employed communication scheme is based on the inter-node signal
exchange mechanisms presented in Section 4.5.5, regarding DRTRM. The same
three-way handshake communication protocol has been adopted, augmented
with the use of semaphores in order to help its orchestration and protect against
the violation of the memory space of a process by another one.

7.5.3 Results

We consider an IoT system which is located inside a big hospital room or a clinic
ward. We assume a number of patients whose vital signals and mainly ECG
signals are monitored by wearable IoT edge devices. The room is simulated
by a 8x8 grid where a different number of Gateways and IoT Edge devices are
present per scenario.

We identify three distinct scenarios where the number of patients inside the
room is (i) low, (ii) medium and (iii) high. This affects the requirements of
the connection to the available Gateways, leading to increased demand as the
number of patients rises. Furthermore, for each scenario we examine a different
number of available Gateways. The Gateways are located diagonally in the
room as shown in Fig. 7.7.

The characteristics of each IoT node also differ since they are mapped to different
patients. Each device has its own initial battery capacity and expected battery
lifetime, accompanied by a coefficient indicating the importance of increased
SQ level to the specific user.

The last critical design alternative examined in each scenario, is the algorithm
employed by the Gateways in order to accomplish the binding and allocation for
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Figure 7.8: The scenario of low number of IoT devices.
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Figure 7.9: The scenario of medium number of IoT nodes.

the operation points of each IoT node. The available options are to execute the
resource allocation algorithm either with discrete configuration points [189], or
with our proposed scheme. In both cases, the ability for Gateways to migrate
or exchange nodes is activated. Another comparison is with the scheme where
devices operate in the absence of any resource management scheme, where IoT
node operates in a medium SQ level and only communicate their processing
outcome to the Gateway.

The results of the three examined scenarios are presented with two metrics: 1)
Average battery lifetime of the IoT nodes and 2) normalized average achieved
SQ level. The first examined scenario was the one with a low number of patients
(i.e. IoT edge devices). Fig. 7.8a illustrates the average achieved battery lifetime
of the devices. This metric is chosen since there is no global expected lifetime
value for all devices but each one operates under a unique constraint. To
visualize the expected battery lifetime, the red line on the figure denotes the
average expected battery lifetime, taking into account all devices involved in
the scenario. In both techniques for SQ management, all devices meet their
battery lifetime constraint. On the contrary, the unsupervised system behaves
very poorly and misses the majority of the constraints.
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Figure 7.10: The scenario of high number of IoT nodes.

In Fig. 7.8b, the average achieved SQ level is presented, normalized in respect
to the highest achieved value in this scenario. We can see that the proposed
resource allocation scheme operating on a continuous utility function, achieves
better SQ levels compared to the scheme with discrete utility function in all
cases. Since the number of devices is low, the gain remains low as in both
schemes there are enough available resources. The gain in SQ level of the
proposed scheme comes at the price of decreased average battery lifetime of IoT
nodes compared to the discrete version. However, this is acceptable since the
battery lifetime constraints are still met.

This presented system behavior remains the same throughout the examined
scenarios with medium and high number of devices as illustrated in Fig. 7.9
and Fig. 7.10. As expected in these cases, as the number of IoT devices
increases, the available resources on the Gateways become more and more
scarce. Consequently, the ability of the proposed solution to fully utilize available
bandwidth and processing resources of the Gateway, results in improvement
in achieved SQ levels. The same overall SQ level cannot be achieved by the
discrete counterpart of the resource allocation scheme, since it suffers from the
fragmented utilization of its resources. These gains reach up to 22% and 24.6%
in the cases of medium and high number of edge devices, respectively. In overall
the gains compared to the unsupervised version of the system start from 56%
and can reach up to more than 100%.

Fig. 7.11, presents the overhead of the resource management negotiations on
the rest of the system communication, which corresponds to the data traffic
generated by the applications running on the IoT nodes. Assuming that
Tot_Mngmt__Msgs is the total number of messages exchanged for resource
negotiations and Tot_ App_ M sgs is the total number of application related
messages sent by the IoT nodes to Gateways, then the overhead in message
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Figure 7.11: Communication overhead of distributed negotiation scheme.

count is defined as
Tot__Mngmt_ Msgs

Tot_App__Msgs

while the overhead in transmitted data volume equals to

x 100% (7.19)

Sizeof(Tot__Mngmt_Msgs)
Sizeof(Tot__App_ Msgs)

x 100%. (7.20)

Experiments show that the overhead in the number of exchanged messages
ranges from 10% to 18% and is higher for more IoT nodes (patients) and
Gateways, since more devices need to communicate in order to designate the
operating points of the system. Conversely, the overhead on communication
volume is almost constant and lower than 3% in all cases. To interpret this result,
the differences in the structure of resource management and application related
messages should be taken into account. Resource negotiation messages are small
and contain only a few values as described in Section 7.4, while application
messages transmitted to the Gateway can contain many values according to the
SQ and off-loading level of each device, e.g. a complete heartbeat window sent
for processing. As a result, the resource negotiation related messages constitute
a very small fraction of the total communication volume.

7.6 Conclusions

This Chapter studied the joint problem of binding and resource allocation for
ToT systems with multiple Gateways. The main characteristics of the IoT nodes
is their ability to dynamically provide different Service Quality (SQ) levels to the
user, aided by offloading a portion of the necessary workload to their subscribed
Gateway. The binding of IoT nodes to Gateways is also dynamic and can vary
according to the physical position of the IoT nodes and the workload of the
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Gateway. In total, the binding and resource allocation problem determines the
unique binding of IoT devices to Gateways under constraints of battery lifetime
in the IoT devices and communication bandwidth and processing capability in
the Gateway (for offloading purposes). According to this calculated binding,
the operating configuration of the IoT node is determined, i.e. the provided SQ
level and the amount of offloaded tasks to the Gateway.

The aforementioned problem is formulated as an Integer Programming problem
and is shown to be NP-hard. Taking this into account, by adopting concepts of
distributed resource management of DRTRM presented in Chapter 4, a resource
negotiation mechanism between Gateways is proposed, which makes use of
trading of IoT nodes in order to gradually optimize the provided SQ to the
users. The effectiveness of the proposed approach is demonstrated using a
case study of ECG processing in a personal healthcare monitoring application,
as designed and implemented in Section 3.3.6. In addition, a custom built
simulator is used in order to capture the dynamics of an environment where
multiple IoT devices and Gateways co-exist. The experiments show that the
proposed solution meets the constraints of IoT devices and Gateways, while
achieving higher accumulated SQ compared both to an unsupervised system
and a resource allocation scheme with discrete utility configurations.



Chapter 8

Conclusions

8.1 Summary of Main Contributions

The presented technical work can be concluded with a summary of the
achievements of this thesis. The first part of the work focused on the design of
embedded applications stemming from the medical domain. An ecosystem for
Smart Wound Management was presented in Section 3.2, at the heart of which
there is wearable device which delivers the Negative Pressure Wound Therapy
and communicates with other devices in order to acquire sensed parameters of
the wound. The timely design of the embedded software of this system, was
facilitated by the use of an FPGA based emulation platform, which provides the
technical advantage of developing the first prototype of the software, in parallel
to the development of the first prototype of the hardware. This strategy laid
the foundations of the final embedded software and provided the necessary time
margin for its thorough validation, which led to a successful clinical validation
of the complete Wound Management system on numerous patients.

Dependable operation was the main challenge of the first developed medical
application. The second one, an arrhythmia detection application via the
Electrocardiogram signal (Section 3.3), has critical requirements with respect
to the accurate assessment of the heart physiology, in real-time. Support Vector
Machines (SVM) classifier, a supervised machine learning model, was chosen
as the core of the heart beats assessment logic and a methodology for its
optimization was developed. The structure of the application was designed in
a modular, pipelined manner in order to support the offloading of its tasks
to an IoT Gateway. This feature constitutes the primary tuning knob for the
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run-time configuration of a system with multiple IoT devices and Gateways.
More precisely, by assigning different Service Quality (SQ) on each operation
mode, an optimization problem of maximizing the aggregated SQ is formulated,
under the battery-related lifetime constraints of each device. The ECG analysis
application was implemented, evaluated and profiled on top of Intel Galileo, a
development board for IoT applications.

This evaluation showed that the execution of the SVM classifier can be the
breaking point for the real-time operation of the ECG analysis application. This
fact inspired us to design a HW accelerated version of the model in Section 3.4,
targeting devices which integrate CPU and FPGA logic on the same Systems on
Chip. High Level Synthesis (HLS) was used to speed up the development of the
HW component and provide different design options with respect to its size and
efficiency. Specific structural modifications of the SVM algorithm are proposed
to optimize the outcome of the HLS tool, as well as an automated design space
exploration methodology for the optimal designation of the tuning knobs of
the tool. This exploration, relied on a set of design space pruning guidelines,
which highly reduced the search latency, while achieving the coverage of a large
portion of the Pareto optimal configurations of the full search space.

On the level of the IoT Gateway, we proposed that a system of many
processing elements can accommodate the computational and communicational
requirements of multiple IoT nodes. The allocation of resources on such many-
core systems is characterized by increased computational complexity and the
distribution of the decision making is required for real-time operation. In
Chapter 4 of this thesis, we detailed the design of a Distributed Run-Time
Resource Management (DRTRM) framework, targeting many-core systems with
Network-on-Chip interconnection of the processing elements. The evaluation
of the system was performed on Intel SCC many-core platform, using as input
parallel versions of integral components of IoT applications, such as the SVM
classifier. The experiments validated the efficiency of DRTRM, as well its
capability of more efficient resource management in comparison to relevant
state-of-the-art distributed resource allocation frameworks.

Having defined the structure and inter-play of agents in DRTRM, we examined
in Chapter 5 the effects of the rate of incoming applications on its efficiency. We
showed that a fast and resource hungry scenario of incoming applications can
be its breaking point and afterwards analyzed the reasons that complicate the
enforcement of a global policy regarding application admission in DRTRM. To
overcome this issue, we identified the inherent dependencies of the distributed
agents of DRTRM and proposed a mitigation scheme, which takes advantage of
these dependencies in order to dynamically enforce policies according to the
arrival rate of applications. The key tuning knob of this proposition is the
scaling of the Voltage and Frequency of Controller cores, which belong to the
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highest level of DRTRM hierarchy. The evaluation of the proposed technique
for stressing application input scenarios showed its ability to effectively mitigate
the congestion on the system, while also providing gains on the overall energy
consumption due to the utilized VFS techniques.

Apart from performance, we consider that the role of an IoT Gateway is critical,
due to the dependency of IoT devices on its correct operation. In general, the
deep integration and long operating cycles of many-core systems are expected to
cause errors on the processing elements of the system. In Chapter 6, we modelled
this error rate and proposed SoftRM, a fault tolerant version of DRTRM, which
refrains from the provisioning of spare cores by using a dynamic, self-organizing
approach in order to restore the system to a stable state, in case of manifested
permanent HW errors. The evaluation of this technique, showed that self-
organization in comparison to spare core provisioning, can lead to higher system
throughput, while tolerating all dynamically manifested errors.

Run-time efficiency, flexibility and dependability were the foundations of the
run-time management logic of an IoT Gateway. However, the Gateway based
ToT system is additionally bound and affected by the interaction of the Gateways
themselves. This interaction is critical since, IoT nodes are shared between
gateways and this binding can lead to increased Service Quality for the user,
if designated effectively. Due to this importance, as well as the fast evolving
dynamics of the IoT setup, in Chapter 7 we proposed a distributed, trade
based negotiation mechanism, for the Gateways to dynamically re-configure
the solution of the binding problem. The evaluation of the proposed scheme,
showed its potential for offering increased SQ to the user, while meeting the
individual constraints of the devices and maintaining a very low overheard of
the required communication between Gateways.

8.2 Future Work

The presented research work has managed to provide a number of design
alternatives for the challenges described in Chapter 1, however there are still
open issues to be addressed in future efforts. The Edge (or Fog) computing
architecture is in its infancy and as a result it has still many aspects to be defined.
Beginning from application design, while we introduced a way of application
deployment taking into account the distributed architecture, the actual need
is for a consistent framework or programming model, which will automate
and guide application development for the Edge computing infrastructure.
Eventually, this framework should also take into account the parts of the IoT
application that are executed in the Cloud and aid the designer to map the
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application in the full stack. In general, the designation of applications that can
fully exploit the multi-tiered local-Edge-Cloud infrastructure is very important
in order to fully establish this new infrastructure.

On the level of the IoT Gateway, as presented in Section 1.3, the design choices
are overwhelming. Consequently, a systematic methodology is required to help
the system designer to determine which is the optimum hardware configuration
of the Gateway for a specific IoT application. This decision is complicated
by the fact that there is a straightforward trade-off between the number of
deployed Gateways, their HW competency and the cost of a specific deployment.
In other words, the critical decision factors are not only performance oriented
but should include a cost-benefit analysis in order to have a practical gain.

With respect to Distributed Run-Time Resource Management, the key open
issue is the efficient support of HW heterogeneity. To a great extent, the
effectiveness of the presented DRTRM relies on the ability of the applications
to support task resizing and migration without an unacceptable overhead on
the performance of the application. This suggests that the application under
management should have been developed in a specific manner which supports
this run-time re-configuration. This design requirement is complicated when
there is a need to migrate a part of the application to processing elements of
different Instruction Set Architecture or totally different processing architecture,
e.g. from a CPU to a DSP. To facilitate such a migration, both the run-time
system and the application should be able to support it.

From the Edge system perspective, a necessity for wide scale deployments
is the secure and dependable operation of IoT applications. Security is an
essential parameter of any IoT system, since (i) the conveyed information are
critical for the user and (ii) a security breach could physically harm the users.
Still, the computationally intensive security techniques must be often executed
on top of low-end, wearable, battery or intermediately powered devices. This
tradeoff emphasizes the merits of Edge computing, as the Gateway can aggregate
the functions related to encryption and guarantee the secure operation of the
combined IoT nodes and Gateway system. Such an example deployment would
be composed of IoT end nodes with no Wide Area Network connectivity, thus
fully relying on the Gateway to encrypt and upload data to the Cloud.

Dependability of the Edge system is the second critical, multi-aspect success
factor. Both IoT nodes and Gateway contribute to the functionality of an
application and hence a consistent manner is required for them to synergistically
re-organize task execution, when an error occurs in one of the involved nodes.
This implies the definition of the necessary error detection and mitigation
mechanisms in all layers of Edge computing as well as the capability for dynamic
migration of tasks from malfunctioning to healthy nodes.
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Glossary

Term

Explanation

Application
mapping

H yoptoypdgnon Wwac TUpdAANANG  €@oppoyhc o  éva
TOAUTIOENVO GUCTNUA, ovopEpETOL oTny Bladixacio pe tny
omota xadopilovtar oL UTOAOYLOTIXOl TOpoL GTOUE Omoloug
Vo exteleotel 1 egopuoyr.  Le avtideon pe Vv ypeo-
VOBROUOAGYNOT TOU 0popd TNV YPOVIXT XUTAVOUY, TOPWY
nou Bploxovtor xovtd peta€d Touc, 1 YUETOYRAQNOY WIS
EQUPUOYNE EXEL EVIOVN YWELXY) CUVIG TOOU GTNY XATOVOUY| TWVY
Topwv. AeBoPEVNS TNG XAETOYRAPNONC, 1) XPOVOBROUOASYN O
XENOULOTOLELTAL MGTE OL THPOL TNS EPUPUOYNC TTOU HoLpdlovTaL
va datidevtan ot diepyaoieg tTne.

Application
profiling

H Swduwooio avth avagpépeton oto anopaitnta Bructa yio
TNV TOCOTIXOTONGY] TV UTOAOYLOTIXWY OTUTACEWY HLAC
EQUPUOYNC OE OYEON UE ULl CUYXEXQWEVY UTONOYLOTIXN
mhateopua. H ocuviing dwadixaotio tepilopfdver tny extéleon
To EQOPUOYAC Yior Eva BElYUd AVTITPOCWTEUTIXWY EL0ODWY
DOTE VAL TPOGdLOPLG TOUV Ol ATOUTACELS TWV ETMLUEPOUE BOULXWY
NG TUNUATOY.

Central
Processing
Unit
(CPU)

H xevtpwxh| povédo ene€epyacioc evéc umoloylotxold ou-
OTAUATOC OVUPERETAUL OE EVOL ONOXAMPWUEVO XUXAWUA TO
ornolo elvan oe Véom va mpaypatonolel UTOAOYIOHOUS YEVIXOD
oxomol, EheYyo NS €L06d0V/eE680V xodMe xou EAEYYO TWV
TEQLPEPELAX WV TOU.
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Cloud com-
puting

H évvolr tou UTOAOYLOTIXOU VEQOUC avapépeTol Ot €val
OUVONO LTIOAOYLOTIXADY ToPWYV, €VO TOCOCTO TWV OTOlwY
TopEyovTaL and €Voy THPOYO OE €Vl MEAATYN UE YpNom TOou
Blodtxtoou. Ot mopoyég UTopolY Vo apopOUY ATMOXAELC TXY
TOU UTIOAOYLO TIXOUC TTOPOUC hAd Xol amoUnXeuTnd Yo Xal
o obvieteg egapuoyéc we unneeoieg. Koatd xavéva 1 napoyn
TOV OVWTERPR YPEWVETAUL OTOV TEAYTY.

Edge com-
puting

O unohoyloudg 6NV dxer) ToL BXTOOUL UPOEd OE UL TEOCPATT)
T¢on OTovV Topéd TOL BLadXTOOU TWV TEAYUAT®Y, OTou
OTOPEVYETAL 1) EXTEAECT] TWV EQPUOUOYWY GTO UTOAOYLOTIXO
VEQOC X0l TROTLIATOL 1) EXTEAECT) TOUS OTNV dxpT Tou dxTOoU,
OVTUG THO XOVTA oTov TEAMXS yeNotn. Me auth tnv emhoyn,
ehayiotonoteltar 1 e€dpTNon omd To UTOAOYLOTIXG VEQOC,
TEOPBAAULOTA CUVBEGUOTNTOC HE QUTO KO HELVETAL TO XOOTOG
e Xerong Twv ndpnv Tou.

Field Pro-
grammable

Gate Array
(FPGA)

H teyvohoylo auth oagopd OMOXANPOUEVE HUXAGDUATO T
onola €youvv TNy Buvatétnta v mpoypapuoatilovtal vaote
Vo ETITEAODY BlopopeTinole UTONOYLOMOUS Xotd mepinTwo.
H emdoyn aut] avutidetor otor xAAooixd OAOXANpLUEVL
HOXAQOUATA TIOU  XATUOXELALOVTOL (DOTE Vo UAOTOWOUY €val
GUYOAO GUYXEXPULEVKY UTIONOYLOUWY.

Gateway

TN TEYVOAOYIO TWV UTOAOYLOTIXWY CUCTNUATWY 1) EV AOYW
CUOXELY| YENOWOTOLEITOL XATE XAVOVA OTIC TNAETUXOWVWVIES,
Bondovtag tic cuoxevée 800  BLaPOPETIXDY  BixTOWY Vol
EMXOVWYOLY.  Xta mAalol Tng ouyxexpwévne dateBhc,
N OUOXELY QUTY| BLHCLVOECEL EVOWUAUTWUEVES GUCXEVES WE
o Owdixtuo.  Emmpéoveta, umopolv va mogéyouv xa
UTOAOYLO TIX00G TOPOUE OTE VoL DIEUXOAUVOUY TNV EXTENEOT)
TWV EQUPUOYWY TNV AXEY) TOU SXTUOU.

High Level
Synthesis
(HLS)

O 6poc avagépetar oc ol autopatonoluevry Sodixacio
oxedlaopol Omou Eval OAOXANEWHUEVO XOXAWUO ToEdyETa
oamd  uiot ohyoprduxy  meptypagr] uPnhod  emmédou  Tng
AELTOLPYXOTNTAS TOV.

GLOSSARY
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Internet
of Things
(ToT)

Me tov 6po BLadixTUO TWV TEUYUATLY OVUPEPOUACTE OTOV
OTOYO TNG DLACUVOEONC TNG TAELOVOTNTOSC TWY CUOXEUWY TOU
YENOWOTOLOUVTOL GE OAEC TIG EXPAVOELS TNS XAdMUEQVOTNTIC,
Gote vo pmopel var yivetar {wvtavh mopoxololinor twv
BPACTNELOTATLY TOUC Xl GUAROYY TwV BEBOUEVHDV QUTOV.
Teyvohoyxd outd EMTUYYEVETOL PE TNV XATOUVOUN XU TNV
OLo0VOEDT] TV EVOWHATOUEVDY GUCKEUWY GTO BladixTuo.
To dedoyéva mou CUAAEYOVTOL UTOPOUV EMELTAL VO DWOOUY
Tpwtogavels duvatdtnTee avdhuvorng xar Bedtiotomoinomng
SUVIETWY QOUVOUEVKV XoUL BIERYATLOV.

Linux Op-
erating Sys-
tem

Agopd plar OXOYEVEL AELTOURYIXOY CUCTNUATOY YEVIXOD
oxonol Tou yapaxtneilovton and dwpeedv yeron xou eheliepn
npbéoPacn otov mnyafo xwdwa toug.  Koatd xavove, 1o ev
AOY® AELTOLEYO CUOTNUA PTAVEL OTOUC YPNOTEC €V €ldel
gl Blavourc mou mepéyEl €val 0OVOAO TROYPAUUUATLDY  Xal
AELTOUPYLOY Y TIOUEVWY YUpw amd Tov muphva. Exatouulpeta
YeNoTES xdvouy yperion tou Linux, to omolo we ex tobTou €yel
TEOGopHOC TEL Yo TOAD UEYdAO apldud CUOXELWY BLOPORETI-
%WV UTOAOYIO XY DUVATOTHTWY XAl UEYLTEXTOVIXOV.

L1/L2
cache
memory

H xpuen uviun avagépeton oe eminedo uixphc xan yerRyoene
puvAunc mou Beloxovtow xovtd otov encéepyao Ty, Ue GTOYO
vo ylveton enovaypnoylonolnon twv Sedopévwy mou €youv
gplel amd TNV XEVTEIXY UVAUTY anogelyovTag TNV YeovoPdpa
dlodixacio Tou va épdouv Eavd. AuZavdpeva eninedo xpuprc
uvhUNG €xouv peyohlteprn xoduotépnorn mapoy s SEBOUEVLY
otov enelepyao Ty ahhd TowTOypova €Youv xol YeYohlTepn
dlardéoiun ywentixdTnTaL.

Machine
Learning

H unyovier) udldnon ovagégetar oty perétn ahyoplduwy
Tou €YOUV GTOYO VO BWOOUV GTA UTOAOYLOTIXE GUGTHUATO
Y BUVATOTNTA Vo XEVOUV YeNon UOUMUOTIXWY UOVTEAWY
Yoo TNV epunvelol xou xaTnyoplonolnon dedouévmy ElGOBOoL.
Mot yopoxTnelo Tixny) EQapUoY ) TNS unyovixnig pdinong elvou
N TEOCTAUEL XATACXEVAC EVOC WOVIEAOU Yid Bloyweloud
¢ €o6dou oc xAdoelg pe PBdon éva oeT  Bedouévwv
expdinone mou amotekelton ombd MON  xaTNYOpLOTONUEVL
Selypara (emPrendpevn unyavixh wddnon). To anotéhecpo
e expdinone elvar oL mapduetpol Tou Yovtélou, to omolo
énerta elvon oe Yéon vo amogovdel yioo TV ¥Ador o
%xavoLpLag, dyvwotng eloddou.
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Network
on Chip

H o0vdeon oxtiouv oe (moida oamoterel pla dnuopiin
emhoyr) ota mAalola Tou oyedlaolol CUOXELUWY UE TOAD
peYdho oprdud emelepydoTOV.  XE OQUTEC TIC OUOXEVEC,
n emhoyR OSwpowpaldpevic UvAune Yl TNV Emxowvwvia
TV enedepyaoT®V elvor Un omoBoTiXh XaL WS¢ EX TOUTOU
emAéyeTton 7 Olaclvdeon Toug mave oe éva BixTuo Wxpric
xaPUOTEENONG, WOTE VAL UTOPOUYV VoL avToAAdocouy Sedopéva
HECW UNVURATOV.

Voltage
and
Frequency
Scaling
(VFS)

H teyvue] auth) agopd tny duvatdtnta Tou divouv ta oYy eo-
VO OAOXANOWUEVA XUXADUTA VO UETAUBAANOUY BUVOLXE TNV
ouyvotnta f/xon Ty téomn Aertoupylac tove. H duvatdtnta
auTh elvol TOAD onpavTiXY KoTe vo unopel va TpocopuocTel
N %XATOVEAWOT oY 00¢ TOU CUCTAUATOC OE OYEON UE TOV
pbpTO gpyasiac Tou. Xe meplnTtwon wxpol @opTou epyaciog,
10 cbotnua elvor oe Vé€om va AELTOURYAOEL OE YAUNAOTERY
Tdon Ao CUYVOTNTA GOOTE Vo ewwdel 1) xatavdiworn oy bdog
tou. To yapaxtnpioTind autd elvan xplowo oe yeydro
£0pOC UTOAOYIO TNV CUCTNUATWY, EEXVOVTUS and PoENTES
CUOXEVEC YlOL TNV EMUAXUVOT, TOU Ypovou Aettoupylog Ue
UmoToplag Xou XUTOARYOVTAS O PEYHAN UTOAOYLOTIXG XEVTEA
Yoo TNV UElwoT TNG XOTAVOMOXOUEVNC EVEQYELNC TOUG, YLo
OLXOVOULX0UE oL OLXOAOYIXOUS AGYOUC.

Voltage Is-
land

O 6poc avagépeton o TUAUATA EVOC  OAOXATEWUEVOU
XUUAOPATOC, Tal ool TpoPodoToLVTOL Ue TNV (Bl téon. Ta
Tpnpato autd Aoyilovtal we ynold duvaxod ot To xdde éva
unopel va €yel Eeywpeto T TdoT), aveEdeTnTo amd Ta UTONOLTAL.

Pattern
Recogni-
tion

H Swdwoocia auth agopd v xotaoxeur] oahyoplduwy yia
TNV QUTOPATY VoY VOPELOT) LOTEBWY %ol XOVOVIXOTHTOVY OF €val
oUvoho Bedouévev. O alybprduol autol umopel va elvan
evploTixol, va Pacilovtal 6 6TATIo T AVIAUGT] 1) VoL XEvouY
XENON TNG UNYOVIXAC UEINoNS xon TNG TEYYNTAS VONUOCUVT,
nov omotehel par e€oupeTind dnUoPIhy eTAOYT).

GLOSSARY
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