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« H nabeia, kad' anep evdaiuwv
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Euxaplotiec (Acknowledgements in Greek)

Me tnv oAokAripwaon autrg tNE Epyaoiac, PTAVEL OTO TEAOG TOU EVA TEPAOTLO KEPAAaLo TnN¢ {wr¢
Hou, éva kepaldato rou Eekivnoe mpLv amod 6 ypovia Ue tnv €i0060 pou atn ZxoAn lMoAttikwv
Mnyavikwv EMI. Mio nepiodo¢ t¢ {wn¢ pou n omola cUVOSEUTNKE amo XOoPEC, AUTEC,
evlouataouo, ayxoc, moAda evuytia aAda kat artioteutn dtaokeédaon. Mia mepiodog tne {wh¢
UOU YEUATN aTTO EUTIELPLEC KOl AVOUVAOELG, 0 omoie¢ ouveBaAdav wate ekeivo to natdi mou npde
otnv AGnva to 2012, v pTaOEL GHUEPO OTO ONUEID va ypdpeL auTo 1o Kkeiuevo. Kat puotka, dev
Ja urmopouoav va Agirmouv amo auto ot avBpwrtol tou otadnkav dinAa pov otnv mopeia autr,
oL avIpwmoL mouU UE THpaV aro 1o Xépt kat pe Bondnoav va yivw o avdpwitog mou EyLva.

MNowta kat kupla Sa n9eAa va euxapiotriow tov Ap. MNMoAitiké Mnyaviko k. Avbépéa Euotpatiadn,
EAIIN EMII. Mpokettat yla Evay amo Tou¢ KXAUTEPOUC avBpwITouC ToU Exw ouvavtrosl otn {wn
Hou, évav daokaldo ue tepaotio o kat Evav eEALPETIKO emtatriuova. OuoAoyw OTL Eixol XAOEL —
N udaAdov bev eiya akouo amokTHoel— TO EVOLAPEPOV LOU YL TN ZxO0ANn, UEXPL TN OTLyUn TTOU
napakoAovdnoa ekeivn tn SLaAeén tou oto puadnua twv Aotikwv Yépaudikwy Epywv. Htav uia
artAn, kadnueptvn StaAeén, to avtikeiuevo tng ornoiag € Suuduat kawv. Kt 0uwc, ntav uia Staieén
mtou e Bonvnoe va Bpw to «KAAECUA» LUOU OTNV ETLOTAN TOU Unxavikou. Otav S€ tov yvwploa
kaAutepa puéoa oto puadnua twv YéponAektpikwv Epywv, ntav mou tov «emeAeéa» w¢ Tov
avipwmno ue tov onoio Ja ndeda va ouvepyaotw otn dumAwuartikn pou gpyaocia. Kot auto kot
Eywve. O «kUplo¢ Evoatpatiadney eival to puado miow amo autnv TNV epyaocia, ival dUToG ToU
eiye tnv 16€a kai autoc mou Bprike ta bedoueva. Eival autog mou, UE TTEpLoar) 0peén KoL uTToUOVI),
ue kavodnynoe kad’ 6An tn Stapkela tn¢ ekmovnorc tn¢ StmAwuatikic pou. Oa ndeAa Aourov va
Tov euyaplotiow Jepua, amd ta Badn tnc¢ Yuxng uou, yia o0An t ouuBoAn tou, yiax TNV
EUmLoTooUVn novu €5€lée 0TO MPOOWITO OV KAl KUPLWG yLa TNV mpoBuuia Tou va aveXTel OAEC Ti¢
téLotportieg puou.

Aev Ja umopouoa va Unv euxaplotiow tov kadnyntn tng ZxoAng, k. Anuntpn Kouvtooyiavvn. Me
TNV TEQPAOTIA EUTTELPLA TOU ATTOTEAECE Ui CUVEXN TNV YVWaong Kal UE Tov LOLaITEPO TPOTTO TOU
Uou €6wae Tto Kivntpo va F€Aw va armokTnow 001 TEPLOCOTEPN Umopouad. [pOKeLTal yla Evoy
kadnyntn Ue amioteutn 0peén va Bondnoel Tov QOLTNTI) EITE AMAVTIWVTHC TOU OE EPWTIOELC
OXETIKA LUE TIC OTOUOEC, €iTe akoua kat Sdivovtrac tou ouuBouléc {wihc. Kat mavw amn’ oAa, e
Sta¥eon va apnoet KATL KKAUTEPO TTiOW TOU YLO TNV EMOUEVN YeVIX unyavikwy. Niwdw armd touc
TTLO TUXEPOUC mou umnpéa oltnTr¢ TG ZX0ANG¢ Kata TNV tepiodo mou SIETEAECE KOOUNTOPAC.

Enduevog otn Aiota eivat o k. Maudaong Nikog, avamAnpwtic kadnyntng¢ tc ZxoAnc ko
unteuBuvocg kadnyntic¢ o€ autnv tnv epyacia. Mac Sidaée tnv EUNEIPIKT) OKOTLA TNG ETLOTAUNG,
TO TTWG UITOPEL Evac UNYaVIKOG vo aLloTtoLoeL TNV EUNELpia Tou ExeL paleel otov medio.

Quotika, dev Ga umopouoe va Agimel amd autd to Keiuevo o Mavayiwtng Anuntpiadneg, Ap.
MoAttiko¢ Mnyavikog. ATTOTEAEL PWTELVO MAPASELYUN VEOU ETLOTHUOVA, LUE OPEEN KAL UEPAKL YLOl
QUTO TTIOU KAVEL KAl TNy EUTVEUONG yla TOUC poLtnTéG. Eiya tnv TUXN va ToVv yvwpiow Tov



TeEAeuTaio YPOVO TWV OTTOUSWV OU KAl TOV EUXAPLOTW LOLaITEPX Yiar TNV moAutiun Bondeia mou
UOU TIDOOEWEPE, EVTOC KOl EKTOC TOU QVTIKELUEVOU ToU oAttikou Mnyavikou.

Oa nBeAa akoua va euxaplotriow kot tov vrtoynelo dtdaktopa, Atovuon NikoAorroudo. Mropel
n ouvepyaoia uag va unv eixe tdlaitepn éktaon, aAda n Bondeia rou uou npooepepe otn Matlab
kat to GIS oiyoupa ftav roAutiun.

2€ Lo npoowrtiko eninedo, Ga ndeAa va euyapLotriow Tov avIpWITo MOV LE TOV XAPAKTHP TOU
Ekave ) @oltnTikn pou {wn tooo éexwplotn. lMpokewtal yia tov @ido kat adep@o, lwpyo
MouAiaon. Motog Sa To mioTeve OTL EKE(VO TO Aayaviaouevo rtaidi mou unnke kaduotepNUEVO OTO
aUELIEATPO TNV MPWTN UEPA UaBNUATWY Kal ékatoe SimAa pou, da ntav o avipwitog UE ToV
ornoio Ba taipialo meploootepo. lowe va QTaiel TO OTL KAVEVAC artd Touc SUO UaG OEV EXEL
xtouuop, dev EEpw. Ziyoupa Ouwc EEpw OTL, UETA QTTO TNV KOLVH UOG TTOpELa OAa auTd Ta xpovia,
n @lia mou dnulovpynoaue ival ano Ti¢ o SUVATEC.

Ziyoupa aéilel 1blaitepn avapopa otnv moAu kaAn uou @iAn, Mapio NEZn. Me tnv Mapia anAa
gtuxe va ardaéouue karevduvon otn ZxoAn tnv (Sta mepiodo, omdte ovrag kat ot SUO
«uUeyaAvtepol» Eekvrioae va kavouue mapéea. Mepvouoe to (blo akpltBwc {opL mou epvoUoa Ki
eyw, tv bl akptBwe nepiodo mou to mEpvoUoa KL Eyw, OMOTE Umnpée amodEKTNC ykpiviag,
VEUPWV KOl QKOO TTIEPLOOOTEPNC YKpiviae, dAAa kot tnyn ateAeiwtn otnpiénc ta teAsutaio SUo
xpovia.

Kat @uotka, tnv napéa ocvunAnpwvouv n lewpyia NikoAakdakou, o lwpyoc MoAAdknc kat o
lavvne Tintpnc. Mpokeital yia pia opada avipwnwy UE EVTEAWCS SLAPOPETIKOUC XUPAKTHPEC,
JTOU 00U Xapi{oUV OUETPNTEC WPEC YEALOU UE Ta «KATOPBWUATA» ToUG. Elvail 0 optouocg tng Agénc
«@idoc» kot viwdw arioTeuTa TUXEPOC TToU oL Spouot pag Staotaupwidnkay.

KAgivovrac tov kUkAo twv @idwv, Ja ndeda va avapepdw otov Nwpyo Xaivdakn, tov ldvvn
Znavo kot tov Anuntpn Bapdakn. Eival n napéa tou HpoakAgiou, Eva mapadelyuo mpoyUaTIKG
Quhiac.

Kat twpa npde n osipd yia ta adéppia pou, Anuntpn kot Katepiva. Mropel otnv apxn va Ue
eidav oav mayvidl, aAda niow omo TIC OTOAEC KAl TO KATTEAX TTOU UOU (pOPOUCHV OTAV HUOUV
UWPO, KPUBETAL 0 0PLOUOC TNC ASEPPLKNC ayarng. HTawv ko elval mavta kel yLa va un ou Agiet
tinota, yla va pe dtbaéouv ue Ti¢ unelpieg toug. Kat o «Xdapne» EEpel mwe Kade popd mou
Bpiokel ta okoUpa, Ta adEéppla Tou Ba eival ekel va tou deifouv to Spouo.

BéBaua, afilel va onuelwVel 0t mAEov Sev gial «o UIKPOG», O TITAOG AUTOC avrKkeL otov MuydAn.
Marti otav eioat yiog tng Katepivag, maipvels oda ta wpaia! O «MiyaAakng» uropei va unv E€pet
akoua va StaBalel, aAda ivat o Aoyog mou to HpakAeLo pou Aginet téoo rmoAu.

TéAog, TO UEYAAUTEPO «EUXAPLOTW» TIAEL OTOUC Yoveic uou, Mewpyia kat Niko. Autol givat ot
TIPAYUATIKOL NPWEC QUTAC TNG LoTopliag, autol eivatl ot avipwrol mou edeoav ta YeUEAla WOTE
va yivw o avBpwrog rou eiuat onuepa. ESw kat 24 ypovia amoteAoUV TOUG dypuIVoUG pPOoUpPOoUC
TTAVW aTto TOV WO OU, TTOU UE TIC ATEAElwTEG Buaiec Toug eyw Eptaoca we edw. Hrtav dimAa uouv



kad’ 0An tnv mopeia Katl UE QUTATTAPVNOI UOU TIPOCEPEPAV TIC KAAUTEPEC SUVATEG CUVINKEG Lol
va akodoudniow tov dpouo mou eméAeéa kat va kuvnynow ta Ovelwpd pou. Maua, Mraurna,
EUTUYWC TTOU 00¢ EXxw!

XapaAaumroc Ntlykakng
AOnva, 2018



Abstract

From November 14™ until November 15%, 2017, a storm event of substantial, yet unknown, local
intensity, has caused a flash flood in Western Attica, Greece. The flood was responsible for
significant economic losses, mainly focused in the city of Mandra, as well as for 24 fatalities. Right
after the incident, a debate arose about whether the devastating results were due to the extreme
nature of the storm, or due to the poor flood protection works. In this research, we analyzed all
available information sources in an attempt to reproduce the actual storm event and provide
estimations about its magnitude, temporal evolution and return period.

The primary data source was the observed point rainfall at three meteorological stations in the
wider area around the city of Mandra. However, one could easily conclude that these local rainfall
events were not significant enough to cause such a severe flooding. This realization was further
supported by the indicative rainfall estimations provided by an X-band meteorological radar,
which recorded an unusual storm pattern of very high intensity over a very limited area, that
strongly affected a relatively small spatial extent upstream of Mandra. Nevertheless, neither the
point observations not the highly uncertain radar data were sufficient for providing quantitative
estimations about the extreme rainfall event.

The most valuable information was found in the neighboring catchment of Sarantapotamos,
which is equipped with automatic stage recorder that controls a drainage area of 144.6 km?
(hydrometric station at Gyra Stefanis). The available data sources were: (a) point rainfall data at
a remote (upstream) meteorological station (Vilia); (b) 15-min stage data that allowed
reproducing part of the rising limb of the flood hydrograph at Gyra Stefanis, just before the flood
destroyed the instruments assembly; and (c) audiovisual material at the station area, providing
valuable information about the temporal evolution of the flood.

The aforementioned information, quantitative and qualitative, was used in an attempt to
estimate the rainfall over the basin of Sarantapotamos through a reverse rainfall-runoff
modelling approach. In this respect, we tested several parsimonious versions of lumped event-
based schemes, and calibrated their input against the observed flows at Gyra Stefanis. As input
we considered the areal rainfall over Sarantapotamos, embedding the observed hyetograph at
Vilia and an unknown hyetograph at a hypothetical station. The proposed modeling schemes
used the SCS-CN method to estimate the effective rainfall and two alternative approaches, i.e. a
lag-and-route method and a parametric synthetic unit hydrograph to propagate the runoff to the
basin outlet. All model versions contained one free parameter, i.e. the initial abstraction ratio,
and an unknown initial condition, expressed in terms of a dimensionless coefficient describing
the antecedent moisture conditions of the SCS-CN method in continuous mode.

Initially, we made scenario-based investigations, which revealed the major uncertainty induced
by the lack of information and the sensitivity of results against the arbitrary assignment of
hypothetical values to the two model parameters. In order to better assess this uncertainty, we



next employed Monte Carlo simulations by generating 1000 random sets of the model
parameters from suitable distributions and next solving the calibration problem. Within the
selection of distributions, for parameter sampling, as well as within calibrations, we took
advantage of all available information about the hydrological regime of the basin, the soil
conditions the days before the event, and the temporal evolution of the flood after the
destruction of the stage recorder.

Based on the outcomes of Monte Carlo simulations, we provided probabilistic estimations of the
guantities of interest, i.e. the total rainfall over the study area, its temporal evolution, and the
peak flow of Sarantapotamos at Gyra Stefanis. We also employed risk evaluations, by estimating
the maximum intensities and associated return periods of the storm event across several time
scales. These results were then compared to additional sources of information, in an attempt to
justify the plausibility of the aforementioned analysis.



Extevnc meplAnyn (Extended abstract in Greek)

Tnv 14" kat 15" NogpBpiou 2017, pia BpoxOntwaon Ue onUAVTLKN évtacn ekdnAwBnke otn AuTtikni
ATTIKN, LE amoTéAeopa TNV epdavion atdpvidiag mMANUUUPOG OTNV TIEPLOYXT), TIC TIPWLVEG WPEC TNG
15" NoegpPBpiou. O amoAoylopog TG MANUUUPAC ATV CNUAVTLKEG UALKEC {NULEC, KUPLWG OTOUG
00TIKOUG LoToUG tng Mavdpag, tng Néag MNepapou, tng MayoUAag kot tng EAevoivag. Népav
QUTWV, TO TANMUUPLKO aUTO cupPav mpokaAeoe to Bavato 24 avBpwnwy, UE AMOTEAECUA VOl
XOPAKTNPLOTEL WG N Tpltn dovikotepn MANUUUPA otV AUTIK ATTIKA. APEOWG META TNV
TANUUUPQ, Eekivnoe pia avtutapdBeon w¢ mMPog TO KATA TTOCO TO KATAOTPODLKA AMOTEAECUATA
odeihovtav otnv akpaia ¢puon NG Katayidag r} otV EAAUT) QVTUTANUMUPLKY TipooTacia. XtV
napovoa epyacia, avaAlBnkav OAsc ot Stabatpeg mAnpodopieg amo Siadopeg MNyEC, o pLa
npoonaBela va avarnapaxOel to emelcodio TnG katalyidag Kat va ekTipnBouv to pEyebog Tou, n
XPOVLIKN Tou e€EALEN, KaBwC Kat n Teplodog emavadopdg tou.

OL Bpoyomtwoelg Egkivnoav Tig Bpadiveég wpeg tng 14" NoeuPplou Katl elyav w¢ amotéAeoua TV
Toyutatn pelwon g StnBnTikn¢ tkavotntag tou edadouc, Tnv évapén tng edadikng Stafpwong
KOl KAT' EMEKTAON TN cuoowpeuon deptwv VAwv ota uddtiva cwpata. Mia andétoun aAlayn
oTnNV £vtaon tng Bpoxomtwong Ti¢ MPwLIVEG wPeG TG 15" NogpuPBpiou cuvERAANE 0TNV ONUOVTLKA
avénon tng edadikng SLaBpwaong, 0dNywvTag £T0L OTNV CNUAVTLKH €VTaon Tou GaLVOUEVOU TNG
OTEPEOATOPPONG. ALECN ATIOPPOLA TWV TOPATIAVW, ATAV N EUPAVLON TOU TANKMUPLKOU KULLOTOG
otnv oAn ¢ Mavépag nepinou otig 7:00 .. tnv 15" NoeuBpiou, tnv unepxeilion Twv €pywv
6106euong oto UYo¢ Tou autoklvntodpopou E94 (Attikp 060¢) kot tn SL6deuon Tmou
TIANUHUPLKOU OYKOU pEow Tou Spopou Mavdpag-EAsuaivac.

H kUpLa tnyn MAnpodopLwy ATV OL CNUELAKEG LETPHOELS BPOXOMTWONG OTOUG UETEWPOAOYLKOUG
otaBuou¢ Twv Bliwv, tng Mavépag kat tng EAevoivag. To mpwTto cupmépacpa mou €nxon anod
TIC KaTtaypad£EC aUTEG, NTAV MW To mapatnpnuévo LPocg Bpoxomtwong dev pmopolos va
SKaloAoynoEeL TNV €KTaon TS MANUUUPOC. H mapatipnon auth eVioxUOnKe meplocOTEPO ATO TIG
EVOEIKTIKEG EKTIUNOELS BPOXOMTWONG EVOC UETEWPOAOYLKOU pavItdp, Ol omoieg deiyvouv éva
aouvnBloto oxnua katalyidag, pe mMoAU Loxupd Kol TOTLKO TUPAVA, TO OTOLO TEPOOE AVAUEVA
oo TNV TEPLOXN TIOU KOAAUTTETOL OO Tou¢ otabuoug. Map’ 6Aa autd, oUTE OL CNUELOKES
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HUETPNOELG, oUTE oL efalpeTikd afEBaleg MANPOdOPIEC TOU PAVIAP UITOPECAV VA TIOPEXOUV
ETOPKELG EKTIUAOELC yLO TO eMELOOS10 BpoxOmMTwong.
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Zxnua 1. Mapatnpriosic Bpoxontwonc (apLotepd) kot sm’turjoac UETEWpPOAOYLKOU pavtap (beéia) °
HAUon oto mpoPAnua auto mPonABe oo TNV YELTOVIKN AEKAVN AOpPOr G TOU ZapavTamoTaou,
KaBwg otn Aekdvn auth AelToupyel Evag autOUATOC LETPNTAG 0TABUNG tou udatopéuatog. O
HETPNTAC auTOC Bploketal otn Béon MNipa teddvng kal n €ktacn TNG AEKAVNG AVAVIN TOU
HETPNTH avépxeTat ota 144.6 km?. OL LETPHOELG TTOU paG TTAPELXE ATOV 0 SeKATTEVTAAETTO BN
Kall KAAumtav PéEpog Tou avodikol kKAadou tou udpoypadnuatog otn MNipa Itedpavng, AUECWS
TPV TO Opyavo Katootpadel amod to MANUUUPLKO KUMA. Evtoc tng Aekavng PplokeTtal akopo o
HUETEWPOAOYIKOG oTaBUOG Twv Bdiwv, 0 omolog mapeixe onUelakEG kKataypadEC BpoxonTwaong.
INUaVTIKO pOAo otnv avAaluon £malfe Kal N E€UMELPLO TTOU GUAAEXTNKE yla TNV USPOAOYLIKN
ocuuneplpopd tng Aekavng, katd tn Sietia 2012-2014, étav ota MAaiola TOU €PEUVNTLKOU
TPOYPAUHATOC «AsukaAiwvy mpaypatonoBnkav HeAETeG otnv meploxn. TéEAog, aflomolibnke
KOLL TO OTTTLKOOKOUOTLKO UALKO TTOU CUAAEXTNKE QIO TNV TIEPLOXI) TOU O0TAOUOU KATA T SLapKeLa
™G MANppLpac.

OLmapanavw ANpodopLEC, TIOLOTIKEC KaL TTOCOTLKEG, Xpnoluomnol)tnkayv o€ pia mpoomndbeia va
EKTLUNOEL N BpoxOMTWoN 0t AEKAVN TOU ZOPOVTOMOTOUOU HECW MLaG Sladikaoiag avtiotpodng
avaAuong Bpoxng-amoppong. Na tov Adyo auto, avantuxdnkav S1adpopes eKSOXEG LOVTEAWVY
OVAAUONG TOU Yeyovotog, oL eicodol twv omoiwv PBabuovoundnkav oclpdwva pPE TIC
TIAPOTNPNUEVEC TIaPOXEC otn B€on MNupa Itedpavng. Qc elocodog, slodyetal n emipaveLoKn
Bpoxomtwon otn Askdvn, cupmeplAapBavovtag TG kataypadEC Ppoxns ota Bilia kol éva
AyvwoTo uvetoypadnua o€ évav UToBeTIKO oTaBud. Ta MPOTELVOUEVA LOVTEAQ XPNOLUOTIOLOUV
™ Hé€Bodo SCS-CN yla TNV eKTiHnon TnG evepyou PBpoxomtwong kabwg kat U0 SladopeTIKEG
TPOOEYYIoELg yla TRV 6106guon tng MANUUUPAG. AutéC eival n Beswpnon mwg n Aekavn
CUUTEPLPEPETAL WG YPOUMLKOG Tapleutnpag, kabwg kat n &wodsuon He Tn Xprnon Ttou
TIAPOETPIKOU ouvBeTikoU povadiaiou udpoypadnuatog. OAa Ta HOVIEAQ TEPLEXOUV Mia
eAelBepn MapapeTtpo, SnNAAdN TO MTOCOCTO APXLIKWY OMWAELWY, KABWCE KoL pia Ayvwotn opxLkn
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ouvOnKkn, ekdpacpEVn HECW EVOC aSLACTATOU GUVTEAEDTH ToU ekdPAleL TIG cUVONKECG uypaciag
™ neBOSou SCS-CN pe cuvexn avti yia SLakpLth KatnyopLlomnoinon.

Apxika, efetaotnkav Oladopa USpPOAOYLKA Oevapla, ETUAEYOVTAC OUOALPETEG OPXLKEC
TIAPAUETPOUG, T omola amokdAuPav tnv tepdotia apefalotnta mou odelletatl ota eAAUTH
6ebopéva, kabBwe kol TNV gualocbnoilo Twv amoteAecpdtwyv otnv auBaipetn avabeon Twv
OPXIKWV TLUWV. 2TN CUVEXELQ, LE XPNoN TNG HEBOSOU TwV OUPPLWVY KAUTIUAWY ETIXELPELTAL pia
EKTIUNON TOU plOoKOU, UEOW TNG EKTIUNONG TWV HEYLOTWV EVIACEWV PBpoxOmtwong Kol Twv
avtiotolywv meplodwv emavadopdc, ya dLapopeg XPOVIKEG KALHAKEG. H ekTiunon OUwG Tou
plokou akoAouBei tnv (bla aféfain cupmnepidopa.
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Zxnua 2. EKTiunoeig mopoxnc (aplotepa) kot Bpoyomtwonc (deéia) armo ubpoloyika oevapia
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xnpo 3. EKTIUNOELG TEPLOSOU EMAVAPOPAC (APLOTEPT) KAl UEYLOTNG EVTAONS Bpoxontwaong (6&éia) ae Stapopeg
XPOVIKEC KAIUOKEC aTTO USPOAOYIKT TevapLa
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Mpokelpuévou va ekTipunBel kaAutepa n aBePfatdtnta autr, ePpoppoleTal n OTOXOOTLKA
Mpooéyylon Twv avaluoswv Monte Carlo. Mpaypatonolovvrtot SladopeTIKEG avaAUOELS, KABE
Hilo ek Twv omolwv meplexet dtadopetikn MAnpodopia, o€ pio TPoomabeLa Vo TTOCOTLKOTIOLNOEL
n afeBatotnta kot va AndOet umoPn n AVAUEVOUEVN OTATLOTIK CUUTEPLPOPA TWV HLOVIEAWV.
Ot avaoAUoelg auTteG €yvay yia 1000 Zevyn TILWV TWV APXLKWY TIAPOUETPWY, TIPAYLLOTOTIOLWVTAS
™ SeypatoAndia amd KatdAAnAeg Katavouég Kot AUvovtag to poBAnua tng fabuovounong.
Ma tnv emloyn Twv KATAAANAWY KaTavopuwyv autwyv, kabwg eniong kat yla tn Babuovounon,
xpnotpomnotBnkav OAeg ot Sltabéaiueg mAnpodopieg yla to uSpoloyikd kKabBeoTwg TNG Aekavng,
TG ouvOnkeg tou €dAdouC TIG TPONYOUUEVEG UEPEC, KOBWCG KoL TNV XPOVikn €EEALEN TNG
TANUUUPOG LETA TNV KATAOTPOGr TOU OPYAVOU.
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Zxnua 4. Exktiunoeic Bpoyontwoncg (aplotepa) kat mapoxnc (deéia) ue ta avtiotolya SLHOTHUATA EUTTLOTOOUVNC yLa
avaAvon Monte Carlo
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Zxnuo 5. EKTUUNOELG TTEPLOSOU EMTAVAPOPAC (XPLOTEPT) KAl UEYLOTWVY EVTATEWVY Bpoyontwanc (deéia) ue ta
avtioTolya SLAOTAUAT EUTTLOTOOUVNG OE SLAPOPEC XPOVIKEG KAIUOKES oo avaAuon Monte Carlo



Baowlopevol ota amoteAéopota Twv avoAloswv Monte Carlo, Tapéxoupe TIOAVOTLKEG
EKTLUAOELG TNEG OUVOALKAG BPOXOMTWONG OTNV MePLoXn LEAETNG, TNG XPOVIKNAC TNG €EEALENC, KABWC
EMIONG KAL TNG TMAPOXNAG ALXUNE TOU Zapaviamotapou otn B€on tou uSpopEeTpLlkoU oTabuou.
Eniong yivetal kal pia ektipnon twv PEYLOTWY EVIACEWV BPOXOMTWONG KAl TWV OVTioTOLXWV
neplodwv emavadopadg, yia Sladopeg XPOVIKEG KAlpaKkes. To amoteAéopata oUTA TEAOG
ouyKplvovtal Kal Pe GAAEG TtnyEG MAnpodopLwy, o€ pia poomdbela va eKTLUNOEL KaTtd TOoo Ta
arnoteAéopata TG avaluong autng Kpivovtal alomiota.
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1.Introduction

1. Introduction

1.1 Study objective

From November 14" until November 15, 2017, a flash flood occurred in Western Attica (west
of Athens, Greece) causing 24 fatalities in the city of Mandra. Apart from the loss of human lives,
the city and the wider area suffered great economical losses, as well as substantial damages to
the infrastructure. The storm causing the flooding was intense, but its spatio-temporal
characteristics are yet unknown. After the event, a debate ensued on whether the devastating
results were due to the extreme nature of the storm or due to poor flood protection works.

This study aims at resolving the question, by presenting information from various sources,
including hydrometric data from the neighboring catchment of Sarantapotamos stream, point
rainfall data from the wider area of interest, estimates of areal rainfall based on a meteorological
radar and audiovisual material. It also attempts to unravel the flood event by reverse rainfall-
runoff modeling and analyzes the available data, in an attempt to approximately estimate the
return period of the storm.

Due to the limited data availability, by means of in situ observations, the analysis performed in
this study is founded on uncertainty grounds. An assessment of this uncertainty is attempted
though the employment of Monte Carlo simulations. Within our estimations, we also account for
multiple sources providing qualitative information and assess whether such information reduces
uncertainty.

1.2 Study structure
Chapter 1 contains the introduction.

Chapter 2 presents all information about the flood event of November 2017, the impact it had in
the city of Mandra, as well as the collected rainfall observations.

Chapter 3 presents the problem statement and describes the reason why the hydrological
investigation is focused on the catchment of Sarantapotamos.

Chapter 4 describes the study area, i.e. the sub-catchment of Sarantapotamos stream upstream
of Gyra Stefanis, and its data.

Chapter 5 describes the hydrological modeling tools and methods used in this study.

Chapter 6 describes the reverse rainfall — runoff procedure and the implementation of the
aforementioned models.

Chapter 7 presents hydrological scenarios, as they were simulated using the proposed models.
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1.Introduction

Chapter 8 describes the uncertainty assessment of the reverse procedure, through Monte Carlo
simulations.

Chapter 9 compares the results of Monte Carlo analysis against rainfall estimations provided by
a meteorological radar, as well as the reported results of studies of past flood events, during the
period 2012-2014.

Chapter 10 contains the conclusions of this study, as well as suggestions for future research.

Finally, Appendix A contains the Matlab code for the proposed models.
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2.The flood event of November 15th, 2017

2. The flood event of November 15t 2017

2.1 Brief information about the area

On November 15%, 2017, a major flood event occurred in Western Attica. The main residential
areas that have been affected were Mandra, Magoula, Nea Peramos and Elefsina, with Mandra
being affected the most, by means of fatalities and economical losses. Mandra is a small industrial
city located 40 km west of Athens (Picture 2.1), at the western part of Thriasio valley. The city
was built in 1816 and people started moving there after the Greek War of Independence.
However, the city has since grown significantly over the past years and is now considered to be
one of the most extended logistics bases in Attica. According to the official census performed by
the Hellenic Ministry of the Interior in 2011, it hosts 12.728 residents.

Picture 2.1. Map of the area (Google Earth)

The average altitude of the city of Mandra is 84 m above sea level and the coordinates of its
center are 38°4'30.48"N and 23°30'3.22"E (Google Earth). The major geological formation of the
area is limestone with high water permeability rates. The city is also crossed by two small
ephemeral streams (i.e., Soures, Agia Aikaterini), draining an area of approximately 75 km?2. Both
streams outflow in the bay of Elefsina.
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2.The flood event of November 15th, 2017

In the past century, reports of major flood events in the area of interest are traced back to the
decade of 1950. The first recorded flood was in 1953 and was followed by other flood incidents
in 1961, 1963, 1977, 1978, 1996, 2003, 2015 and 2017 (https://www.tovima.gr; Lekkas et al.,
2017). From those records, the floods in 1961 and 1977 also claimed a large number of human
lives, marking the incident of 2017 as the third most severe flood in Western Attica, in terms of
fatalities (https://www.newsit.gr).

2.2 The flood evolution

During the afternoon hours of November 14™, around 8:00 pm, a rapid rainfall started over the
mountainous area west of Mandra and continued throughout the night. In the morning hours of
November 15%, around 7:00 am, a fast moving flood wave arrived at the city of Mandra causing
substantial damages in the infrastructure of the city, as well as human fatalities (Apostolidis et
al., 2017). Such fast moving flood waves caused by major rainfall intensities over short duration
define a phenomenon called “flash flood”. It is commonly accepted that flash floods are the most
common flood type observed in Greece, due to the climatic regime and the geomorphologic
characteristics of the Greek basins (Koutsoyiannis et al., 2012).

The intense storm that started at about 8:00 pm of November 14" initially caused a fast
saturation of the soil, and also resulted to significant soil erosion and sediment accumulation in
the streams around the area. The sediment transport kept rising as the time pasted and a rapid
change in the rainfall during the morning hours of November 15t was responsible for the flash
flood that affected the city of Mandra. Due to this flood volume, the soil erosion rose even higher
leading finally to a significant volume of sediment materials being transported downstream,
towards the urban and industrial areas (Picture 2.2) (Apostolidis et al., 2017).
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Picture 2.2. Mandra industrial area on 15/11/2017 (Lekkas et al., 2017)
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Picture 2.3. Mandra-Elefsina road on 15/11/2017 (Lekkas et al., 2017)

The first flood wave appeared west of Mandra at around 7:00 am on November 15, At 7:05, it
reached the confluence of the two streams (e.g., Soures and Agia Aikaterini). The flood kept rising
until about 8:00 am and then the water level started falling for the next two hours. From this
confluence point, which is located approximately 100 m from the road connecting the cities of
Mandra and Elefsina, the wave moved towards the drainage structures of highway E94 (Attiki
Odos). Due to the large water volume, together with the large amounts of sediment materials,
the flood protection works were overflowed and the flood moved downstream, mainly through
the Mandra-Elefsina road (Picture 2.3) (Apostolidis et al., 2017).

2.3 Rainfall observations

There are three meteorological stations in the wider area around the city of Mandra, located in
Mandra, Elefsina and Vilia (Picture 2.1). We remark that all stations are located outside the two
catchments of interest, Soures and Agia Aikaterini. Nevertheless, these are the sole sources of
point rainfall observations during the storm event, which are presented in Figure 2.1. It should
be also noted that the largest rainfall depth was observed after the flood arrived at Mandra, while
for approximately 10 hours before the flood there was no rainfall observed in the city of Mandra.

Surprisingly, the amount of the observed rainfall in these stations is rather small and cannot
explain such a severe flooding. This realization can be further supported by the approximate yet
indicative rainfall information recorded by an X-band weather radar. The image provided by the
radar system (Picture 2.4) shows an elongated narrow core of the storm, passing outside the area
covered by the three stations. The rainfall pattern estimated based on the radar data agrees with
reports by residents in the catchments upstream of Mandra. According to these reports, a very
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intense local storm event started in the early hours of November 15™ and continued during the
night.
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Figure 2.1. Observed 30-min rainfall in the wider area
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Picture 2.4. XPOL accumulated rainfall (mm), from 14-Nov-2017 13:49 to 15-Nov-2017 12:00 (UTC) (Kalogiros et al.,
2017)
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3. Problem statement

The European Union, in its Flood Directive 2007/60 (EC, 2007), defines flood as “the temporary
covering by water of land not normally covered by water”. In a European level, floods are
considered as the second most common physical catastrophe, with wildfires being the first. A
flood is a physical phenomenon that has major impacts on the economic life and may be
responsible for many losses of human lives. In this respect, numerous researchers focus their
studies around floods and the generating mechanisms, also looking for ways to efficiently protect
the population from them.

The flood in Western Attica had great social impact due to the magnitude of its catastrophic
results. It was responsible for great economic loses and the loss of human lives and has been
characterized as the third most severe flood in Western Attica in the past half century, in terms
of fatalities. It also caused great damages in the infrastructure, mainly in the city of Mandra. This
has led to a debate, about whether the catastrophic results were due to its extreme nature, or
due to the poor flood protection works.

Many researchers tried to answer this question and this flood has been the case study of
numerous scientific works. As an example, Markopoulos-Sarikas et al. (2018) presented a
preliminary analysis of the urban flood inundation, by creating a 2-D flood model. However, due
to the lack of information about the spatial and temporal evolution of the storm, they employed
a scenario-based analysis, by running their hydraulic analyses considering steady flow conditions.

A typical flood event analysis, from a hydrological point of view, requires knowledge of three key
components, i.e. the precipitation and its spatio-temporal characteristics, the flood volume and
its evolution over time, and the physical mechanisms through which the precipitation is
transformed into runoff and travels through the hydrographic network of basin. Modeling these
components is key issue, in order to represent the flood event and assess the impact a future
flood may have on human society.

In terms of precipitation observations, as stated in paragraph 2.3, the rainfall data collected from
the meteorological stations around the area could not justify such a severe flooding. This fact
made essential the use of approximate radar and satellite data, in an attempt to better describe
the storm and its spatio-temporal characteristics. However, in addition to their inherent
uncertainties, these systems require land observations to adjust their data.

The second setback in an attempted hydrologic analysis is the lack of hydrometric stations in the
catchments upstream of Mandra. This means that no concrete observations of the flood flows
are collected. In addition, determining the hydro-morphologic characteristics of the basin, on an
event-based analysis is a complicated procedure with great uncertainty, which cannot be
performed without the knowledge of the precipitation and runoff evolution over time.
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A solution to this lack of information could be given by the neighboring catchment of
Sarantapotamos. This catchment was also greatly affected by the storm and has quite similar
geomorphological characteristic with the catchments upstream of Mandra. The dominant
geological formation is limestone and the catchments have similar sizes, with similar slopes and
vegetation.

Moreover, and more importantly, there is a hydrometric station located in the catchment of
Sarantapotamos. This station is owned by the National Observatory of Athens and was installed
in a concrete culvert near Gyra Stefanis. The station was used for studies conducted in the basin
through the period of 2012-2014 and was still operated during the flood of November 2017, thus
provided observations of the flows of Sarantapotamos. However, the instrument’s assembly was
destroyed during the flood, thus the available data do not cover the entire flood hydrograph.

Another valuable source of information is the rainfall observed at the meteorological station in
Vilia. This station is located in the catchment of Sarantapotamos provided point rainfall data
during the storm. Despite the fact that these observations alone cannot justify such a severe
flooding, they could still prove useful in studying the storm.

To summarize, there are useful information sources to allow a representation of the rainfall-
runoff event across the basin of Sarantapotamos. In addition, past studies in the area imply that
the characteristics of the basin are not completely unknown. Based on all this knowledge, we
attempted a hydrological analysis over the catchment of Sarantapotamos, in order to quantify
the storm event over the study area. According to the results, and the underlying uncertainty,
our outcomes could be expanded to the two small catchments upstream of Mandra.
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4. Study area

4.1 The basin of Sarantapotamos

The area of interest is the catchment of Sarantapotamos. It covers an area of 310 km? and it is
demarcated by the mountains Pateras to the west, Kitheronas to the northwest, Pastra to the
north and Parnitha to the east. Sarantapotamos is the largest stream of West Attica, which passes
through the Thriasio valley and outflows in the bay of Elefsina. The upstream system consists of
two major streams, i.e. Pelkes, which crosses the valley of Qinoi, and St. Georgios, which crosses
the valley of St. Georgios. The main branch of Sarantapotamos also joins the streams of St.
Vlasios, Ksirorema and Megalo Katerini, while its most significant head is located on the mountain
of Kitheronas, near the village of Vilia. The hydrographic network of the basin which is presented
in Picture 4.1, mainly consists of streams with intermittent flow. However, the river regime of
Sarantapotamos is also reported as ephemeral (Koutsoyiannis & Mamassis, 2001; Michailidi,
2013).
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Picture 4.1. Hydrographic network of Sarantapotamos (Michailidi, 2013)

The study area is the sub-basin upstream of the hydrometric station at Gyra Stefanis. This part of
the catchment is a narrow basin stretching from east to west and covers an area of 144.6 km?. It
is mostly mountainous, with slopes ranging from 10% to 30%, and in some areas up to 100% or
even higher. The basin is also characterized by great water permeability, due to the karst
limestone that extends over 84% of the basin. However, there are also parts with medium or low
permeability, covering 7% and 9% of the study area, respectively. (Michailidi, 2013).
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Picture 4.2. Soil permeability (left) and slope (right) of the catchment of Sarantapotamos (Koukouvinos, 2012)

4.2 Available Data
4.2.1 Hydrometric data

The hydrometric station is installed at a concrete culvert near Gyra Stefanis. The cross-section of
the culvert is octagonal and it is covered by a small bridge. The sensor is located underneath the
bridge and utilizes ultrasound waves to measure the stage of the stream in the middle of the
culvert (Picture 4.3). Then, using the known stage-flow equation of the culvert, these
measurements can be used to produce the observed streamflow (Koussis et al., 2012).

The station was in operation during the storm event and provided stage data at 15 minute
intervals. However, due to the extreme flows, the water rose rapidly to approximately 0.5 m from
the stage-gauging sensor (the measuring limit of the sensor), and then overtopped the bridge
above the culvert, also destroying the instrument’s assembly. Thus, the available flow data, as
shown in Figure 4.1, only captures part of the rising limb of the flood hydrograph.

Picture 4.3. Culvert cross-section (left) and stage-gauging sensor (right) (Koussis et al., 2012)
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Figure 4.1. Observed streamflow at Gyra Stefanis

4.2.2 Point rainfall data

As mentioned in section 2.3, there are three meteorological stations located in the wider area,
which were operational during the storm event. In particular, the station in the village of Vilia, is
located inside the catchment of Sarantapotamos and the information gathered could prove
useful in the reverse rainfall-runoff model (see chapter 5).

The station is located in the west-southwest edge of the settlement, at Vilia High School. The
sensor is positioned approximately 4 m above ground level (Picture 4.4) and the collected data
are transmitted via a stable internet connection, in 10-min intervals (Koussis et al., 2012).

The point rainfall data during the storm of November 15%, aggregated to 30-min resolution, is
presented in Figure 4.2.
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Picture 4.4. Meteorological station in Vilia (Source: Koussis et al., 2012)
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Figure 4.2. Observed 30-min rainfall in Vilia
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5. Hydrological modeling tools

5.1 Intensity — Duration — Frequency (IDF) Curves

The idf curves are mathematical expressions that estimate the rainfall intensity, i, as function of
time scale (duration), d, and frequency (return period), T. The idf curves are constructed through
frequency analysis of maximum rainfall data at a specific site. The accuracy of the idf strongly
depends on the availability of historical time series of maximum rainfall intensities for different
durations and of significant length.

The commonly used expression of idf curves in Greece is given by (5.1):

Tk =1

i=1—
(1+d/g)n

(5.1)

where A, k, ¢, 8 and n are parameters, which can be determined by standard statistical
approaches. The above formula and associated parameter estimation framework have been
proposed by Koutsoyiannis et al. (1998). This methodology was recently applied over all River
Basin Districts over Greece, within the implementation of the 2007/60/EU Floods Directive
(Papaioannou et al., 2018).

5.2 Flood Event Analysis

The base component of a hydrograph is a low flow that remains even during extended drought
periods, which leads to the conclusion that it is not directly associated with to recent precipitation
events. On the other hand, during intense rainfall events, the river basin system responds rapidly,
as streamflow increases substantially, which is indicative that part of the precipitation follows a
quick route across the basin. This behavior makes it apparent that the runoff consists of two
components: the base runoff (or slowflow) and the direct runoff (or quickflow).

The quickflow can be further analyzed into a direct flow over the terrain (surface flow) and a
subsurface (or hypodermic) flow through the soil. Essentially, the direct runoff is the product of
the effective rainfall and is characterized by a time delay, due to the time needed by the runoff
to reach the basin outlet. It is also considered that the water volume remains the same, or in
other words, the total volume of the base runoff matches the total volume of the effective
rainfall. On the other hand, the groundwater flow is generally little associated with the flood
volume, with the exception of karst systems that have very rapid response, thus part of the
groundwater flow may also contribute to direct runoff.

According to the nature of the base runoff, the flow can be divided in three major categories
(Efstratiadis et al., 2012):

e perennial, when there is a steady flow throughout the year
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e intermittent, when the flow is only observed during the wet period
e ephemeral, when there is no base runoff and the flow is only observed during severe
storm events

A typical flood event analysis first requires separating the direct and the base runoff and thus
determining the flood hydrograph. Next step is estimating the hydrological abstractions, namely
the part of the rainfall that is initially retained by the soil and vegetation. The knowledge of the
temporal evolution of the rainfall event and the total abstraction is critical for estimating the part
of rainfall that is converted into runoff, also known as effective rainfall or rainfall excess. By
separating the direct and the base runoff, the flood hydrograph can be determined and,
consequently, the volume of the effective rainfall. By comparing this with the total rainfall
volume one can estimate the total volume retained by the soil and vegetation, but not their
temporal evolution, which requires specialized methods. One of these methods is presented
below.

5.3 The SCS - CN Method

5.3.1 General procedure

One of the most widely used methods for extracting the effective rainfall from the total rainfall,
thus estimating the hydrological abstraction, is that of the runoff Curve Number (CN), developed
by the Soil Conservation Service (SCS; now referred to as National Resources Conservation
Service, NRCS) of the U.S. Department of Agriculture (SCS, 1972).

In order to describe the temporal evolution of the hydrological abstraction during the rainfall
event, the SCS-CN method makes the following assumptions (Koutsoyiannis & Xanthopoulos,
1999):

e For an initial time interval, ts, the entire rainfall is considered as abstraction and no
effective rainfall is produced. Consequently, after this time, the maximum effective
rainfall cannot exceed the potential quantity, h — hao, Wwhere h is the total rainfall and hqo
is the initial abstraction.

e Beyond the quantity hqo, the additional abstraction during a large storm event cannot
exceed a quantity called maximum potential retention, S.

e Atany time interval t > tq0, the ratios of the effective rainfall, he, and the total minus the
initial abstraction, hy — hao, equal the respective potential quantities, h — hao and S.

Following these assumptions, the effective rainfall can be extracted as shown in relation (5.2):

0 h<hy
h, =4 (h— hao)? (5.2)
B Rao) g
h—hygts = e
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The initial abstraction hqo is typically calculated as portion of the maximum potential retention,
as shown in eq. (5.3):

hyo =as (5.3)
By doing so, eq. (5.2) can be written as:
0 h<as
he={ (h—as)? (5.4)
htd—ms %S

where a is the initial abstraction ration and takes values between 0 and 0.4. The recommended
value in the literature is 0.20 (Ponce and Hawkins, 1996). However, this value resulted from
studies conducted in small agricultural basins with mild slopes and significant recession in the
USA. Reported experience from basins around the world has shown that the initial abstraction
ratio could be 0.05 or even lower (Soulis et al., 2012; Banasik et al., 2014).

5.3.2  Maximum potential retention

Provided that runoff measurements are available for a specific flood event, the corresponding
maximum potential retention, S, is calculated using eq. (5.5) (Koutsoyiannis & Xanthopoulos,
1999).

S = 5h + 10h, — 10/ h,(h, + 1.25h) (5.5)

The above formula is based on the assumption that the ratio of the initial abstraction, a, equals
to 20%. In the general case, for any other value of a, we use eq. (5.6) (Efstratiadis et al., 2014):

P 2ah+ (1 —a)h, — \/he[he(l —a)? + 4ah]
2a?
In ungauged basins, the maximum potential retention can be derived by taking into account the
curve number, CN, as shown in the empirical relationship (5.7):

(5.6)

100 ) (5.7)

S :254 (C—N—l

The maximum potential retention, S, computed by eq. (5.7), uses again the assumption that the
initial abstraction ratio, a, is 20% (thus symbolized Sx). In order to estimate the potential
maximum retention for any value of a, we apply the following steps:

e The total effective rainfall, he, is calculated according to h and Sy, using eq. (5.4)

e Eq. (5.6) is solved for the given h, h. and a to provide the maximum potential retention,
Sa

e Theinitial abstraction is then calculated by (5.3), where S is now substituted by S,
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5.3.3 Standard estimation of curve number parameter

The curve number was adapted by the SCS in order to embrace the physiographic characteristics
of each basin that are associated with runoff generation into a unique numerical value. It takes
values between 0 and 100 and is affected by the soil type, the land cover characteristics and the
antecedent soil moisture conditions (AMC) in the basin.

SCS typically identifies four hydrological soil groups, based on their infiltration and transpiration
rates. Soils exhibiting high, moderate, low and very low rates of infiltration fall into groups A, B,
C and D, respectively. The classification is determined as follows:

e Group A: Soils with low runoff potential and high infiltration rates, even when they are
thoroughly wetted (e.g., sand, loamy sand or sandy loam).

e Group B: Soils with moderate infiltration rates even when thoroughly wetted (e.g., slit
loam or loam).

e Group C: Soils with low infiltration rates even when thoroughly wetted (e.g., sandy clay
loam).

e Group D: Soils with the highest runoff potential and very low infiltration rates even when
thoroughly wetted (e.g., clay loam, silty clay loam, sandy clay, silty clay and clay).

SCS also considers three types of antecedent moisture conditions, namely Type | (dry), Type I
(medium) and Type lll (wet). These are determined by considering the accumulated rainfall of
the past 5 days, as follows:

e Type I: Dry conditions, which correspond to accumulated rainfall of the past five days
lower than 13 mm (or 35 mm for the growing season).

e Type Il: Medium conditions, which correspond to accumulated rainfall of the past five
days between 13 and 38 mm (or 35 and 53 mm for the growing season).

e Type lll: Wet conditions, which correspond to accumulated rainfall of the past five days
larger than 38 mm (or 53 mm for the growing season).

For Type Il AMC and initial abstraction ratio 20% (henceforth referred to as reference conditions),
the SCS provides tabularized values of CN (henceforth referred to as reference curve number) for
every soil type and the respective land use. An example is given in Table 5.1, adapted by Chow et
al., 1988 (a summary of which is published by Koutsoyiannis, 2011).
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Table 5.1. Curve Number values for selected agricultural, suburban and urban land use for antecedent moisture
conditions Type Il and initial abstraction ratio 20% (Chow et al., 1988)

Hydrologic Soil Group
A B C D

Land Use Description

Cultivated land: without conservation treatment 72 81 | 88 | 91
with conservation treatment 62 71 | 78 | 81

Pasture or range land: poor condition 68 79 | 86 | 89
good condition 39 61 | 74 | 80

Meadow: good condition 30 58 | 71 | 78
) thin stand, poor cover, no mulch 45 66 | 77 | 83

Wood or forest land: go0d cover 55 ss | 70 | 77

good condition: grass cover on 75% or
more of the area

fair condition: grass cover on 50% to
75% of the area

Open Spaces, lawns, 39 61 | 74 | 80
parks, golf courses,

cemeteries, etc.: 49 69 | 79 | 84

Commercial and business areas (85% impervious) 89 92 | 94 | 95
Industrial districts (72% impervious) 81 88 | 91 | 93
Residential:
Average lot size Average % impervious
1/8 acre or less 65 77 85 | 90 | 92
1/4 acre 38 61 75 | 83 | 87
1/3 acre 30 57 72 | 81 | 86
1/2 acre 25 54 70 | 80 | 85
1 acre 20 51 68 | 79 | 84
Paved parking lots, roofs, driveways, etc. 98 98 | 98 | 98
paved with curbs and storm sewers 98 98 | 98 | 98
Streets and roads: gravel 76 85 | 8 | 91
dirt 72 82 | 87 | 89

For the other two antecedent soil moisture conditions (Type | and Type lll), the corresponding
curve number values are linked to that of Type Il through egs. (5.8) and (5.9).

— 4.2 CNy, 5.8)
™10-0.058CN,; '
— 23 CNy,
i = (5.9)

10 + 0.13 CN,,

These relationships, which are plotted in Figure 5.1, are based on the initial field experiments
that classified the estimated CN values in classes with exceedance probability of 90% and 10%
and used the assumption that the initial abstraction ratio is 20%.
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Figure 5.1. CN Il values vs CN | and CN I

5.3.4 Revised curve number assessment

The typical CN method does not take into account the effect of slope. Actually, the studies that
provided the reference CN values presented in the standard SCS tables (e.g. Table 5.1), were
mainly conducted in agricultural basins with mild slopes, considering that the rainfall
transformation into runoff is only affected by the soil and land cover characteristics. However,
steep slopes cause a reduction of initial abstractions, a decrease in infiltration and a reduction of
the recession time of overland flow, which in turn results in increased surface runoff.

Another shortcoming of the standard CN method is that the classification of soil types does not
cover adequately the entire range of permeability characteristics of a number of geological
formations. For instance, numerous Mediterranean basins lie in highly permeable terrain (e.g.,
limestone, dolomite, karst), resulting in very low runoff rates. According to the typical
classification by SCS, these should be classified into Group A, but experience has shown that the
associated CN values were quite overestimated.

Recently, in order to address the aforementioned shortcomings, some modifications have been
proposed to the standard CN method, resulting in a semi-automated procedure for estimating
the reference CN value using GIS tools. Input geographical data for the production of the
associated thematic layers in rural areas may include hydro-lithological or soil maps, land
use/cover maps, terrain slope maps and any other relevant information, while in urban or
suburban areas, information about building features may also be accommodated as any other
relevant urban features. The resulting classification is based on the categorization of three
physiographic characteristics, each one comprising five classes, namely soil permeability and
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near-surface geologic data, land use/cover and drainage capacity (Efstratiadis et al., 2014;
Savvidou et al., 2018).

Permeability classifications in rural areas take into consideration the mechanical properties of
the soil and the unsaturated zone that affect infiltration, interflow and percolation mechanisms.
The permeability class is selected based on hydro-lithological or soil maps and depending on the
predominant soil type, underlying geological formation and structures (for urban or suburban
areas). In urban areas on the other hand, the corresponding classification is defined by the
density of structures, building features and open space development (Table 5.2).

Table 5.2. Water permeability classes based on soil and geological characteristics (Savvidou et al., 2018)

Permeability Geological or hydrological Structure
Ground Features -
Class characteristics features
Strongly karstified carbonate
. Very light and ver formations, extensive
Very High v1i8 . . Y
well drained soils development e.g. fractured
limestones, dolomites, marbles
Sandy and gravelly
High soils, with a small Fluvial deposits, inconsistent Very small
g percentage of slit and conglomerates, breccia triadic settlements
clay

Sparsely built
areas, significant
garden
development,
urban parks

Granular alluvial deposits, schists,

cohesive conglomerates, platy or

fine grained limestone alternating
with schist formations

Thick sandy sails, silty
Moderate and silty soils, sandy
clay

Flysch, metamorphic, plutonic and

. . . volcanic rocks, granular non- Moderately built
Fine clay soils, soils . . . .
. . |alluvial deposits (alternating sands, | areas with lawns
Low from clay, soils poor in
. . marls, clays, conglomerates, marly and small
organic material \
limestones, sandstones), granular gardens
molasse deposits
Shallow soils that swell Shopping

Compact rock of negligible

Very Low when wetted, plastic I .
permeability (granites)

clays

centers, densely
built areas

Vegetation classifications account for land characteristics related to retention mechanismes, soil
roughness and filtration capacity, for example due to root zone growth. Based on a relevant land
use map, the vegetation class of the area of interest is selected. As for burned areas, it is
recommended to be classified with respect to their original condition (Table 5.3).

The drainage capacity of the examined area depends on geomorphological characteristics
(topography, slope), the development of the river network and the existence of runoff regulation
systems across the area of interest (e.g., land reclamation works, retention structures, sewer
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networks). In the absence of other information, this classification can be performed on the basis
of terrain slope (Table 5.4).

According to the above classifications, the dominant classes of permeability, land use/cover and
drainage capacity, as well as the corresponding indices ipern, ivec and isiope, are assigned for the
given area (Table 5.5).

Table 5.3. Vegetation classes based on land use/cover characteristics (Savvidou et al., 2018)

Vegetation Class Land use/cover characteristics
Dense Forests (conifers, broadleaf)
Moderate Transitional forests, orchards, olive groves, riparian vegetation
Low Pastures, crops, vineyards, grassland, scrub
Sparse Fallow land, non-irrigated arable Ian.d, dunes, wetlands, scattered
construction
Negligible Bare or rocky soil, artificial surfaces (roads, buildings)

Table 5.4. Drainage capacity classes based on the average slope and related ground features (Savvidou et al., 2018)

Drainage Average
capacity & Other features
slope
class

Inadequate drainage system, frequent and extensive bedsores,
unformatted hydrographic network
Significant surface degradation, occasional bedsores, poorly shaped
river network
Small surface degradation, rare flooding, shallow, small drainage
corridors
Negligible soil degradations, very well shaped hydrographic network,
existence of drainage network
Very High 30 % Mountainous terrain

Negligible 0%
Low 1-2%
Moderate 2-10 %

High 10-30 %

Table 5.5. Coding of the physiographic characteristics for the estimation of the reference Curve Number value (CN,)
(Savvidou et al., 2018)

Permeability Class  iperv | Vegetation Class  ivec | Drainage Capacity Class  isiope
Very High 1 Dense 1 Negligible 1
High 2 Moderate 2 Low 2
Moderate 3 Low 3 Moderate 3
Low 4 Sparse 4 High 4
Very Low 5 Negligible 5 Very High 5

Based on the above characteristic values, the reference Curve Number (CNy) is estimated using
the empirical relationship (5.10). According to this, the minimum CNj value is 28, while the
maximum is 100. The former refers to the extreme case of areas with very high permeability,
dense vegetation and negligible drainage capacity, while the latter is by definition applicable to
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areas covered by water bodies (rivers, lakes, etc.), where the entire rainfall is converted into
runoff.

where the three multipliers reflect the relative impacts of the corresponding physiographic
characteristics to surface runoff generation.

For a river basin comprising multiple classes of each category, a weighted average CN; can be
used, according to the area covered by each individual class. If the area presents considerable
variability with respect to CN values, it is recommended to be divided into smaller spatial
elements.

An example is presented in Figure 5.2, as it was performed for the study basin of Sarantapotamos
by Efstratiadis et al. (2014). The resulting reference Curve Number is CN;, = 48.

+ e +

Figure 5.2. Permeability classes (top left), vegetation classes (top right), drainage capacity classes (bottom left), CN
classes (bottom right) for the basin of Sarantapotamos (Efstratiadis et al., 2014)

5.3.5 Adjustment to any AMC

In our analyses, we also employ a continuous instead of a discrete classification of antecedent
moisture conditions, by introducing a dimensionless parameter, symbolized AMCcef. As shown
in eq. (5.11), this parameter takes values between 0 and 1, with 0.5 corresponding to Type Il soil
conditions, 0.1 corresponding to Type | and 0.9 referring to Type lll. Under this premise, the curve
number is adapted as follows:
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CNII - CNI
CNy — —od (0.5 — AMC,pes), AMCpoer < 0.5
CNeor ' (5.11)
CNIII - CNII
CNyy —(AMCcoef — 0.5),AMCcoef > 0.5

5.4 Unit Hydrograph

5.4.1 Introduction

A unit hydrograph (UH) of duration d is called the hypothetical hydrograph produced by effective
rainfall hp = 10 mm and intensity i = hg/d. This rainfall is assumed uniform over space and time,
thus a constant intensity is considered across the basin. In summary, the unit hydrograph
describes the temporal transformation of the effective rainfall into direct runoff at the basin
outlet. Apparently, a unique UH corresponds to a specific duration.

The UH method is based on two principles:

e The principle of proportionality: Two effective rainfalls of the same duration but with
different intensity produce hydrographs with the same base time and at every time step
the ratio between their ordinates (discharge) is equal to the ratio of their intensities.

e The principle of superposition: The total hydrograph produced by individual rainfalls is
the hydrograph with ordinates the sum of the ordinates of each individual hydrograph.
The start time of each individual hydrograph coincides the start time of each individual
effective rainfall.

The UH of a standard duration is a characteristic conceptual property of the basin, which can be
theoretically determined on the basis of observed rainfall and runoff data (yet after employing
several modeling assumptions). In ungauged basins, synthetic methods are usually applied, thus
the resulting UH is called Synthetic Unit Hydrograph (SUH). According to these methods the
shape of the UH is based upon the physiographic characteristics of the basin.

5.4.2 The Parametric Synthetic Unit Hydrograph

The Parametric Synthetic Unit Hydrograph (PSUH) was proposed by Efstratiadis et al. (2014) and
Michailidi (2018) (Figure 5.3). The time to peak, t,, and base time, t5, are calculated by:

t,=d/2+pt, (5.12)
ty,=d+yt, (5.13)

where d is the unit rainfall duration, t. is the time of concentration of the basin and 8, y are
parameters, with 0 < 8 < 1 and y 2 1. The two time quantities, t, and ty, are then rounded up to
be expressed as integer multipliers of d.

40



5.Hydrological modeling tools

Figure 5.3. Parametric synthetic unit hydrograph (Efstratiadis et al., 2014)
Since tp, ts, B, y are determined, the ordinates of the PSUH can be calculated by:

u(t) = q, t/t,, t=<t, (5.14)
u(t) = qpexp(—k t/tp),t >t, (5.15)

where gp is the peak discharge and k is a recession parameter such as for t = tp, the discharge is
equal to a conventionally minimum value, go. Michailidi (2018) proposed to employ a value equal
to 0.001 A, where A is the basin area in km?2. Therefore, the specific minimum discharge at time
tp is assumed to be 0.001 m3/s/km?.

In this respect, the analytical expression for k is:

k = —In(q0/9p) (5.16)

The procedure for determining the peak discharge, gp, has no analytical solution. In contrast, it
requires a repetitive arithmetic procedure, based on the continuity equation. More specifically,
the flood volume calculated by the PSUH should be equal to the total flood volume, Vi = ho A,
generated by a unit rainfall, where A is the basin area and hp = 10 mm.

5.5 Lag-and-route method

An alternative approach for propagating the runoff which is generated over the basin’s surface
to its outlet, thus determining the resulting flood hydrograph, is to consider that the basin
behaves like a linear reservoir. In this modeling scheme, the inflow, i(t), represents the effective
rainfall, the outflow, g(t), represents the generated runoff at the basin outlet and the storage
component represents the various recession mechanisms across the basin. The procedure is
described below and presented in Picture 5.1.

The generated runoff at each time step, r(t), is calculated using eq. (5.17):
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7(t) = he(t) — he(t — 1)
where he(t) is the accumulated effective rainfall.
At each time step, the storage is given by eq. (5.18):

s()=st—1)+r()—q(t)
where q(t) is the generated runoff, given by eq. (5.19):

q(t) =ks(t—1)

where k is a recession parameter and tis a lag time parameter.

h(t)

!

r(t) = he(t) = h(t-1)

|

q(t) =k s(t-1)

Picture 5.1. The linear reservoir approach

(5.17)

(5.18)

(5.19)
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6. Reverse rainfall — runoff procedure

6.1 Model description

In our work we aim to determine the rainfall time series (called XRain) at a hypothetical station
(called X-station) located in the catchment of Sarantapotamos for approximately 24 hours before
the flood. Two different modeling schemes are presented, namely Model A and Model B. As for
Model B, two alternative formulations are also presented (B-I and B-lIl), differing in the way they
are calibrated (see paragraph 6.5).

Model A was developed in Microsoft Excel and uses the lag-and-route method for propagating
the generated runoff to the basin outlet, while Model B was developed using the Matlab
programming environment and propagates the generated runoff to the basin outlet using the
parametric unit hydrograph approach.

6.2 Total rainfall

The models make the key assumption that the hypothetical station controls 80% of the rainfall
over Sarantapotamos basin, upstream of Gyra Stefanis. The rest 20% is controlled by the rainfall
station at Vilia (called ViliaRain) (see Figure 4.2). Thus, the areal rainfall over the study area is
given by eq. (6.1):

h = 0.8 XRain + 0.2 ViliaRain (6.1)

6.3 Effective rainfall

The effective rainfall, he, is extracted using the SCS — CN method, as presented in paragraph 5.3,
by setting a reference Curve Number equal to CN;, = 48, as estimated by Efstratiadis et al. (2014)
(see paragraph 5.3.4). Thus, the remaining model parameters are the initial abstraction ratio, a,
and the antecedent moisture conditions coefficient, AMCeper. In a reverse rainfall-runoff
approach, these should be known a priori. However, since the model is conceptual, its
parameters are subject to substantial uncertainties. In order to evaluate the model behavior, we
manually assigned random (yet realistic) values to the two quantities at the beginning of each
simulation, and then run the calibration scheme with hypothetically known parameters for the
SCS — CN module and unknown rainfall depths.

6.4 Simulated Streamflow

6.4.1 Model A

Model A is a lag-and-route model (see paragraph 5.5), thus considers that the basin behaves like
a linear reservoir to produce the simulated streamflow at Gyra Stefanis. Similarly to the SCS - CN
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models, the two parameters used by the model, e.g. the recession parameter, k, and the lag time
parameter, T, are chosen randomly at the beginning of each simulation.

6.4.2 Models B-l and B-ll

Models B-I and B-Il use the Parametric Synthetic Unit Hydrograph of Sarantapotamos basin to
reproduce the simulated streamflow at the hydrometric station of Gyra Stefanis. The PSUH used
in this study was developed by Michailidi (2018), based on the analysis of observed flood events
during the years 2012-2014, which are reported by Efstratiadis et al. (2014). The PSUH for half-
hour rainfall duration (equal to the time interval of simulation) is plotted in Figure 6.1.
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o
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o
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Figure 6.1. Sarantapotamos parametric synthetic unit hydrograph for d = 0.5 h.

6.5 Model calibration

6.5.1 Model A

The simulated streamflow is calibrated against the observed streamflow at Gyra Stefanis by
optimizing the point rainfall at X-station and also by taking into consideration two key
assumptions:

e Fitting the simulated streamflow to the observed flow data until November 15 9:00 am
(see Figure 4.1).

e Generation of peak flows larger than the flow capacity of the culvert (~100 m3/s) during
the morning hours of November 15 (thus taking advantage of the known overflow of the
bridge, which is key qualitative information based on audiovisual evidence).

To quantify these assumptions, functions errorl and penalty are introduced:
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e errorl: equals the sum square of the difference between the simulated streamflow, Qsim,
and the observed streamflow, Qops, for each time step, t, using eq. (6.2), thus
accommodating the first assumption.

errorl(tl-) = [Qsim(ti) - Qobs(ti)]2 (6-2)
e penalty: constrains the peak flow between 110 and 200 m3/s by creating a penalty if the
peak flow does not meet these aforementioned boundaries, thus accommodating the

second assumption and at the same time restricting the model from producing an
unrealistic peak flow. The function is given by eq. (6.3):

(Qsim,max - 200)21 Qsim > 200 m3/5
(Qsim,max - 110)2: Qsim < 110 m3/5
The model calibration is then formulated as an optimization procedure, by introducing the

objective function f, given by eq. (6.4). The optimized solution is the rainfall at X-station, XRain,
for which function f is minimized.

penalty = { (6.3)

f = A * average(errorl) + A, *x penalty (6.4)
where A; and A; are weighting coefficients equal to 1 and 0.01, respectively.
The optimization is performed using the Microsoft Excel Evolutionary Solver. The resulting

solution is the rainfall at the hypothetical X-station from November 14t 09:00 am to November
15t 09:00 am in 30-min intervals (48 rainfall values).

6.5.2 Model B-I

Model B-1is calibrated using the same assumptions as Model A and therefore, these assumptions
are quantified by functions error1 and penalty, as they are presented in paragraph 6.5.1. Function
error2 is also introduced to the optimization procedure, as described below:

e error2: equals the sum square of the difference between the simulated streamflow, Qsim,
and the observed streamflow, Qups, for the time steps, t;, between November 14t 06:00
pm and November 14" 10:30 pm and is given by eq. (6.5). The purpose of error2 is to
ensure the simulation of the small flood event during the evening hours of November
14t

errorZ(ti) = [Qsim(ti) - Qobs(ti)]z (6-5)
Taking this into consideration, the objective function fis now given by eq. (6.6):
f = A x average(errorl) + A, * penalty + A3 * average(error2) (6.6)
where Az, A2 and A; are weighting coefficients equal to 1, 0.01 and 10, respectively.

The optimization is performed using the Matlab Genetic Algorithm and the resulting solution is
the rainfall at the hypothetical X-station (XRain) from November 14 09:00 am to November 15
09:00 am, in 30-min intervals (48 rainfall values).
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6.5.3 Model B-ll

Model B-ll uses the same assumptions and calibration functions as Model B-Il, but also takes
advantage of CCTV footage from the culvert at Gyra Stefanis (Picture 6.1) and makes the following
assumptions:

e The flow at November 15 11:00 am is estimated to be 120 m3/s.
e The flow at November 15 01:00 pm is estimated to be 80 m3/s.

Thus, two extra time steps are added to the errorl function, corresponding to the time steps
described above. The other calibration functions (penalty and error2) remain the same, as they
were presented in paragraphs 6.5.1 and 6.5.3.

Picture 6.1. CCTV footage of the culvert during the flood

The optimization is performed again using the Matlab Genetic Algorithm. However, two extra
time steps are added to the rainfall at the hypothetical X-station in order to account for the two
aforementioned assumptions, thus the resulting solution is the rainfall at the hypothetical X-
station from November 14t 09:00 am to November 15t 10:00 am in 30-min intervals (50 values).

6.6 Probabilistic analysis

A probabilistic analysis is performed on the resulting rainfall at the hypothetical station X. Since
idf curves at this specific point do not exist, the return period of each rainfall set was estimated
using the idf curve from the station in Mandra. Its analytical expression is presented in eq. (6.7)

i =213.4 (T%125 - 0.641)/(1 + d/0.124)%622 (6.7)

where i is the rainfall intensity in mm/h, d is the time scale (duration) in hours and T is the return
period (years). The above expression was extracted within the recent implementation of the EU
Flood Directive in the River Basin District of Attica, and is available in the web site of the Special
Secretariat of Water (http://floods.ypeka.gr).
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The analysis is performed for 10 temporal scales presented in Table 6.1:

Table 6.1. Temporal scales for probabilistic analysis

ldih) Jos[1]2[3]4a]5]6]12]18]24]
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7. Scenario-based approach

7.1 Model A

Five different parameter sets are examined using Model A. Each scenario and the corresponding
parameter values are presented in Table 7.1. Within the optimization procedure, at each time
step, the rainfall values at X-station are constrained between 0 and 30 mm.

Table 7.1. Hydrological scenarios and parameter sets for Model A

Hydrological scenario S1-A | S2-A | S3-A | S4-A | S5-A
Initial abstraction ratio, a 0.10 | 0.10 | 0.05 | 0.05 | 0.12
AMC coefficient, AMCcoef 0.70 | 0.30 | 0.30 | 0.70 | 0.40
Recession parameter, k (h?) 0.20 | 0.20 | 0.40 | 0.15 | 0.30
Lag time, T (h) 2.0 2.0 2.0 1.0 1.0

The simulated hydrographs, as well as the simulated rainfall at the hypothetical X-station for each
scenario, are shown in Figures 7.1 to 7.5. The resulting initial abstraction, ho, curve number, CN,
and maximum potential retention, S, are presented in Table 7.2 and the results of the
probabilistic analysis in terms of estimated return period and simulated rainfall intensity for each
scenario are plotted in Figure 7.6 and Figure 7.7, respectively.

Table 7.2. Initial abstraction, curve number and maximum potential retention for each scenario using Model A

Hydrological scenario S1-A | S2-A | S3-A | S4-A | S5-A
Initial abstraction, ho(mm) 26.6 | 63.8 | 485 | 17.3 | 56.7
Curve number, CN 58 38 38 58 43

Maximum potential retention, S (mm) | 265.8 | 638.0 | 970.4 | 347.0 | 472.3

All scenarios conclude that the storm event at X-station comprised two distinct clusters, one
lasting from the morning to the afternoon of November 14%™, and a short yet very intense storm
cluster occurring in the morning hours of November 15%. Specifically:

Scenario S1-A: The first cluster is from November 14t 9:00 am until November 14t 5:30 pm with
a total accumulated rainfall of 40.1 mm and the second is from November 15% 6:00 am until
November 15% 9:00 am with a total accumulated rainfall of 54.8 mm. The simulated peak flow is
110 m3/s (Figure 7.1).

Scenario S2-A: The first cluster is from November 14t 9:00 am until November 14% 6:30 pm with
a total accumulated rainfall of 98.1 mm and the second is from November 15™ 6:01 am until
November 15% 9:00 am with a total accumulated rainfall of 95.4 mm. The simulated peak flow is
135 m3/s (Figure 7.2).

Scenario S3-A: The first cluster is from November 14t 9:00 am until November 15™ 9:00 pm with
a total accumulated rainfall of 82.1 mm and the second is from November 15% 6:01 am until
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November 15% 9:00 am with a total accumulated rainfall of 88.3 mm. The simulated peak flow is
127 m3/s (Figure 7.3).

Scenario S4-A: The first cluster is from November 14t 9:00 am until November 15% 6:30 pm with
a total accumulated rainfall of 33.7 mm and the second is from November 15% 7:01 am until
November 15% 9:00 am with a total accumulated rainfall of 66.8 mm. The simulated peak flow is
113 m3/s (Figure 7.4).

Scenario S5-A: The first cluster is from November 14t 9:00 am until November 15% 7:30 pm with
a total accumulated rainfall of 84.0 mm and the second is from November 15% 7:01 am until
November 15% 9:00 am with a total accumulated rainfall of 59.0 mm. The simulated peak flow is
131 m3/s (Figure 7.5).
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Figure 7.1. Simulated X-Station 30-min rainfall (left) and streamflow at Gyra Stefanis (right) for scenario S1-A
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Figure 7.2. Simulated X-Station 30-min rainfall (left) and streamflow at Gyra Stefanis (right) for scenario S2-A
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Figure 7.3. Simulated X-Station 30-min rainfall (left) and streamflow at Gyra Stefanis (right) for scenario S3-A
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Figure 7.4. Simulated X-Station 30-min rainfall (left) and streamflow at Gyra Stefanis (right) for scenario S4-A
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Figure 7.5. Simulated X-Station 30-min rainfall (left) and streamflow at Gyra Stefanis (right) for scenario S5-A
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Figure 7.6. Estimated return period vs time scale (duration) for the five hydrological scenarios using Model A
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Figure 7.7. X-station simulated rainfall intensity vs time scale (duration) for the five hydrological scenarios using
Model A

7.2 Model B-l

Five different parameter sets are examined using Model B-I and the corresponding parameter
values for each scenario are presented in Table 7.3. Within the optimization procedure, at each
time step, the rainfall values at X-station are constrained between 0 and 100 mm. This
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corresponds to a maximum 30-min intensity of 200 mm/h, which is extremely high, so it can
practically be considered as unconstrained.

Table 7.3. Hydrological scenarios and parameter sets for Model B-/

Hydrological scenario S1-B-1 | S2-B-I | S3-B-I | S4-B-I | S5-B-I
Initial abstraction ratio, a 0.10 0.05 0.12 0.10 0.05
AMC coefficient, AMCcoef 0.30 0.40 0.50 0.60 0.70

The simulated hydrographs, as well as the simulated rainfall at the hypothetical X-station for each
scenario, are shown in Figures 7.8 to 7.12. The resulting initial abstraction, hg, curve number, CN,
and maximum potential retention, S, are presented in Table 7.4 and the results of the
probabilistic analysis in terms of estimated return period and simulated rainfall intensity for each
scenario are plotted in Figure 7.13 and Figure 7.14, respectively.

Table 7.4. Initial abstraction, curve number and maximum potential retention for each scenario using Model B-I1

Hydrological scenario S1-B-1 | S2-B-I | S3-B-I | S4-B-I | S5-B-I
Initial abstraction, ho(mm) 63.2 35.7 9.4 32.6 16.7
Curve number, CN 38 43 48 53 58

Maximum potential retention, S (mm) 632.3 | 714.7 | 786.1 | 325.5 | 334.5

All scenarios conclude that the storm event at X-station comprised of two distinct clusters, one
lasting from the morning to the afternoon of November 14™ (which in some cases could be
divided in two separate sub-clusters), and a short yet very intense storm cluster occurring in the
morning hours of November 15™. More specifically:

Scenario S1-B-I: The first cluster is from November 14t 10:30 am until November 15" 7:00 pm
with a total accumulated rainfall of 96.8 mm and the second is from November 15% 7:00 am until
November 15" 9:00 am with a total accumulated rainfall of 101.9 mm. The simulated peak flow
is 147 m3/s (Figure 7.8).

Scenario S2-B-I: The first cluster is from November 14" 2:30 pm until November 15™ 7:00 pm
with a total accumulated rainfall of 95.3 mm and the second is from November 15t 7:30 am until
November 15% 9:00 am with a total accumulated rainfall of 94.5 mm. The simulated peak flow is
114 m3/s (Figure 7.9).

Scenario $S3-B-I: The first cluster is from November 14t 11:30 am until November 15™ 12:00 pm
with a total accumulated rainfall of 20.4 mm, the second is from November 15 5:30 pm until
November 15™ 7:00 pm with a total accumulated rainfall of 14.5 mm and the third is from
November 15 6:30 am until November 15" 9:00 am with a total accumulated rainfall of 106.5
mm. The simulated peak flow is 133 m3/s (Figure 7.10).

Scenario S4-B-I: The first cluster is from November 14™ 4:30 pm until November 15 7:00 pm
with a total accumulated rainfall of 51.5 mm and the second is from November 15t 7:00 am until
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November 15™ 9:00 am with a total accumulated rainfall of 71.0 mm. The simulated peak flow is
136 m3/s (Figure 7.11).

Scenario S5-B-I: The first cluster is from November 14™ 9:00 am until November 15™ 7:30 pm
with a total accumulated rainfall of 35.5 mm and the second is from November 15% 6:30 am until
November 15% 9:00 am with a total accumulated rainfall of 75.9 mm. The simulated peak flow is
150 m3/s (Figure 7.12).
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Figure 7.8. Simulated X-Station 30-min rainfall (left) and streamflow at Gyra Stefanis (right) for scenario S1-B-I
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Figure 7.9. Simulated X-Station 30-min rainfall (left) and streamflow at Gyra Stefanis (right) for scenario S2-B-1
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Figure 7.10. Simulated X-Station 30-min rainfall (left) and streamflow at Gyra Stefanis (right) for scenario S3-B-I
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Figure 7.11. Simulated X-Station 30-min rainfall (left) and streamflow at Gyra Stefanis (right) for scenario S4-B-1
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Figure 7.12. Simulated X-Station 30-min rainfall (left) and streamflow at Gyra Stefanis (right) for scenario S5-B-/

56



7.Scenario-based approach

__10000 A
o
©
[J]
>
~
< 1000
S
a S1-B-I
<
2 100 A —e—52-B-
= —e—5S3-B-|
c
£ B-
o 10 - —e—S4-B-|
c
2 S5-B-I
©
> 1 T T T T T |

0.0 4.0 8.0 12.0 16.0 20.0 24.0

Storm duration, d (h)

Figure 7.13. Estimated return period vs time scale (duration) for the five hydrological scenarios using Model B-I
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Figure 7.14. X-station simulated rainfall intensity vs time scale (duration) for the five hydrological scenarios using
Model B-1

7.3 Model B-ll

Five different parameter sets are examined using Model B-Il. Each scenario and the
corresponding parameter values are presented in Table 7.5. Within the optimization procedure,
at each time step, the rainfall values at X-station are constrained between 0 and 100 mm. This
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corresponds to a maximum 30-min intensity of 200 mm/h, so it can practically be considered as
unconstrained.

Table 7.5. Hydrological scenarios and parameter sets for Model B-11

Hydrological scenario S1-B-Il | S2-B-Il | S3-B-Il | S4-B-Il | S5-B-II
Initial abstraction ratio, a 0.10 0.05 0.12 0.10 0.05
AMC coefficient, AMCcoef 0.30 0.40 0.50 0.60 0.70

The simulated rainfall at the hypothetical X-Station, as well as simulated hydrographs for each
scenario are shown in Figures 7.15 to 7.19. The resulting initial abstraction, hy, curve number, CN,
and maximum potential retention, S, are presented in Table 7.6 and the results of the
probabilistic analysis in terms of estimated return period and simulated rainfall intensity for each
scenario are plotted in Figure 7.20 and Figure 7.21, respectively.

Table 7.6. Initial abstraction, curve number and maximum potential retention for each scenario using Model B-I1

Hydrological scenario S1-B-Il | S2-B-Il | S3-B-Il | S4-B-Il | S5-B-II
Initial abstraction, ho(mm) 64.3 35.6 9.3 324 16.8
Curve number, CN 38 43 48 53 58
Maximum potential retention, S (mm) 643.1 | 7129 | 773.4 | 324.0 | 3354

All scenarios conclude that the storm event at X-station comprised two distinct clusters, one
lasting from the morning to the afternoon of November 14™ (which in some cases could be
divided in two separate sub-clusters), and a short yet very intense storm cluster occurring in the
morning hours of November 15%. Specifically:

Scenario S1-B-lI: The first cluster is from November 14™ 11:30 am until November 15™ 3:00 pm
with a total accumulated rainfall of 76.1 mm and the second is from November 15%" 7:31 am until
November 15™ 10:00 am with a total accumulated rainfall of 100.1 mm. The simulated peak flow
is 110 m3/s (Figure 7.15).

Scenario S2-B-II: The first cluster is from November 14" 11:00 am until November 15™ 11:30 am
with a total accumulated rainfall of 26.1 mm, the second is from November 15% 4:30 pm until
November 15™ 7:00 pm with a total accumulated rainfall of 35.8 mm and the third is from
November 15% 7:00 am until November 15 10:00 am with a total accumulated rainfall of 109.2
mm. The simulated peak flow is 117 m3/s (Figure 7.16).

Scenario $3-B-1I: The first cluster is from November 14" 2:00 pm until November 15t 2:30 pm
with a total accumulated rainfall of 17.1 mm, the second is from November 15 5:00 pm until
November 15™ 7:00 pm with a total accumulated rainfall of 16.6 mm and the third is from
November 15% 6:30 am until November 15 10:00 am with a total accumulated rainfall of 110.3
mm. The simulated peak flow is 126 m3/s (Figure 7.17).

Scenario S4-B-Il: The first cluster is from November 14™ 9:00 am until November 15 7:00 pm
with a total accumulated rainfall of 53.9 mm and the second is from November 15t 7:00 am until
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November 15t 10:00 am with a total accumulated rainfall of 74.0 mm. The simulated peak flow
is 139 m3/s (Figure 7.18).

Scenario S5-B-ll: The first cluster is from November 14™ 1:30 pm until November 15™ 2:30 pm
with a total accumulated rainfall of 21.0 mm, the second is from November 15 5:30 pm until
November 15™ 7:00 pm with a total accumulated rainfall of 12.0 mm and the third is from
November 15 7:00 am until November 15t 10:00 am with a total accumulated rainfall of 74.9
mm. The simulated peak flow is 133 m3/s (Figure 7.19).
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Figure 7.15. Simulated X-Station 30-min rainfall (left) and streamflow at Gyra Stefanis (right) for scenario S1-B-Il
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Figure 7.16. Simulated X-Station 30-min rainfall (left) and streamflow at Gyra Stefanis (right) for scenario S2-B-Il
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Figure 7.17. Simulated X-Station 30-min rainfall (left) and streamflow at Gyra Stefanis (right) for scenario S3-B-I/
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Figure 7.18. Simulated X-Station 30-min rainfall (left) and streamflow at Gyra Stefanis (right) for scenario S4-B-I!
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Figure 7.19. Simulated X-Station 30-min rainfall (left) and streamflow at Gyra Stefanis (right) for scenario S5-B-I!
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Figure 7.20. Estimated return period vs time scale (duration) for the five hydrological scenarios using model B-I
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Figure 7.21. X-station simulated rainfall intensity vs time scale (duration) for the five hydrological scenarios using
model B-I

7.4 Discussion

The simulated total rainfall and maximum 30-min rainfall at the hypothetical X-station for each
of the aforementioned scenarios, as well as the simulated peak flow at Gyra Stefanis are
presented in Table 7.7:
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Table 7.7. Total and maximum simulated rainfall at X-station and simulated peak flow at Gyra Stefanis for each
hydrological scenario

Scenario Total rainfall (mm) Maximum rainfall (mm) | Peak flow (m3/s)
S1-A 94.9 12.7 110
S2-A 193.5 20.2 135
S3-A 170.4 19.2 127
S4-A 100.5 18.2 113
S5-A 143.0 19.9 131
S1-B-1 198.7 69.8 147
S2-B- 189.8 44.5 114
S3-B-1 141.4 57.5 133
S4-B-I 122.5 39.9 136
S5-B-I 111.4 52.3 150
S1-B-ll 176.2 40.0 110
S2-B-lI 171.1 41.5 117
S3-B-lI 144.0 48.3 126
S4-B-lI 127.9 44.4 139
S5-B-II 95.9 33.3 133

The estimated return period and simulated rainfall intensity for each of the aforementioned
scenarios are presented in Table 7.8 and Table 7.9:

Table 7.8. Estimated return period vs time scale (duration) for each hydrological scenario

Time scale (duration), d (h)
Scenario | 05 | 10 [ 20 | 3.0 | 40 | 50 | 60 | 120 | 180 | 240

Return period, T (years)
S1-A 1 2 3 7 5 3 3 1 2 3
S2-A 3 12 36 88 50 33 24 8 12 53
S3-A 3 6 22 60 34 23 17 6 11 30
S4-A 2 8 25 12 8 5 4 2 2 3
S5-A 3 5 20 10 6 4 5 5 4 13
S1-B-I 1207 406 298 124 69 45 32 10 36 63
S2-B-1 101 66 198 84 47 31 22 7 33 22
S3-B-I 397 656 268 155 86 55 39 12 10 13
S4-B-I 59 75 46 21 13 9 7 2 11 8
S5-B-1 237 87 60 29 17 12 9 3 5 5
S1-B-lI 59 170 135 58 34 22 16 9 7 46
S2-B-ll 71 265 207 87 49 32 23 7 15 22
S3-B-l 155 79 229 172 103 66 46 14 13 14
S4-B-lI 100 45 42 26 15 11 8 3 4 7
S5-B-Il 25 34 32 27 16 11 8 3 3 5
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Table 7.9. Simulated rainfall intensity at X-station vs time scale (duration) for each hydrological scenario

Time scale (duration), d (h)
Scenario | 05 | 1.0 | 20 | 3.0 | 40 | 50 | 60 | 120 | 180 | 24.0

Rainfall intensity, i (mm/h)
51-A 254 | 248 | 192 | 183 | 137 [ 110 | 91 | 46 | 42 | 41
52-A 404 | 388 [ 337 [ 318 239 | 191 | 159 ] 82 | 69 [ 81
53-A 384 | 336 | 302 | 294 | 221 | 177 | 148 | 74 | 69 | 71
54-A 36.9 | 35.0 | 31.2 | 20.8 | 156 | 125 [ 104 | 52 | 46 | 4.0
55-A 39.9 | 323 | 295 | 197 | 148 | 118 | 110 | 70 | 53 | 6.0
51-B-I 139.6 | 80.0 | 51.0 | 340 | 255 | 204 | 170 | 85 | 89 | 83
52-B-I 89.0 | 56.8 | 472 | 315 | 236 | 189 | 157 | 79 | 87 | 6.7
53-B-| 114.9 | 87.1 | 50.0 | 355 | 266 | 213 | 177 | 89 | 67 | 5.9
54-B-| 79.8 | 582 | 355 | 237 | 178 | 142 | 118 | 59 | 68 | 5.2
55-B-| 1047 | 59.9 | 374 | 253 | 190 [ 152 | 126 | 63 | 56 | 4.6
51-B-Il 80.0 | 68.2 | 440 | 293 | 220 | 176 | 147 | 83 | 60 | 7.8
52-B-Il 831 | 741 | 476 | 318 | 238 | 19.1 | 159 | 79 | 74 | 67
53-B-I| 96.7 | 58.8 | 485 | 362 | 276 | 22.1 | 184 | 92 | 71 | 6.0
54-B-I| 889 | 525 | 347 | 247 | 185 | 148 | 123 | 62 | 51 | 5.1
55-B-Il 66.5 | 495 | 32.8 | 25.0 | 187 [ 150 [ 125 | 62 | 49 | 46

All scenarios ensure perfect fitting to the observed flows of Sarantapotamos until 9:00 am,
despite their significant differences in rainfall estimations, in terms of intensities and temporal
evolution, as well as peak flow estimations.

Scenarios simulated using Model A result in almost identical estimations of the maximum rainfall
at the X-station. However, Model A presents major variability in terms of total rainfall, rainfall
evolution and peak flow estimation for small changes of the initial parameters. The same
behavior is observed in terms of return period values, although the results are more consistent
in terms of rainfall intensities. On the other hand, Scenario S1-A, results in smaller intensities
over short durations and thus seems to be far from reality, given that due to the small size of the
catchment, its response time is quite short, thus the maximum rainfall at such duration is the
most critical.

The scenarios simulated using Models B-1 and B-Il make similar assumptions, thus these models
can be compared to each other. Model B-Il results in almost identical maximum rainfall
estimations, which is not the case for Model B-I. It seems that Model B-1l is more consistent in
terms of peak flow estimations, resulting in larger peak flows for larger values of the AMC
coefficient. The AMC coefficient also affects the total rainfall estimations for both models. Model
B-Il is also more consistent in terms of return period estimation and rainfall intensity than Model
B-I. This can help understand the importance of the additional information provided by the two
extra calibration points in Model B-II.
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The conclusion of the aforementioned analysis is that no safe conclusion can be reached. The
problem analysis seems to be sensitive to not only the model used, thus the overall approach
and available information, but also to the sole parameter of the rainfall-runoff transformation
(i.e., the initial abstraction ratio) and the initial conditions, expressed in terms of the AMC
coefficient. An uncertainty assessment is consequently attempted through a Monte Carlo
analysis presented in Chapter 8.
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8. Monte Carlo simulation

8.1 General information

The models presented in the previous chapters depend on a number of parameters as the initial
input, which highly affect the simulated quantities. The true nature of these parameters is
inherently uncertain and, consequently, the estimation of these parameters is also a quite
difficult and highly uncertain procedure. This drawback is usually overcome through the
employment of Monte Carlo simulations.

Monte Carlo simulation is a stochastic approach based on computational algorithms that rely on
repeated random sampling in order to obtain numerical results. The essential idea that this model
has established is using randomness to accommodate for the inherent uncertainty of model
parameters, thus probabilistically approaching the solution to a problem and defining its
confidence intervals. The modern version of the Markov Chain Monte Carlo method was invented
in the late 1940s by Stanislaw Ulam, while he was working on nuclear weapons projects at the
Los Alamos National Laboratory. Being secret, the work of von Neumann and Ulam required a
code name. A colleague of von Neumann and Ulam, Nicholas Metropolis, suggested using the
name “Monte Carlo”, which refers to the Monte Carlo Casino in Monaco where Ulam's uncle
would borrow money from relatives to gamble (Moustakis, 2017).

From the modeling schemes presented in this study, Models B-I and B-Il require a set of two
initial parameters (a and AMCcoe) While Model A requires four (a, AMCcoef, k and t). Furthermore,
Models B-I and B-Il are developed in the Matlab programming environment, thus making the
repetitive process of the Montel Carlo simulation more convenient. Both these reasons led to the
employment of Monte Carlo simulations against the initial abstraction ratio, a, and the
antecedent moisture conditions coefficient, AMCcoef, only for Models B-I and B-II.

Furthermore, in the scenarios presented in Chapter 6, the maximum simulated rainfall at X-
station was practically unconstrained. However, constraining this value within the optimization
procedure forces the model to produce the same precipitation volume over a longer time period.
The outcomes of this assumption are examined by employing two Monte Carlo simulations for
each of the two models (B-I and B-Il), one constraining the maximum rainfall and one with the
maximum rainfall practically unconstrained.

8.2 Initial parameters

Efstratiadis et al. (2014) have represented a number of flood events in the study basin through
the SCS-CN method, and concluded that the initial abstraction ratio, a, varied within a quite large
range, as shown in Table 8.1. As the variability of this parameter is significant, within Monte Carlo
simulations we employed a Log-Normal distribution for initial sampling, by assigning a mean
value of 0.125 and standard deviation of 0.099.
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Table 8.1. Initial abstraction ratio of past storm events (Efstratiadis et al., 2014)

Date a

12/2011 | 0.019
02/2012 | 0.030
02/2012 | 0.029
02/2012 | 0.130
12/2012 | 0.045
01/2013 | 0.199
02/2013 | 0.190
11/2013 | 0.058
11/2013 | 0.218
12/2013 | 0.259
01/2014 | 0.280
03/2014 | 0.047
mean 0.125
st.dev 0.099

Furthermore, the 5-day accumulated point rainfall data at the neighboring stations before the
storm event (Table 8.2) indicate that the antecedent moisture conditions were close to Type Il
It is reminded that the SCS suggests Type Il conditions when the accumulated rainfall of the past
five days is between 13 and 38 mm for the dormant season. In this respect, within Monte Carlo
simulations we considered that the AMC coefficient (AMCcoe) follows a Normal distribution with
a mean value of 0.40 and standard deviation of 0.10 (we remind that a value of 0.50 represents
the AMC Type |l conditions).

Table 8.2. Daily accumulated rainfall observed at the stations in Madra and Vilia

Date Mandra | Vilia
10/11/2017 - 0.0
11/11/2017 - 0.2
12/11/2017 - 0.4
13/11/2017 17.0 25.4
14/11/2017 11.8 10.2

8.3 Model B-I

8.3.1 Simulation MC1-B-I

MC1-B-I indicates a Monte Carlo simulation using Model B-I. The simulation is performed for
1000 sets of parameters a and AMCcef, randomly chosen from the log-normal and normal
distributions, respectively. Within the optimization procedure the simulated rainfall at X-station,
at each time step, is constrained between 0 and 100 mm. This corresponds to a maximum 30-
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min intensity of 200 mm/h, which is extremely high. From a practical point-of-view, the rainfall
can be considered unconstrained.

The average simulated rainfall at X-station and its confidence intervals for 95%, 50% and 5% non-
exceedance probability called P95, P50 and PS5, respectively, are presented in Figure 8.1, while
the average simulated streamflow at Gyra Stefanis and its corresponding confidence intervals
can be seen in Figure 8.2. Figures 8.3 to 8.5 are scatter plots of the total simulated rainfall at X-
station vs the antecedent moisture conditions coefficient, the initial abstraction and the
maximum potential retention, respectively.

Regarding the probabilistic analysis, the average estimated return period with its confidence
intervals for 95%, 50% and 5% non-exceedance probability are plotted in Figure 8.6. Similarly, the
average rainfall intensity and its confidence intervals are plotted in Figure 8.7.
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Figure 8.1. Average simulated rainfall at X-station and confidence intervals for 95%, 50% and 5% non-exceedance
probability for simulation MC1-B-I
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Figure 8.4. Total simulated rainfall at X-station vs initial abstraction for simulation MC1-B-/
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Figure 8.5. Total simulated rainfall at X-station vs maximum potential retention for simulation MC1-B-I

10000 A
2 N

©

()

=

~ 1000 -

R

2

g

c 100 —®— Average
E ] p——

f -*- - = - P95
= «

S e O T T et e @ P50
E 10 4 TN e T e @

c ~- a _ -*-p5
c ~ - -

° S~ P -~

©

zl 1 T T T T T T T 1

>

0 3 6 9 12 15 18 21 24
X-Station rainfall duration, d (h)
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Figure 8.7. X-station simulated rainfall intensity and confidence intervals for 95%, 50% and 5% non-exceedance
probability vs time scale (duration) for simulation MC1-B-I

8.3.2  Simulation MC2-B-I

Simulation MC2-B-l is the second Monte Carlo simulation using Model B-I. The simulation is again
performed for 1000 iterations but this time, within the optimization procedure, the simulated
rainfall depths at X-station are constrained between 0 and 50 mm.
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Figure 8.8. Average simulated rainfall at X-station and confidence intervals for 95%, 50% and 5% non-exceedance
probability for simulation MC2-B-1
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Figure 8.11. Total simulated rainfall at X-station vs initial abstraction for simulation MC2-B-I
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Figure 8.12. Total simulated rainfall at X-station vs maximum potential retention for simulation MC2-B-I
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Figure 8.13. Estimated return period and confidence intervals for 95%, 50% and 5% non-exceedance probability vs
time scale (duration) for simulation MC2-B-1
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Figure 8.14. X-station simulated rainfall intensity and confidence intervals for 95%, 50% and 5% non-exceedance
probability vs time scale (duration) for simulation MC2-B-1

The average simulated rainfall at X-station and its confidence intervals for 95%, 50% and 5% non-
exceedance probability called P95, P50 and PS5, respectively, are presented in Figure 8.8, while
the average simulated streamflow at Gyra Stefanis and its corresponding confidence intervals are
shown in Figure 8.9. Figures 8.10 to 8.12 are scatter plots of the total simulated rainfall at station
X vs the antecedent moisture conditions coefficient, the initial abstraction and the maximum
potential retention, respectively.

The average estimated return period with its confidence intervals for 95%, 50% and 5% non-
exceedance probability are plotted in Figure 8.13. Similarly, the average rainfall intensity and its
confidence intervals are plotted in Figure 8.14.

8.4 Model B-lI

8.4.1 Simulation MC3-B-II

MC3-B-Il uses Model B-Il. The simulation is performed for 1000 iterations. Within optimization
the simulated rainfall depths at X-station, are constrained between 0 and 100 mm. This
corresponds to a maximum 30-min intensity of 200 mm/h, which is extremely high. From a
practical point-of-view, the rainfall can be considered unconstrained.

The average simulated rainfall at X-station and its confidence intervals for 95%, 50% and 5% non-
exceedance probability called P95, P50 and P5, respectively, are presented in Figure 8.15, while
the average simulated streamflow at Gyra Stefanis and its corresponding confidence intervals
can be seen in Figure 8.16. Figures 8.17 to 8.19 are scatter plots of the total simulated rainfall at
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X-station vs the antecedent moisture conditions coefficient and the initial abstraction,
respectively.

Regarding the probabilistic analysis, the average estimated return period with its confidence
intervals for 95%, 50% and 5% non-exceedance probability are plotted in Figure 8.20. Similarly,
the average rainfall intensity and its confidence intervals are plotted in Figure 8.21.
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Figure 8.15. Average simulated rainfall at X-station and confidence intervals for 95%, 50% and 5% non-exceedance
probability for simulation MC3-B-I/
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Figure 8.16. Average simulated streamflow at Gyra Stefanis and confidence intervals for 95%, 50% and 5% non-
exceedance probability for simulation MC3-B-I1
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Figure 8.17. Total simulated rainfall at X-station vs antecedent moisture conditions coefficient for simulation MC3-
B-1l
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Figure 8.18. Total simulated rainfall at X-station vs initial abstraction for simulation MC3-B-I
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Figure 8.19. Total simulated rainfall at X-station vs maximum potential retention for simulation MC3-B-I
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Figure 8.20. Estimated return period and confidence intervals for 95%, 50% and 5% non-exceedance probability vs
time scale (duration) for simulation MC3-B-II

77



8.Monte Carlo simulation

1000 -
=
S~
IS
£
>
2 100
c
g —o— Average
E - & -ps5
<
c
S - % = P95
©
o
<

1 T T T T T T T 1

X-Station rainfall duration, d (h)

Figure 8.21. X-station simulated rainfall intensity and confidence intervals for 95%, 50% and 5% non-exceedance
probability vs time scale (duration) for simulation MC3-B-Il

8.4.2 Simulation MC4-B-II

Simulation MC4-B-1l is the second Monte Carlo simulation using Model B-1l. The simulation is
again performed for 1000 iterations but this time, within the optimization procedure, the rainfall
at X-station, at each time step, is constrained between 0 and 50 mm.

The average simulated rainfall at X-station and its confidence intervals for 95%, 50% and 5% non-
exceedance probability are presented in Figure 8.22, while the average simulated streamflow at
Gyra Stefanis and its corresponding confidence intervals are shown in Figure 8.23. Figures 8.10
to 8.12 are scatter plots of the total simulated rainfall at X-station vs the antecedent moisture
conditions coefficient, the initial abstraction and the maximum potential retention, respectively.

The average estimated return period with its confidence intervals for 95%, 50% and 5% non-
exceedance probability called P95, P50 and P5, respectively, are plotted in Figure 8.27. Similarly,
the average rainfall intensity and its confidence intervals are plotted in Figure 8.28.
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Figure 8.22. Average simulated rainfall at X-station and confidence intervals for 95%, 50% and 5% non-exceedance

probability for simulation MC4-B-I1
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Figure 8.23. Average simulated streamflow at Gyra Stefanis and confidence intervals for 95%, 50% and 5% non-

exceedance probability for simulation MC4-B-I
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Figure 8.24. Total simulated rainfall at X-station vs antecedent moisture conditions coefficient for simulation MC4-
B-l
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Figure 8.25. Total simulated rainfall at X-station vs initial abstraction for simulation MC4-B-II
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Figure 8.27. Estimated return period and confidence intervals for 95%, 50% and 5% non-exceedance probability vs
time scale (duration) for simulation MC4-B-II
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Figure 8.28. X-station simulated rainfall intensity and confidence intervals for 95%, 50% and 5% non-exceedance
probability vs time scale (duration) for simulation MC4-B-I1

8.5 Discussion

The average and standard deviation of the simulated total and maximum 30-min rainfall at X-
station, as well as the simulated peak flow at Gyra Stefanis for each Monte Carlo simulation, are
presented in Table 8.3. The statistical characteristics of the estimated return period and
simulated rainfall intensity for each of the Monte Carlo simulations are presented in Table 8.4
and Table 8.5.
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All simulations result in two rainfall clusters, one during the morning and afternoon hours of
November 14t and a short yet very intense one during the morning hours of November 15™. The
confidence intervals of the simulated rainfall patterns indicate that there is a large range of
rainfall patterns, in terms of intensity and temporal evolution, which could ensure perfect fitting
to the observed flows of Sarantapotamos until 9:00 am. These confidence intervals seem
unaffected by the additional information carried by the extra calibration points of Model B-II.
However, by constraining the rainfall within the optimization procedure, they can be noticeably
reduced, especially for the rainfall cluster during the morning hours of November 14™, which
caused the flash flood.

Table 8.3. Statistical characteristics of total and maximum simulated rainfall at X-station and peak flow at Gyra
Stefanis for each simulation

Total simulated rainfall Maximum simulated Simulated peak flow at
Simulation at X-station (mm) rainfall at X-station (mm) Gyra Stefanis (m?3/s)
Average | St.deviation | Average | St.deviation | Average | St. deviation
MC1-B-I 165.4 26.8 67.4 15.2 126.5 21.8
MC2-B-I 162.6 25.8 45.1 5.1 114.3 8.1
MC3-B-II 174.9 27.6 62.2 154 132.3 8.9
MC4-B-II 175.0 28.8 42.5 6.4 126.8 4.8
Table 8.4. Statistical characteristics of estimated return period vs time scale (duration) for each Monte Carlo
simulation
Time scale (duration), d (h)
Simulation 05 | 1.0 | 20 | 3.0 | 40 | 50 | 6.0[12.0] 18.0 | 240
Return period, T (years)
- Average 1805 649 244 | 112 63 42 31 11 22 33
f St. deviation | 2023 878 292 | 135 71 49 36 10 31 32
§ Minimum 9 10 9 5 3 3 2 2 2 4
Maximum | 11038 | 14693 | 2968 | 1564 | 799 | 794 | 607 | 150 | 387 | 303
— Average 122 297 | 219 | 93 53 36 | 26 | 10 16 30
(‘f‘ St. deviation 55 289 291 | 112 59 37 26 9 16 27
LE) Minimum 9 7 6 4 3 2 2 1 1 3
Maximum 186 1464 | 2940 | 1092 | 563 | 344 | 233 | 118 | 175 | 354
— Average 1263 340 261 | 203 | 116 74 53 16 27 40
@ | St. deviation | 1650 | 628 | 385 | 312 | 172 | 103 | 72 | 18 35 40
S | Minimum 5 4 5 5 | 3 2 | 2] 2 1 | 3
= Maximum | 11035 | 9333 | 4082 | 2911 | 1779 | 1056 | 717 | 203 | 357 | 377
— Average 98 135 159 | 196 | 108 69 49 15 23 39
:‘:; St. deviation 59 160 179 | 308 | 159 97 66 17 28 43
) Minimum 5 6 7 5 3 2 2 1 2 3
= Maximum 186 1448 | 1514 | 3483 | 1734 | 1030 | 681 | 198 | 389 | 561
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Table 8.5. Statistical characteristics of simulated rainfall intensity at X-station vs time scale (duration) for each
Monte Carlo simulation

Time scale (duration), d (h)
Simulation 05 | 1.0 | 2.0 ] 30| 40|50 6.0 [120]18.0]24.0
Rainfall intensity, i (mm/h)
_ | Average |134.8| 79.7 | 454309233188 |158| 82 | 7.2 | 6.9
@ | St. deviation | 30.5 | 156 | 84 | 58 | 43 | 3.4 | 29 | 14 | 1.7 | 11
€ | Minimum | 52.1 | 37.5 |24.9 166|127 102 | 85 | 52 | 4.0 | 45
Maximum | 200.0 | 145.0 | 75.7 | 53.5 | 40.2 | 35.1 [ 29.9 | 15.2 | 14.1 | 11.3
_ | Average | 90.1 | 70.3 |43.7[29.5/223[181[152| 81 | 7.0 | 638
@ | St.deviation | 10.1 | 13.1 | 9.2 | 6.0 | 44 | 35 | 29 | 15 | 1.4 | 11
Q | Minimum | 52.4 | 34.9 |22.5|15.6|123| 9.8 | 82 | 47 | 3.4 | 4.0
Maximum | 100.0 | 100.0 | 75.6 | 50.4 | 37.8 | 30.2 | 25.2 | 14.5 | 12.2 | 11.6
— | Average | 84.9 | 60.2 |42.2/33.4|252[203]17.0| 88 | 7.5 | 7.2
o | st deviation | 12.8 | 11.7 | 76 | 72 [ 53 [ 42 [ 35 [ 1.7 [ 1.5 | 1.2
S | Minimum | 45.8 | 326 [235]16.7[125[100| 83 | 48 | 42 | 41
Z [ Maximum | 100.0 | 99.8 | 67.7 | 61.1 | 45.8 | 36.7 | 30.6 | 16.0 | 14.1 | 11.7
— | Average | 84.9 | 60.2 |42.2|33.4|25.2[20317.0| 88 | 7.5 | 7.1
@ | St. deviation | 12.8 | 11.7 | 76 | 7.2 | 53 | 42 [ 35| 1.7 | 1.5 | 1.2
O | Minimum | 458 | 326 | 23.5]16.7|12.5]10.0] 83 | 48 | 42 | 41
Z [ Maximum | 100.0 | 99.8 | 67.7 | 61.1 | 45.8 | 36.7 | 30.6 | 16.0 | 14.1 | 12.6

The same outcomes can be extracted for simulated streamflow. Simulation MC1-B-I, which
embeds the least information, results in the largest confidence intervals. Adding the additional
information to Model B-Il can significantly reduce the uncertainty of the peak flow estimation
and by also constraining the maximum simulated rainfall, it can be reduced further. By also
comparing the average streamflow values with the median (50% non-exceedance probability) for
simulation MC1-B-I, we notice that 50% of the peak flow estimations is lower than the average.
The difference between the two values is gradually reduced by adding extra information to the
optimization procedure.

The results of the probabilistic analysis are not different. In terms of return period estimations,
all simulations result in large confidence intervals and the values vary significantly. However,
comparisons in terms of rainfall intensities, allow for more safe conclusions. All simulations result
in almost identical simulated rainfall intensities, with large intensities over short durations.
Another noticeable result is that constraining the simulated maximum rainfall within the
optimization procedure can significantly affect the estimated return periods, but not the
simulated rainfall intensities, which present a more stable behavior. This is due to the sensitivity
of idf curves, providing significantly different return period estimations for small changes of
rainfall intensity.
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9. Justification based on other sources of information

9.1 X-Band weather radar

The X-POL weather radar is a radar unit using a double polarization Doppler system with a wave
length of 3.2 cm (X-Band). The system range can be selected up to 150 km, the resolution up to
30 m and the maximum antenna rotation speed up to 25 degrees per second. The parameters
measured with this system are, among others, the horizontal and vertical polarization
reflectance, the Doppler velocity, the spectral range and differential phase shift. This radar
system can estimate the precipitation distribution characteristics in a high resolution, with
distinction between the liquid and solid phase of the water (http://www.meteo.noa.gr).

A similar radar unit was operated by the National Observatory of Athens during the storm event
and provided rainfall estimations in 10-min intervals over the wider area of Western Attica
(Kalogiros, personal communication). Using GIS tools, we estimated the areal rainfall over the
Sarantapotamos basin at 10-min intervals and then aggregated to obtain the 30-min time series.
This data was used as input for calibrating Model B-I against the observed flood event, assuming
two free parameters, i.e. the initial abstraction ratio, a, and the antecedent moisture conditions
coefficient, AMCcoes. The resulting hydrograph is presented in Figure 9.1 and the optimized values
for the initial parameters are a = 0.4 and AMCcoer = 0.94. It is worth noting that, although the
observed flows of Sarantapotamos are adequately simulated, the resulting values of the initial
parameters match their upper boundaries and this scenario seems far from reality. Similar
attempts, using the rest of the models of this study, lead to the same conclusion.
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Figure 9.1. Simulated hydrograph using the average rainfall estimated by the X-POL radar (Model B-1)
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9.Justification based on other sources of information

This average areal rainfall estimated by the radar is also compared to the average rainfall over
the entire study area, estimated by each of the Monte Carlo simulations of Chapter 8 and
presented in Figure 9.2 and Figure 9.3, respectively. It should be noted that the radar estimations
are an order of magnitude lower that the average Monte Carlo simulations. Taking this into
account, the radar estimations are only used as proxy information, as an indicator of the temporal
evolution of the storm, and not as an estimator of the actual rainfall.
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Figure 9.2. Average areal rainfall estimated by the X-POL radar vs average simulated areal rainfall for simulation
MC1-B-I (left) and MC2-B-I (right)
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Figure 9.3. Average areal rainfall estimated by the X-POL radar vs average simulated areal rainfall for simulation
MC3-B-Il (left) and MC4-B-Il (right)
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9.Justification based on other sources of information

9.2 Past flood events

As stated before, the Monte Carlo simulations presented in Chapter 8 resulted in two distinct
rainfall clusters, one during the morning and afternoon hours of November 14t and one during
the morning hours of November 15™. The second cluster is shorter and more intense and resulted
in the examined flash flood, thus the average simulated rainfall intensity over the study basin is
plotted against the average simulated peak flow at Gyra Stefanis for each Monte Carlo
simulation. These plots are compared to the trend line formed by the average rainfall intensity
and peak flow reported by Efstratiadis et al. (2014). These reports are from storm events
occurred during years 2012-2014 and are plotted in Figure 9.4. This comparison is again used as
an indicator that the outcomes of Monte Carlo simulation follow the observed hydrological

behavior of the basin. Thus, the simulation results seem plausible.
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Figure 9.4. Peak flow at Gyra Stefanis vs average rainfall intensity for past flood events and Monte Carlo
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10. Summary, conclusions and suggestions for future research

10.1 Summary

The purpose of this research is the investigation of the storm event responsible for the flash flood
in Western Attica on November 15", 2017. The point rainfall observations at the three
meteorological stations in the wider area were not significant enough to justify such a severe
flooding, due to the unusual storm pattern, as it was recorded by an X-band meteorological radar.

Valuable information was found in the neighboring catchment of Sarantapotamos, provided by
a hydrometric station at Gyra Stefanis and a meteorological station in Vilia. This information, is
used in an attempt to estimate the rainfall over the basin of Sarantapotamos through a reverse
rainfall-runoff modeling approach. This approach employs the SCS-CN method and also takes
advantage of qualitative information of the streamflow during the flood.

Several hydrological scenarios are tested through various modeling schemes, revealing major
uncertainty due to the lack of information. In order to better assess this uncertainty, we employ
Monte Carlo simulations against the model’s initial parameters. These parameters are sampled
from suitable distributions by taking advantage of the hydrological regime of the basin and the
soil conditions days before the event.

Based on the outcomes of Monte Carlo simulations, we provided probabilistic estimations of the
total rainfall over the study area, its temporal evolution, and the peak flow of Sarantapotamos at
Gyra Stefanis. We also employed risk evaluations, by estimating the maximum intensities and
associated return periods of the storm event across several time scales. We then compared these
results to additional sources of information.

The conclusions of the aforementioned analysis, as well as suggestions for further improving this
research, are presented below.

10.2 Conclusions

e The reverse rainfall-runoff procedure highly depends on the sole parameter of the
rainfall-runoff transformation (i.e., the initial abstraction ratio) and its initial condition,
expressed in terms of the originally introduced AMC coefficient. Our investigations
showed that little changes in these parameters can result in significantly different
simulation results.

e The results are also quite sensitive to the model structure. Depending on which of the
proposed models is used, the analysis leads to different quantitative estimations, but
within a common pattern. In particular, all Monte Carlo scenarios agree that the rainfall
comprised two distinct clusters, i.e. one during the evening hours of November 14t and
a second, more intense cluster during the morning hours of November 15, causing the
flash flood. This is also supported by reports of the local residents.
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The value of data, even in terms of approximate information, is indisputable. Although
almost all reproduced rainfall scenarios ensured perfect fitting to the observed flows of
Sarantapotamos, any means of additional information added to the reverse calibration
problem helped significantly, reducing the uncertainty. A bright example of this are the
two additional calibration points in Model B-1l, which shorten the confidence intervals of
both rainfall and peak flow estimations. A summary of key results is presented in Table
10.1, with their confidence intervals for 95%, 50% and 5% non-exceedance probability
called P95, P50 and P5, respectively.

Table 10.1. Peak flow estimations with confidence intervals for each Monte Carlo simulation

MC1-B-I | MC2-B-1 | MC3-B-Il | MC4-B-II
Average 126.5 114.3 132.3 126.8
3 — | Stdev. | 218 8.1 8.9 4.8
~ E P95 169.7 133.2 146.3 136.9
3 = P50 1131 | 1104 | 1305 125.0
P5 107.9 108.7 120.7 121.5
= Average | 165.4 162.6 174.9 175.0
‘€ 2 — | St.dev. 26.8 25.8 27.6 28.8
. E P95 214.2 205.8 228.6 227.5
g X~ | P50 163.9 160.1 171.4 172.4
= P5 126.3 124.9 135.9 133.6

The Monte Carlo simulation is a method that allows for quantifying uncertainty, using
empirical measures of variability (e.g., confidence intervals). It also allows for accounting
for a priori information about the anticipated statistical behavior of a model, expressed
in terms of a priori distributions for parameter sampling.

The simulated rainfall patterns resulted in significantly varying estimations of the return
period of maximum rainfall intensities across scales, which makes it difficult to extract
safe conclusions about the extremeness of this event. This is due to the mathematical
structure of the idf curves, which are substantially sensitive against frequency (return
period) for small changes of rainfall intensity. As shown in Table 10.2, the confidence
intervals of rainfall probability, expressed in terms of return period, may differ one or two
orders of magnitude. In our opinion, the use of return period as an easy means to
communicate with common people and stakeholders should be done very carefully, in
order to prohibit misleading conclusions about the risk of hydrometeorological hazards.
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Table 10.2. Estimated return period and simulated rainfall intensity at X-station with their confidence intervals vs
time scale (duration) for each Monte Carlo simulation

Time scale, d (h) Time scale, d (h)
05 | 1 | 3 | 24 o5 | 1 | 3 | 24
Return period, T (years) Rainfall intensity, i (mm/h)
Average | 1805 | 649 | 112 33 | 134.8| 79.7 | 309 | 6.9
& | St.dev. | 2023 | 878 | 135 32 30.5 | 156 | 5.8 1.1
é P95 6270 | 2177 | 359 88 | 1829 | 106.8 | 41.5 | 8.9
= P50 1017 | 386 70 24 135.6 | 79.3 | 304 6.8
P5 77 59 15 8 84.3 55,5 | 21.9 5.3
Average | 122 | 297 | 93 30 90.1 | 70.3 | 29.5 | 6.8
& | St.dev. 55 289 | 112 27 10.1 | 13.1 | 6.0 1.1
S' P95 186 | 863 | 320 72 | 100.0 | 91.4 | 40.6 | 8.6
= P50 125 | 199 | 58 22 92.8 | 70.2 | 29.2 | 6.7
P5 31 34 10 8 69.9 | 49.3 | 20.0 5.2
Average | 1263 | 340 | 203 40 124.4 | 69.3 | 33.8 7.2
z St.dev. | 1650 | 628 | 312 40 30.8 | 153 | 6.9 1.2
8’ P95 4731 | 1058 | 703 | 111 | 73.2 | 46,5 | 239 | 55
S P50 648 | 171 | 108 28 | 1254 | 683 | 33.1| 7.0
P5 39 26 22 9 1749 | 94.6 | 46.7 9.3
Average 98 135 196 39 84.9 60.2 | 334 7.1
z St. dev. 59 160 | 308 43 12.8 11.7 7.2 1.2
E'r) P95 186 444 | 712 100 | 100.0 | 81.3 | 46.8 9.1
= P50 88 80 101 27 86.6 | 589 (327 | 7.0
P5 17 18 18 9 612 | 42.8 | 228 | 5.4

e Despite the large uncertainty that accompanies this analysis, the overall outcomes seem
plausible, if compared to the known hydrological behavior of the basin and the rainfall
evolution, as it was estimated by the meteorological radar.

e The catchment of Sarantapotamos has similar geomorphological characteristics with the
two small catchments upstream of Mandra and thus, by making the assumption that the
same conditions apply to all the aforementioned basins, the same results could be
expanded to the two catchments under study. This is supported by the fact that all
simulations lead to large rainfall intensities over short duration and such rainfall
estimations could be responsible for the flash flood, given that due to the small size of
the catchment, its response time is quite short, thus the maximum rainfall at such
duration is the most critical.
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10.3 Suggestions for future research

The driving force of this study was to study the nature of the storm that caused the severe flood
in Western Attica in November, 2017. This flood had a huge social impact and was the main
conversation topic throughout the country for a long time, due to its unusual characteristics and
devastating results. This sparked the author’s interest to study this event, a motive that was
supported by the challenge presented due to the limited data availability. In an attempt to
resolve the mystery around this unusual storm, several reverse rainfall-runoff approaches were
tested that still have room for improvement. To this extend, we present below some ideas for
future research:

e The proposed methodology is based on the assumption that the station in Vilia controls
20% of the rainfall over the study area. This ratio could be further investigated.

e The rainfall observations of the meteorological radar present valuable information that is
not fully exploited in this study.

e There are satellite observations available that could provide further information about
the storm pattern.

e Further investigation of qualitative information provided by audiovisual material can
further improve the uncertainty assessment.

e Application of a PSUH that is optimized against its parameters for this case study.

e Application of the recently proposed (Michailidi, 2018) dynamic PSUH.

e Further investigation of the methods through which this analysis could be expanded to
the two catchments upstream of Mandra.
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Appendix A: Matlab code

Appendix A: Matlab code

Appendix Al: Model B-|

Main script

clear;
clc;

[o)

% contains ViliaRain, Qobs, UH
load('Data UH.mat')

o)

% number of rainfall variables

var num = 48;

% number of Monte Carlo iterations
iter num = 1000;

% rainfall ratio controlled by the station in Vilia
vilia = 0.2;

% Curve Number for Type I, II and III
CNII = 48; % known from past studies
CNI = 4.2*CNII / (10-0.058*CNII);
CNIII = 23*CNII / (10+0.13*CNII);

[o)

% pre-allocating the Monte Carlo arrays
sim length = size(ViliaRain,1l); % =97
UH length = size(UH,1); % =54

Q0siml = zeros(sim length+UH length-2 , iter num);
I1 = zeros(10,iter num);

hl zeros (10,iter num);

Tl = zeros(10,iter num);

fvall = zeros(l,iter num);

h0l = zeros(1l,iter num);

CN1l = zeros(l,iter num);

S1 = zeros(l,iter num);

al = zeros(l,iter num);

AMCl = zeros(l,iter num);

XRainl = zeros(var_num,iter num);

initial abstraction ratio of events studied in the past

= [0.019 0.030 0.029 0.130 0.045 0.199 0.190 0.058 0.218 0.259 0.280
.04771;

forming the Log-Normal distribution

= log(a);

mu = mean (A);

sigma = std(A);

o0 O P ooe

parfor i=l:iter num

% picking the random initial abstraction ratio
flag = 1;
while flag ==
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a = norminv (rand(),mu, sigma) ;
a = exp(a);
if (a<0.4) && (a>0)
flag = 0;
end

end

o)

% picking the random AMC coefficient

flag = 1;
while flag ==
AMC = norminv(rand(),0.4,0.1); % AMC coefficient
if AMC>O0
flag = 0;
end
end

% correcting the Curve Number

if AMC<0.5

CN = CNII-(CNII-CNI)/0.4*(0.5-AMC); %corrected CN
else

CN = (CNIII-CNII)/0.4* (AMC-0.5)+CNII;

end

[o)

% upper and lower bounds for the rainfall variables
lb = zeros(1l,var num);
ub = 100*ones(1,var num);

fun = @ (XRain)wrapper uh(XRain, ViliaRain, Qobs, a, UH, CN, vilia);
[XRain, fval] = ga(fun, var num, [], [], [], [], 1lb, ub);

[

% ga returns a line vector while the code works with a column vector
XRain = XRain(:);

% re—-calling the model uh function using the optimized XRain, in order
to keep the resulting Qsim, S and hO
QOsim, S, hO] = model uh(XRain, ViliaRain, Qobs, a, UH, CN, wvilia);

— o°

oo

probabilistic analysis:

% I = rainfall intensity
% h = rainfall depth
T = return period

— oP

I, h, T] = idf (XRain);

% arrays ending in 1 contain the results of each Monte Carlo
% iteration

Qsiml(:,1) = Qsim;

XRainl (:, = XRain;

I1(:,1) =

hl(:,1)
T1(:,1)
fvall(:,1)
h0l(:,1
CN1 (:, =
S1(:,1) = S;

i)
I;
h;
T
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% writing the results in Microsoft Excel spreadsheets for further analysis
fvall = fvall';

xlswrite('results.xlsx',fvall, 'Qsim', 'A3");

AMC1 = AMC1';

xlswrite('results.xlsx',AMC1l, 'Qsim', "B3");

al = al';

xlswrite('results.xlsx',al, 'Qsim', 'C3");

CN1l = CN1';

xlswrite('results.xlsx',CN1l, 'Qsim', 'D3");

h0l = hOl1';
xlswrite('results.xlsx',h0l, 'Qsim', "E3");
S1 = S1"';

xlswrite('results.xlsx',S1,'Qsim', 'F3");
Qsiml=Qsiml"';
xlswrite('results.xlsx',Qsiml, 'Qsim', 'I3");
XRainl=XRainl';
xlswrite('results.xlsx',XRainl, 'XRain','J5");

Tl = T1"';
xlswrite('results.xlsx',T1,'T',"H7");
hl = hl';
xlswrite('results.xlsx',hl,'h',"H7");
I1 = I1';

xlswrite('results.xlsx',I1,'I","H7");

Wrapper function

function [ fval ] = wrapper uh( XRain, ViliaRain, Qobs, a, UH, CN, vilia )
takes as inputs the time series of the simulated rainfall at X-station,
the observed rainfall at Vilia, the observed streamflow at Gyra Stefanis,
the initial parameters and the unit hydrograph. Calls the model uh, which
simulated the streamflow at Gyra Stefanis, and calculates the value of
the objective function f

o° 0O d° 0P o° o°

oo

Qobs = observed streamflow at Gyra Stefanis

XRain = simulated rainfall at X-station

ViliaRain = observed rainfall at Vilia

a = initial abstraction ration

UH = parametric synthetic unit hydrograph

CN = curve number

vilia = rainfall ration controlled by the station in Vilia

0° d° d° oP° oe

o\

% simulated streamflow

QOsim = model uh(XRain, ViliaRain, Qobs, a, UH, CN, vilia);
% pre-allocating arrays

error length = size(Qobs,1);

errorl = zeros (error length,1);

Q

% calibration function errorl
for i=l:error length
errorl(i,1l) = (Qsim(i,l) - Qobs(i,1l))"2;
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end
Q0sim max = max(Qsim);

% upper and lower bounds of peak flow
UB = 200;
IB = 110;

% calibration function penalty
if Qsim max > UB
penalty UB = 0.01 * (Qsim max - UB)"2;
else
penalty UB

0;
end
if QOsim max < LB
penalty IB = 0.01 * (Qsim max - LB)"2;
else
penalty LB

0;
end

o)

% calibration function error?2
error?2 = 10*mean (errorl (37:46));

fval = mean(errorl) + penalty LB + penalty UB + error2;
end

Model Function

function [ Qsim, S, hO ] = model uh(XRain, ViliaRain, Qobs, a, UH, CN, vilia)
takes as inputs the time series of the simulated rainfall at X-station,

the observed rainfall at Vilia, the observed streamflow at Gyra Stefanis,
the initial parameters and the unit hydrograph and simulates the
streamflow at Gyra Stefanis. The outputs are the simulated streamflow, the
maximum potential retention and the initial abstraction ratio

o° 0P o° o° o° o°

oe

Qobs = observed streamflow at Gyra Stefanis

XRain = simulated rainfall at X-station

ViliaRain = observed rainfall at Vilia

a = initial abstraction ration

UH = parametric synthetic unit hydrograph

CN = curve number

vilia = rainfall ration controlled by the station in Vilia

o 0P o° oP° o°

o

sim length = size(ViliaRain,1l); % =97
UH length = size(UH,1); % =54

% pre-allocating arrays

BasinRain = zeros (sim length,1);
H = zeros (sim _length,1);
He = zeros (sim length,1);

he = zeros (sim length,1);
A = zeros(sim length+UH length-2 , sim length);

[

% ga uses a line vector while the code works with a column vector
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XRain = XRain(:);

%

BasinRain = total rainfall time series

for i = l:sim length
if i <= 19 % 14/11/2017 0:00 until 14/11/2017 9:00
BasinRain(i,1l) = wvilia * ViliaRain(i,1);
elseif 1 > 67 % 15/11/2017 9:30 and later
BasinRain(i,1) = wvilia * ViliaRain(i,1);
else
BasinRain(i,1) = wvilia * ViliaRain(i,1l) + (l1-vilia) * XRain(i-19,1);

end

end

Q

°

maximum potential retention for 20% initial abstraction ratio

S20 = 254*(100/CN-1) ;

[o)

% total rainfall depth

h tot = sum(BasinRain,1);

% total effective rainfall depth

h en = (h tot-0.2*520)"2 / (h _tot+0.8*520);

% maximum potential retention (Sa)

S = (2*a*h_tot+(l-a)*h en-sqgrt(h en*(h en*(l-a)”2+4*a*h tot))) / (2*a"2);
% initial abstraction

h0 = a*s;

for i = l:sim length

[

% total accumulated rainfall

if i ==

H(i,1l) = BasinRain(i,1);
else

H(i,1l) = BasinRain(i,1)+H(i-1,1);
end

% effective accumulated rainfall
if H(i,1) > hO
He(i,1) = (H(i,1)-h0)”2 / (H(i,1)-h0+S);
else
He(i,1l) = 0;
end

% effective rainfall

if 1 ==

he(i,1) = 0;
else

he(i,1l) = He(i,1l) - He(i-1,1);
end

oo

Array A calculates the simulated streamflow using the parametric
synthetic hydrograph. The sum of each row of array A is the simulated
% streamflow at each time step

o\

if i==
A(1l,1)=0;
else
for j=2:UH length
A(i+j-2,1i) = he(i1)/10*UH(]);
end
end
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end
Qsim = sum(A,2);
end

Appendix A2: Model B-I

Main script

clear;
clc;

% contains ViliaRain, Qobs, UH
load('Data UH.mat')

%additional calibration points
Qobs (71)=120;

Qobs (75)=80;

% number of rainfall variables

var num = 50;

% number of Monte Carlo iterations

iter num = 1000;

% rainfall ratio controlled by the station in Vilia
vilia = 0.2;

% Curve Number for Type I, II and III

CNII = 48; % known from past studies

CNI = 4.2*CNII / (10-0.058*CNII);

CNIII = 23*CNII / (10+0.13*CNITI);

o)

% pre-allocating the Monte Carlo arrays
sim length = size(ViliaRain,1l); % =97
UH length = size(UH,1); % =54

Q0siml = zeros(sim length+UH length-2 , iter num);
I1 = zeros(10,iter num);

hl zeros (10, iter num);

Tl = zeros(10,iter num);

fvall = zeros(l,iter num);

h0l = zeros(1l,iter num);

CN1 = zeros(l,iter num);

S1 = zeros(l,iter num);

al = zeros(l,iter num);

AMCl = zeros(l,iter num);

XRainl = zeros(var_num,iter num);

initial abstraction ratio of events studied in the past

= [0.019 0.030 0.029 0.130 0.045 0.199 0.190 0.058 0.218 0.259 0.280
.04771;

forming the Log-Normal distribution

= log(a);

mu = mean (A);

sigma = std(A);

o0 O P ooe
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parfor i=l:iter num

o)

% picking the random initial abstraction ratio

flag = 1;
while flag ==
a = norminv (rand(),mu, sigma) ;
a = exp(a);
if (a<0.4) && (a>0)
flag = 0;
end
end

% picking the random AMC coefficient

flag = 1;
while flag ==
AMC = norminv(rand(),0.4,0.1); %AMC coefficient
if AMC>0
flag = 0;
end
end

% correcting the Curve Number

if AMC<0.5

CN = CNII-(CNII-CNI)/0.4*(0.5-AMC); %corrected CN
else

CN = (CNIII-CNII)/0.4* (AMC-0.5)+CNII;

end

Q

% upper and lower bounds for the rainfall variables

lb = zeros(l,var num);

ub = 100*ones (1,var num);

fun = @ (XRain)wrapper uh(XRain, ViliaRain, Qobs, a, UH, CN, vilia);
[XRain, fval] = ga(fun, var num, [], [], [], [], 1lb, ub);

o)

% ga returns a line vector while the code works with a column vector
XRain = XRain(:);

% re-calling the model uh function using the optimized XRain, in order
to keep the resulting Qsim, S and hO
Osim, S, hO] = model uh(XRain, ViliaRain, Qobs, a, UH, CN, wvilia);

— 0P

o\

probabilistic analysis:
I rainfall intensity
h = rainfall depth

T = return period

I, h, T] = idf (XRain);

o oe
Il

— o°

% arrays ending in 1 contain the results of each Monte Carlo
% iteration

Qsiml(:,1) = Qsim;

XRainl(:,1) = XRain;

I1(:,1i) = I;

hl(:,1i) = h;

T1(:,1) = T;
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fvall(:,1i) = fval;
hO01l(:,1i) = hO;

CN1l (:,1) = CN;
S1(:,1) = S;
al(:,1) a;

AMC1 (:,1) = AMC;

end

[o)

% writing the results in Microsoft Excel spreadsheets for further analysis
fvall = fvall';

xlswrite('results.xlsx',fvall, 'Qsim', 'A3");

AMC1 = AMC1';

xlswrite('results.xlsx',AMC1, 'Qsim', "B3");

al = al"';

xlswrite('results.xlsx',al, 'Qsim', 'C3");

CN1l = CN1';

xlswrite('results.xlsx',CN1l, 'Qsim', 'D3");

h01 = hO01';
xlswrite('results.xlsx',h0l, 'Qsim', "E3");
S1 = S1';

xlswrite('results.xlsx',S1, 'Qsim', 'F3");
Qsiml=Qsiml';
xlswrite('results.xlsx',Qsiml, 'Qsim', 'I3");
XRainl=XRainl';

xlswrite ('results.xlsx',XRainl, 'XRain', 'J5");

Tl = T1';
xlswrite('results.xlsx',T1,'T',"H7");
hl = hl';
xlswrite('results.xlsx',hl, 'h',"H7");
I1 = 11';

xlswrite ('results.xlsx',I1l,'I"', 'H7");

Wrapper function

function [ fval ] = wrapper uh( XRain, ViliaRain, Qobs, a, UH, CN, vilia)
takes as inputs the time series of the simulated rainfall at X-station,
the observed rainfall at Vilia, the observed streamflow at Gyra Stefanis,
the initial parameters and the unit hydrograph. Calls the model uh, which
simulated the streamflow at Gyra Stefanis, and calculates the value of
the objective function f

o° 0 o P o° o°

oo

Qobs = observed streamflow at Gyra Stefanis

XRain = simulated rainfall at X-station

ViliaRain = observed rainfall at Vilia

a = initial abstraction ration

UH = parametric synthetic unit hydrograph

CN = curve number

vilia = rainfall ration controlled by the station in Vilia

o° d° d° o° oe

oo

% simulated streamflow

Q0sim = model uh(XRain, ViliaRain, Qobs, a, UH, CN, vilia);
% pre-allocating arrays

error length = size(Qobs,1);

errorl = zeros (error length,1);
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% calibration function errorl
for i=l:error length

errorl(i,1l) = (Qsim(i,1) - Qobs(i,1))"2;
end
for 1=68:70

errorl(i,1) = 0;
end

for i=72:74

errorl (i, 1) 0;

end
Osim max = max (Qsim);

% upper and lower bounds of peak flow
UB = 200;
LB = 110;

% calibration function penalty
if Qsim max > UB
penalty UB = 0.01 * (Qsim max - UB)"2;
else
penalty UB

Il
o
~

end

if QOsim max < LB
penalty LB = 0.01 * (Qsim max - LB)"2;
else
penalty LB

Il
o
~

end

o)

% calibration function error2
error?2 = 10*mean (errorl (37:46));

fval = mean(errorl) + penalty LB + penalty UB + error2;
end

Model Function

function [ Qsim, S, hO ] = model uh(XRain, ViliaRain, Qobs, a, UH, CN, wvilia)
% takes as inputs the time series of the simulated rainfall at X-station,

the observed rainfall at Vilia, the observed streamflow at Gyra Stefanis,
the initial parameters and the unit hydrograph and simulates the
streamflow at Gyra Stefanis. The outputs are the simulated streamflow, the
maximum potential retention and the initial abstraction ratio

o° 0P 0@ 0° o° o

oe

Qobs = observed streamflow at Gyra Stefanis

XRain = simulated rainfall at X-station

ViliaRain = observed rainfall at Vilia

a = initial abstraction ration

UH = parametric synthetic unit hydrograph

CN = curve number

vilia = rainfall ration controlled by the station in Vilia

o 0P o° o° o°

o
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sim length = size(ViliaRain,1l); % =97
UH length = size(UH,1); % =54

% pre-allocating arrays

BasinRain = zeros (sim_length,1);

H = zeros (sim length,1);
He = zeros (sim length,1);
he = zeros (sim length,1);

A = zeros(sim length+UH length-2 , sim length);
% ga uses a line vector while the code works with a column vector
XRain = XRain(:);
% BasinRain = total rainfall time series
for i = 1l:sim length
if i <= 19 % 14/11/2017 0:00 until 14/11/2017 09:00

BasinRain(i,1l) = wvilia * ViliaRain(i,1);
elseif 1 > 69 % 15/11/2017 10:30 and later
BasinRain(i,1) = wvilia * ViliaRain(i,1);
else
BasinRain(i,1) = wvilia * ViliaRain(i,1l) + (l1-vilia) * XRain(i-19,1);

end
end

Q

% maximum potential retention for 20% initial abstraction ratio
S20 = 254*(100/CN-1) ;

% total rainfall depth

h tot = sum(BasinRain,1);

Q

% total effective rainfall depth

h en = (h tot-0.2*520)"2 / (h_tot+0.8*520);

% maximum potential retention (Sa)

S = (2*a*h_tot+(l-a)*h en-sqrt(h en*(h en*(l-a)”2+4*a*h tot))) / (2*a"2); %
Sa

% initial abstraction

hO = a*S;

for i = 1l:sim length

o)

% total accumulated rainfall

if 1 == 1

H(i,1l) = BasinRain(i,1);
else

H(i,1l) = BasinRain(i,1)+H(i-1,1);
end

% effective accumulated rainfall
if H(i,1) > hO
He(i,1l) = (H(i,1)-h0)"2 / (H(i,1)-h0+S);
else
He(i,1l) = 0;
end

% effective rainfall
if i ==

he(i,1) = 0;
else
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he(i,1l) = He(i,1l) - He(i-1,1);
end

o\

Array A calculates the simulated streamflow using the parametric
synthetic hydrograph. The sum of each row of array A is the simulated
streamflow at each time step

o

o

if i==
A(l,1)=0;
else
for j=2:UH length
A(i+j-2,1i) = he(i1)/10*UH(]);
end
end
end
Qsim = sum(A,2);
end

Appendix A3: Probabilistic analysis

function [ I, h, T ] = idf( Rain )

Performs the probabilistic analysis. Takes the rainfall depth as input
and returns the simulated rainfall intensity, rainfall depth and
estimated return period as outputs for various time scales

o° o oe

o

% I = rainfall intensity
% h = rainfall depth
% T = return period

o\

idf curve parameters
= 0.125;

213.4;

psi = 0.641;

theta = 0.124;

ete = 0.622;

o
I

$vertical index
v_index = zeros(size(Rain,1l),1);
3=0.5;
for i=l:size(Rain, 1)
v_index(i,1l) = Jj;
j = j+0.5;
end

% time scale (duration)
d=[0.512 34506 12 18 24];

A zeros (size (Rain,1l),size(d,2));
A(:,1)=Rain;
for i=l:size(Rain, 1)
for j=2:size(d,2)
if v_index (i) == (3)
for w=i:size(Rain, 1)
a = w-v_index (i) /0.5+1;
A(w,J) = sum(A(a:w,1));
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end
end
end

for j=1l:size(d,2)
I(3J) = h(3)/d(3);
T(j) = (I(J)*(1+d(3j)/theta)” (ete)/l+psi)~(1/k);
end
I =1I(:);
h = h(:);
T =T(:);
End
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