EONIKO OIKONOMIKO
METzOBIO NANEMIZTHMIO
MOAYTEXNEIO AOHNON

AIANANENIZTHMIAKO NMPOIrPAMMA METAMNTYXIAKQN
2MOYAQN 2TH AIOIKHZH ENIXEIPHZEQN “ATHENS MBA”

TiTAOG peTaTTTUXIOKAG DIOTPIRNAG

TOURISM RECOMMENDATION SYSTEM
BASED ON USER GENERATED CONTENT

MavouTtoog-Apxovtig MNMavayiwTtng

EmpBAéTTwv:Kapdapdg AnunTpiog, E. Kabnyntng

AbnAva, ®eBpoudpiog 2019



ATHENS MBA Tourism Recommendation System

AHNAQZH EKTMONHXHX METATMTYXIAKHZ EPITAZIAX

«AnAWvw uTTEUBUvVa OTI N OCUYKEKPIYEVN METATITUXIOKN €pyacia yia tn Ajqyn Tou
MeTatrTuyiakoUu ArmmAwpartog Eidikeuong otn Aloiknan ETTIXeIpAoewy, €XEl ouyypa@ei
atrd guéva TTPOCWTTIKA Kal Ogv £xel UTTORANBEI oUTE £xel eyKPIBEI 0TO TTAQICIO KATTOIOU
GAAOU PETOTTTUXIOKOU A TIPOTTTUXIOKOU TiTAOU OTTOUBWYV, TNV EAAGSQ i} OTO £EWTEPIKO.
H epyacia autr €xovTag ekmovnOei atrd euéva, avTITTPOOWTTEUE! TIG TTIPOCWTTIKES UOU
amoyelg i Tou Béuartog. O1 TTNYEG OTIC OTTOIEG AVETPEEQ yIa TNV eKTTOVNON TNG
OUYKEKPIPEVNG METATITUXIOKAG ava@EéPOVTal OTO OUVOAO Toug, Oivovtag TTANPEIS
aAvVOQOPEG  OTOUG  CUYYPAPEIG, OCUPTTEPIAOUPBAVOUEVWY KAl Twv  TTAYWV  TTOU

EVOEXOMEVWG XPNOIMOTTOINBNKAY ATTO TO SI0BIKTUOY.
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Abstract

Recommendation Systems (RSs) are software tools and techniques, which provide
suggestions for items to users. RS assist users in finding their way through huge
databases and catalogues, by filtering and suggesting relevant items taking into
account user’s preferences (i.e., tastes, interests, or priorities). The explosive growth
of available data online not only transformed customers into sophisticated users, who
search online for unbiased information, but also created an information overload
problem. The aim of this thesis is to utilize user generated content in order to provide
successful recommendations to users for tourism services and especially hotels. User
generated content is a source with rich customer information, which enable us to
capture and understand users’ interests and needs. With a web scraping tool users’
reviews were extracted form TripAdvisor. These reviews are the base of the analysis
and though several approaches a tourism recommendation system is built. The first
step of the analysis is users’ interests modelling through keyword extraction from the
reviews. Users’ interests are categorized and form subsets. Collaborative filtering
approach is applied and the system is able to generate suggestions based on users’
interests. In addition, sentiment analysis is performed to evaluate the polarity of the
reviews and classify reviews accordingly. Then content based approach is applied in
order to provide recommendations based on the similarity of contents’ attributes.
Finally, Fuzzy set Qualitative Comparative Analysis is utilized to identify if there is a
casual combination between users’ interests and provided ratings to the hotels. In this
thesis a tourism recommendation system, which can provide personalized suggestions

to the user, was designed and implemented successfully.
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MepiAnyn

O1 xpnoTeg kKaté TNV TTEPINYNOT Toug OTO BIadiKTUO €pXOVTal QVTIMETWTTOI PE éva
TEPAOTIO OYKO OeOOMUEVWIV TTOU €vioTE TOUG OUOKOAEUEI OTN €UPECT Kal ETTIAOYA TwV
QVTIKEIMEVWYV, TTPOIOVTWVY KOl UTTNPECIWY , TTOU TaIpIAlouV TTEPICCOTEPO OTIG AVAYKEG
Kal Ta evolo@épovtd Toug. Ta ouoTiuata oucTAoEwWV KaAoUvtal va €TTIAUCOUV TO
OUYKEKPIPEVO TTPORANUA Kal AciIToupywvTag €mRonONTIKE TTapEXOUV TTPOTACEIS OTOUG
XPAOTEG, avdAAoya HE Ta evOIOQEPOVTA TOUG. 2ZKOTTOG TNG £pyaciag gival n aglotroinon
TTEPIEXOMEVOU TTOU €xel dnuUOCIeuBei O0TO dIAdIKTUO ATTO XPNOTEG, TTPOKEINEVOU va
dnuioupynBei éva cuoTNUA CUCTACEWYV TTOU Ba TTApEXEl TTPOTACEIS YIA TOV KAGDO Tou
TOUPIOHOU Kal KUpiwg yia evodoxeia. Na Tnv oiIkoddunon Tou CUCTAPATOG CUCTACEWY
EyIVeE €E0PUEN KPITIKWV XpNoTwv atrd 1o TripAdvisor. To TTpwTo Brua Tng avaAuong
gival n egaywyn AEEewv-KAEIDIWY, TTOU TTEPIYPAPOUV T eVOIAQPEPOVTA TWV XPNOTWV,
atmo TIG KPITIKEG . O1 AEEEIG-KAEIBIA KATNYOPIOTTOIOUVTAI KAl OXNUATICOUV UTTOOUAdES
evoIaQePOVTWY. Méow ouoTAuatog ouoTdoswv ToU PBacifeTal oTn OuvePyaoia
MTTOPOUME VA TTAPEXOUNE TTPOTACEIG OoTov XPAOTN BAcel Twv evdIaQepdVTWY ToU.
MapdAAnAa diegdyeTal ouvaiodBNPATiK avaAuon TwWV KPITIKWVY YIA VO KATOVOAOOUUE
TNV TTOAIKOTNTA TOoug, ONAadn €dv civalr BETIKEC N apvnTIKES, XwPIg Tnv UTTapén
BaBuoAoyiag atrd Toug xproTeg. Méow ouoTAUATOG CUOTACEWY PACEl TTEPIEXOMEVOU
MTTOPOUNE VO TTPOTEIVOUNE OTOV XPHOTN Eevodoxeia UE TTaPOUOIa XAPAKTNPIOTIKA WE
ekeivo TTou €xel nOn agiohoyroel. TEANOG PEGW TTOIOTIKAG KAl TTOOOTIKAG avaAuong
e€eTaletal N aImwdng oxéon METALU OIAPOPETIKWY OPAdWY EVOIAPEPOVIWY TWV
XPNOTWV Kal TNG BaBuoioyiag Twv Eevodoxeiwv. Ze auTh TNV epyacia oxedIAOTNKE Kal
uAoTroInBnke emTuxnuéva éva oUoTNPA CUCTACEWY TTOU TTAPEXEI TIPOCWTTOTTOINUEVEG

TTPOTACEIG VIO {EVODOXEIO OTOUG XPAOTEG.
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Chapter 1

Introduction

Since the internet is acknowledged as a powerful tool in business processes many
researchers have tried to reveal its impact on consumer behavior. Consumer
behavior is how people make decisions about what they buy, want, need, or act in
regards to a product, service, or company. Consumer behavior is affected by personal,
psychological and social factors. Customers decide and act differently, based on their
perceptions and attitudes. Personal interests, tastes and opinions vary significantly,
while age, gender, culture, background and personal interactions can influence the

decision process.

The evolution of the internet has fundamentally changed the way customers perceive
and purchase products and services. The growing use of Web 2.0 platforms, like social
media and blogs has enabled users not only to access information, but also to
contribute and share their opinions. Users have become sophisticated customers, who
search online for unbiased information, that will guide them to decide. The explosive
growth of available data and Internet users have created an information overload
problem. In the past vendors knew their customers personally and could make
recommendations to them based on a personal knowledge of past purchases. This
type of personal relationship meant that customers would receive great customer
service, while vendors were able to reap the benefit of brand loyalty since they
understood their customer’s needs, preferences, and even their budget. This fact

initiated the development of recommendation systems.

In daily decisions, individuals usually rely on recommendations provided by others. For
example, people usually rely on their friends’ opinion when selecting a movie to watch
or read a review written by a movie critic. Nowadays the growth of information can
overwhelm internet users and lead them to poor decisions. In 2018 there were 4 billion
internet users, a number which was increased more than 42% since 2014, 5,2 billion
google searches and 22 hillion text sent on a daily basis. All this information is not
always useful for the user, as the choice paradox occurs. While a large amount
of choice is commonly associated with welfare and freedom, too much choice causes
the feeling of less happiness and less satisfaction. The available choices should be
personalized and become suitable for the needs of each user. As the demand for
personalized services in several business sectors increases, recommender systems

are emerging and applied in many different domains.

(6]
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Chapter 2

Recommendation systems overview

2.1 Introduction

Recommender Systems (RSs) are software tools and techniques, which provide
suggestions for items to users. The aim of Recommender System (RS) is to assist
users in finding their way through huge databases and catalogues, by filtering and
suggesting relevant items taking into account user’s preferences (i.e., tastes, interests,
or priorities). A RS normally focuses on a specific type of item (e.g., movies, news) and
accordingly its design, its graphical user interface, and the core recommendation
technique used to generate the recommendations are all customized to provide useful
and effective suggestions for that specific type of item.

In order to understand the possible roles a RS can play there must be a discrimination
between the role played by the RS on behalf of the service provider from that of the
user of the RS. For example, a travel recommendation system is typically introduced
by a travel intermediary (TripAdvisor) to sell hotel rooms, while the user access the

system to find a suitable room.
A service provider may use RS for several reasons:

e Increase the number of items sold: Sell an additional set of items compared to
those usually sold without any kind of recommendation. This goal is achieved
because the recommended items are likely to suit the user’s needs. Generally,
the primary goal for introducing a RS is to increase the conversion rate, i.e., the
number of users that accept the recommendation and consume an item,
compared to the number of simple visitors that just browse through the
information.

e Sell more diverse items: Assist user select items that might be hard to find
without a precise recommendation.

e Increase the user satisfaction: A well-designed RS can improve the experience
of the user. Effective recommendations and a usable interface will increase the
user’s evaluation of the system and increase system’s usage.

e Increase user fidelity: The longer a loyal user visits the system, the more the
recommender output can be effectively customized to match the user’s
preferences.

e Better understanding of the user’s needs

(7]
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The service provider can re-use the knowledge of user’s preferences for a number

of other goals such as improving the management of the item’s stock or production.

Users may also need a RS, if it will support their goals. Herlocker (2004) define eleven

popular tasks that a RS can assist in implementing:

e Find some good items: Recommend to a user some items as a ranked list.

e Find all good items: Recommend all the items that can satisfy some user needs.

e Annotation in context: Given an existing context, emphasize on some of them
depending on the user’s long-term preferences

¢ Recommend a sequence: Recommend a sequence of items that is pleasing as
a whole. For example, a compilation of musical tracks

¢ Recommend a bundle: Suggest a group of items that fits well together.

e Just browsing: The user browses without any intention of purchasing an item
and the task of the recommender is to help him browse the items that are more
likely to fall within the scope of the user’s interests.

e Find credible recommender: Some users do not trust recommender systems
thus they play with them to see how good they are in making recommendations.

e Improve the profile: The user provides information to the recommender system
about what he likes and dislikes, in order to provide more provide personalized
recommendations.

o Express self: For some users is important to contribute with their ratings and
express their opinions and beliefs.

¢ Help others: Some users are happy to contribute with information, because they
believe that the community benefits from their contribution.

e Influence others: Users whose main goal is to influence other users into

purchasing particular products.

2.2 Recommendation techniques

Recommendation systems can be classified on several bases and the categorization

is mainly based on the following criteria:

(8]
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¢ Data Mining techniques

o Approaches used

e Domain
Recommender systems are generally classified into collaborative filtering (CF),
content-based filtering (CB), demographic, community based and hybrid.

Content-based (CB): This technique analyzes attributes of items and generate
predictions. Features from the content of items previously evaluated by the user are
extracted and are the base of CB filtering. The system learns to recommend items
related to positively rated items. The similarity of items is calculated based on the
features associated with the compared items. For example, if a user has positively
rated a book which belongs to the mystery fiction genre, then the system can learn to
recommend other books from this genre. Through the user’s previous evaluation, the
system can understand the underlying model and provide meaningful
recommendations with statistical analysis or machine learning techniques. CB filtering
does not need the profiles of other users and can adjust the recommendations quickly,
when the user profile changes. The similarity is measured with vector space models,

like TF/IDF and probabilistic methods, like naive Bayes classifier and decision trees.

The recommendation process has three steps

e Content analysis: Usually the information has no structure and must be
transformed in a structured form, in order to be useful. Data from various
information sources are extracted and analyzed with feature extraction
techniques. The structured data are the input to the next steps.

o Profile learning: The construction of the user’s profile is a generalization of his
preferences in the past.

e Filtering: Based on user’s profile the system computes similarity of items and

makes relevant recommendations

There are two techniques to record user’s feedback, implicit and explicit. The implicit
way does not need the involvement of the user, as his actions are monitored and
evaluated by the system. The explicit technique builds the model based on his

likes/dislikes, ratings and text comments.

Collaborative filtering (CF): The idea behind CF is that similar users share similar taste

and that similar items are liked by a user. CF recommends a product to the target user

[9]
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based on products already rated by similar users. Unlike CB, collaborative filtering can
provide recommendations for items which the target user has never consumed but
other users with similar taste have rated positively. There are mainly two approaches
to compare the similarity, the neighborhood approach and the latent factor models
items (model based).

Neighborhood CF uses ratings already given to items by the users, to predict ratings
for new items. Neighborhood CF has two strategies, user based and item based
recommendations. User based systems measure the interest of the target user for an
item i, comparing the rating to item i from similar users. Similarity between two users
is calculated by finding an item that they have both interacted with and by analyzing
their behavior with the item.

A B C Items
Likes Recommend
@ Users
Similar

Iltem based CF recommends an item i to the target user, by taking into account the
ratings of the target user for items similar to the item i.
Similar

A B C D [tems

Likes Recommend

Similarity Computation

Similarity computation is essential to the identification of the similar users (neighbors)
and for the importance which must be given to them. In order to measure the similarity
a popular option is Pearson Correlation.

User based

(10]
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Pearson correlation has a value between +1 and -1, where 1 is total positive linear
correlation, 0 is no linear correlation, and -1 is total negative linear correlation.

Neighborhood collaborative filtering is one of the first recommendation techniques
proposed and remains popular, due to its simple implementation. Recommendations
can be justified to the user with a list of his neighbors and neighborhood CF can be
used efficiently to large systems. Comparing user based and item based approach,
item based CF is more efficient when the number of users is larger than the number of
items. The advantage of item based approach is that item similarity is more stable, as

it is not based on user preferences which may change often.

Demographic: The core idea of this technique is that different demographic niches
have distinctive interests. Recommendations can be based on the language of the
user, the country, even his age. For example, a news recommendation system will

provide different recommendations to a middle-age male user and to a young woman.

Community based: This technique is based on the interests of the users’ friends. It is
assumed that the user and his friends share common preferences towards items and
the recommendations are generated from the ratings of the community. As social
media are a daily routine for the majority of the users, community based RS will gain

popularity.

Hybrid: These systems are a combination of-above mentioned techniques. A hybrid
system overcomes the disadvantages and exploits the advantages of each system.
For example, CF suffers from the cold start problem, i.e. CF cannot provide
recommendations to new users with limited ratings. CB can provide the necessary

information, as the features of the most items are usually available. Generally, hybrid

(11]
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RS outperform the other techniques, when they are implemented individually. The

figure below is an example of a hybrid book recommendation system.

Recommender System

Hybrid Recor > ReC&)Bﬂ;:Lesnded
I J
Collaborative
Filtering C‘!F'::a:“ﬂqz:eﬂ
Technique

/ Y
6D ) B

B

Rates Book

! — 3

Context- aware recommendation systems

Context is the situation within which something exists or happens, and that can help
explain it. In order to improve users’ experience, RS must not provide only relevant
recommendations but also take into account the context, the circumstances when the
recommendations are provided. The users profile can change, as his preferences can
differ even in the same day. A user may like to read political news in the morning going
to work and sports news in the afternoon, when he returns home. A news RS must not
ignore the context, providing only proposals for political news . Consumer behavior is
dynamic and a user can have several profiles, based on the context. For example, a
user likes romantic movies when he is alone and adventure movies when he is with
his friends. Moreover, a user may have different taste when he buys something for
himself and when he buys a gift . Users consumer behavior can also vary on the basis
of the purchasing situation, i.e. if he purchases items alone from the site of a brand or
with the recommendations of a digital assistant in Amazon. Without considering
context, RS are trying to predict the rating of the target user for new items, not yet
rated. With the context the rating function (R) is:

R: user x item x context — rating

(12]
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Consider an application for book recommendations to users and the relations with
users’ consumer behavior. Assume that the user is not willing to order the book online.
e User: the person to whom books are recommended
e Books: the books which can be recommended to the user
o Bookstore: bookstores having available the books, near to the users’ location
e Time: when the bookstores are open
The recommendations for books to the user vary and depend on several factors.
Recommendations may differ if the user wants to buy a book on Monday afternoon,
when the majority of bookstores are closed or he wants to purchase a rare book,

available only in few bookstores on Saturday morning.

Contextual Pre-Filtering Contextual Modeling Contextual Post-Filtering

Data Data Data

Contextualized Data

v v ’ Y
Traditional ‘ Contextual Traditional ‘
Recommender | Recommender | | Recommender

Recommendations ‘

v v A
Contextual Contextual Contextual
Recommendations | Recommendations Recommendations

A typical example of a touristic recommendation system that takes into account context
is Booking. When a user searches for a hotel in a destination Booking asks several
questions before providing any recommendation. User needs to enter the dates of his
trip and the preferred destination. Then the system provides many options in order to
customize the recommendations. Filters are available to the user to shorten the list of
the proposals. Popular filters are location score, rating of the hotel, property type,
landmarks near the hotel, companion, bed preferences and the budget. For instance,
a user is travelling alone in Rome and his interested mainly to book a hotel in the
Vatican area and secondarily in breakfast. Booking will recommend the hotels shown

in the following image and the user can view them in the map.
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2.3 Advantages and limitations of recommendation techniques

Each type of recommendation technique has strengths and weaknesses. In this

section the main advantages and limitations of each technique are examined.

Content based RS:
Advantages:

e User Independence: Content based RS use only ratings already given by the
target user to build his profile, while collaborative filtering RS need ratings from
other users with similar interests to provide recommendations.

¢ New item: CB technigue can recommend new items, even if there are no ratings
for the item and recommendation accuracy is not affected. Instead CF
techniques need a significant number of users to rate the item, before providing
any recommendation.

e Transparency: As users need explanations to trust a recommendation, CB can

specify items description that caused the recommendation.

Limitations:
e Limited content analysis: Content-based recommendations depend on the

available features explicitly associated with the items. These features should

(14]
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be in a form that can be automatically parsed by a computer, or manually
extracted, which, depending on the domain, can be unfeasible or very difficult
to maintain. CB recommendation systems cannot provide suitable suggestions
if the analyzed content does not contain enough information to discriminate
items the user likes from items the user does not like.

New user: A user has to show some preference (ratings) for a sufficient number
of items before the system can build a reliable content-based user profile. The
system cannot recommend items to a new user with no or few ratings.
Overspecialization. Content-based technique has no method for finding
something unexpected(novel). The system recommends similar items with

items already rated and the user is restricted by his profile.

Collaborative filtering RS:

Advantages: Collaborative filtering RS have some important advantages over CB.

When the content of items is not known, items can be proposed based on other users’

ratings.CF can provide novel recommendations, as items with different content are

proposed and the quality of an item as an indicator is measured by peers of users.

Limitations:

Rating data sparsity: The number of observed user-item interactions (e.g.
ratings) is generally very small compared to the number of all user-item pairs.
This fact may cause CF algorithms to produce unreliable recommendations,
since they have been inferred from insufficient data.

Grey sheep: Since collaborative recommendations rely on the tastes of similar
people to suggest new items, when a user has very specific or unusual
preferences, it will be more difficult for the system to find good neighbors and
recommend interesting items.

New item: Until a new item has been rated by a significant number of users, a
recommender system may not be able to recommend it. Therefore, popular
items tend to have advantage in this kind of systems.

New user: Like in the content-based approaches, until a user has not provided
with enough ratings, the system is unable to recommend her interesting,

unknown items.

(15]
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Problem Description CB |CF
Limited content Items to be recommended must have available | YES | NO
analysis data related to their features. The data are often

unavailable or incomplete.

Overspecialization | Recommenders are trained with the content | YES | NO
features of the items. All the recommended items
are similar to those already rated.

New user A user has to rate enough items in order to show | YES | YES
his preferences. When a new user enters into the
system he has no ratings .

New item Items have to be rated by a substantial number | NO | YES
of users for being recommended. Recently
incorporated items have insufficient ratings.

Grey sheep A user has to be similar to others in the | NO | YES
community to receive recommendations. Users
whose tastes are unusual may not receive useful

suggestions.
Rating data Ratings are used to train user and item models. | NO | YES
sparsity The number of available ratings is usually small.

2.4 Recommendation systems evaluation

In general, a recommender system needs to complete the performance evaluation of
three stages: offline analysis, user study, and online experiment. Offline analysis does
not require user interaction, as it uses datasets to calculate the corresponding
evaluation metrics, such as the prediction accuracy and coverage. Offline analysis is
the easiest to implement and costs the least among the three types of methods. User
study requires testers to use the recommender system, perform a series of tasks, and
then answer a set of questions about their experiences on the system, and finally the
results of evaluation will be given through statistical analysis. Online experiment
executes a large-scale experiment on a deployed recommender system. It evaluates
the recommender system by the real tasks executed from real users. The evaluation
results of the online experiment are the closest to the real situations when the

recommender system runs online.

(16]
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Offline evaluation

The basic method of offline analysis on recommender systems divides the dataset into
the training dataset and testing dataset, and then constructs recommendation models
on the training dataset and tests its performance on the testing dataset. These datasets
can be used to simulate the interactions between users and the recommender
systems. The main targets of offline analysis are to compare the performance of the
recommendation algorithms in some metrics, to filter inappropriate algorithms and to

remain some candidate algorithms.

User study
User study is an important method for evaluating recommender systems. This method

tests the interaction between users and the recommender systems, and can obtain the
influence of the recommender systems on the users. User study can also be used in
collecting qualitative data, and these data are of great importance in explaining the
quantitative results. In order to run the test, some candidates should be recruited to do
user study, and be required to do some tasks using the recommender systems. When
testers execute the tasks, their behavior is observed and recorded and the situations
of their tasks collected, such as which tasks are completed, and how much time is

consumed on the tasks and the accuracy of the tasks’ results.

Online experiment

Online experiment is to execute a large-scale testing on a recommender system which
is already deployed. Online experiment can be used to evaluate or compare different
recommender systems by the real tasks carried out by real users. Online experiment
can achieve the most real testing results among the three evaluation methods. The
advantages of online experiment are that, the entire performance of the recommender
systems can be evaluated, such as long-term business profit and users’ retention,
rather than some single metrics. Therefore, online experiment can be used to
understand the impact of the evaluation metrics (such as the accuracy in prediction,

diversity in recommendation) on the overall performance of the system.

Performance evaluation metrics

Prediction accuracy

The metric of prediction accuracy is essentially about the error of prediction. This is a
common metric in various machine learning algorithms evaluation, such as regression
or classification. This metric is mainly used to measure the ability to predict users’

(17]
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behaviors. Prediction accuracy is the most important metric in the offline analysis of
recommender systems. When calculating prediction accuracy, a set of offline dataset
is needed that contains users’ scores, such as users’ ratings for a product or movie.
The dataset is divided into training set and testing set. A users’ rating prediction model
is trained and then the prediction of users’ rating is computed on the testing set. The
error is the deviation between the predicted rating and the real rating. There are three
metrics to measure the prediction accuracy: Mean Absolute Error (MAE), Mean Square
Error (MSE) and Root Mean Square Error (RMSE), and the formulas are as follows:

Mean Absolute Error: MAE = EllZ(u,i)terui — Tl

Mean Square Error. MSE = ﬁz(u@w(rm — Pui)?

1

Root Mean Square Error: RMSE = o

YaiyeoTui — Tui)?

where Q is the test set, rui represents the user’s true ratings, rui represents the
prediction ratings of the recommender system. MAE is the simplest, but it does not
take into account the direction of the error (positive error or negative error). MSE has
a larger penalty on large errors and the squared error does not have an intuitive
meaning. Therefore, RMSE is more widely used in computing the prediction accuracy
of the recommender system.

The possible results of a recommendation to user can be the following:

Recommended | Not recommended
Used True-Positive (tp) |False-Negative (fn)
Not used |False-Positive (fp) | True-Negative (tn)

We can use the precision, recall and F-Measure to evaluate the performance of

recommender system. The formulas are:

True Positive

Precision =
True Positive + False Positive

True Positive

Recall =
eca True Positive + False Negative

Usually there is a trade off between precision and recall. Which metric is more

important depends on the target of the system and the domain.
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Coverage: The percentage of items recommended to total items. The term can be also
extended to users, as the percentage of users to whom the system provides
recommendations to total users.

Diversity: Even if the initial target of a RS is to recommend items based on similarity,
it is not always useful. When a user has already bought a new mobile phone the system
should stop recommending phones and start suggesting other items, like phone cases.
Diversity of recommendations should be taken into consideration when a RS is
designed, without reduction in accuracy.

Trust: Trust level refers to the level the user believes that the system provides
recommendations appropriate for him. If he likes the suggestions he will continue using
the system and trust the recommendations. One way to measure trust is with surveys,
asking users whether they like the recommendations, or not. RS should explain to the
users why and how specific items are recommended, in order to gain the trust of the
user.

Novelty: Novel recommendations are suggestions for items that the user is unfamiliar
with. Users can not inform the system for all the items they know. One simple solution
is not to recommend items already consumed by the user. For example, a music RS
should not only recommend users’ favorite tracks, but also new artists.

Serendipity: Serendipity measures the ability of the system to surprise the user with
recommendations, by finding something unexpected. Random recommendations can
increase serendipity, but on the same time trust is reduced.

Real-time: The ability of a RS to provide real time recommendations to users, i.e. to
suggest new arrivals. Real time contains two parts. The first is the ability of the system
to recommend newly added items to the user. The second is the ability of the system
to evaluate users’ situation/behavior and make successful recommendations
accordingly.

Robust: Recommendation systems are based on users’ profiles and the interactions
between the users and the system. Users may interact with the system not only to get
useful recommendations, but also to manipulate the results. For example, a
restaurants’ owner may create many user profiles to improve the evaluation of his
restaurant, which is considered as an attack to the system. RS build attacking models
to identify the attacks and reduce their impact. If the users’ rating behavior is not close
to real user distribution patterns the system will detect the attack and limit its impact.
Scalability: Recommendation systems aim to assist users in finding their way through
huge databases and catalogues. One of their targets is to provide quick results to the
users, which affects the properties of the algorithm. Algorithms computational
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complexity is measured in terms of time and space requirements. Scalability is tested
with growing data sets. The designer of the RS should take into account the possibility
the accuracy of a recommendation algorithm to be reduced with the growth of the data
sets and assess algorithms potential performance. The response time, the needed

time to provide recommendations online, is also calculated and evaluated.

2.5 Applications of recommendation systems

Recommendation systems have changed the way users search and purchase
products in several domains. The use of RS in commercial applications enhances
customer experience, cross-sell/lup-sell opportunities and customer loyalty.
Businesses can through personalization not only increase sales and improve retention,
but also form the consumer behavior by influencing usage patents to the costumers.
The most popular areas where RS are applied: news, music, movies, tourism, e-

commerce

Movies: The best- known example of movie RS is Netflix. The company announced in
2017 a contest with $1 million prize for an algorithm that would increase RS accuracy
by 10%. A developer team was awarded in 2009, but the algorithm was never used
due to its complexity. Netflix Help Center explains to the costumers how the RS works.
The system estimates the likelihood a costumer to watch a movie based on a number
of factors, like users’ interactions with the system (viewing history, ratings), other
members with similar taste and preferences and information about titles (genre, actors,
release year). In addition, the system takes into account the time of the day the user
watch movies, the device user is watching on and then time user spends on watching.
The system does not use demographic information. When a new costumer creates an
account, the RS asks the user to select few movie titles he likes. The more recently
viewed titles outweigh the initial preferences. Finally, the system personalizes the
ranking of each title, based on users’ choices and presents the most strongly
recommended first. Netflix recommendation system is a hybrid RS which use
collaborative filtering and content based approaches. More than 80% of what a typical
user watch in Netflix comes from recommendations.

MovieLens is another example of movie RS. Itis run by a research lab, which develops
tools for data exploration and recommendation and its database contains 26.000.000

ratings for 45.000 movies.
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Music: The aim of a music RS is to personalize audio playlists and propose new tracks
based on the musical taste of the target user. Spotify is probably the most widely used
music RS, with 87 million subscribers. Spotify uses a hybrid recommendation model,
combining collaborative filtering, Natural Language Processing and audio models.
Audio models analyze the audio tracks and examine time signature, key, mode, tempo,
and loudness of each song. Then with item based CF, Spotify recommend tracks to
users and solve the problem of popularity bias, from which the most music RS suffer.

News: This category of RS is the most challenging, due to the dynamic nature of news
and user preferences. News become outdated very fast and user interest on news may
differ, depending on the time. News RS use mainly implicit feedback from the
costumers, analyzing the Click Trough Rate (the ratio of users who click on a specific
recommendation to the number of total users who view the recommendation). The
system is trained to recommend to the user similar news with the articles he has
already read. The problem is that users’ preferences for news change quickly and with
this method, recommendations may be unsuccessful. The following figure represents
the clicked categories by a user in ten weeks. Users’ interests depend on personal,
social and psychological factors. For example, user may enjoy reading sports news in
a particular week, because a major sport event is taking place in his town that week or

auto news if he is in the process of buying a new car.
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Google News, Googles’ news aggregator, is a typical news RS, which presents a
continuous, customizable flow of articles organized from thousands of publishers and
magazines. User can select between personalized news and the most popular articles.
The algorithm reviews content automatically, looking for indicators of quality,
assessing a story’s placement based on the number of user clicks it is attracting, the

popular consensus on the trustworthiness of its publisher, the relevance of the story to
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the reader’s current geographical location and the freshness (i.e. publication date and
time) of the story in question. Google News is therefore more likely to rank Greek news
sites highly when the story concerns a fire in Athens than reports on the same incident
from much admired publishers from further afield like The New York

Times or Washington Post.

Tourism: Tourism is an activity with complex decision making processes. The tourist
has to select destination, restaurants, hotel and take into account several constraints.
A tourism RS can make recommendations based on users’ interests, Points of
Interests, attractions or propose a trip plan. In many cases tourism RS take into
account the context, like tourist’s current location, weather and the opening hours of

the main attractions.

E-commerce: An RS in e-commerce has multiple proposes, mainly to increase the
number of products sold. Amazon is the most well-known example of RS
implementation. It is estimated that 35% of the Amazon’s revenue is generated by the
recommendation engine. Amazon currently uses item-to-item collaborative filtering,
which scales to massive data sets and produces high-quality recommendations in real
time. This type of filtering matches each of the user’s purchased and rated items to
similar items, then combines those similar items into a recommendation list for the
user. Their recommendation algorithm is an effective way of creating a personalized
shopping experience for each customer which helps Amazon increase average order

value and the amount of revenue generated from each customer.
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Chapter 3
Methodology

The main objective of the thesis presented here is to utilize user generated content in
order to provide successful recommendations to users for tourism services and
especially hotels. User generated content is a source of customer information probably
more valuable than other types of content, as 86% of the users read online reviews
from other users for businesses, products and services. With a web scraping tool,
Scrapy, 10276 reviews are extracted from TripAdvisor. This source was selected
because TripAdvisor stands out most prominently in terms of usage and content

among various travel-related sites that support UGC.

The data include reviews from 10276 individual users for 4153 hotels in Athens,
Thessaloniki, Mykonos, Crete and Rome. The hotels’ class is 4 and 5 stars and they
are rated in a 5-point scale. The first step to build a user interest model is to extract
keywords from the reviews, describing their interests. With the free text analysis tool
online-utility.org the most frequent words are counted and then grouped in categories.
Nine groups are formed that indicate different users’ interests. The categories are
location, food, service, cleanliness, view, beach/pool, amenities, facilities and bed.
Keywords are searched in every review and this way we can understand users’
preferences. At this point we know users’ profiles and we will exploit this information

to provide recommendations.

User based collaborative filtering is applied, in order to recommend to the target user
hotels positively rated by other users with common preferences and interests. In this
user-based recommendation approach the similarity weight computation will be the
guide, which users-neighbors to select and what importance give to them. Pearson
correlation is used as a measure of similarity and users with strong linear correlation

with the target user will be the base of the recommendations.

Sentiment analysis of the reviews is conducted to determine users’ attitude towards
hotel. This can be useful in cases where users’ ratings are not available. The
applications MonkeyLearn and LEXALYTICS are used to identify the polarity of the
reviews. In addition, a customized lexicon based approach is applied. The idea behind
the approach is to find the most frequent words, describing the feelings of the customer
towards the hotels. 75 positive and 35 negative words form a small lexicon, which is

the base of the sentiment analysis. In order to analyze and categorize the reviews
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several rules are tested. Rules are based on the hypothesis that if we subtract the sum
of negative words from the sum of positive words and the result is above a threshold
we can characterize the review positively or negatively. Then the results of the
applications and the custom approach are evaluated and a new hybrid

recommendation system is built.

Then a content based approach is applied. The aim of this approach is to recommend
to the target user hotels with similar features with the one he has already stayed and
rated positively. The attributes of every hotel are found through Booking and
TripAdvisor. The similarity of the features is computed with Pearson correlation and
sets of similar hotels are formed. Combining the results of the two techniques we can

provide recommendations based both in user interests and hotels features.

Another approach to model user interests is by utilizing the Fuzzy set Qualitative
Comparative Analysis (FSQCA). QCA examines the similarities and differences
between a set of cases to identify conditions that lead to an outcome. The examined
outcome is users’ ratings. With FsQCA we will determine which sets of users’ interests
lead to higher rating. Five terms will be tested, location, food, service, cleanliness and
view. These terms were selected because they have the highest frequency in the

reviews.

Finally, alternative applications of the user generated data beyond recommendation
systems will be examined. The data can be used not only by travel intermediates, like
TripAdvisor, but also by individual businesses. Competitive analysis can be conducted
as the data are a rich source how customers evaluate the hotel and its competition.
Moreover, the use of the data from a hotel to provide a unique customer experience

will be analyzed.

Chapter 4

Case study
4.1 Introduction

This chapter focuses on application of RS in tourism. The list of possibilities offered by
search engines about destinations, restaurants, hotels, museums or events may be
particularly useful, but at the same time overwhelming. RS can assist and provide
meaningful suggestions to the users based on their preferences. Travel

recommendation systems aim to match the possible alternatives to the user needs,
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through the analysis of his feedback. Surveys have shown that travel preferences,
travel intention and destination choice behavior depend on personality factors, travel
experiences, word-of-mouth(WOM) and e-WOM. In the past, when a costumer
planned a vacation, he used to address travel agents for recommendations. Within
recent years, costumers have become sophisticated users, who search online for

unbiased information.
4.2 User generated content (UGC)

User-generated content (UGC) is any form of content, such as images, videos, text
and audio, that have been posted by users online. There are many types of user-
generated content:

¢ Internet forums, where people talk about different topics.

e Blogs where users can post their opinion about many topics

e Product reviews on a supplier website or in social media

o Wikis such as Wikipedia allow users, sometimes including anonymous users,
to edit the content.

e Social networking sites like Facebook, Twitter, Instagram, where users interact

with other people chatting, writing messages, or posting images or links.

Media hosting sites such as YouTube allow users to post content.

Theories behind the motivation for contributing user generated content range from
altruistic, to social and to materialistic. Social incentives allow the user to feel good as
an active member of a community and can include relationship between users, such
as Facebook's friends, or Twitter's followers. Users also share the experiences that
they have while using a particular product/service. This improves the customer
experience as they can make informed decisions in buying a product, which makes
them smart buyers. Other common social incentives are status, badges or levels within
the site, something a user earns when they reach a certain level of participation which
may or may not come with additional privileges. Social incentives cost the host site
very little and can catalyze vital growth. However, their very nature requires a sizable
existing community before it can function. Users reviews analysis can provide new
tools to understand user’s needs and create new communication channels with them.

The significance of user generated content is clearly shown on the following figures.
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Do you read online reviews for businesses?

m Yes, always m Yes, regurarly = Yes,occasionally = No, never

Do you trust online customer reviews as much as personal recommendation?

2014 | 2015 | 2016 2017

Yes, always

8% 18% 19%

Yes, | believe that the reviews are authentic

22% | 31% | 27% 25%

Yes, for some types of business , no for others 34% | 22% | 19% 20%

Yes, if there are multiple costumer review to

read 26% | 19% | 20% 20%

No, | am often skeptical about online reviews -

12% 13%

No, | don’t trust review at all

17% | 20% | 4% 3%

(source:statista.com, USA, 10/2017

Percentage of global internet users who post reviews online, by age group.
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(source:statista.com, worldwide, Q3 2017)

(26]
2018-2019



ATHENS MBA Tourism Recommendation System

In 2018 55,1% of the global population accessed the internet and over the last two
years alone 90 percent of the data in the world was generated. With 86% of the
costumers reading reviews from other costumers for businesses, reviews are today a
'‘power shift' tool, enabling consumers to pull information, rather than having
businesses (retailers, service providers) push information to them. In 2017 84% of the
costumers trust reviews as personal recommendation at some point, with 45% of them

strongly believing in consumer reviews.

Online review usage frequency prior to new product purchase.

60
50

40

0 ||Il_ |II- I|III I|I|I I|I|I

25-34 years 35-44 years 45-54 years 55-64 years 65+ years

3

o

2

o

1

o

B Always B Most of the time B About half of the time B Sometimes M Never ®
(source:statista.com, USA, 2017)

With 96% of the costumers of the age group 25-34 years using online reviews before
purchase a new product more than half of the time and even users of the group 65+
years using for the same reason online reviews 68% more than a half of the time, it is
obvious that user generated content plays a very crucial role to the consumer behavior
and a very helpful way to understand user’s interests.

User generated content impact on online shoppers

Helps me identify trending products | INNEERIEEEEEEEE T
Encourages me to engage with a brand |GGG T
Creates a more authentic shopping experience [IINILIDDE e
Is more interesting than content created by... INIININININININGGGGGEGGGNGNGNNNNE T
Improves customer feedback |G

Increases my purchasing confidence |GGG T

0 20 40 60 80 100 120
M Strongly agree B Somewhat agree M Neither agree nor disagree
B Somewhat disagree B Strongly disagree
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(source:statista.com, USA, 2017)
In 2021, over 2.14 billion people worldwide are expected to buy goods and services
online, up from 1.66 billion global digital buyers in 2016.UGC increases costumers
purchasing confidence by 73% and improves customer feedback by 71%. A very
interesting fact is that users believe that UGC is more interesting than the content
produced by the brand and their getting more engaged with the brand, despite the

billions spent on advertisement and market research.

How do online customer reviews affect your opinion of a local business?

80

70

60

50

40

30

20

’ -

0
Positive customer reviews Negative reviews make | read reviews but they | don't pay much
make me trust a business me question the quality don't influence my attention to reviews
more of a business opinions

With 73% of the costumers saying that positive reviews make them trust a business
more and 50% that negative reviews make them question the quality of a business it
is undeniable that UGC has transformed the way users judge, decide and finally

experience everyday practices at personal and organizational level.
4.3 Case study

The aim of this study is to build a user interest model through user generated content
analysis and provide successful recommendations to the users. In order to understand
consumer behavior through the analysis of UGC and build a useful user interest model,

there will be a statistical analysis of costumer reviews with several approaches.

The source of the reviews is TripAdvisor. This source was selected because
TripAdvisor stands out most prominently in terms of usage and content among various
travel-related sites that support UGC.
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Rich travel content ; Largest travel audience ’ Financial strength
| $1.6B"
2017 Revenue
661M 456M $331M"
Reviews and opinions uii : 2017 Adjusted EBITDA
Accommodations ‘ Experiences Restaurants
2.1M 975K 4.7TM
Accommodations * Travel activities and experiences Restaurant Listings

With 661 million traveler reviews and 456 million monthly unique visitors, TripAdvisor
is one of the most reliable sources. The first question is what drives travelers to start
thinking about a trip. Browsing on TripAdvisor inspired 10% of the costumers to visit a
destination, while 15% of the costumers are prompted by a personal recommendation.
In addition, 40% of the costumers are open to visiting a number of places, when they
search for a trip.

Where did you look for inspiration when considering which destination to visit?

Content posted by friends/family [l
Other online travel providers
Word of mouth

Official hotel ratings

Travel quide websites

OTAs

Social media content posted by travelers

Search engine reviews
TripAdvisor I

0% 5% 10% 15% 20% 25% 30% 35% 40%

(source: TripBarometer 2017/18, global report)

The second question is which is the path to booking a trip.29% of the costumers
arrange transportation to the destination fist, 27% compare carefully all options to find

the best option overall and 22% book accommodation first.

Statements that people have made about their choices when booking a trip.
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62%
60%
58%
56%
54%
52%
50%

48%
"I’'m likely to choose a “It’s important | stay “I’'m prepared to pay a little
different destination with known and trusted more to ensure a luxury trip
than originally planned hotels brands”
if | find a cheaper flight"

(source: TripBarometer 2017/18, global report)

From the above we can deduce that TripAdvisor is the largest online travel provider
and by far the most influential. In addition, a large proportion of the customer (22%)

book accommodation first and it is important for them to stay in trusted hotel brands.

How important are user reviews to you when determining which hotel to stay at?

® Important (7-10) = Neutral (4-6) = Not important (1-3)

(source: TripBarometer 2017/18, global report)

The aim of the paper is more specifically to analyze costumer reviews from TripAdvisor,
related with accommodation in 5 regions.10276 reviews were extracted from the site
and the original format of the data was the following.
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Review's Title .| Reviewer's Location [, Full Review . Rating . Hotel's Name .| Hotel's Locatiori, | Hotel's Class |,
Great location, comfortable.N Messery, France Nice. Brilliant location ¢5 of 5 bubbles  The Zillers Boutique Hotel Athens 4 Stars
Great senice and comfort ~ Cincinnati, Ohio The upscale hotel Daios4 of 5 bubbles  Daios Luxury Living Thessaloniki 5 Stars
Perfect location for gourmet v Nice hotel with friendly :4 of 5 bubbles  The Bristol Hotel Thessaloniki 5 Stars
Best breakfast & senice  New York City, New York Ilowe this hotel, stayed 5 of 5 bubbles  Archipelagos Mykonos 5 Stars
Best Hotel in mykonos Stockholm, Sweden  Good Hospitality & Frie 5 of 5 bubbles ~ Kirini - My Mykonos Retreat Mykonos 5 Stars
Fairly nice hotel, not much ar Melville, New York If you want a hotel walk 3 of 5 bubbles ~ Apanema Resort Mykonos 4 Stars
Not worth it! California We stayed at San Anto2 of 5 bubbles ~ San Antonio Summerland Hotel ~ Mykonos 4 Stars
Spoiled our Wedding Anniversary We stayed in a Panorai 3 of 5 bubbles  Aphrodite Beach Hotel Mykonos 4 Stars
Fantastic experience!ll It was unbelievable expi5 of 5 bubbles  Tharroe of Mykonos Hotel Mykonos 5 Stars
Amazing team London Wee just spent a weel5 of 5 bubbles  Tharroe of Mykanos Hotel Mykonos 5 Stars
Three days wasnt enough ~ Auburn, Alabama Wow.......what can we 5 of 5 bubbles  Petinos Hotel Mykonos 4 Stars

From the original data it was known the review’s title, reviewer’s username, reviewer’'s
location, the review, rating of the hotel, hotel's location and hotel's class. The users

model will be constructed by analyzing the reviews.

Reviewer’s location: more than 35 different countries, mainly in Europe
Rating of the hotel: 5-point scale

Number of users: 10276

Number of hotels: 4153

Hotel’s location: Athens, Thessaloniki, Mykonos, Crete, Rome

Hotel's class: 4 and 5 stars

4.4 Building users’ interests model

The first step of the analysis is keyword extraction from the reviews. Keyword
extraction is a process that collects a set of terms, which is an overview of the
document. Keyword identifies the core information of the review and this approach can
assist to match relevant information from other reviews and then build the model,
based on similarity of the user’s interests. Keywords can be compounded by one or
more words and they can be used to index data to be searched and finally generate
tag clouds. The difference with extraction compared to classification is that in
classification the result is an associated tag that is usually not present within the text,
and therefore has to be predicted or deduced from the text contents. There a lot of

different extraction models in order to extract different types of data.
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Custom extractors are useful to train a machine learning model to extract pieces of
data from a series of texts. The data can be whatever the user define: email addresses,
names, products. There are several applications which can help user build his own
extraction model. For the purpose of this paper MonkeyLearn is utilized. The user
imports the text data directly to the application and specifies the data he will use in
order to train the model. With a term frequency analysis tool, like online-utility.org, we
can find the most frequent words of the text. Then we can categorize the terms into
organized groups and understand the particular interests of each reviewer. For

example, the first review:

“Nice. Brilliant location opposite the cathedral. Bed and linen ideal for a good night’s
sleep. Good combination of design in neo-classical building. Quiet. The roof terrace is
currently very trendy for an early evening drink. Great view. The 8 hours before sunrise
cocktail is, incidentally, fun and delicious. Breakfast has a good choice and is good
quality. Staff professional and friendly. We will definitely want to revisit.”

From this review we can extract the following words, that describe reviewer’s interests.
Location, bed, sleep, terrace, drink, breakfast, staff

The following table shows words frequencies in the reviews.

Word Total number
Staff 6233
Breakfast 5103
Food 2877
Pool 2703
Clean 4171
Beach 2067
Restaurant 3190
Service 2468
Area 2156
Location 3176
Bar 2418
Walk 3273
Reception 1710
Sea 1514
Bathroom 1556
Bus 1861
Located 1018
Dinner 917
View 3005
Balcony 843

The most frequent words are categorized in groups. Each one of the 9 groups

describes a different interest of the user. The groups are:
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1) Location: location, area, located, walking, walk, metro, car, airport, bus

2) Food: breakfast, dinner, menu, food, restaurant, bar, drinks

3) Service: service, staff, reception

4) Cleanliness: clean, cleanliness, dirty

5) View: view, balcony, window

6) Beach & Pool: beach, pool

7) Amenities: spa, gym

8) Facilities: tv, wifi, Wi-Fi, bathroom, parking, elevator, lift, air condition, kitchen,
facilities

9) Bed: bed, sleep, mattress, pillow

The next step is to search if the keywords are found in each review.

Reviewer's Username  Full Review  tv WiFi  wifi bathroom parking elevator |lift air conditi kitchen  facilities Facilities
themish Nice. Brilliantlc FALSE = FALSE =~ FALSE = FALSE ~ FALSE =~ FALSE ~ FALSE = FALSE  TRUE  FALSE 1
hik613 Theupscaleho: FALSE ~ FALSE ~ FALSE ~ TRUE  FALSE ~ FALSE = FALSE  FALSE  FALSE  FALSE 1
Somebodyaround Nice hotel with FALSE = FALSE = FALSE =~ FALSE  TRUE ~ FALSE  FALSE  TRUE  FALSE = TRUE 1
caronafl Ilovethishote FALSE = FALSE ~ FALSE = FALSE = FALSE =~ FALSE ~ FALSE  FALSE  FALSE = FALSE 0
Zaid A Good Hospitalit FALSE =~ FALSE =~ FALSE = FALSE ~ FALSE = FALSE = FALSE ~ FALSE = FALSE  FALSE 0
bemlawer Ifyouwantahc FALSE = FALSE ~ FALSE = FALSE ~ FALSE =~ FALSE ~ FALSE = FALSE  FALSE = FALSE 0
caebayer WestayedatSc FALSE =~ FALSE = FALSE ~ TRUE ~ FALSE =~ FALSE = FALSE  FALSE =~ FALSE = FALSE 1
TheresaK Westayedina FALSE ~ FALSE = FALSE ~ TRUE ~ FALSE =~ FALSE =~ FALSE  FALSE = FALSE  FALSE 1
Ahmed N [twasunbeliev FALSE = FALSE ~ FALSE = FALSE ~ FALSE =~ FALSE ~ FALSE = FALSE  FALSE = FALSE 0

With this approach we know that for example the user xi has commended the
bathroom and the user x: is interested about the parking, air condition and generally

facilities. The specific interests of each user are known and can be grouped together.

Reviewer's Username Full Review Location Food Service Cleanliness View Beach&Pool Amenities Facilities Bed

themisb Nice. Brilliar 1 1 1 0 1 0 0 1 1
hlk613 The upscale 1 1 1 0 0 0 0 1 0
Somebodyaround Nice hotel w 1 1 1 0 1 1 0 1 0
caronafl I love this hc 0 1 0 1 0 1 0 0 0
Zaid A Good Hospit 0 0 0 0 1 0 0 0 0
becmlawer If you want ¢ 1 1 1 0 0 0 0 0 0
caebayer We stayed & 1 1 1 1 0 0 0 1 1
Theresa K We stayed ir 1 0 1 0 0 1 0 1 1
Ahmed N It was unbel 1 1 0 0 1 0 0 0 0
Sachalondon We've just s| 1 1 1 0 1 1 0 0 0

For example, the user x, whose review was analyzed again before, is interested about
location, food, service, view, facilities. The 10276 reviews are categorized in the

groups. Below is the number of reviews each group has.
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Through the analysis of the groups significant differences have emerged.
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The figure shows differences of the users interests based on destination. In the groups
food, service, bed, facilities and amenities there are no significant differences. There
are great variations within groups location and beach pool, which can be explained by
the nature of the trip (beach holidays). As expected, for city-break destinations like
Rome and Athens location is more important than Crete and Mykonos which are best
described as beach holidays. For the same reason 66% of the reviewers who had
visited Crete and Mykonos were interested about Beach& Pool, in contrast with only

6% of the costumers who have visited Rome.

Another way to analyze the reviews is based on the hotel’s class. The figure below,
which is a comparison between 4-class and 5-class hotel shows that again there is no
difference in the groups food, service, bed, amenities. Interesting are the deviations in
cleanliness and beach&pool.
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4.5 Correlation-based similarity

In order to build the model, the similarity of the users must be measured. In this user-
based recommendation approach the similarity weight computation will be the guide,
which users-neighbors to select and what importance to give them. One popular
measure is the Pearson correlation coefficient, a measure of the linear correlation
between two variables. Pearson correlation when applied in a sample is commonly

represented by ry, .If user 1=x and user 2=y

~ Degree to which X and ¥ vary together
ey = Degree to which X and ¥ vary separately

Cov(X.Y)
v/ Var(X)y/Var(¥)
> (o= — )

S = (i)

Pearson correlation coefficient has a value between +1 and -1, where 1 is total positive
linear correlation, 0 is no linear correlation, and -1 is total negative linear
correlation. Applying the correlation between the reviewer xy, and all the other
reviewers, 53 reviewers appear to have exactly the same interests with the examined
user(r=1). That means that reviewer’s xy ratings must be considered in order to predict
the ratings of the 55 reviewers and make the proper recommendations, as there is a

perfect positive linear relationship. In addition, there are 2262 reviewers with
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correlation coefficient between +0,5 and +0,7, what consists a moderate positive
relationship and 358 reviewers with correlation between +0,7 and 1, a strong positive
relationship. Reviewer xy has no linear relationship with 158 reviewers (r=0) and
negative relationship with 2581 reviewers(r<0). It is important to highlight that the
relation was discovered without taking into consideration destination, the purpose of
the trip or the ratings of the hotel. The same technique can be followed for all the
reviewers and this way a model on the basis of similarity measurement can be
constructed. At this point reviewers have been categorized according to their interests
and now ratings should be examined, to understand if the hotels rated by other users

with positive linear relationship (r>+0,7) can be successful recommendations.

4.6 Rating normalization

When a user rates an item, like a hotel, subjective factors appear and it is not always
clear if the rating is positive, negative or neutral. User might be reluctant to give high
rating to a hotel he likes or a low in a hotel he dislikes.

Mean-centering

The aim of mean-centering is to assist understand if a rating is positive, negative or
neutral by comparing it with the mean rating. If ry; is the rating given from the user to

item i, the mean- centered is

h{rrd) = Tui — Fu.

where 7, is the mean rating given by the user u.

The 412 reviewers who have strong and perfect linear relationship (r>+0,7) with the
target user will form a group and provide recommendations to the user. Their mean
rating is 3,93 and only the hotels which gather ratings over the mean will be considered
as successful recommendations. If the group is limited only to the 55 reviewers with

perfect relationship with the user, then the mean rating will be 3,57.

Review | Full Revi( = Rating |~ Hotel's ~ Locatio * /Food |~ Service * Cleanli|* |View |~ Beach& * Amenii ~ Facilitic* Bed |~ correl T

themisb Nice. Brillia 5 of 5 bubk The Ziller: 1 1 1 0 1 0 0 1 1 TRUE
holidayfar My husbanc 3 of 5 bubk SENTIDO f 1 1 1 0 1 0 0 0 1 0,790569
etrev28 | am finding 5 of 5 bubk Mykonos | 1 1 1 0 1 1 0 1 1 0,755929
ArjayR  You will be (5 of 5 bubk Kouros Hc 1 1 1 0 1 0 0 1 0 0,790569
Ellen F This was on:5of 5 bubt Hermes M 1 1 1 0 1 0 0 1 1 1
maggie19iSpent 3 nigt 4 of 5 bubk Areos Hot 0 1 1 0 1 0 0 1 1 0,790569
Stayed here 3 of 5 bubt Manoulas 1 1 1 0 1 1 0 1 1 0,755929
hannahpr: Currently st 5 of 5 bubk Berg Luxu 1 1 1 0 1 0 1 1 1 0,755929
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In case the group of reviewers with strong relationship is chosen, more hotels with
higher ratings (over 3,93) will be taken into consideration. The problem is that there
are also 9 hotels with mean ratings between 3,57 and 3,93 which could be possible

proposals and are excluded from the list of recommendations.

Now we can recommend to the target user hotels which match his interests based on
his profile in 5 destinations, with rating over 3,93. For example, in Thessaloniki there
are 10 hotels that fit to his interests and needs, with mean rating over 3,93. Of course
if we had more reviews from the target user about hotel his profile would be more

completed and precise and the recommendations more accurate and useful.

Another aspect is what would change if the target user went for a trip in an island, like
Mykonos. As we show before 68% of the reviewers who visited Mykonos are interested
in Beach&Pool. The target user, who has commented his trip in Athens was not
interested in this group, as expected, because only 10% of Athens’ visitors have
commended about Beach&Pool. If we want to recommend a hotel in Mykonos we may
need to add this group in his interests. This addition forms a new group of users, with
different interests and relationships between them. Now there are 214 reviewers with
strong relationship with the target user (r>+0,7) and 38 with perfect relationship (r=1).
The mean rating of the new users’ group is 4,05 and there are 49 hotels in Mykonos

that satisfy all the conditions and thus can be recommended.

4.7 Sentiment analysis
Oxford Dictionary definition

“The process of computationally identifying and categorizing opinions expressed in a
piece of text, especially in order to determine whether the writer's attitude towards a

particular topic, product, etc. is positive, negative, or neutral.”

Sentiment Analysis is a field within Natural Language Processing (NLP) which builds
systems that try to identify and extract opinions within text. Humans communicate with
words, a form of unstructured data. Unfortunately, computers can not work with
unstructured data, as there are no standardized techniques to process them. Humans
can understand what an online review of a product really means, the emotions of the
writer and his attitude towards the product. Natural Language Processing (NLP), a
sub-field of Artificial Intelligence, is focused on enabling computers to understand and
process human languages, to get computers closer to a human-level understanding of
language.
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Since information over the WWW is continuously increasing, billions of texts
expressing opinions are available online. These opinions are of great value, if there
are transformed in structured data. Public opinions can be extremely useful in
commercial applications like marketing analysis, product reviews and customer

service.

Any text information can be categorized in two types, facts and opinions. A fact is a
statement that can be proven true or false. An opinion is an expression of a person’s
feelings that cannot be proven. Opinions can be based on facts or emotions and are
usually subjective. If a customer wants to buy a product, it would be very useful to read
reviews from other customers, but occasionally that could be misleading. Therefore, it

is important to be aware of the author’s purpose, feelings and choice of language.
Sentiment analysis has two sub problems to solve:

e Subjectivity classification: is the text subjective or objective

o Polarity classification: is the opinion negative, positive or neutral

In this case study we will emphasize only in polarity classification. This type of
classification would be very helpful, if ratings were not available. In a review the user
talks about the hotel, its features and his experience during the trip. For example, below
is a randomly selected review.

“Spent a great time in this lovely hotel strategically located nearby all transport
connections. Breakfast was excellent and the view from top floor awesome. Room was

quiet and perfectly clean. Most of all we appreciated the very friendly staff, always at
your disposal for any questions and requirement. We highly recommend this hotel.”

A positive opinion is expressed about the location of the hotel, breakfast, view,

cleanliness and the service.

Opinions are distinguished in explicit and implicit. An example of explicit positive review
is the following:” Relaxing hotel with nice rooms nice view, lovely pool, near beach

kalafatis and agia anna restaurant beach bar cafe. Best hotel ever! *

An implicit opinion on a subject is an opinion implied in an objective sentence. The
following review is an implicit negative review:” This is the first time of my life when
being on vacation (not mentioning staying in a five start hotel) when | was counting

days to go home.”.
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Fine grained sentiment analysis

The level of polarity of a review is not limited only to positive, negative and neutral. If
precision is required, we should consider a different scale. A five level Likert scale is
usually used and the categories are formed accordingly. Feelings are associated with
polarity and reviews are categorized on the basis of the reviewer’s’ feelings. For

example, anger is categorized negatively and happiness positively.

Emotion detection is not always an easy process. Emotion detection systems use as
source lexicons, like SentiwordNet and SenticNet. A usual problem is that words can
have multiple meanings. For example, the word kill usually suggests anger (“the service

is killing me”), but it can also be used to describe happiness.

It is estimated that 80% of the available data are in unstructured form and it is time-
consuming to analyze them. Through sentiment analysis any user can efficiently
analyze text data, like emails and reviews, and find critical information real-time.
Moreover, as human’s opinion is usually subjective, the user can enhance data

consistency by using a centralized sentiment analysis system.
Rule based approach
Rule based approaches define specific rules that identify the polarity of the opinion.

Rules can be formed with a variety of inputs based on NLP techniques, like tokenization,
stemming and POS tagging. Another source to form the rules are lexicons. A very

simple rule to find the polarity of a review can be the following.

1) Make one list with positive words, like nice, amazing, beautiful and a second list

with negative words like, awful, bad, disaster.

2) Count the number of the words in the text with negative polarity and the words

with positive polarity.

3) Ifthe positive words are 30% more frequent than the negative, define the review
as positive. If the negative words are 30% more frequent than the positive,

define the review as negative. In any other case, define the review as neutral.

For the purposes of this study, two applications will be used to analyze the polarity of

the reviews, MonkeyLearn and LEXALYTICS. As we can not analyze all reviews due to
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the cost, 1000 reviews will be taken as a random sample. Monkeylearn divides the
reviews in positive and negative, while LEXALYTICS categorize them as positive,
negative and neutral. In addition, both applications measure the confidence of the

answer. Below is a table with the results, when the data were entered into the two

applications.

Full Review ~ |Rating ~ | Classification Confidence Classificatior Confidence
Nice. Brilliant location opposite the 5 of 5 bubbles Positive 0.999 positive 0,535
The upscale hotel Daios has much ‘4 of 5 bubbles Positive 0.901 positive 0.277
Nice hotel with friendly staff and free 4 of 5 bubbles Positive 0.992 neutral 0,204
I love this hotel, stayed here last ye 5 of 5 bubbles Positive 0.999 positive 0,556
Good Hospitality & Friendly Recepc5 of 5 bubbles Positive 0.978 positive 0,603
If you want a hotel walking distance 3 of 5 bubbles Positive 0.873 positive 0,465
We stayed at San Antonio Summet 2 of 5 bubbles Negative 0.922 neutral 0,033
We stayed in a Panoramic Double |3 of 5 bubbles Negative 0.999 neutral 0,051
It was unbelievable experience!! Ver 5 of 5 bubbles Positive 0.976 positive 0,985
We've just spent a week here and ¢ 5 of 5 bubbles Positive 0.997 positive 0,332
Wow.......what can we say to give y5 of 5 bubbles Positive 0.997 positive 0,617
A nice hotel with lovely interior and 4 of 5 bubbles Negative 0.639 positive 0,315
Mykonos should be so proud for ha'5 of 5 bubbles Positive 1 positive 0,548

Comparing the results from the first application (MonkeyLearn) with the users’ ratings,
several conclusions are drawn. The hypothesis is that the hotels with ratings 4 and 5
bubbles should be recommended and the hotels with 1,2 and 3 bubbles should not be
recommended, as the average rating is 3, 95. The first system is very effective (94%)
at recommending hotels, which based on the hypothesis should be recommended but
only 70% effective at excluding hotels, which should not be recommended. The second
system (LEXALYTICS) is more sophisticated but the results are very comparable and
for that reason it does not add any value to this analysis. In order to demonstrate how

a semantic analysis system operates, a customized rule based approach is applied.

The idea behind this approach is to find the most frequent words of the reviews, that
describe the feelings of the reviewers towards the hotels. With the free term frequency
analysis tool online-utility.org the most frequent words in the reviews are counted. Then
a considerably small lexicon is built, with 75 positive words and 35 negative words. The

table below shows the most frequent words of every category.
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Positive words Negative words
Good Small

Great Problem

Nice Noise

Lovely Busy
Friendly Wait

Well Poor

Helpful Noise
Amazing Disappointed
Excellent Unfortunately
Best Fault

Subsequently the appearance of every word in the reviews is counted and added.

This way we have the sum of the positive words and the sum of the negative words

from every review.

Full Review - |good ~|great |~ nice |~|clean |~ lovely |~ friendl\~ well |~ |helpful ~ amazin ~
Nice. Brilliant location opp ~ TRUE TRUE TRUE FALSE FALSE TRUE FALSE FALSE FALSE
The upscale hotel Daiosha  FALSE FALSE FALSE FALSE FALSE FALSE TRUE FALSE FALSE
Nice hotel with friendly st FALSE FALSE TRUE FALSE FALSE TRUE FALSE FALSE FALSE
I love this hotel, stayed hei  FALSE FALSE FALSE TRUE FALSE FALSE FALSE FALSE TRUE
Good Hospitality & Friendl"  TRUE FALSE FALSE FALSE FALSE TRUE FALSE TRUE TRUE
If you want a hotel walking  TRUE FALSE FALSE FALSE FALSE TRUE FALSE FALSE FALSE
We stayed at San Antonio ¢  TRUE FALSE FALSE FALSE FALSE TRUE FALSE FALSE FALSE
We stayed in a Panoramicl  TRUE TRUE FALSE FALSE FALSE FALSE FALSE FALSE FALSE
It was unbelievable experi  TRUE TRUE FALSE FALSE TRUE TRUE TRUE TRUE FALSE
We've just spent a week he  FALSE TRUE TRUE FALSE TRUE FALSE FALSE TRUE TRUE
Wow....... what can we say'  FALSE FALSE FALSE FALSE FALSE TRUE TRUE TRUE TRUE

The reviewers are favorably disposed towards the hotels, as 81% of them has given
positive review (4 or 5 bubbles). A training set of 1000 reviews will be used, to determine
which rule should be applied. From 1000 reviews, based on the lexicon, 11 do not have
any positive word and 431 do not have any negative word. From the 431 reviews with
no negative words, only 41 reviewers have rated the hotels with 1,2 or 3 bubbles, i.e.
negatively. The idea is to subtract the sum of negative words from the sum of positive

words and if the result is above a threshold, to characterize the review positively or

negatively.
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The first threshold is sum,—sum,>6. The system polarizes positively 332 reviews (41%)
from 802 reviews, which should be recommended and 180 reviews negatively from 198
reviews, which should not be recommended. The accuracy not to recommend reviews,
which should not be recommended, when the results are compared with the ratings is
very high (91%) but with this threshold 59% of the reviews which express positive

attitude towards the hotels are not shown.

Four thresholds are tested, in order the most precise rule to be formed.

e SUMp—SUM>6
e SUMp—SUMK>5
e SUMp—-sump>4

e SUMp—SUM>3

Positive Reviews

90%
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70%
60%
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10%
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sump —-sumn>6 sump —sumn>5 sump —sumn>4 sump —sumn>3
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Negative Reviews
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e Recommend === Not recommend
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Examining the charts, the first observation is that in both cases the rates are conversely.
When the percentage of recommend increases, the percentage of not recommend
decreases and conversely, regardless if it is a negative or a positive review. For positive
reviews the best threshold is sum, —sum,>3, as it returns 80% of the reviews. For
negative reviews the best threshold is sum,—sum,>6, because it returns only 9% of the
reviews. As expected, there is a trade off between precision and recall. When the

threshold is reduced, recall increases and precision decreases.

4.8 Evaluating the models

In order to evaluate the recommendation systems and measure the success of
predictions, precision and recall will be used. Recommendation is viewed as information

retrieval task.

Recommended | Rejected
MonkeyLearn 891 109
sump.sum, >3 708 292
sump—sum,>4 | 572 428
sump—sSum,>5 | 472 528
sumpy—sum,>6 | 347 653

Precision: the fraction of relevant items retrieved out of all items retrieved. It is the

proportion of recommended reviews that are actually positive.

Recall: the fraction of relevant items retrieves out of all relevant items. It is the proportion

of all positive reviews recommended.
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o t
Precision = P
tp+ fp
t
Recall = — 2
tp+ fn

The F-Score or F-measure is a measure of a statistic test's accuracy. It considers both
precision and recall measures of the test to compute the score. F-Score is a weighted
average of the precision and recall, where the best F1 score has its value at 1 and worst

score at the value 0.

precision * recall
F1 =2 =%

precision + recall

Precision Recall Fl-score
MonkeyLearn 0,84 0,94 0,88
sump.sumy, >3 0,90 0,80 0,84
sump—sum, >4 0,92 0,66 0,77
sump—sums >5 0,93 0,55 0,69
sump—sum, >6 0,94 0,41 0,57

MonkeyLearn has the highest F.Score (0,88), followed by the model with the rule sum,
—sumy>3 (0,84). The aim of this sentiment analysis system is to provide successful
recommendations, with high accuracy. The costumers should trust the
recommendations, as if they were personal recommendations. As the credibility of the
system is the primary target, high precision is the main objective. The cost of False
Positive is high, because a costumer will probably stop using the system, if he has a

bad experience in a recommended hotel due to a false positive result.

The final sentiment analysis model is a synthesis of MonkeyLearn with the model sump.
sum, >3. The combination of the two models can give to the costumer the choice to

select between more results or higher accuracy.
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The customized rule based sentiment analysis system, which was built for the purposes
of this study, is more efficient and accurate than expected. It captures the evaluative
factors, especially the positive and classifies the reviews effectively. The corpus
consists of 10276 TripAdvisor reviews (1.393.058 words) for hotels in 5 different
locations. Whether the review is positive or negative is determined through the rating
provided by the reviewer. The 110 most frequent words, that express the feelings of the
authors towards the hotels are divided in two categories, positive and negative. Five
rules are tested to find out which rule provides the best results. The model can be
upgraded with the use of weight for every word. For example, the words good and
excellent describe both a positive experience, but excellent is more positive. When the
words have the same value, the positive weight of the word excellent is underestimated.
With the use of weight in every word, the F-Score of the model will probably increase.
The model can be enhanced with the addition of words in the lexicon, as a typical
lexicon contains thousands of words. In this customized lexicon adjectives are mainly
used to determine the polarity of the reviews. The reviewers’ interests are categorized
in 9 groups and the polarity of the whole review is defined. The main problem is that we
do not know the sentiment expressed towards a particular group. For example, a
customer may have written a positive review for a hotel, but commented negatively the
location of the hotel. With this model we cannot classify the negative comment towards
the location. A possible solution to this problem is to form another rule. A search rule
can be created that measure the nearness of keywords (location, food, restaurant) to

known positive and negative adjectives. The rule will look like:
(location) near (excellent, good, great)
(food) near (bad, horrible, awful)

Then the system will count how many times the keyword location appears near every
adjective. With this rule we can understand the authors’ attitude towards every group

and create more successful recommendations.

4.9 Content based recommendations

Content based RS use the content of the items in the database to predict its relevancy
with the user profile. User profile reflects users long term interests and it is exploited by
the RS, to generate recommendations. Every item in the database has some attributes,
that describe it. For example, in a book RS the attributes used are author, publisher,

genre, year. The system uses the most similar items to a user's already-rated items to
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generate recommendations. Similarity is measured with Pearson correlation. The
features of the item already rated are compared with the features of other available
items and the most similar items are proposed. The aim of this approach is to
recommend to the target user hotels with similar features with the one he has already
stay and rate positively. A set of 200 hotels will be used as an example how item based
RS are applied. The features of the hotels are found through TripAdvisor and Booking.
The compared features are: Breakfast included, Location, kitchen facilities, Air-
conditioning, Airport shuttle, Parking, Front desk 24/7, Restaurant, Double Bed. The
hotel takes 1 as a value in the category, if the feature is available and O if it is not. The
selected features are indicative and can be changed in accordance with the scope of
the analysis. The target user has rated a 4-star hotel in Athens. So the available hotels
will be filtered accordingly. Based on the features of hotel x1 the most similar 4-star

hotels in Athens are the following.

Hotel's Name ~ Hotel's Location |-T Hotel's Class |~ Correlation -T
X1 Athens 4 Stars

X51 Athens 4 Stars 0,661437828
X134 Athens 4 Stars 0,661437828
X135 Athens 4 Stars 0,661437828
X140 Athens 4 Stars 1
X195 Athens 4 Stars 1
X199 Athens 4 Stars 0,661437828

Based on the similarity 7 hotels can be recommended to the target user, with positive
correlation over 0,6. A collaborative filtering approach can be added to the system for
more successful and novel recommendations. Leveraging the results of the two
approaches, the new system takes into account both users preferences and items
features. Applying a user-item approach the most successful recommendation for the
target user is hotel 195, because the correlation of the features of the hotels is 1 and

the correlation of the users’ profiles is 0,86.
4.10 Modelling users interests

User generated content, like the costumer reviews from TripAdvisor, can be a very
useful source to understand and classify users’ interests. Hotels ratings is the outcome
of users’ experience during their stay. The aim of this chapter is to identify if there is a
casual combination between users’ interests and provided ratings, by utilizing the Fuzzy
set Qualitative Comparative Analysis (FSQCA). Qualitative Comparative Analysis
(QCA) is a method that bridges quantitative and qualitative analysis. QCA examines the

similarities and differences between a set of cases to identify conditions that lead to an
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outcome. Set is a group of items. For example, the set of cities in Greece with more
than 10.000 citizens. Sets can be subsets of larger sets. FSQCA examines what
combination of casual sets is a subset of the outcome. As we are not interested for
conditions that are simple presence/absence but for partial membership is the sets,
fuzzy sets theory is the most appropriate base for this analysis. FsQCa differs from
regression, as regression examines the effect of a single variable ceteris paribus, while
FsQCa examines what conditions lead to particular outcome. Fuzzy sets analysis uses
the truth table. The truth table is all the possible combination of sets, with one row for
each combination. The truth table is used to find which combinations lead to the
outcome. If there are k sets, the table will have 2 rows. In this case study the sets are
tourism service terms and the outcome is the rating of the hotel by the costumers.
Location, service, food, cleanliness and view are the most popular terms and they will
be used to identify which combinations best reflect costumer’s ratings. The 10276
customers will be divided in 5 groups, based on their ratings. The steps of methodology

are shown below:

1) Select the reviews published from every group of users

2) Select the terms which will be the casual combinations

3) Calculate Term Frequency

4) Produce the truth table with all the possible casual combinations
5) Calculate membership degrees for each combination

6) Calculate consistency and coverage with the formulas,
D min(X,Y)

> X
D min(X,Y)

DY

Where (X) is the membership deggree of each combination and (Y) the

Consistency(X <Y) =

Coverage =

membership degree of the outcome.
7) Select the best combinations with consistency over 0,75

Term Frequency
Rating Group of Location Food Service | Cleanliness | View
Users
1,00 1 0,60 0,79 0,77 0,39 0,39
0,75 2 0,67 0,82 0,69 0,46 0,39
0,5 3 0,67 0,82 0,61 0,43 0,37
0,25 4 0,60 0,75 0,54 0,39 0,36
0 5 0,46 0,55 0,51 0,35 0,29
(47]
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The truth table is produced with 2°=32 combinations. Below is a part of the truth table,

with the fist 20 combinations.

Causal Location | Food Service Cleanliness | View
Permutation

1 0 0 0 0 0
2 0 0 0 0 1
3 0 0 0 1 0
4 0 0 0 1 1
5 0 0 1 0 0
6 0 0 1 0 1
7 0 0 1 1 0
8 0 0 1 1 1
9 0 1 0 0 0
10 0 1 0 0 1
11 0 1 0 1 0
12 0 1 0 1 1
13 0 1 1 0 0
14 0 1 1 0 1
15 0 1 1 1 0
16 0 1 1 1 1
17 1 0 0 0 0
18 1 0 0 0 1
19 1 0 0 1 0
20 1 0 0 1 1

The cells in the table take value 1 if true and value O if false. The permutation 5 is read
(Location=false, Food=false, Service=true, Cleanliness=false, View=false). Then the
membership degrees for all the possible combinations for every group of costumers is

calculated.

The fuzzy union, is defined as £ 5 = MaxX( 1y, i)
The fuzzy intersection is defined as g, g, = MiN(x,, £5)
The fuzzy complement is calculated as s ,1— 1,

The membership degree of combination no5 for costumer 1 is: u.; = w1 (Location=false

(1Food=false [) Service=true (] Cleanliness=false [ View=false) = u (not

(Location), not (Food), Location ,not ( Cleanliness), not (Restaurant)).
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The u (location=false) = x ((1- u (Location)) = (1-0,6)=0,4. Similar calculations are

performed for all terms thus,

Ues =Min(0,4; 0,21; 0,77; 0,61)=0,21. After all

membership degrees are calculated the consistency and coverage degrees are

computed.
Group | Group | Group | Group | Group i &)
1 2 3 4 5 Group

Combination | Consistency | Coverage
1 021| 0,18| 0,18| 0,25| 0,45 1,27 | 0,645669291 0,328
2 021| 0,18| 0,18 | 0,25| 0,29 1,11 | 0,738738739 0,328
3 021| 0,18| 0,18| 0,25| 0,35 1,17 | 0,700854701 0,328
4 021| 0,18| 0,18 | 0,25| 0,29 1,11 | 0,738738739 0,328
5 021| 018| 0,18 | 0,25| 0,45 1,27 | 0,645669291 0,328
6 021| 0,18| 0,18 | 0,25| 0,29 1,11 | 0,738738739 0,328
7 021| 0,18| 0,18 | 0,25| 0,35 1,17 | 0,700854701 0,328
8 021| 0,18| 0,18 | 0,25| 0,29 1,11 | 0,738738739 0,328
9 023| 031| 0,33 04| 0,49 1,76 | 0,636363636 0,448
10 023| 031| 033| 036]| 0,29 1,52 | 0,736842105 0,448
11 023| 031| 033| 039| 0,35 1,61 | 0,695652174 0,448
12 023| 031| 033| 036]| 0,29 1,52 | 0,736842105 0,448
13 04| 033| 0,33 04| 0,51 1,97 | 0,664974619 0,524
14 039| 033| 033| 036]| 0,29 1,7 | 0,764705882 0,52
15 039| 033| 033| 039| 0,35 1,79 | 0,726256983 0,52
16 039| 033| 033| 036]| 0,29 1,7 | 0,764705882 0,52
17 021| 0,18| 0,18| 0,25| 0,45 1,27 | 0,645669291 0,328
18 021| 0,18| 0,18| 0,25| 0,29 1,11 | 0,738738739 0,328
19 021| 0,18| 0,18| 0,25| 0,35 1,17 | 0,700854701 0,328
20 021| 0,18| 0,18| 0,25| 0,29 1,11 | 0,738738739 0,328
21 021| 0,18| 0,18| 0,25| 0,45 1,27 | 0,645669291 0,328
22 021| 0,18| 0,18 | 0,25| 0,29 1,11 | 0,738738739 0,328
23 021| 0,18| 0,18| 0,25| 0,35 1,17 | 0,700854701 0,328
24 021| 0,18| 0,18| 0,25| 0,29 1,11 | 0,738738739 0,328
25 023| 031| 039| 046| 0,46 1,85 | 0,637837838 0,472
26 023| 031| 037| 036]| 0,29 1,56 | 0,743589744 0,464
27 023| 031| 039| 039| 0,35 1,67 | 0,706586826 0,472
28 023| 031| 037| 036]| 0,29 1,56 | 0,743589744 0,464
29 06| 054| 057| 054| 0,46 2,71 | 0,697416974 0,756
30 039| 039| 037| 036]| 0,29 1,8 | 0,777777778 0,56
31 039| 046| 043| 039| 0,35 2,02 | 0,757425743 0,612
32 039| 039| 037| 036]| 0,29 1,8 | 0,777777778 0,56

Zmin(X ,Y) =min{min(0,21;1)+min(0,18;0,75)+min(0,18;0,50)+min(0,25;0,25) +min

(0,45:0) = min (0,21+0,18+0,18+0,25+0) =0,82

Mavoutoog-ApxovTig Mavayiwtng
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DX =(0,21+0,18+0,18+0,25+0,45) = 1,27

The consistency for combination no5 = %20,64

The coverage is Zmin(X,Y) =0,82 and ZY =2,5, coverage=0,328.

The analysis results in two casual permutations, no29 and no31.

CausaI. Location Food Service | Cleanliness View
Permutation
29 1 1 1 0 0
31 1 1 1 1 0

The analysis suggests that cleanliness and view may not be necessary services for
customers. As the consistency and the coverage of the casual permutations is low,
more terms should be taken into account in order to identify the best combination. The
analysis should consider also the terms beach/pool, facilities, amenities and bed for
better results.

The graph below shows user’s interests based on their ratings.

Location

Bed Food

Amenities Service

Facilities Cleanliness

Beach/pool View

5 stars 4 stars 3 stars 2 stars 1 star

The graph indicates that the term beach/pool may be a possible alternative for the
analysis. If the term beach/pool replace view, the results change significantly.

(50]
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Now the best casual permutations are:

Location | Food | Service | Cleanliness | Beach/Pool | Consistency | Coverage

0,8117 0,5
1 1 0,8117 0,5

Consistency has increased but still more terms should be considered for more
meaningful results.

4.11 Customer experience

Customer experience (CX) is the product of an interaction between an organization and
a customer over the duration of their relationship. The following definition will be the

basis of this analysis in this chapter.

“The Customer Experience originates from a set of interactions between a customer
and a product, a company, or part of its organization, which provoke a reaction (LaSalle
and Britton, 2003; Shaw and Ivens, 2005). This experience is strictly personal
and implies the customer's  involvement at different levels  (rational, emotional,

sensorial physical and spiritual) (LaSalleand Britton, 2003; Schmitt, 1999).”

Classical economic theory regards the consumer as a logical thinker whose purchasing
decisions are based on rational problem solving. In the present day, differentiating
solely in traditional elements, like price and quality is no longer a sustainable advantage.
Providing emotionally positive experience to the customers is a vital strategy for all

businesses that are facing competition.

The collected user’s data from TripAdvisor are a valuable source for multiple purposes.
A competitive analysis can be conducted based not only on the features of the
company’s competitors but also how customers interact with its competitors. For
example, let us assume that a hotel manager in Crete makes a competitive analysis.
The first step is to determine who the existing and potential competitors are. This can
be concluded by the features of the other hotels in the area and by how costumers
evaluate these features. Then profile for each major competitor is created and their key
strengths and weaknesses are determined. From the data we know how customers
have rated each hotel in general and in every subcategory. Moreover, we are aware of
customers profiles and what their expectations are. Customer experience, revealed by
the reviews, showcases potential opportunities and threats. In addition, through the
reviews the target user is identified. For instance, if the location of the hotel is negatively

(51]
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assessed by the majority of the reviewers because it is far from Point of Interest but
positively for its pool, the hotel manager should emphasize and target customers
accordingly. The data can also inform in what other services does the target customer
care about and in what else is the target customer interested beyond the hotel. Finally,
as user’s expectations are set in part from their previous experiences with the hotel, we
can estimate how perception has changed over the past few years and how it will

change in the future.

The tourist sector with its low market entry barriers is attractive for SMEs, since many
type of tourism require low capital investments and operating costs. On the other hand,
Tourism SMEs are hence confronted with competitive disadvantages, such as poor
economies of scale and scope, minimum potential for diversification and limited access
to capital markets. These weaknesses can be confronted with a flexible structure and
the offer of a unique customer experience. The constant improvement of the perceived
experience provides the opportunity for the businesses to gain and preserve
competitive advantage. For most leisure tourists, their holidays are of superior value,
due to the temporarily limited time period per year and the investment of financial
resources. In order to fulfill and if possible exceed customers’ expectations, tourism

businesses need to provide an exceptional customer experience.

As the majority of the customers book hotels though travel intermediates, like Booking
which implement recommendation systems, hotels should utilize the available
information. Hotels can rely on the user profile given by the travel intermediates to
personalize the customer experience and make it memorable. For example, if the user
profile indicates that the customer who has booked the room is particularly interested
in cleanliness, the hotel manager should exploit the information and inform the staff

accordingly.

(52]
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Conclusions

In this thesis we presented a tourism recommendation system based on user
generated content through multiple approaches. Users’ profiles were formed with
keyword extraction. Applying collaborative filtering we were able to recommend to the
target user hotels, based on ratings provided by other users with similar interests.
Content based technique was used to generate suggestions based on the similarity of
the hotels’ attributes. Moreover, sentiment analysis was conducted in order to identify
the polarity of the reviews and for that purpose a domain specific lexicon was built. The
implementation of the lexicon based model was successful (F-score=0,84) and
exceeded our initial expectations. In addition, utilizing Fuzzy set Qualitative
Comparative Analysis we examined which set of users’ interests leads to higher rating

of the hotels.

Future research can focus on the improvement of the lexicon based model. With the
addition of weights in every word the accuracy of the results is expected to increase.
Furthermore, calculating the distance of the extracted keywords from words with
known polarity we will be able to determine user’s attitude towards every set of

interests.

(53]
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MepiAnyn

MeBodoAoyia
O okotmég TG TTapoucag BITTAWMATIKAG epyaciag civar n dnuioupyia GUCTAPATOG
OUCTACEWV VIO TOUPIOTIKEG UTINPECIEG Kal Kupiwg yia &evodoxeia, Baciouévo o€
Oedopéva Tou €xouv OnuioupynBei amd xprnoteg (User generated content).Ta
OUYKeEKPIPEVO Oedopéva  gival evOeEXOMEVWG TTIO XPAOIMa aTtd dAAoug TUTTOUG
0edopévwy KaBwg 10 86% Twv XpnoTwv dIoBAdel KPITIKEG YIO ETAIPEIEG, TTPOIOVTA KAl
UTINPETiEg TToU €Xouv dnuooleuBei atrd GAAoUG XproTeg .Me Tnv Xprion TNG EQapUOYNG
Scrapy, 10276 kpITikég xpnoTwy €€AxBnoav atrd 1o TripAdvisor. H ouykekpipévn TTnynR
eMAEXONKe emTeId To TripAdvisor cival mBavda n Mo €uxpnoTn Kai 1o diadedouévn

EQApPOY, TTOU UTTOOTNPICEI dNUIoUPYIa TTEPIEXOUEVOU ATTO XPAOTEG.

Ta oulexBévia Oedopéva TrepIAapBavouy 10276 KPITIKEG ONUOCIEUPEVEG OTTO
Hepovwpévoug XprioTteg yia 4153 gevodoyxeia otnv ABrva, Otccoalovikn, Kpntn,
Mukovo kai Pwpun. To TpwTto BAua yia Tnv dnuioupyia Tou TTPo@iA Tou KABe XprRoTn
givar n e€aywyn Aé€cwv-kAcidiwv (keyword) ammod TIG KPITIKEG , TTOU TTEPIYPAPOUV Ta
evolapépovTa Tou Xprotn. Me tnv epapuoyn availuong keiyévou online-utility.org, ol
MO OUXVEG AEEEIC KaTauETPpOUVTAl Kal TagIvopouvTal o€ KaTtnyopieg. Evvéa kartnyopieg
oxnuaTiCovtal hge BAcn Ta £vOIAQPEPOVTA TWV XPNOTWYV. ZTN CUVEXEIO KATAPETPATAI N
EMQAvIoN Twv AECewv-KAEIDIWY O€ KABE KPITIKA Kal oXnUatiCeTal To  TTPOGIA
evoIaQEPOVTWY Tou KABe xprioTn. Me autdv Tov TPOTIO , YyvwpilovTag TOo TTPOPIA Twv
XPNOTWV UTTOPOUUE VO KAVOUPE OUOTACEIG O€ KABE HEPOVWHPEVO XPAROTN, BACEl TwV

TIPOTIMACEWY TTOU O i810G £X€El KaTaypawel Kal dNPOoIEUOEL.

Me Tnv aélommoinon e€vog OuoTAPOTOG oUOTAoONG PACIOPEVO OTNV  CUVEPYATia
(collaborative filtering recommendation system) pTTOpoUPE VA TTPOTEIVOUPE OTOV
XPAROTN &evodoxeia TTou £xouv agloAoynBei BeTIKA atmd AAAOUG XpNOTEG HE TTaPOUOIT
evolapépovTa Kal TTPoTIAoElS. Méow Tng ocuoxétiong Pearson (Pearson correlation)
Ba UTTOAOYIOOUUE TN YPOUMIKA CUGXETION TWV EVOIGQEPOVTWY TWV XPNOTWV Kal 8a

emMAEEOUNE TTOI0I XPpHoTES Ba gival N BAaon yia Tnv dnuioupyia CUCTACEWV.

Me tnv xprion avdAuong cuvaioBriuaTtog (sentiment analysis) Twv KPITIKWY JTTOPOUUE
va KATOVONOOUUE TNV OTAON TOu KABe XproTn €vavil Tou &evodoxeiou Kal TTwg
ekQpaleTal yia TNV guTTEIpia dlauovAg Tou o€ autd. H avdAuon cuvaioBriuartog givai
XProIUn OTnNV TTEPITITWON TTOU O XProTeg dev €xouv BabuoAloyhoel Ta Eevodoxeia.

Méow Twv g@appoywv MonkeyLearn kal LEXALYTICS utropoUle va §AyOUlE Kal va
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Kataypdwouue TNV cuvaioBnuatik TToAIkoTnTa (polarity) Twv Kpimkwv. MapdAAnAa
XPNOIUOTIOIEITAI HI EQAPUOYT cuvaioBnuaTikAg avaAuong Baciouévn oe AeEIKG TTou
OnuioupynRBnke yia Tov OKOTTO QUTAG TNG epyaciag 75 BeTikd kai 35 apvnTikd
EVVOIOAOYIKG QOPTIOUEVEG AEEEIC TTOU €EAXOBNOAV aTTO TIG KPITIKEG , CUPQWVA PE TNV
ouxvoTnTa EUPAvVIONG Toug , oxnuaTiCouv €va Ae€iké , Baoel Tou oTroiou Ba yivel n
avaAuon. TMpokelwévou va avaAUOOUUE Kal va KATNYOPIOTTOIAOOUUE TIG KPITIKEG
TToANaTTAOi Kavoveg dokiuyalovTal. O1 kavoveg Bacifovral otnv uttdBeon, Ot v
AQAIPECOUNE TO ABPOICHA TWV aPVNTIKWVY AéEewv attd To ABPOoIoUA TWV BETIKWY
Aé€ewv Kal To atToTEAEOUA gival TTAvVW ATTO £va OPIo PTTOPOUNE VO CUUTTEPAVOUUE KATA

TG00 N KPITIKA €ival BETIKA A apvnTIKA.

2Tn ouvéxela epapudletal éva oUOTNUA OUCTACEWYV PBOCICUEVO OTO TTEPIEXOMEVO
(content based recommendation system) . O okoTré¢ auTAG TNG TTPOCEYYIONG €ival va
TTPOTEIVOUNE OTOV XprRoTn evodoxeia Pe TTapOPoIa XapAKTNPEICTIKA PE TO EevodoxEio
TToU €Xel AdN diapeivel. H opoidtnTa uttoAoyiceTal p€ow TNG cuoxETiIong Pearson. Ta
XOPAKTNEIOTIKA Twv fevodoxeiwv MTTopoUlv va PpeBolv oTto Booking kar oTto
TripAdvisor. Zuvbudlovtag Ta atmoTeAéouaTa Twv dUo CUCTNUATWY MPTTOPOUME va
TTapéxouue ouoTdoelC hE PAon Ta evllo@EPOVIA TOU XPNOTN OAAG Kal Ta

XapakTnEIoTIKG Tou K&Be Eevodoxeiou.

Mia evvOAQKTIKRA TTPOCEYYION KATNYOPIOTTOINONG TWV £VBIAQEPOVTWYV TO XPNOTWV Eival
Méow TNG e@apuoyrg Fuzzy set Qualitative Comparative Analysis (FSQCA). H
OUYKEKPIMEVN avaAuon €EeTAlel opoIOTNTEG KOl OlIOQOPEG MPETAEU OIOPOPETIKWV
EVAANOKTIKWY KATAOTACEWY TTOU UTTOPOUV va odnyroouv o€ éva atmoTéAeopua. Méow
NG availuong Ba TmpooTrabricoupe va dlgpeuviooupde n UTTapén TToIWV OPAdwWYV
evOIaQEPOVTWY TWV XPNOTWV odnyei oe uwnAdTepn Babuoloyia Twv Eevodoxeiwv.
TéNog Ba eEeTacBoUV BIOPOPETIKEG TTIOAVEG £QAPUOYEG TWV OEOOUEVWV TTOU €£XOUV
onuioupynBei atrd XproTeS , EKTOC Twv cuoTUATwyY cuoTaong. KaBwg Ta dedopéva
TTApEXOUV TTANBOG TTANPOPOPIWYV OXETIKEG PE TOV TPOTTO AgIOAOYNONG TWV {EVODOXEIWV
atrd TOug XPNOTES , €ival dUVATA N TTPAYMATOTTOINGN avAAUONG avTaywVIOHOoU Kabwg

Kal N BeATioToTToiNON TNG EUTTEIPIOG TTEAGTN.

(55]
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Anuioupyia CUGTAHOTOG CUCTACEWYV

Ta duvard atroTeAéopata TTOU TTPOCPEPEl MIA pnxavh avalntnong oto dIadikTuo
OXETIKA PE TAgIOIWTIKOUG TTPoOPIoHOUG, Eevodoxeia, eoTIaTépIa, PouaEia gival oiyoupa
TTOAU XPRoIYa yia Tov XpAoTN aAAG gvioTe dUOKOAsUOUV TRV dladikaoia AQWng HIag
amopaonsg AOyw Tou TepAoTiou Oykou dedopévwy. Ta cuoThuata cuoTaong eival
I010iTEPA XPAOIMA OTNV  QVTIMETWTTION TOU OUYKEKPIYEVOU TTPORANAMATOS KaBwG
MTTOpOUV va TTapEéXOUV TIPOTACEIC OTov XpPnoTtn , PAcel Twv TTPOCWTTIKWY TOU
TTPOTIUACEWY Kal evOIa@ePOVTWY. Ta oucoThpaTa oUcTaong ME €QApUOyr OTov
TOUPIONO OTOXEUOUV VO QVTIOTOIXAOOUV TIG GVAYKEG TWV XPNOTWV PE EVOANOKTIKEG
OuvaTég TTPOTACEIS , ASIOTTOIWVTAG TNV aAvaTpo@oddTNoN TTou €xel ©00¢i oTo oUOTNUaA
atro TTPOYEVEDTEPN TACIBIWTIKI EUTTEIPIA TOU XPROTN. 'Epeuveg éxouv Seiel OTI 0 TPOTTOG
ETMAOYAG TTPOOPICHOU KAl Ol TIPOTIMNACEIG TWV XPNOTWV avagopikd Pe 1o Tagidl Toug
BaciCovtal oe TTOAAATTAOUG TTAPAYOVTEG , OTTWG TNV TTPOCWTTIKOTNTA TOU XPrOTN Kal

TIPONYOUNEVEG EUTTEIPIES.

MepiexOuevo TTOoU €xel dnuioupynBei atmd XpHOoTeG cival KABE Pop@PNG TTEPIEXONEVO
OTTWG KEiUEVO, €IKOVEG, Bivieo TO OTToi0 €xel dnuooleuBei atmd Toug XPHOTEG OTO
dladiktuo. H avdAuon kal aglommoinon Tou TTEPIEXOMEVOU  QUTOU  UTTOPE  va
OnuIoupynoel véa gpyalgia Kartavonong Twy avaykwy Twyv KATavaAwTwy Kadwg Kal
vEOUG OI000UG ETTIKOIVWVIAG ME TOug KaTtavaAwTtég. H onuacia alommoinong tou

TTEPIEXOUEVOU dlapaiveTal EEkABapa oTa TTapakdTw dlaypduuaTa.

Do you read online reviews for businesses?

= Yes, always = Yes, regurarly Yes,occasionally = No, never

(source:statista.com, USA, 2017)
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MocooTd XpnoTwy d1adIKTUOU TTOU dnUOCIEUOUV TTEPIEXOUEVO avA NAIKIAKA oudada
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(source:statista.com, USA, 2017)

To 2018 10 55,1% TOU TTAYKOOMIOU TTANBUCOU €ixe TTpdofacn oOTo dIadiKTUO KAl TO
86% Twv KatavoAwTwv OIaBAgel KPITIKEG XPNOTWV YIa ETTIXEIPAOEIG KAl TTPOIOVTA .
MapdAAnAa 10 86% TwV KATAVOAWTWY EUTTIOTEUETAI, OE KATTOIO BABNO, TIG KPITIKEG
XPNOTWYV oAV TTPOCWTTIKEG CUCTAOEIG, HE TO 45% €& auTWV va TIG EPTTIOTEUETAI évTOVA.
To 2021 avapévetal TTePICCOTEPOI ATTO 2,14 dloeKaTOUNUPIa AVOPWTTOI va ayopdoouv
TTPOIOVTA Kal UTTNPEoieg PEow OladikTuou. To evilO@EPOV OTOIXEIO TTOU KABIOTA TO
TTEPIEXOPEVO dNIoUPYNHEVO aTTd XPNOTEG BAON TNG CUYKEKPIMEVNG avAAuong Kal
10aviké yia a&lotroinon o€ CUCTANOTA CUCTACEWV gival OTI QUEAVEI TNV EUTTIOTOCUVN
TWV KATAVOAWTWV yia TNV ayopd evog TTPOoIOGvTog Katd 73% Kal PEATILOVEI TNV
avatpo@odoTnar Toug Katd 71% . TéAog 10 73% Twv KATAvVOAWTWY dnAWvel OTI
EMTTIOTEUETAI TTEPICOOTEPO HIA ETTIXEIPNON €AV dIARAOEI BETIKEG KPITIKEG VW TO 50% OTI
eumoTelETAl ANIyOTEPO  pIa €TTIXEipNON  €Aav  dlaBdoel apvnTIKEG KPITIKEG.  Zav
OUMTTEPACUA TO TTEPIEXOMEVO TTOU dnuIoupyEiTal amd XpHoTeg oTo OladikTuo €ival

TIPWTOTUTTO, EVOIGPEPOV Kal ETTIOPA TTOAAGTTAWG OTOUG KOTAVOAWTEG.
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MeAéTn TepiTTTWOONG

O okotég TnG epyaaiag eival n avdAuon Kal aglotroinon Twv evoIoPEPOVTWY TWV
XPNOTWYV HECW TOU TTEPIEXOMEVOU TTOU Ol idI01 €xouv dNPoOoIEUoEl OTO BIAdIKTUO yIa TV
Onuioupyia CUCTAPATOG CUCTACEWY TTOU Ba TTapéxel TTPOTACEIS yia Eevodoxeia . H
TTNYr Tou TrepiEXopévou gival To TripAdvisor. H epapuoyn emAEXONKe AOyw aglotmioTiag
KaBwg d1a06€Tel 661 ekaTOUPUpPIa KPITIKEG Kal 456 eKaTOMPUPIA PNVIAioUG HovadikKoUg
xpnoTeg. MapdAAnAa 1o TripAdvisor aokei évrovn €TTiOpacn 0TOUG KATAVOAWTES KABWG
T0 37% TWV KATOVOAWTWY TTAYKOOMiwG avadntd Tmlavoug TTpoopIchoUg oTnv

OUYKEKPIPEVN €pappoyh Kal TO 10% Twv KOaTavOAWTWY TEAIKA ETTIAEYElI TTPOOPICHO

MEOW QUTAG TNG TTEPINYNONG.

H diadikaacia etmAoynig evodoxeiou eTTnpeddeTal atrd TTPOCWTTIKOUG, WUXOAOYIKOUG KAl
KOIVWVIKOUG TTapAyovTeG. To 22% Twv KATAVOAWTWY ETTIAEYEl TTPOOPICHO TAEIBIOU
Bdaoel Twv diIaBéaipwy Eevodoxeiwy Kal yia T0 57% eival onuavtikoé va diapeivouv o€

YVWOTA Kal aglotmoTa Eevodoxeia.

Méco onuavTIKES €ival o1 KPITIKEG XPNOTWY OTAV ETTIAEYETE EEVODOXEIO

= Important (7-10) = Neutral (4-6) = Not important (1-3)

(source: TripBarometer 2017/18, global report)

Mo cuykekpiyéva Ba avaAuBoulv KPITIKEG xpnoTwy atrd To TripAdvisor OXETIKEG JE TNV
dlapovn o€ 5 yewypa@ikég TTEpIoXES. Me Tnv xprion 1o Scrapy £yIve €QIKTA N €gaywyn
10276 kpITIKwV dNUoaIeuBEvTwY aTTd XprRoTeS. ATTO Ta apxikd dedopéva ATav yvwoTd
0 TITAOG TNG KPITIKAG, TO OVOUA XPrOTN, N TOTTOBETia Tou XProTN, N KPITIKA, N ETTWVUIa
Tou &evodoxeiou, n TotroBecia Tou {evodoyeiou kal n BabuoAoyia TTou €ixe dWOEl O

XPAoTng.
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TotoBeoia xprRoTn: 35 xwpeg, Kupiwg atrd TNV EupwTn

ApiBuég xpnoTtwv: 10276

ApiBu6g Eevodoyeiwv:4153

TomoBeaia Eevodoxeiwyv : ABriva, Mukovog, Kpntn, ©@cocoalovikn, Pwun
Katnyopia ¢evodoxeiou: 4 kal 5 katnyopiag

BaBuoAdynon: eviaBdbuia kAipaka Likert

To mpwTo BANA TNG avaAuong cival n egaywyr AEewv-KAEIBIWY aTtTd TIG KPITIKEG. OI
AEEEIG-KAEIBIA avayvwpilouv TIG BACIKEG TTANpogopisg KABe KPITIKAG, fonbouv oTtnv
oUYKpPIoN TWV KPITIKWYV Kal KaBIoToUV EQIKTH TNV dnuIoupyia Tou TTPOQPIA TWV XpNOTwWV.
Me Tnv xprion TG €@appoyAg online-utility.org Ptmopouue va AavoAUCOUPE TNV
OuUXVOTNTA EPPAVIONG AEEEWV OTO OUVOAO TWV KPITIKWY , Ol 0TToieg e€eTGlovTal oav Eva
evigio keipevo. O TTapAKATW TTivakag Oixvel TNV ouxvotnTa €u@AvIoNS KATTOoIWV

EVOEIKTIKWY AEEEWV OTIC KPITIKEG,

Word Total number
Staff 6233
Breakfast 5103
Food 2877
Pool 2703
Clean 4171
Beach 2067
Restaurant 3190
Service 2468
Area 2156
Location 3176
Bar 2418
Walk 3273
Reception 1710
Sea 1514
Bathroom 1556
Bus 1861
Located 1018
Dinner 917
View 3005
Balcony 843
(59]
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Mapadeiypatog Xapiv amd TNV TTAPAKATW KPITIKI) MTTOPOUME va £EAYOUME TIG AEEEIG-
KA€1d14 Location, bed, sleep, terrace, drink, breakfast, staff.

2Tn OUVEXEID O1 AEEEIG-KAEIDIG opadoTroloUvTal Kal axnuarti¢ovral ol €€1¢ 9 KaTnyopieg,

TTOU TTEPIYPAPOUV TA EVOIAPEPOVTA TWV XPNOTWV.

10) Location: location, area, located, walking, walk, metro, car, airport, bus

11) Food: breakfast, dinner, menu, food, restaurant, bar, drinks

12) Service: service, staff, reception

13) Cleanliness: clean, cleanliness, dirty

14) View: view, balcony, window

15) Beach & Pool: beach, pool

16) Amenities: spa, gym

17) Facilities: tv, wifi, Wi-Fi, bathroom, parking, elevator, lift, air condition, kitchen,
facilities

18) Bed: bed, sleep, mattress, pillow

AvalnTwvTag TIG AEEEIG—KAEIDIA 0€ KABE KPITIKI) JTTOPOUUE VA KATAVOHOOUUE TO TTPOPIA
TOU KGBE pepovwpévou XproTn. Eeapudlovtag auThv Tnv TTpooéyyion o XprRoTng , Tou
OTTOIOU N KPITIKF ava@EépBnKe vwpiTePA , EVOIAQEPETAI YIa TIG KATNyopieg location, food,
service, view, facilities. AvrtioToixa, avaAvovtal kai ol 10276 KpITIKEG Kal
KatnyoplotroloUvTal avaAoya. To mapakdtw Oldypouua Ocixvel TTOOEG KPITIKEG

avAKouv o€ KABe kartnyopia.

Bed

Facilities
Amenities
Beach & Pool
View
Cleanliness
Service

Food

Location

o

1000 2000 3000 4000 5000 6000 7000 8000 9000

(60]
Mavoutoog-ApxovTig Mavayiwtng 2018-2019



ATHENS MBA Tourism Recommendation System

Méow TG OTaTIOTIKAG avAAUCNG TWwv OTOIXEIWV  TTPOEKUYAV  ONMUAVTIKEG
OlapoPOTTOINCEIG TOOO GTNV EUPAVION KABe KaTnyopiag evaiapepdvTwy ava Katnyopia

gevodoyxeiou, 600 Kal avd TTPOOPICHO.

90%
80%
70%

60%
50%
40%
30%
| ‘ II“I‘IH
10%
0 lal 1L EAF

o
O
P <<

X

B Athens m®Crete ™ Mykonos Rome M Thessaloniki ™ Average

lMNa Tnv dnuioupyia TOUu MOVTEAOU €evOIAQEPOVTWY TwV XPNoTwv Ba TIpETTEl va
utroAoyi00ei n opoIdTNTa TwWv eVOIAPEPOVTWY. O uTTOAOYIONOG PacifeTal oTOV
ouvTeAeoT) ouoxETiong Pearson. O ouvteAeoTAG ouoxETiong Pearson egival +1 o€
TEPITTITWON Miag TEAEIOG AUEONG YPOAPMIKAG OXéong, -1 oe TepiTTTwon piag TéAElag
@Bivouoag (avTioTpoPng) YPOUUIKNAG OXEONG Kal KATTOIA TIMA METAEU -1 ka1 1 o€ OAeg
TIG GANEG TTEPITITWOEIG, TToU Oeixvel TO BaBud TNG YPAPMIKAG EAPTNONG HETALU TWV
peTaBAnTwy. Oco 1o KovTd €ival 0 ouvteAeoTAG oT0 1, TOOO I0XUPOTEPN Eival n
OUOXETION PETAEU TwV PETARANTWV.

Degree to which X and ¥ vary together
Degree to which X and ¥ vary separatelv

xy =

_ Cov(X,¥)
V/Var(x)/Var(7)
> (i — B — )

i=1

TR R

i=1

YTtroAoyifovtag Tov OUVTEAEOTH CUOXETIONG Pearson Tou XprjoTtn Xy ME OAOUG TOUG
UTTOAOITTOUG XPAOTEG TTPOKUTITOUV Ta €€NG atmoTeAéopaTta. 55 XpAOTEG £xouv TEAEID
YPAPUIKA oxéon (r=1) , Exouv dnAadn akpIBwg Ta idla evOIPEPOVTA PE TOV XPNOTN Xy.
MapdAAnAa uttdpyouv 2262 xproTeG e OUVTEAEDTH ouoxéTiong peTagu 0,5 kai 0,7 Kai
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358 xpnoteg pe ouvteAeoTn cuoxétiong uetacu 0,7 kar 1. Eivar onuavtikd va
emonuaveei 0TI N ouoxXETIoN TWV EvOIOPEPOVTWY UTTOAOYIoONKE Xwpic va Adfouue
UTTOWIV TOV TTPOOPITHO, TOV OKOTTO Tou Tagidiou n Tig BabuoAoyieg Twv Eevodoxeiwv.
Me Tov id10 TPpOTTO PTTOPOUHE va €CETACOUNE TIG KPITIKEG OAWV TWV XPNOTWV Kal VA

OMAdOTIOINCOUNE TOUG XPROTEG aVAAOYQ.

2€ autd TO onueio Ba TTPETTEl va €GeTACOUNE TIG BaBuoloyieg Twy Eevodoxeiwv TTou
éxouv 008¢i atTd XpHoTeg e uYnAS ouvteAeoTr ocuoxETiong (r>0,7) yia va kataAfgoupe
€AV ATTOTEAOUV ETTITUXNUEVEG TTPOTACEIG TTPOG Tov XproTn. Otav évag advBpwTrog
BaBuoAoyei éva avrikeipevo , OTTWG €va EevodOXEIO, UTTOKEIUEVIKOI TTAPAYOVTEG
uTTEIoEPXOVTal Kal eV gival TTavToTe {ekdBapo v £xel Babuoloynoel BETIKA , apvnTIKA
r oudétepa. Mpokeiuévou va aflohoyfoouue Tnv BaBuoAoyia Tou KaBe {evodoxeiou Ba
TNV OUYKpivouue Pe TNV hEon BaBuoAoyia. H pyéon BabuoAoyia Twv Eevodoxeiwv atrd
Toug 412 xproTteg e uwnAd cuvteheoTn cuaxémiong (r>0,7) eivar 3,93 evwy atmd Toug

XPAOTEG PE TEAEID YPOUUIKA oxéon (r=1) 3,53.

Review * |Full Revi( * |Rating |~ |Hotel's * | Locatio ¥ |[Food | Service * | Cleanli| * |View | ¥ Beach& = Amenil v Facilitic*|Bed |+ correl |-T

themish  Nice. Brillia 5 of 5 bubk The Ziller: 1 1 1 0 1 0 0 1 1 TRUE
holidayfar My husbanc 3 of 5 bubk SENTIDO f 1 1 1 0 1 0 0 0 1 0,790569
etrev28 | amfinding5 of 5bubk Mykonos | 1 1 1 0 1 1 0 1 1 0,755929
ArjayR  You will be 5 of 5bubk Kouros He 1 1 1 0 1 0 0 1 0 0,790569
EllenF  Thiswas on 5 of 5bubk Hermes M 1 1 1 0 1 0 0 1 1 1
maggie19(Spent 3 nigt4 of 5 bubk Areos Hot 0 1 1 0 1 0 0 1 1 0,790569
Stayed here 3 of 5 bubt Manoulas 1 1 1 0 1 1 0 1 1 0,755929
hannahpr: Currently st 5 of 5 bubk Berg Luxu 1 1 1 0 1 0 1 1 1 0,755929

Me auTtAv TNV TTPOCEyyIon PTTOPOUNE va TTPOTEIVOUNE Eevodoxeia aTo XpnoTn , BAoel
TWV EVOIAPEPOVTWY TOU , 0 5 TTepIoyES . MNapadeiyuarog xdpiv, otnv Oeooalovikn
uttapxouv 10 &evodoxeia TTou Taipiafouv OTIG aVAYKEG TOU Kal £Xouv agloAoynBei TTavw
atd 3,93. Puoikd gdv uthpxav TTEPICOOTEPA OEBOUEVA YIa KABE XPrioTn TO TTPOPIA

Tou Ba ATaV MO OAOKANPWHEVO KAl OI CUCTACEIG TTIO AKPIPREIG KAl XPrOIUEG.
AvdAuon cuvaiocBnuarog

O 6pog avaluon cuvaicBruarog (sentiment analysis) ava@épetal otnv €gaywyn
ouvaioOnudaTwy, aTTOWPEWV Kal oTdoewv aTTd £yypaga Kelpévou. O Bacikdg oTOX0G TNG
avaAuong cival n eUpean Kal XOpPaKTNEIOPOG TNG TTOAIKOTNTAG TOU KEIUEVOU YIO TNV
KATavonon TnG 0TACNG TOU OUYYPAPEA EVAVTI TOU QVTIKEIMEVOU TTOU TTEPIYPAPETAI EVTOG
TOU Kelgévou. H ouykekpigévn avaAuon eival 1I0IITEPWS XPHOIKN OTNV TTEPITITWON
dedopévwy TToU atroucidldouv ol BaBuoloyieg Twv XpNOoTWV yia Ta evodoxeia, OTTwG
yia TTapddelyua pia agloAdynon oto Facebook. KaBe TAnpogopia evidg evog KeIévou

MTTOPED va KaTnyoplotroinBei og yeyovota i ammoyelg. Meyovog eival pia dAwaon TTou
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pTTOPEl va atmodeixBei cwotn A AavBaopévn. AvtiBeta atToyn €ival n ékppacn Twv
ouvaioOnudatwy evog avBpwTtrou Kal Oegv emOEXeTal aTmoOdeiEn. H yvwun evog
avBpwTtiou ptTopei va Baciletal oe yeyovoTta  cuvaloBriuata Kai givar ouvbwg

UTTOKEIMEVIKI).

H avaAuon ocuvaioBriuartog éxel duo TTPORARUATA TTOU KAAEITAI va TTIAUCEL. TO TTPWTO
gival n Tagivéunon Tou Kelpgévou e BAon TNV UTTAPEN 1 ATTOUCIA UTTOKEIYEVIKOTNTOG
aTré TOV oUYYPAQPEQ TOU KEIPEVOU Kal TO DEUTEPO N TagIivounon BAcel TNG TTOAIKOTNTAG
TOU KEIPMEVOU. ZTNV OUYKEKPIPEVN epyaaia Ba eTTIKeVTpwBoUUE oTnv Tagivounon Paoel
TNG TTOAIKOTNTAG TWV KPITIKWV. KaBwg n TTOAIKOTNTA CUOXETICETAI UE CUVAICBRUATA Ol
KPITIKEG Ba KaTnyoploTToinBouv pe Bdon Ta ocuvaioBnuaTa TTou EKYPEAlouV o1 XPHOTES
OTIC KPITIKEG TOuG. 'Eva ouvnBicpévo TTpoBANua TTou avakUTTel oTn avaAuan givair ot
o1 Aé€eig utTropei va €xouv TTOANATTAEG epunveieg avaAoya Pe Tnv Xprion Toug Kal Toug

OKOTTOUG TOU OUYYPA®EQ.

Auo e@apuoyég Ba XpnoiPoTroinBouy yia Toug OKOTToUG TNG Epyaciag , To MonkeyLearn
Kol To LEXALYTICS. To MonkeyLearn diaxwpiCel TIG KPITIKEG O€ BETIKEG KAl APVNTIKEG ,
evwy 70 LEXALYTICS 116 dlaxwpiel o€ BeTIKEG, apvnTIKEG Kal OUDETEPEG. O TTAPAKATW

TTiVaKAG OEIXVEI TNV KATNYOPIOTTOINCN TWV KPITIKWV HECW TNG XPAONS TWV EQOPHUOYWY.

Full Review ~ | Rating ~ | Classification Confidence Classificatior Confidence
Nice. Brilliant location opposite the 5 of 5 bubbles Positive 0.999 positive 0,535
The upscale hotel Daios has much 4 of 5 bubbles Positive 0.901 positive 0.277
Nice hotel with friendly staff and free 4 of 5 bubbles Positive 0.992 neutral 0,204
I love this hotel, stayed here last ye 5 of 5 bubbles Positive 0.999 positive 0,556
Good Hospitality & Friendly Recepc5 of 5 bubbles Positive 0.978 positive 0,603
If you want a hotel walking distance 3 of 5 bubbles Positive 0.873 positive 0,465
We stayed at San Antonio Summel 2 of 5 bubbles Negative 0.922 neutral 0,033
We stayed in a Panoramic Double 13 of 5 bubbles Negative 0.999 neutral 0,051
It was unbelievable experience!! Ver5 of 5 bubbles Positive 0.976 positive 0,985
We've just spent a week here and ¢ 5 of 5 bubbles Positive 0.997 positive 0,332
Wow....... what can we say to give y 5 of 5 bubbles Positive 0.997 positive 0,617
A nice hotel with lowely interior and 4 of 5 bubbles Negative 0.639 positive 0,315
Mykonos should be so proud for ha'5 of 5 bubbles Positive '1 positive 0,548

MapdAAnAa dnuioupynBnke éva Aegikd atmd 75 BeTikég kal 35 apvnTikég AEEEIG TTOU
TTPOEKUWAY OTTO TNV ETTEEEPYACIA TWV KPITIKWYV. To Ae€IKS eutTepIéXEl AECEIC TTOU EXOUV
YeVIKA KaBopiopévn TTOAIKOTNTA aAAd Kal AEEEIG TTOU TTPOEKUYAY OTTO TO CUYKEKPIKEVO
oUvoAo dedopévwy. H 1déa TTiow atrd autrv TNV TTPooéyyion €ival va XpnoigoTroin8ouv
Ol TTI0 OUYXVEG AEEEIG TTOU UTTAPXOUV OTIG KPITIKEG KAl EKQOPACOUV TTOAIKOTNTA Yia va

KOTNyopIoTroinBouV oI KPITIKEG.
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Me Tnv xprion Tng epappoyng online-utility.org katapeTpouvTal o1 AEEEIC Kal uTToAoYiZeTal
N ouxvoTnTa EPQAVIOAG TOUG. 2TV CUVEXEIa Xwpilovial o 2 Katnyopieg. H Tpwtn
Katnyopia £xer 75 BeTikEG AECeig kal n OsuTepn 35 apvnTikég. O TTAPOAKATW TTiVAKOG

Oeiyvel TIG TTI0 OUXVEG AEEEIC avd KaThyopia.

Positive words Negative words
Good Small

Great Problem

Nice Noise

Lovely Busy
Friendly Wait

Well Poor

Helpful Noise
Amazing Disappointed
Excellent Unfortunately
Best Fault

Katauetpdral n ePg@avion Twv Aéewv KABE KaTnyopiog o€ OAEG TIG KPITIKEG Kal
utroAoyidetal To dBpoioua k&b katnyopiag avd kpiTikr). O Trivakag deixvel TNV ENEAvIoN

EVOEIKTIKWYV BETIKWV AECEWV OE PHEPOG TWV KPITIKWV.

Full Review - |good ~|great |~ nice |~ clean |~ lovely  ~ friendly~ well |~ helpful ~ amazin ~
Nice. Brilliant location opp ~ TRUE TRUE TRUE FALSE FALSE TRUE FALSE FALSE FALSE
The upscale hotel Daiosha  FALSE FALSE FALSE FALSE FALSE FALSE TRUE FALSE FALSE
Nice hotel with friendly st FALSE FALSE TRUE FALSE FALSE TRUE FALSE FALSE FALSE
I love this hotel, stayed he  FALSE FALSE FALSE TRUE FALSE FALSE FALSE FALSE TRUE
Good Hospitality & Friendl"  TRUE FALSE FALSE FALSE FALSE TRUE FALSE TRUE TRUE
If you want a hotel walking  TRUE FALSE FALSE FALSE FALSE TRUE FALSE FALSE FALSE
We stayed at San Antonio ¢ TRUE FALSE FALSE FALSE FALSE TRUE FALSE FALSE FALSE
We stayed in a Panoramicl  TRUE TRUE FALSE FALSE FALSE FALSE FALSE FALSE FALSE
It was unbelievable experi  TRUE TRUE FALSE FALSE TRUE TRUE TRUE TRUE FALSE
We've just spent aweek he  FALSE TRUE TRUE FALSE TRUE FALSE FALSE TRUE TRUE
Wow....... what can we say®  FALSE FALSE FALSE FALSE FALSE TRUE TRUE TRUE TRUE
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O1 xpAoTeg didkevTal BeTIKA EvavTl Twv evodoxeiwv, KaBws 10 81% €& auTtwv Exel
onuoaoieuoel BeTIkr KPITIKA.1000 Tu)Xaieg KPITIKEG Ba xpnoiuoTroinBouv SoKIaoTIKG yia
va eEeTAOOUE TTOIOG gival 0 BEATIOTOG Kavovag. Ao TiG 1000 kpiTikéEG 11 dev £xouv
katroia OeTIkA AéEn kai 431 dev €xouv KATtTola apvnTiKA. ATTO TIG 431 KPITIKEG XWPIg
apvnTikr AéEn povo oTig 41 éxouv agloAoynioel ol XprioTeg Ta Eevodoyeia apvnTika. H
uTTOBe0N TTOU £EETACETAI €ival €AV aPAIPECOUNE TO GBPOICUA TWV ApPVNTIKWY AEGEWV
amd 10 ABpoIoPA TwV BETIKWV KAl OUYKPIVOUUE TO QTTOTEAEOUO ME Eva KATWEPAI
(threshold), yTTOpOUUE VA KATNYOPIOTTOINCOUWE TNV KPITIKA BETIKA i apvnTikd. MNa va
oxnuaTioTel 0 Mo aT1rodoTIKOG Kavovag Ba eEetacBbouv 4 kKatw@Aia kal Ba yivel

avTiITapaBoAn ye TiIg BabuoAoyieg TTou £xouv dWOEl Ol XPAOTES OTa {EvodoxEia.

e SUMp—SUMK>6
e SUMp—SUMK>5
e SUMp—SUM>4

e SUMp—SUM>3

Positive Reviews

100%
80%
60% /
40% —_

20%

0%
sump —sumn>6 sump —sumn>5 sump —sumn>4 sump —sumn>3

== Recommend Not recommend

Negative Reviews

100%
80%
60%
40%

/

20%

0%

sump —sumn>6 sump —sumn>5  sump —sumn>4 sump —sumn>3
== Recommend Not recommend
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H mpwTn TTapatipnon givai 4Tl 0 Mo amodoTIKOG KAVOVAG VIO TIG BETIKEG KPITIKES €ival
0 Sump —sumy>3 emreIdr emMoTPEPEl TO 80% Twv BETIKWV KPITIKWYV. AVTIOTOIXA O TTIO
atrodOTIKOG KavOvag yia apvnTikEG agloAoynoeIg €ival 0 sump —sumy>6 Kabwg

EMOTPEPEI 9% TWV KPITIKWV.

Recommended | Rejected
MonkeyLearn 891 109
sumg,.sumy, >3 708 292
sump—sumy>4 | 572 428
sump—sSum,>5 | 472 528
sumpy—sum,>6 | 347 653

AgloAoynon amoteAeouATWY

Mpokeiyévou va agIOAOYAOOUUE T CUCTAMATO CUCTACEWV KAl TNV ETTITUXIA TWV
TTPoBAEYewy Ba XpnoIMoTToINBOUV OI HETPIKEG TTOIOTNTAG TWV ATTOTEAEOUATWY

avakAnon (recall) ,akpifeia (precision) kai F-score.

o t
Precision = P
tp+ fp
t
Recall = — £
tp+ fn

precision * recall

Fl =2+ precision + recall
Precision Recall Fl-score
MonkeyLearn 0,84 0,94 0,88
sump.sumy, >3 0,90 0,80 0,84
sump—sumy >4 0,92 0,66 0,77
sumy—sumy >5 0,93 0,55 0,69
sump—sumy >6 0,94 0,41 0,57
(66]
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To MonkeylLearn éxel 10 upnAoTepo F-score(0,88), akoAouBoupevo atrd 10 Kavova
sump.sum, >3 (0,84), aAAd n akpifela Tou gival N XapunAdTePn atmmd OAOUG TOU KAVOVEG
TTou dokiyaoBnkav. EEetdloviag atmokAEIOTIKA TO F-score Ba £TTpette va e€TMAEYED N
epapuoyl MonkeyLearn.O okomog Opw¢ Twyv ocuoTnudtwy ouoTtaong eivalr va

TTAPEXOUV OTOUG XPNoTeG 600 TO dUVATAV TTIO AKPIREIG TTPOTACEIS .

MNpokeINEVOU va EKPETAANEUTOUE TA TTAEOVEKTHATA TWV dUO KAAUTEPWY TTPOCEYYICEWV
, éva VEO UTTOdEIYUa ouvaloBnuaTikAg avaAuong UAOTToIEiTal , TO OTTOIO €ival oUvBeo
TWV atmmoTeAeopdTwy Tou MonkeylL earn kal Tou Kavéva sum,.sumy, >3. Méow auTAg TNG
ouvBeong o XpAoTNnG Ba pTTopEi va eTTIAEYEI AVAUETO O€ TTEPICCTOTEPA OTTOTEAECUATA N

MeYaAUTEPN aKpiBela TwV ATTOTEAEOUATWV.

H cuvaioBnuaTiki avaAuon he TNV Xprion Tou AeSIkoU gixe KaAUTEPA ATTOTEAETUATA OTTO
TO QAVOUEVOUEVO, TAEIVOUWVTAG TIG KPITIKEG ME HEYAAN akpiBeia. H ouykekpigévn
TTPOCEYYION OPWG TOEIVOUET TNV KPITIKA Ooav oUVOAO Kal dev UTTOpEl va OIaKPIVEl
EMPEPOUG oToIxEia TNG. MNapadeiypaTog Xapiv £vag XproTng UTTOPET va €XEl EKQPACTET
TTOAU BETIKA yIa TNV eUTTEIPIA DIAPOVAG TOU OTO Eevodoxeio aAAG va gixe oxoAIGoel OTI TO
TTPWIVO ATAV KATWTEPO TWV TTPOCDOKIWY Tou. Me Thv TTapolca eQpapuoyr Tou AEgIKou
O¢ev gival @IKTA N agloAdynon TG TTOAIKOTNTAG avd katnyopia. ‘Evag mlavog 1poT1og
eTTiAuONG TNG aduvauiag auThG gival Je TNV EQapPoyn evOg VEOu Kavéva TTou Ba YeTPdEl
TNV amooTaon AEEewv HE yvwoTh TTOAIKOTNTA atmd Aégeig-kAeidid. O kavévag Ba

MTTOpOUCE EVOEIKTIKA VA Eival:
(location) near (excellent, good, great)
(food) near (bad, horrible, awful)

Me autdv Tov TpOTTO Ba PYTTOPOUCANE VO KATAVOROOUNE TNV OTAGN TOU XPAOTN yia TIG
EMUEPOUG KATNYOPiES. MapdAAnAa pia akdun Tpoogyylon TTou mlava Ba BeATiwve Ta
atroteAéopaTa €QAPUOYAG Tou AggIkoU egival va TTpocBéooupe Bapn OTIG AEEEIC.
Mapadeiypatog xapiv , ol AEEEIG KAAOG Kal ECAIPETIKOG TTEPIYPAPOUV Kal O dUO BETIKA
ouvaioBiuara, aAAG n AéEn e€aIpeTIKOG gival TTOAU TTiIo éviova BeTIkr). Edv kai o1 duo
AEECEIG €xouv TNV idia agia uttoTiudTal n onuacia Tng évraong Twv AéEewv .Me Tnv xprion
Twv KataAANAwv Bapwv oce K&OBe AEEn avapéveralr va BeAtiwBei n akpifeia Tou

OUCTANOTOG CUCTACEWV.
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ZUCTAMOTO CUCTACEWYV ME BAON TO TTEPIEXOUEVO

Ta ouoTAPOTA TTPOTACEWY WE BACN TO TTEPIEXOPEVO AGIOTTOIOUV TO TTEPIEXOUEVO TWV
AVTIKEIMEVWY VIO va TTPORAEYOUV TNV OXEON TOUG HE TO TTPOQIA Tou Xpriotn. Kdabe
UTTOWNQPIO AVTIKEINEVO O€ PIa BAon OedONEVWY BIABETEI KATTOIO XOPAKTNPIOTIKA TTOU TOU
meplypdgouv. TMNa  TTapddeiyya o€ éva oUOTNUA OUCTACEWV yia BiBAia Ta
XOAPAKTNPIOTIKA TTOU UTTOPOUV VA XPNOIKOTToINBoUV gival 0 CUYYPAPEG ,TO £TOG £KOOONG,
TO €ido¢ TOU PBIBAIOU. 2Tn Ouvéxela TO ouoTnua TrpoTeivel BIBAIG pe TTapduola
XOPAKTNEIOTIKA pe BIBAIa TTou 0 XpHoTng €xel AdN aglohoynoel. H opoidtnta Twv

XOPAKTNPIOTIKWY UTTOAOYICETAI UE TOV OUVTEAEDTH) CUOXETIONG Pearson.

H xprion Tng Ouykekpiuévng TTPOCEYYIONG €ival yia va TTPOTEIVOUPE OTOV XPAOTN
cevodoxeia pe TTapoduoIa XapaKTNPIoOTIKA Je auTd TTou £xel RON diaueivel kal aglohoyroel
BeTIKA. 'Eva ouvoAo 200 evodoxeiwy Ba e¢eTaoBei oav TTapAdeyua yia TO TTWG SOUEITal
éva ouoTnua TTPOoTAcEWV e BAon To TTEPIEXOPEVO. H e0pean TWV XOPAKTNPIOTIKWY TWV
cevodoxeiwv Eyive péow Twv epapuoywy TripAdvisor kal Booking.Ta cuykpivoueva
XApakTNEIoTIKA cival Breakfast included, Location, kitchen facilities, Air-conditioning,
Airport shuttle, Parking, Front desk 24/7, Restaurant, Double Bed. Edv 10 {gvodoxeio
OIaBETEl TO £EETACOPEVO XAPAKTNPIOTIKO dideTal N TIUA 1 0T KaTnyopia, aAAiwg n Tiun 0.
O xpnoTtng xy éxel dlaucivel o€ éva ¢evodoxeio 4 aocTépwy otnv ABAva. Emmopévwg Ta
dlaBéoipa Eevodoxeia Ba TagivounBouv avoAdyws. BAoel Twv XAPAKTNPIOTIKWY TOU
&evodoyeiou X1, TO OTT0I0 £xel agloAoyNnBei atrd TOV XpHoTn Ta {EVOBOXEIQ YE TA TTIO OOIA

XOPOKTNPIOTIKA €ival OTOV TTAPAKATW TTivVaKa.

Hotel's Name * |Hotel's Location |-T|Hotel's Class |~ | Correlation |-T
X1 Athens 4 Stars

X51 Athens 4 Stars 0,661437828
X134 Athens 4 Stars 0,661437828
X135 Athens 4 Stars 0,661437828
X140 Athens 4 Stars 1
X195 Athens 4 Stars 1
X199 Athens 4 Stars 0,661437828

Bdoel Tng opoidTNTAG TWV XAPAKTNPIOTIKWY , 7 EEVvOdOoXEia uTTopoUV va TTpoTabouv oTov
xpnoTn. EvotmoiwvTtag 1a atmmoTeAéopaTa Twv CUCTNPATWY CUOTACEWV PE BAon TN
ouvepyaaoia Kal To TTEPIEXOUEVO, UTTOPOUNE VO TTPOTEIVOUUE OTOV XPHoTn gevodoxeia
oUPQWva PE Ta TTPOCWTTIKA Tou evlIaPEPOVTA OAAG Kal BACEl TWV XAPAKTNPIOTIKWY
TwV gevodoxeiwv. Méow Tou véou uBPIBIKOU CUCTHHATOG N TTAEOV KATAAANAN TTpdTOON
givar To EevodoxeEio Xigs KOBWG Ta XAPAKTNEIOTIKA Twyv Eevodoxeiwv €xouv TEAEIQ

OuOXETION (r=1) Kal Ta TTPOPIA TwV XPNOTWV UWNA cuoxEéTion (r=0,86).
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2UpTTEPAOMATA

2Tnv TTapouca epyacia  dnuioupyndnke PECW €E€VOAAOKTIKWV TTPOCEYYioEwWV Eva
oUoTNUa cuoTAcEWV HE Baaon TTEPIEXOUEVO TTOU €xEl DNUOCIEUBEl aTTd XPAOTEG GTO
O1adikTUO , YE OKOTTO TNV TTapoxn TTpoTdoewyv yia evodoxeia. Méow Tng e€aywyng
A€WV KAEIBIWV aTTO TIG KPITIKEG KATAYPAPNKAVY KAl KATNYOPIOTTOINONKAV Ta TTPOPIA TWV
xpnotwv. Me Tnv epapuoyr cucTAuaTog oUuoTaong BACIOUEVO OTNV CUVEPYOTIa £YIVE
duvartr n TTapoxn TTPOTACEWY OTOUG XPAOTEG, BATEl TWV aCloAOYACEWY TTOU €iXav KAVEI
AaAMol XpAoTeg Pe TTapopola evdla@épovta. Me Tnv epappoyry CUCTAPOTOG oUOTAONG
Baoel TrEPIEXOUEVOU  UTTOPECANE VO TTPOTEIVOUPE OTOUG XPAOTEG TTAPOUOIWYV
XOPAKTNPIOTIKWY EVODOXEIQ PE eKeiva TTOU gixav AON dlapeivel Kal agIOAOYAOEIG. 2ThV
ouvéxela Trpayuatotroindnke avadAuon TTOAIKOTNTAG TWV KPITIKWY , TTPOKEINEVOU va
TagivounBouv Kai dnuioupynonke Eva As€IKO aTTd TO CUYKEKPIPEVO OUVOAO BEDOPEVWV.
AloAoywvTag TNV epapuoyr Tou Aegikou Kpivetal emiTuxnuévn (F-score=0,84). TéAog
MEOW TTOIOTIKAG KAl TTOOOTIKAG AVAAUCNG £CETACONKE N QITIWANG oX€0oN AVAUECA OE Hid

oudda evdiaPePOVTWY TWV XPNOTWYV Kai TNV Babuoloyia TTou £dwoav oTa {evodoxeia.

MeAAOVTIKA £peuva PTTOPET va eTTIKEVTPWOEL aTnv BeATiwon xpriong Tou Ae€ikou. Méow
NG TTPOOBNKNG Bapwyv ot KABe AEEN Ta attoTeAéopaTa Tou Ae€ikoU avapéveTal va
BeATIwBOUV. MapdAAnAa uttoAoyifovtag Tnv améaTacn Twv AEEEWV KAEIDIWY aTTO AEEEIS
ME YVWwOTH TTOANKOTNTA PTTOPOUME VA KATAVONOOUNE TNV aTAon Tou XproTn yia Kabe

KaTnyopia evoIaQEPOVTOG.
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