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[eptindn

Y auth) TNV SImAeuaTin epyaota, UEAETIUE To TEOBANUA Exudinong Slotdlewy amd Oe-
byporo ye Yopufo. Autd to medlo otatioTirg pdinong etvor eConpETXE YEYOWO OTOUG
TOUELS TNE EXUGUINOTC TROTYACEMY X0 TNG UVAXTNOTG TANEOPORLLY. L€ UTO TO TAACLO
epyactag unodétoupe 6Tt xdmotog hauPBdver aveldpTnta delypoata, To onoio HovTiehoTOL0-
OVTOL WG PETAVETELS 71 OVTIXEWEVKY, TTOU TUEAYOVTOL ATO UL XAUTOVOUT|, TTOU AVTIO TOLYEL
oe eva YopuPndeg mavotnd poviero. Tetowa yvowotd mbavotnd poviéla evon to po-
viého Mallows xau to povtéro Plackett-Luce. ‘Etot, 9€toupe epothuata oyetind pe to
Toca Oelypota efvan amopafTnTo TEOXEWEVOL VoL USTIOUNE TIC TURUUETEOUS TGV XATUAVOUWY
QUTGY, TO %At T6c0o ebvar duvatd vo uddouvue TNV (Blar TNV XUTAVOUT| LOVTIEAOTIOLVTAS
T0 odhua uE dLdpopes f-amoxAioelg, dnwe 1 TV andotacn xaw 1 KL amdxior, %o,
TENOG, AOYONOUUAOTE UE TNV EVVOLX TOU EXTIUNTYH UEyiotne miavogdvelac. Apyixd,
ToEOUGIALOUUE AMOTEAECUOTA OO TNV EXTETAUEVT cpeuvnTxr BiBAoypapio Tévw oTo
uovtého Mallows cuvdudlovtac Uepind xAAoXd ATOTEAEGUATA TNG EQEUVIC OTWE XAl
OPIOUEVA TTOAD TTEOCHUTA.  2TN CUVEYELX, TUPOUCLACOUUE T OIXY| YOG TEWTOTUTY Ep-
yaola, 6Tou EMAELUUE Vol UELDCOUUE TI TANPOYORIES TOU ToEEYOVToL amd Ta DElYUOTA
HOIG X0 VOU AVTYIETWT{COUUE TOEOUOLN EQWTAUATA, OTWE EXEVI TOU TEVNXAY TORAUTEV®.
Y& autd TO TAaiolo, ElodyoLUE xou UEAETAE To k-Set sampling setting yio Tor povTéAQ
Mallows xou Plackett-Luce, enexteivovtog o mporyolueva egeuvnTixd amoTeAEoUTA.
Toutdypova, ewodyouue xou éva dhho povtéro derypoatorndiog pe Vopufo, to povtéio
k-Gap Filling Mallows.
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Abstract

In this thesis, we study the problem of learning rankings using noisy samples. This
statistical learning field is extremely useful in the areas of Preference Learning and
Information Retrieval. The working setting implies that one is given independent
samples, which are permutations of n alternatives, generated by a distribution, that
corresponds to a noisy probabilistic model. Such known probabilistic models are the
Mallows Model and the Plackett-Luce Model. Having drawn the samples, one could
ask questions concerning the sample complexity in order to learn the parameters of
the generating distribution, the ability to learn the generating distribution itself in
various f-divergence metrics, such as the TV distance and the KL divergence, and the
notion of maximum likelihood estimation. At first, we present the extended work on
that framework for the Mallows model combining some classical research results with
some seminal work. Afterwards, we present our own work where we chose to reduce
the information provided by our samples and cope to answer similar questions as the
ones mentioned above. Hence, we introduce and study the k-Set sampling framework
for both Mallows and Plackett-Luce models, extending the previous research results.
At the same time, we introduce another novel sampling model, namely the k-Gap
Filling Mallows model.

Keywords

Statistical Learning, Machine Learning, Learning Theory, Probability Theory, Infor-
mation Theory, Voting Theory, Social Choice, Algorithms and Complexity
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1.1

1. Ektetopévn EAAMVkN MNepiAndn

Atvoupe pio extetopévn eAAnvixr) tepidndmn mou cuvolilel To mEplEydUEVO AUTAC TNG
OLmhwpaTinfc epyaciag. O TUPOUCLAGTOVY GUVOTTIXG Tal TEPLEY OUEVL XGE XEPaAatov,
Ywelg amodetlelc xon TEYVIXEC AETTOUERELES.

Ewcoywnrn

Ou dtdéelc- permutations efvon GUYBLACTIXG AVTIXEUEVA TOU YENCLUOTOLVVTAL X T-
ueEWd amd toug avipnnouc. Ané tny Aedixoypagixr SdTaln Twv ALEwY Wiag YAOCoUC
xoL TNV ©oTdTady adANTIXGY OUddwY o éva TEWTAIANUN UEYEL TIC TEOTWUNACELS EVOC
yeriotn oto YouTube xou Tic amavtioeic plac avalrtnone oto Google, eivor edxolo
XVELS VoL TORATNEHOEL Twe 1 évvola Tng ddtadng 1) Tng xatdtadng-ranking eugoavileton
o€ Eva gURY QAU XUTNYOPLOY UE TOWIAES AVaTaEAC TACELS.

Tautdypova, 0 olYYpEOoVOS XOOUOG -ETOTNUOVIXOS Xt Ur Brwvel pla dvinon tne E-
TOTAUNG TV TTOAOYIOTOV Xat, CUYXEXEWEVY, Wia Expendn Yopw and tnv Emothun tne
Méinone. Amoé tnv neplodo mou o Alan Turing mpoteve Ty ouwvuurn doxipr - Turing
Test [[Turb0], 1950]- , cuoyetilovtog Ty €vvolo TG UNyovAg UE AUTHY TNS YVOONS Xol
Vv mepiodo mou o Arthur Samuel 6pile ) unyoviny| udinon we Tledlo ueAétng mou divet
OTOUC UTOAOYIGTEC TNV IXAVOTNTAL VoL ddatvouy, ywelc va €youy pntd TeoyeouuaTo Tel’
[Samb9], 1959], éyoupe ptdoet oTo oNueio ot uToAoYIo TéC va yivovton (meplaxol Teocw-
mxol Bondoi [TD18], vo napdyouv mpwtotume Sounuéva xelpevo [DP18], xou pouoixd
Tporyoldtor [DP16], vor dnuiovpyolv mivaxeg Lwypogpuic [AELT], amhd mopatnpdvtog
OEDOMEVL XaL TEPVOVTAS plat pdoTn exntaddeuong (training phase),tpocououdvovtac ™me
avdpamvn uddnon.

Avamdpeuxta, 0 ©xO6U0C TV SLUTALENY BV Vol UTOPOVOE VAL NV AAUCY OAYOEL EXEVOY
¢ EmotAung e Mdidnone. Etot, yevwhdnxe o toucag tou Machine-Learning Rank-
ing (MLR). H @uhocogia tou ”Learning to rank” nediou eivon 1 xotaoxeur) LoviéAwY
OLTAEEWY Ylor CUCTHUATA avixTnong Thnpogopiag. To ranking model exnawdedeton ue
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dedoueva, to omtolor ebvar AoTEC amd avTIXEIUEVA T OTIO{0 XATATACTOVTOL UE HATOLO XE\-
Tpto xou “podaivel’ v Slatdooel Véeg AMoTeg amd avTixeiueEva GUUGOVOL UE TOV TROTO UE
TOV OTol0 EXTUOEDTNXE.

Egopuoyéc teétoiwy YoviéAwy umopel xavelc vo mopoatner|oel, yia Topdderyud, o€
recommendation systems. AAyopriuol udidnong avaAlouy TO LOTOPIXG TWY AYORMY
evog TEAGTN Ye oxomd va uddouy’ éva preference ranking xou, émeito, vo mpotivouv
Tapouota tpoldvta. Ev yével, yovtéha MLR unopolyv va yenowonotniolv o tAniopa
Topéwy Omwe To dadixtuo (unyavée avalhtnong), n vrokoyiotxy Broloyia (protein
structure prediction problem), n enelepyooio puowic Yhdoooc xo to Data Mining.

Y1y moapoloa gpyacia, Yo tpocTadNoOUUE VoL UEAETHACOUNE TOAES OTTIXES XAl O-
vTéla autol Tou Tedlou TN EmotAung tne Mdnone. Xuyxexpiuéva, Yo napatneicouue
TEoéTOUC UE Toug omoloug 1 Ocwpla ITavotrtwv ¥ Ytotiotinic, xadde xat 1 Ocw-
olo ITAnpogopiag, evidydnxav otov xdouo twv Alyopiduwy xar tng Ilohumhoxdtnrag,
enextelvovTag To bpta TG Ocwplag Mtatio g Mdnong.

K¥pio IlpéPAnpa

‘Eotw éva obvoho ye n avtixeipeva {a; }7, T onolo umopoly vo dtotaydoiv clupemvo
ue plo petpwer]. o mapdderypa, €otw éva mpwtddinua n ouddwy, 6mou 1 xdlde upio
nodlel pe ¢ dAec (n — 1). Téte, oto téhog Tou mpwTAdAAUATOS, XdmoL Oudd a;,
Yo ebvon T, Hdmota a;, OeUTEET, xox. KM 1 petew olyxpeiong etvar To mAHYoC
Xy e xée opddac. H didtaln auth, éotw mo = (@, > @i, > ... = a;,), HoC
elvan xpu@T xou dev €youpe dueor tpocPoon oe auth. Eueic, dung, emduuolue vo tny
avaxaAOhoude. Autéd Tou pmopolue Vo xdvouue eivon vo Tafpvouye noisy samples ané
ouTh Y xeuEr dtdtaln. Anlady, xdde Oelypo pag etvan plo amd Tig n! dlatdelg xou
1 TOavOTNTAL Vou BELYUATOAELTTAOOUNUE Xdmola OLdTalr cuoyeTiCeTto (is correlated) pe
™V xeuey| didtaln. ‘Etot, urtopolue va xdvouyue sampling xde @opd pio Sidtaln twv
n AVTIXEWEVLY, 1) omolo Ouwe Va €yel Yopufo, and to mavotind poviéio, to onolo
oxohovlel xdmota xotorvour| Ty omolo Yo Y€Aaue vor EEpOUUE.

Baoikd epwtnpata

o Ilowd etvan 1 xoTorvour| mou axoroudel to mdoavotind povtéro; T udlo mdavotntag
avatideton oe xdle pla and tig n! uvnodhgieg dlatdeig-delypoTa;

— Trndpyouv mohhd povtéha oto Learning to rank setting. Eucic Yo aoyohn-
Yolue xuploe ye to povtého Mallows xou 1o Plackett-Luce model, ta onofo
Yo ueAetnUoly GTo ETOUEVO XEPIAOLAL.

® 2TnV TEONYOUUEVT TORAYRUPO AVUPEQUUE TKS UTERYEL Uit XpupT| Bidtadn Tou et
Yupolue vo avoxahbhoupe. Mropolue va uddoude Ty xpugt| dLdTadn xon, av Vo,
mooa Oelypato Vo Yeelao TOUUE WOTE VoL TNV OoVUE PE PEYEAN TdovOTNTA;

— Xe xdie mdavotxd yoviéro mou oplleTton v 0To GUVORO TWV BLUTAEEWY,
OVTIOTOLYOUV XAMOLEC TOPIUETEOL TIOL TO TPoadlopilouy. XTa TEPLOCHTERN
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uovTéAa, pio amd TIC TaPAUETEOUC Elval 1) xpU@Y| BLdTadn TOU XAAOVUUGTE Vol
uddoupe. XtnVv mopolou gpyacio, aoyOAOVUACTE EVOEAEYMOC UE TO EQETNUAL
TI6ca detypota Yo ypetaoTolue OOTE Vo PdouUE TIC XPUPES TUPUUETEOUS
TOU HOVTENOU, UE UeydAn TdavoTnTa;

o Ili¢ oyetileton To mapamdve TedlAnua pe Ty Yewpla Pngogopiog;

— Awfdlovtog o TEOPANUA TOU AVAPEEOUUE TUPATAVY, UTopEl xavelc vor xo-
Taoxeooel plo avtiotolylon petadd tou mpolAfuatog xou uiog dladxactag
dnepogoplauc. H xpupy| didtaln avaroyel oe pio xpupy| amd xowol arfdeia,
utor SudTaln twv umodnelwy uiog exhoyinig ddwoaoiog. Ot xowwviokdyot
wovtehonotoly Tov xde mpopdpo we éva YopuBo yipw and autrhv. Kdie
Inpopodpog €xel ke oTdYO0 Vo pdel auTH TV xELET aAfUELd Xou £ToL 1) Yrpog
anoteAel pla tuyada ueTaBANTA 0ToV YWEo Twv Tavoy dlatdewy. H mio-
VOTIXT| xatavour| Tne Yrigou €yel wg xEvtpo TNy xeugn odfdeio xan avodétel
neplocotepr pdlo miavotnTag o dlatdEec-Pripouc Tou lvor xovTd oTNV Xe-
Ve OldTodn and 6Tl ot Blatdlelg mou améyouy and autr. Ilowd mdavotk
xatavour| oog YUULleL auTh 1) CUUTERLPORT;

1.2 Madnpatikd Oepéha I, 11, 1
1.2.1 "Alyefpo

H Souuxr Bdon twv miovotindy ovtéAny mou Yo avahdGoUlE eival oL BlaTdEelg-Ue TaEoELS
(permutations). H évvota tneg petdeone anotehel pla and tic mo epehetddelc oviotn-
Te¢ Tou x6opou tNg Alyefeac. Mia Sudtaln Twv avTixeévwy evog cuvorou A elvor
wa avtiotoryio amd 1o A 010 A. ‘Eotw A éva un xevd olvolo xou €6Tw Sy 1) GUNNOYT
OV TV petatécewy tou A. Tote 1 Sy elvon oudda pe mEdln Tov ToAATAAGLOCUO
uetodéoewv. H oudda dAwv twv yetadéocwy Tou A ovoudleton GUUPETEXT oudda Yo
ToUg N YopaxTARES xou GUUBOALETL PE Syy.

Autéd mou pog evBlapépel xon Yag elval amopaitnTo WoTE Vo tepLypddoude To mdo-
VoTIXO YoVTELO and to omolo Vo mapdyouue Oelypata, etval var avayOUUE TOV YMPEO TV
UETOIECEWY TIOU TOPOUGCIACOHUE TURATAVE OE UETEIXO YWeo. Anhadr, yectdleton vo
oplooupe plo Evvola améoTaong PETOEY 000 OAVTIXEWEV® TNE Sy,

- Botw 0Vo petabéoeg o, m € S,,. 1Iéoo anéyovy o1 6Vo uetaléoers;

H andvtnon oto gpotnuo owtd dev ebvon povadixy|. Trdpyouv mdpo morhol tpdTOL
VO JOVTEAOTIOLACEL XAVElC TNV ambdoTaoT dLo petodécewy. Ilpwv nepdoouye otny mepl-
Yeop) TV amocTAoEwY, al{CElL Vol avVaPEQOUUE TS TAEOV UUC CUUPEREL VoL OXEPTOUA-
ote Ty xde petddeon oto S, w¢ pla ddtaln twv n otoyelwyv. ‘Etol, yo mo-
edderyue, n petddeon o = (53217%), mou onuaiver T 1 o wavonotet T cuVDTxeg
(1) = 2,0(2) = 3,0(3) = 5,0(4) = 1,0(5) = 4. H yetddeon auth avtiotolyel Ue
Hovadxo TeéTo oty OdTaln 4 = 1 = 2 > 5 > 3 Twv 5 oTolyElwy.
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Oa Aéye 6Tt a =, b, 6tav a umepéyel Tou b oty dudtaln o, dnhady dtav 1 Yéon Tou
a elvon uxpoTepn amd oauTr Tou b :

a>,b < oa) <o(b)

Ocwpia MbavoTHTwV

To mo yerowuo epyaieio Tou yeeldleTon XAVES amd TO XEQPIALO oUTO EfVOL OL AVICOTNTES
OLYXEVTPWOTG xot oLyxexptuéva 1 aviootnta Hoeffding :

Avioétnra tov Hoeffding

Eotw Xy, ..., X, avebdptnregruyaies petafAntés t.w. P[X; € [a;,b)] =
Sp =Y iy Xi. Téte yia kde ¢ > 0, éxoupe:

1. Ag efvar

_2C2
> i1 (b — ai)?)

—2C2
> i (b — a:)?)

P[S, — ES, > (] < exp( )

Kai

P[S, — ES, < —(] < exp( )

Amé Tov GUVBLACUO AUTMY TWV BUO AVIGOTATWY, TOEVOUE:

—2C2 )
2 im (bi — ai)?)

Oa YENOWOTOOUUE GLUYVE AUTAY TNV UVIGOHTNTA Yol VO ATOXTACOUUE QEAYHUTA Yid
TNV OELYUATIX) TOAUTIOAOXOTNTA Yior Tor TpoBArjuaTa udinong mou Yo acyorndolue. Mo
gupelol GUAROYY GAAWY oVloOTATWY cLYXEVTPWONC uropel va Bpedel ato [BS16] .

Enione, xoufux etvan 1 évvola tng amdxiiong uetold 800 pétpwy miavotntag. Mu-
YUEXPWEVAL, avopEPOUUE 500 ATOXMGELS :

P[|S, — ES,| > (] < 2exp(

Total Variation Distance

H mpdytn petpinn amdxiiong etvar 1 oxdhoudr) YT amdoTaong, 1 omola oyetileto
ue v [y vopuo 6Tov yweo mou ouv T u€Tpa TiavoTnTuC.

dry(P,Q) = sup IP(A) — Q(A)|

IoodUvoua, oy let
dry (P, Q) =

Z!P z)|

xEQ

KL Divergence

H Sedtepn petpwnr| 0ev elvan pioe cuVdpTnoT andoTaoNG, ETELDY| OEV EIVOL GUUMETEIXT XAl
mopofdler TNV Terywvixt| aviootnTa. o 0o dlaxpitd pétpa mdavotntog P, Q

> pl log—

zeEX

Dk (P Q) =
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1.3 Oewpiae Unyoyopioc ko Kowwvikic ETidoytg 15

Ocwpio MAnpoyopiog
H avicétnta tou Fano etvar éva dnuogiiéc Yewpentind anotéAecuo Tou Touéus Tng Oen-
oloc ITAnpogopiag mou mapéyel Eva xdtw @edryuo otny avauevouevn Tir tne TV distance
UETAED TOU EXTWNTY Mo Xt TNE TeoryaTixrc xatavourc. TTohhéc moapodhoryéc Tng ovi-
o6tnTag Tou Fano éyouv npoxier otn Bifhoypapio. Ye autrh Ty Simhouatd epyaoia,
Yol yenoLonot\coude TNV axdAoudT) exdoy .

To axéhovdo anotéreoya ogetheton otov Yu.

Aviwoétnra Fano

‘Eotw F uia memepacpévn olkoyévela kKatavouwy T.o.

1. inf dTv<f, g) >a

f,9€F, f#g
2. sup Dgr(f|lg) <b
f.9€F, f#g
Tote eivar : bt In2
a m n
R, (F)>=(1— ———
(F) = 2( In|F| )

To Ry, (F) avTinpooenelet To eAEyLoTO AVIUEVOUEVO GOAAUA OTOLOLBHTIOTE ahybEL)-
Hou udinong 6tay exTeAslTan 0T YEWROTERN DLVATH XoTaUVOUY| amd TNV xAdor F.

Ocwpioe Wnyoyopioc kot Kowwvikng Emihoyic

H dewpla xowvwvixic emhoyhic aoyolelton Ue TNV cuVATEOLGT YVOUEWDV-TPOTWHCEWY UE
otoyo TNV e€aywyr plag xowhc andgaong - and xowol mpotiunong. H avdyxn yu
ouvdipoion mpoTiufoewy xan 1 e€orywyy| uiog xadohxhc mpotiunong avadeixvieTa ot
Touelg OTKG Tor oLxovouXd, TNV Yewplo amo@doemy xot Tor EXAOYIXE CUCTAUAT.

e Eextvnoay oA ;

‘Evag and Toug TpmTomépoug auTol TOU XAJDOU X0, CUYXEXPWEVA, TNG EPUPUOYTS
HOUNUOTIXWY OTO TOUEN TOV XOWOVIXGY ETOTNUOY, HTay o I'dhhog yadnuatindg xan
gpthécogoc Marquis de Condorcet. To 1785, o Condorcet dnupocieuce to €oyo Tou Ue
titho 'Essay on the Application of Analysis to the Probability of Majority Decisions’.
2TV epyacia TOU avapEREL TERIPNUA UTOTEAECUNTA, TO OTOLAL AVUPEQOVTOL OXOUOL Xl
ofuepa we o Ioapddolo tou Condorcet xou to Vedpnuo twv evépxwy tou Condorcet.

Condorcet’s paradoz. 'Eotw pla exhoyu Swdixacio pe Vo urodngioug, dmou
xde |mpopdpog €yel pla mpotiunomn oe évay ex Twv 6Vo. Edv 1 xowevio emduyel va
OlohéZel amd xowol évav and Toug dVo umodneloug, 1 emhoyr TAewdMEXnc Yrigou
pavtaler ebhoyn xou cwoty. To {ftnua mou di€yvewoe o Condorcet eivon to €€H¢

Tt yivetan av ot unoriglol eivon Tpelc N mopamdve; Y rdpyouv TEOBAAUUTH UE TNV

TAeodmeur| Yrpo;
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O Condorcet €dwoe to €€r¢ mopddetyuo 1 MuuBoiilouvue ye a >=; b 6TL o Ynpoypdpoc
i TEOTIA Tov uToriplo a évavtt Tou b. ‘Eotw tpeig urtorgiol a, b, ¢ xou teeig dmpogpdpol
UE TIC oaxOAoUEC TEOTINTELS ¢

ea>1b>cC

o b =2 C>2a

® C>30 >3 b

Hapatnpolue edxola Twe 1 Thetodngio TpoTud Tov a Evavtt Tou b, Tov b évavtt Tou ¢
xou Tov ¢ évavTt Tou a. ‘Etot, 1 ano xowol tAsodneu emhoy ebvau na = b = ¢ > a, n
omoio dev efvan cuvenric. ‘Omolog xon va exheyel, Yo uTdpyet TAelodmelio atouwy Tou Yo
OLopeVEL pe o amotéleoua. Ioodivoua To yedenua tou Yo uTopoLCUUE Vo OYEBIECOUUE
Yo €yel whxho.

'Etot, o Condorcet dwmiotwoe nwg o mAelodhngudg xavovag exhoyig etvon pa ot
oroyn pgdodog Y Ty An amopdoewy oe GUAOYXG ETNEDD, AOYW TNG ATAOTNTAG
ToU, OAAG Topouatdlel Eva TAY0g and cofupd TEOBAAUNTA. MUVETWS, EXAVE CUPES TS
yeewdleton vo oyedlacdolv puédodol dngpogopiog apxetd mo clvieteg, ol omoleg eite Ya
emAUOLY 1) Vol TUEUXAUTTOVY TEOBAAUATA OTWS TA TUQUTEAVCE).

Condorcet’s jury theorem. Eoto pio oudda evépxwy, onola xaheltar va a-
Togaoioel av €vag xatrnyopoluevog ebvar adwog A évoyoc. 'Eotw ot xdde péhog tne
emTpomic €yel uio fon xou aveldptntn miavotnTa oplfc andgaone p € (%, 1). Téte 7
mheodmelo Twv evépxwy eivon mo mdavo va eivon 0pdr and xde Evopxo EeywploTd.
Toautdypova, 660 10 TAlOC TwV evopxmy auidvel, 1 mavotnta opdrg andgoon Te-
tver 010 1. Modnuoatixd, autéd expedleton we €va ddpolopo BIVUULXOY TNG LopPnS :
Maj(p,n) = Z?:Ln/2j+1 (Mp'(1—p)" — 1, 660 0 n — 00. H Maj(p, n) exppdlel
Vv miavotnTa 1 TAsoPNn@io Vol THREL TNV WO TH AMOPACT| UE 1 EVOPXOUS Xoi TavOTY-
Tt oo TS amdgacng p. ‘Etot, uné autéc tic tpobnodéoeic, o xavovag tng TAslodmplog
elva xah6c. Amd v dhkn, av Atav p € [0, %], TOL ATMOTEAEOUATOL OVTIO TREPOVTOL XAl 1)
%xah0TePN EMAOYY| Vo oy xavelc var Blahé&et €vary Evopxo oTny TOyT oL VoL BIXOEL UE
Bdom v andaot Tou Tuyala ETAEYIEVTOS EVOPXOUL.

Me v mdpodo Tou Ypdvou, EpWTACELS YL TNV CUVEDEOLOT TEOTIUACEWY CUVEYMS
avépyovtav otny empdveto. H mo Aoy poppr cuvdipoiong npotyurioewy (Blotdiewmy)
ebvon 1 axdrou

O kavévag tov Kemeny

AapBdvovtag éva mpogik - Sidvvoua Yprigwy & = (01, ..., 0,) € L(A)", 0 kavévag tou Ke-
meny emAéyel Ty katdtaén T mov eAayiotonolel Tny aréotacn KT and tis n 6edopéves

PYrgous, onAaon :

= arg min d i
T gTec(A); SAD

BAémovtog avahutind TNy mopandve e€iowon), TapaTneole TS autd Tou ETIUUO-
Oue ebvan var edytotontotiooude TV 1 vopua méve oTtov YeTewd YO0 (Sy, dxr)Twy
Oltdewy tou S, ue andotaon v Kendall — T'au Yto axdrovdo huua, Yo del&ou-
UE TWS 1) ETLAOYY| VoL EAXYLOTOTOLOOUNE TNV [ Voppa avTioTotyel oto va Ppoldue tnv
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OLIUECO TOU UETELXOU YDEOU.

EXaxiotomoionn 1y vépuag

AoOévtwr twv onueiwv p,....p, € R, nly vépua Li(x) =31 ||z — pill1 eAayroro-
Toleital amé TNy O1dueco Twy oneiwy.

LNUELOOTE TS To TEOPANUA auTod etvor Yvewoto NP-Hard mpdfBinua.

MBavotikd Movtéla tdvw os Alatdgelg

‘Oneg Yo dei€ouvye 6L 0 poviého Yoplfou tou Condorcet avtiototyel oto povtélo
Mallows, mou opileton apyodtepa. ‘Etor, Ya avagpeptodye otny mopamdve dladixacta wg
dradixacta YopuBwdoug Talvouncne Condorcet-Mallows, 1 omolo neprypdgpeTton e e€rc:

Algorithm 1 Condorcet-Mallows noisy ranking process

1. Let mg be the objective ranking and let 0 < p < %
2. Initialization : o < 0.
3. For each pair of alternatives a,b € A, s.t. a >x, b,
Sa. with probability 1 — p, add a > b to o,
8b. otherwise, add b = a to o.
if o is intransitive then
| GOTO step (2).
else
| RETURN o.

end

O mapamdvey ahoprdyog Atav 1 Baocxr o Tou TEOYOdOTNCE TO XVNTEO YioL TNV
onutovpyia ThovoTin®y YoVTEAWY Téve ot dlatdéelc. To mo didonuo yovtého eivar to
uovtéro Mallows, mou opileton axoroviwe :

1
Plrlra] = —— ¢ Adrr(mmo) 1.1
il = 2670 -y
AZ{Cet vor TapaTnEHoEL XAUVEIC TNV OPOLOTNTO TOU HOVTEAOU UE TNV DOUT TS XAVOVIXTS

HATOVOUTIC.
1 _la—nl?

e
vV 2mo?

f(zlp,o®) =

H otadepd xavovixonoinong etvou:

2(6.m0) = 2(0) = [[ Y- ¢ (1.2

H Sudtaén mp matler axpiBee tov (810 pOAO UE TO [1 OTNY XOVOVIXT] XUTOVOUT).
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Md&Onon Siatdiewv atd TAnpopopict pe 06pufo

To Poocind amdteEheoya autol Tou XeQahaiou efvar 1) BELYUOTIXA TOAUTAOXOTNTA Yid TNV
udinon tne xeuerc didtaing Ty Tou amhol poviéhou Mallows.

MdOnon tng ddraéng

INa kdle my € S, ka1 kdOe ¢ € [0,7), vndpyer évag ToAvwy koD Ypovou e;c‘n}mmg
T tw. Ododévtwr n = (% 0g(%)) iid.d. Obetyudtwy my, ..., T, ~ Py, tkavomorel
Pl # m) < 6. Erniong, av n = o(log(§)), tote ya xdle extuntr) vndpyer katavour]
P, T-w. Pt # mo] > 4.

Eniong, éva mohd onuovtind anotéreoua a@opd Ty (o )ixovoTnTo uog oTo va pédou-
UE TNV XAToVOUT P r, 000EVTODV M SELYUATOVY. LUYXEXQUIEVA, UE YPNOT) TNG AVIOOTNTAC
Fano, maipvouye 1o oxdrovdo inapproximity amotéheoyo oyetxd ye tny udinon xa-
Tavopwy untd Ty TV andotoor :

’ * l 7 7 A 7 7 o
Eotw ¢* = 5. Tote dmy € S,, t.w. edv deryuarodantrioovue o mpo@il Ynewy m =

z /. .. V4 4 z V4
(01, s 0m) ~ P, dmov oy etvar d.i.d. Oefyuata kar edv m = o(logn), wéve kdle
katavour) P(m) opeiker va ikavoroiel tny akélovdn avicétnma :

1

Prpy o [drv(P(7), Py m) 2 1

| >

W =

Yuvenog, 1 oviootnta Fano pag eCoo@aiilel 6t av dwioly “Alya’ delypota, 0 exTi-
unTic pog Yo améyer mdvto amd TV mearypatxr| xatavour|. H andotaomn Yo unopovoe
var Tapopetpononiel and pla oxtiva €, 1 omola Yo eupovil6Tay OTOV TUPOVOUAC TH TOU
oprduol Twy detyudtony. ‘Oco 1o € Yo peiwvotay, ta delyuata Yo augdvovTay xou doa 1
AmOCTACT, TNG EXTIUNONG LS Ad TNV TEAYHOTIXY| Vol UELWVOTOY.

Avolntaovtoag tov Extyunty Méyiotng Mbavogdveiag (EMIM)

Ac vrnodéoouue 6T pog divovton 7 ii.d. Selypotoomd pla xatavour) Py r,. 2TOYOC UAC
etvan va Bpodue tov EMII - tny Sidtadn péyiotne mdavopdvetag 7 and tor Selyuata mou
TOQUTNEOVE :

e Bdkr(mi, ™)

" —argmaxH}P’mhr —argmaXH Z03)

=1
Anéd v exdetiny dour) Tou LovTEAOU UaC, TUEVOUUE :

e~ Bdrr(mi,m")

' 1 T
7 =argmax | | ——=——— = argmax exp(—p - dgr(mi, 7))
& 1} Z () = Z(B)" ;
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"Ftot :

_R.3°T .
7" = argmaxlIne Bizr drr(mem) — =arg max E dgp(mi, ™
7-(-*

Téhog, agol 3 > 0,

Tt =arg mmz dgr(mi, )
i=1
O xavévae tou Kemeny etvar o EMIT 7 yioe v xpugy| xevtpixs didtaln Tou yo-
vtéhou Mallows. Ouwe, auté 1o mpdfBinuo civar NP-Hard, émwe €youpe #on mopotn-
erioet. 'Etot, o mpénet vo oyedldoouye €vay alyopiduo, o onolog Ue YeydAn miovotnTa
va Bploxer Tov EMIL

Oeopnua

Yrdpyer évag mbavotikds akydpidpos t.o. edv {m;}i_, eivar burdéeg ndvw o€ n avtike-
iueva kai arotedoly avebdptnta defyuata evog povvélov Mallows e napdpetpo > 0,
ka1 av etvar o > 0, e n odraén péyrotng mbavopdrveias ™ umopel va vroloyiotel oe
Xpovo :

T(n) = O(nHO(%)QO(%Jrﬂ%)log?n)

ka1 pe mbavétnta opdApatos < n= .

1.7 k-Set Sampling

Ac eivar A = {ay, ..., a,} éva olvoho avtxewévey. Ewdyouue to axdhoudo povtéro
oerypatorndiog. Ta detypota pog eCoxoloutoldy va tpoépyovton and ulo xatovour Mal-
lows M (g, @), ouwe mhéov dev €youue TAAEN TEdcBooy oty B1dTaEn Tou TEoExupE
amd TO YOVTEAO.

H Sevypoatorndla poc napopetpomoteitor amd pio mapdueteo 0 < k < n. Méypetl topa,
nopatnpoloae dtatdiels m; ~ My (mo, @) v n avuxewévoy. IIéov, and évo delyua
Tj = iy = Qiy = .y = Qg = .Gy, , UTOPOUUE VAL TPUTNPACOUPE POVO Tal K x0opu-
oo avtixetueva g Sudtadng ahhd dlywe va yvwpetloupe v xatdtadh Toug. Anhodt
TUEATNEOVPE €va oUVOAO S peYEDoug b Twv b x0pugolwy avTIXEWEVOY :

SJ = {ail, (ZZ‘Q, N aik}
H pdlo mou avatetieton oto chvoro S and 1o poviého SM elvou :

SWTR,m0)

drer (7
]P)SMS|7TQ Z Z PMMWSUWR"/T()]: Z Z (bW

ms€g(S) TrEG(R) ms€g(S) mrEG(R)

ITpoteivouyue 10 axdrouto mEdBANu :
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MLE-MM-K-SET
FEioodog : 1 aveldptnta olvola S, ..., S, yeyédoug k.
Eéodos : 7 = argmaxPgp[S1, ..., S;|7]

Arnodexvioupe 61 :

Ocwpnua 1
H Xon tou MLE-MM-K-SET efvar ) Gudta&n argsortci{vi, ..., vn }.

Hapduowa, ewodyouue tnv Plackett-Luce exdoyr tou k-Set Sampling, 6mou dodévtog
evog dtavivopatog oliwv W € W, to yovtého avadétel pdlo oto chvoro S fon e :

PPL[S|w Z H wa—l(z H Z Wy
j=t 9

c€g(S) i€lk]
[Tpoteivouye 1o axdrouto TEOBANUOL
MLE-PL-K-SET

IepiBdAdor Epyaoiag :  YTrdpyouv n avtxeiyeva {o;}7que dyvwoteg oliec {w; }r .
Hapdryoupe obvora amd to yoviého PL-K-SET xau smﬂupoups va xodoplooupe Ty
OLATOE N TWV ALY TRV AVTIXEWEVWY

Fioooog : 1 aveldptnta ovora Si, ..., S, ueyédoug k.

‘Eéodos : Wi = argmaxPp.[Sy, ..., Sy |w]

™

Arnodexvioupe 6T :
Oewvpnua 2

H Adon tov MLE-PL-K-SET efvar n) 0udtaén W™ = wy—1(1) > Wr-1(2) = ... = Wr—1(p)
omov = argsorticp{vi; ..., Un}-



2. Introduction

Permutations are combinatorial objects, used by humans on a daily basis. From the
lexicographical order of the words of a language and the ranking of sport teams in
a league to a user’s preferences on YouTube and the results to a Google query, it is
easy to notice how the notion of rankings arises in a wide range of fields with various
representations.

At the same time, modern world -scientific or not- is experiencing a bloom of
Computer Science and, in particular, an upsurge of Learning Science. Since the 50’s,
when Alan Turing proposed the famous Turing Test [[Tur50], 1950], associating the
concept of the machine with that of knowledge and of learning and the period in
which Arthur Samuel defined the machine learning as a "Field of study that gives
computers the ability to learn without being explicitly programmed [[Sam59], 1959],
we have reached a point where computers/machine become digital personal assis-
tants [TD18], are generating structured texts [DP18], are composing music songs
[DP16], are creating art [AE17], just by observing data and being trained and tested,
simulating the human learning process.

Inevitably, the space of rankings could not be neglected by the Science of Learning.
Hence, Machine-Learning Ranking (MLR) field arose. The philosophy of ”Learning
to rank” area is to develop probabilistic models over rankings/preferences for infor-
mation retrieval systems. The ranking model is trained with data, which are lists of
objects that are ranked by some criterion/metric, and ”learns” to order new lists of
objects.

Statisticians traditionally studied the problem of ranking data and designed meth-
ods and tools which have been applied in various fields. More recently, applications
in information retrieval and machine learning have reanimated the interest in the
analysis of rankings and in the value of related statistical tools such as probability
distributions on rankings and correlation statistics.
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Applications of such models can be observed, for instance, in recommendation
systems. Learning algorithms analyze the history of a customer’s purchases in order
to 7learn” a preference ranking and, afterwards, propose similar products. In general,
MLR models can be used in a variety of fields such as the internet (search engines),
computational biology (protein structure prediction problem), natural language pro-
cessing and Data Mining.

In this thesis, we will try to study many perspectives and models on this field
of Learning Science. Specifically, we will observe the ways in which Probability and
Statistics Theory, as well as Information Theory, have been integrated into the world
of Algorithms and Complexity, expanding the boundaries of the field of Statistical
Learning theory.

In the following chapter, we are going to present some mathematical foundations,
beginning from the main concept of permutations, continuing with the ideas of mea-
sure theory and of probability theory as a branch of that field and, finally, providing
an information theoretic perspective.

Afterwards, we will try to connect our learning to rank problem with the fields of
voting and social choice theory. As we will see, the idea of ranking over items, given
a collection of preferences, is completely similar to the idea of electing a ranking over
candidates, given a collection of votes.

In the third part of the thesis, the essential probabilistic models on permutation
spaces are presented and emphasis is given on the notion of learning parameters of
these models using noisy information. In the following two chapters, we analyze the
sample complexity of the learning problem and we present the maximum likelihood
estimator approach.

In the final chapter, we present our work concerning sampling from noisy samples.
We study the behavior of the MLE by reducing the information provided by our
samples. The way that the information provided is reduced will be presented shortly.

Before proceeding to the mathematical foundations of the ’Learning to Rank’
field, it is useful to present the crucial problem that we are going to deal with in this
thesis.

Main Problem

Consider a set of n objects/alternatives {a;}!" ;, that can be ranked with respect to
a metric. For instance, if the n objects are teams in a basketball championship, the
ranking is created with respect to the number of wins of each team. Similarly, this
ranking can express preferences among the n alternatives. Suppose that there is a
true hidden preference among n objects {a;}! ;, that is expressed by a permutation
over these alternatives a;; > a;, > ... > a;,. This true ranking is locked to us, we
have no direct access to it and we want to learn it. In our setting, we generate from
a probabilistic model, parametrized by the true hidden ranking, noisy samples that
are rankings of the n objects.
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Main Questions

e What is the probabilistic model that generates our samples? How are these
samples/rankings distributed? What mass is attained to each of the n! possible
rankings?

— There are multiple probabilistic models in the 'Learning to Rank’ setting.
We are going to deal with the Mallows model and the Plackett-Luce model,
that will be presented in the upcoming chapters.

e In the previous section, we mentioned that there is a hidden ranking that we
wish to discover. Can we learn the hidden ranking and, if so, how many samples
will be needed in order to learn it with high probability?

— Each probabilistic model, that is defined on the set of rankings, is deter-
mined by a set of parameters. In most models, one of the parameters is
the hidden ranking we are have to learn. In this thesis, we deal in depth
with the question 'How many samples will we need to learn the hidden
parameters of the model, with high probability?’

e Is this problem connected with voting theory?

— By reading the problem mentioned above, one can link our problem with
a voting process. The hidden ordering corresponds to a ground truth,
a socially accepted ranking over the candidates in an electoral process.
Sociologists model each voter as a noise around this hidden ground truth.
Every voter seeks to learn this hidden truth, so her vote is a random variable
that takes values on the space of rankings over the voting alternatives.
The probability distribution of the vote is centered on the hidden truth
and assigns more probability mass to voting arrangements that are close
to the central ordering than to rankings that are far from it. What known
probability distribution does this behavior remind you?

An example

An everyday life application is the following. Alice watches the same n videos on
YouTube daily. Thus, each day, she watches a sequence of these n videos. On the
other side, Susan, working on YouTube, wants to learn Alice’s video preferences and
propose her similar videos that she will like in order to continue using the application.
In this case, the hidden central ranking is Alice’s video preferences, that exists in her
mind but Susan has no access to it. Alice, watching YouTube, provides to Susan each
day a sample video sequence, that is a noisy version of her inner video preferences. Of
course, each sequence of Alice’s videos is sorted by Susan according to some metrics
that show the preferences of Alice. For instance, a video that Alice watched without
skipping parts is ranked higher than a video where Alice skipped parts or did not
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finish. Thus, each day, Susan gets a ranking of Alice’s video preferences. Also,
note that it is more likely more Alice to watch videos that she likes and, thus, the
probability that Susan gets a ranking that is closer to Alice’s preferences is higher
than the probability that she gets a ranking that will differ a lot. Can Susan, given
these daily samples, create a ranking that will be close to Alice’s video preference
list? How many samples will she need? These type of questions we will try to answer.
But first we need to set the necessary mathematical foundations.

Our contribution

The purpose of this thesis was to study an innovative approach on the concept of
noisy sampling. Specifically, we worked on the k-set sampling case. In our work, we
chose to reduce the information provided by our samples and try to answer questions
concerning the maximum likelihood estimation and the sample complexity. Let A =
{ai,...,a,} be the set of our objects that we are ranking. There is still a hidden
ranking o, that we want to learn. We still sample a ranking m; = a;, = a;, = ...a;, >
@, = ---Qi,, but we cannot access the sampled ranking. We can only access the k
top ranked items in an unordered way, that is, our sample is a set S; of size k with
the top k alternatives :

Sj = {ail,aiz, ...,aik}

Now it should be clear why we named it k-set sampling. Afterwards, given those
samples, we have to answer questions similar to the ones listed two sections before.
Responses to some of these questions correspond to our contribution.

The study of top k lists was already researched in various works such as [FS03].
The innovative part appears in the set theoretic version of our sampling.

A real-life application of this sampling method is the classical voting (with a cross
T next to the names) of our preferred k out of n alternatives in a voting procedure.
Each vote is just a set of our k top preferred alternatives, without specifying the
order of our preferences.

In our work, we provide the MLE of the k-Set Mallows Model, the MLE of the
k-Set Plackett Luce Model. Also, we introduce the k-Gap Filling Mallows Model and
provide a geometric perspective of sampling from that distribution.

As mentioned in the introductory chapter, the mathematical perspective of the
"Learning to Rank’ field consists of a combination of pure mathematical ideas, that lie
in the intersection of Abstract Algebra, Probability Theory & Statistics and Informa-
tion Theory. Hence, before proceeding to the algorithmic extensions and applications,
we consider that it would be prudent to delve into each of these three mathematical
branches mentioned above in order to discover concepts and tools that will be useful
in the upcoming chapters.
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3.1 Abstract Algebra

In this thesis, we focus on learning rankings. Rankings can be modelled as combina-
torial objects known as permutations. The theory of permutations is widely studied
as a part of Abstract Algebra [Fra03], [Lan05] and, here, we are going to depict a
general framework on how to use permutations.

3.1.1 Permutations

The probabilistic models - distributions we will analyze and use in the following chap-
ters are based on the notion of rankings-permutations. The concept of permutation
constitutes one of the most fundamental ideas in the area of Abstract Algebra. While
the first references concerning the notion of permutations were reported in the 8th
century, the fundamentals of permutation theory were developed by A.L. Cauchy
(1789-1857). The classical definition follows :

| Definition 3.1.1 Permutation of a set A is called a bijection from A to itself.

3.1.2 Symmetric group S,

Let A be a nonempty set of objects {01, ...,0,} and let S4 be the set of all possible
permutations of the elements of A. We will show that the composition binary operator
between a pair of functions is a well defined operator on the set S 4.

Let o, be two permutations of the set A. The function o7 is a mapping from A
to itself and it defined by :

on: A= A=, A

For any a € A, the function om operates as follows : «a is mapped by 7 and,
afterwards, the element w(a) € A is mapped by o. Now, we will show that om is a
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proper permutation. Hence, we have to show that it is a bijection from A to A. We
show that in two steps :

e injective : Let a,b € A. If (o7m)(a) = (om)(b) = o(n(a)) = o(mw(b)). But, o
is injective since it is a permutation and, hence, m(a) = 7(b). Similarly, 7 is a
one-to-one mapping, that implies a = b.

e surjective : Let a € A. Since ¢ is a permutation, it is surjective. Thus, there
exists an element b € A s.t. o(b) = a. Additionally, since 7 is a permutation, it
is surjective too and there is an element ¢ € A s.t. 7(c) = b. Hence, a = o(b) =
o(m(c)) and o7 is onto A.

In the literature, the permutations’ composition is often referred as multiplication.

Theorem 3.1.1 Let A a nonempty set and let Sy a collection of all permutations of
A. Then. Sy, is a group with operation the permutations’ multiplication.

In this thesis, we will denote the set {1,2,...,n} with [n].

Definition 3.1.2 Let A be the finite set [n]. The collection of all permutations of A
is called the symmetric group of the n characters and will be denoted with S,,.

The cardinality of S,, is n!.

Metric Space (S,,d)

In order to describe the probabilistic models from which we are going to generate
permutations, we have to define appropriate distance metrics between permutations
and, thus, work on a metric space (S,, d) whose elements are rankings.

Let o, € S,, be two permutations. What is the distance between the two rankings?

The answer to that question is not unique. There are multiple ways to de-
scribe the notion of distance between two elements of the symmetric group. Be-
fore proceeding to some useful descriptions, it is worth mentioning that we have to
think of a permutation in S,, as a ranking of the n elements. For instance, con-
sider the permutation o = (33 217), which means that o satisfies the conditions :
o(1) =2,0(2) =3,0(3) = 5,0(4) = 1,0(5) = 4. There is a unique correspondence
between this permutation and the ranking 4 = 1 > 2 > 5 > 3 of these 5 elements.

In general, we will say that a >, b, when a beats b in the ranking induced by
permutation o, that is when the position where a is mapped by o is less than the
position where b is mapped :

a>,b < o(a) <o(b)

Kendall’s Tau ranking distance

We need to define a metric that measures the distance between elements of the
symmetric group S,,. Kendall’s tau distance is a measure of the similarity of a pair of
rankings. It is named after Maurice Kendall, who developed this distance measure
in 1938. The Kendall’s Tau ranking distance dxr : S,, X S,, = Z>( is defined as :
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dir(m,o) = ) L{(w(i) = 7(j)(0(i) — o(j)) < 0)} (3.1)

1<i<j<n

This function measures the number of pairwise disagreements of a pair of rankings.
Clearly, the minimum value of that metric is 0, when we compare a permutation with
itself and the maximum value is attained when comparing a permutation with its
inverse. For a permutation 7 € §S,,, its inverse permutation maximizes the Kendall tau

distance, that is 77! = arg max dgr (7, o) with value (g) From an algorithmic point

of view, K'T distance counts the number of steps needed for Bubble sort to return the
sorted list. Kendall tau distance can be computed in O(nlogn) with a modification
of the Merge sort algorithm. We note that there exists a faster O(ny/logn) algorithm
[Chal0] for computing the Kendall tau distance, using the Van Emde Boas tree data
structure.

Kendall’s Tau distance properties

Kendall’s Tau distance is a valid metric function and, thus, satisfies all the classical
distance-metric properties :
1. dgp(m,0) > 0.

2. dgp(m,0) =0 <= 7 =0.
3. dKT(W,O') = dKT(O', 7T).

4. dgr(m,0) < dgr(m,7) + dgr(T,0).

Relabeling

It is worth mentioning that when computing the Kendall Tau distance between two
permutations, it is always equivalent to compute the distance between the identity
element of the symmetric group and another permutation. The Kendall Tau distance
is invariant under relabeling.

Let m be a permutation of S,,. Then,

dgr(o,7) = dgr(om, Tm)
Specifically, by taking the inverse of a permutation, :
dgr(m,0) = dgr(id, oY) = dgr(mo™t,id)
Thus, we can always consider the identity permutation as the reference one .
Hence, we can assume that that my = id. We will write dgp (7, id) = dgr (7).

Major index and Mahonian number

An interesting question arising from the previous analysis is the following :
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Consider a central permutation o € S, that wlog can be the id, and let
Sq={1:dgr(t) =d} for d € {0,1,..., (})}. What is the cardinality of Sq?

Geometrically, we could think of the central permutation as the center of (g) +1
circles with increasing radii and the question is how many permutations lie on the
circle of radius d.

Unfortunately, the cardinality of this set cannot be expressed in closed form.

Suppose that we have a permutation m € S,,. Alexander MacMahon defined the
major index statistic of a permutation, as follows :

MAJ(m)y= ) i (3.2)

(i) >m(i+1)

The majority index records the positions (1 <147 < n—1,) where we have descents,
and returns their sum. For instance, MAJ(4 = 2 = 3 = 1) = 1+ 3 = 4. Also,
informally, let an inversion be the occurrence of a larger number before a smaller one
(considering that our reference is the identity permutation). Formally, INV (7)) =
{(,5) 1 <i<j<nm(@)> ()} = drr(m).

MacMahon showed that the number of permutations of S,, with major index k
equals to the number of permutations of S,, with &k inversions. This number is called
the Mahonian number M (n, k). Equivalently, the distributions of M AJ and INV
over S, are the same, i.e., there is equality of the generating functions. For a positive
integer n, define

1 _ n
n]. = T =1+4+z+.. 4z
1—=x
MacMahon showed that :
n—1 1
ST M = 37NV = 1) fa), [, = [
€S TESn i=0 j=0

In the symmetric group S3, we have the following table. For example, for the
permutation 231, the inversions statistic equals to INV(231) = 2, since 2 and 3
occur before 1 and the major index is M AJ(231) = 2, since the descent occurs at
position 2.

Inversions and Major index statistics for Ss.
H Permutations of S3 Inversions Major Index H

123 0 0
132 1 2
213 1 1
231 2 2
312 2 1
321 3 3
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Thus, we can see that, for both metrics, there are one permutation with value 0,
two with value 1, two with value 2 and one with value 3.

The Mahonian numbers can be expressed as a change of polynomial basis as
follows :

Suppose that we have the polynomial :

ﬁi:xj:1(1+x)...(1+x+_._+xn1)

i=0 j=0

and we want to convert it to the monomial basis z*. The coefficients of this convertion
will be called Mahonian numbers, that is :

1:[ ij = ZM(n, k)x* (3.3)

i=0 j=0

Notice that in the above equation (3.3), the RHS sum needs not to run up to
infinity. What is the range in which £ runs in the RHS sum? We will show that
M (n, k) is equal to the number of elements of S,, with k inversions. Let I(n, k) denote
the number of permutations of length n with &k inversions. Clearly, 0 < k < (Z)

Theorem 3.1.2 The generating function of the numbers I(n, k) is

(3) - n
G(z;n) =Y I(n, k)" —HZW 1_an1—xJ

k=0 =0 7=0

Proof. We will work inductively. Firstly, I(n,0) = 1 = G(1;n) for all n. Suppose
that the formula holds for n — 1 elements. Hence,

G(r;n—1) = a _1)71—1 1:[(1 — )

We insert the n-th element at position j € [n] randomly. Since the n-th element
is larger that the other n — 1 elements, its insertion at position j will generate n — j
additional inversions. The previous inversions do not change. Since, each number
of additional inversions is equally likely to be occur, the generating function is 1 +
x + 2® + ... + 2" !. The new inversions that are added are independent from the
inversions in the permutation of length n — 1. Thus, the generating function is simply
the product :

Glxin)=1+z+2*+... +2" HG(z;n — 1)

The result follows.
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Thus, we proved that M(n,k) = I(n,k)Vn,V0 < k < (g) and there is no closed
form for the answer of the question posed in the beginning of the section. In con-
clusion, we have that |Sy| = [{7 € S,, : dgr(7) = d}| equals I(n,d). The Mahonian
numbers sequence is the sequence ‘OE[ S — A008302 ‘ The number of permutations
at each possible Kendall tau distance d for n elements S(n,d) can be computed
recursively :

(n.d) = S(n,d—1)+S(n—1,d) —S(n—1,d—n) otherwise

Decomposition vector

For 7 € S,, the Kendall tau distance dgr(m) = dgr(w, id) can be decomposed
uniquely to a (n — 1)— dimensional vector V' (7), where :

V(r) = (Vi(m), ., Vo ()

where V;(m) counts the number of elements smaller that 7(7) in the tail of the
permutation (so the index runs from 7 + 1 up to n.) Formally,

n
Vi(m) = Z Lr(jy<n(s)
j=it+1

This decomposition seems clear if one reconsiders the definition of KT distance.
In the definition, the sum },_, .., can be decomposed into two sums St D imit -
The first sum corresponds to the n — 1 positions of the vector and the second sum is
hidden inside the definition of V; for ¢ € [n — 1].

Thus, it is clear that :

i
L

dgr(m) = Vi(m),Vm €S, (3.4)

i=1

m Example 3.1 For the permutation m = 53124, we have that :

4
dicr(53124) = ) V;(53124) =4 +240+0=6
=1
|

Note that there is a bijection between permutations 7 € S,, and decomposition
vectors V().

Thus, a ranking of n objects can be represented as a data point located in Eu-
clidean space R,,_;. Therefore, only rankings of three or four objects can be repre-
sented in a two-dimensional or three-dimensional graph without losing any informa-
tion. For instance, ranking data with three objects can be displayed on a hexagon,

in which each vertex represents a ranking and each edge connects two rankings that
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differ by swapping two objects (not neccesarily adjacent) the values of which differ
by one. Hence, each edge has length v/2. In general, a permutohedron of order n is a

(n—1)-dimensional polytope, whose vertices are the elements of the symmetric group
S,.

Figure 3.1: Permutohedron of order 3

In the above figure, we can see the 2-dimensional polytope, generated by the
elements of S3. The other visualizable permutohedron is the one generated by the 24
permutations of S, and is provided below.

Figure 3.2: Permutohedron of order 4

Swap Increasingness

Consider two permutations o, 7 such that a >, b and a >, b. These permutations
contain the elements of a set A with size n, that is isomorphic to Z,. Then, the set
of these permutations generated by the set A is defined as £(A) and is isomorphic to
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S,. Suppose that we swap objects a, b in 7w. Then, the swapped permutation will be
denoted by 7,5 What is the connection between dyr(o, m) and dgr (0, Taesp)?

We can define a swap monotonicity notion. Specifically, an integer-valued distance
function d, defined on the symmetric group S, is called swap-increasing if :

1. VYo,m € L(A) and a,b € A s.t. a =, bAa >, bimplies that d(o, meep) >
d(o,m) + 1,
2. and, if a,b are adjacent in 7, then d(o, 7o) = d(o, 7) + 1.

We claim that the Kendall tau distance is swap-increasing. This property will be
useful in the later chapters, but we choose to present it now.

I Lemma 3.1.3 The Kendall tau distance dgr is swap-increasing.

Proof. We recall that :
dir(o,m) =Y (o)) = o())(m(i) —7(j)) < 0)}
1<i<j<n
Let o,m € L(A) and a,b € As.t. a >, bAa >, b. Suppose that w(a) =i, 7(b) = j.
Then, 7 < j.
We consider the set of elements of A that are between a,b in m, that is :
B={ecA:i<m(e) <j}.
Since, a >, b, it follows that o(a) < o(b).
Obviously, we have that 1{o(a) < o(b)} = 1,1{o(b) < o(a)} = 0.
Consider a random element e of the set B.
1. If o(e) < o(a), then o(e) < o(b). Adding over the elements of B :
> 1{ole) < o(a)} <> 1{o(e) < o(b)}
eeB eceB
2. Similarly, if o(b) < o(e), then o(a) < o(e). Adding over the elements of B :
> 1{o(b) <o(e)} <Y 1{o(a) < o(e)}
eeB eeB

Now we study the difference dgr (0, Taesp) — dir(o, 7).
On the one hand, we have that :

dicr(0,Tac) = Y _L{o(e) <o(d)}+ ) 1o(a) < o(e)} + L{o(a) < o(b)}
On the other hand :
dir(o,m) =Y {ole) < o(a)} + > 1{o(b) < o(e)} + 1{o(b) < o(a)}

ecB ecB
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Subtracting these two terms, we get that :

drr(0, Taesp) — dgr(o,m) > 1

Now for the second property, when a, b area adjacent in o, the above observations 1,2
are simply equalities and thus the last inequality reduces to equality because equal
terms are getting canceled out. [

Dislocation distance - Spearman’s Footrule
Another distance function between permutations is the dislocation distance or usually
mentioned as the Spearman’s Footrule.

We define the distance of the permutations o, 7 € S,, as :

dsp(o,m) = Z |o(i) — 7 (i) (3.5)

The reader can think of the SF distance as the [; norm embedded in the symmetric

group.
dsp(o,m) = [lo — || (3.6)

Common properties with KT distance

The three distance properties and the relabeling still hold for the Spearman’s
Footrule.

A main difference with KT distance

In the previous section, we observed that KT distance is swap increasing. Is
the Spearman’s Footrule swap increasing” The answer is no. We provide a simple
counterexample. Let 0 =a > b > cand m = b > ¢ > a. Then, dsr(o,7) = 4 and, for
the swapped myee = ¢ = b > a, we have that dgp(o, o) = 4.

Comparing KT distance with Spearman’s Footrule

It would be useful to obtain a result that shows the comparison between Kendall’s
tau distance and the Spearman’s Footrule. Diaconis and Graham, in their joint work
[DP77] , provided the following result. We mention that d,(7,id) = d.(7).

I Lemma 3.1.4 VT, %dSF(T) < dgp(T) < dgp(T)
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Probability Theory through Measure Theory

Learning rankings using noisy information requires the introduction of appropriate
probabilistic models. The use of probability theory is essential in this thesis and so
we will emphasize on that topic extensively. Modern probability theory consists, on
a technical point of view, a branch of measure theory and so, our exposition of the
subject will begin with some elementary measure-theoretic ideas. In order to acquire
a profound knowledge on the topic of probability theory, we consider crucial to report
some historical background and some fundamental concepts of the extensively studied
topic of measure theory. Some excellent sources for the interested reader are [Taol3],
[Kor07] and [Kal02].

Fuclidean Geometry

The roots of measure theory can be found in Euclidean geometry, where one of
the most significant concepts is that of the measure m(E) of a solid body E in d
dimensions, d > 1. When d = 1, 2, 3, we question "What is the length, area and vol-
ume respectively of E”? Back then, the idea of computing m(FE) was to partition the
body, using translations or rotations, into finitely many simpler components, whose
measure was possibly known. Archimedes was the one who also tried to obtain lower
and upper bounds on m(FE) computing the measure of some inscribed or circum-
scribed body in F. As we will see, this intuition was crucial for the design of modern
measure theoretic ideas.

Analytic Geometry

Persian mathematicians (11th century) gave a direction to what René Descartes
and Pierre de Fermat independently invented and called Analytic geometry (17th
century). Thus, Fuclidean geometry was reconsidered as the study of the space
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R? = R x ... x R and rigid bodies of Euclidean geometry began to be thought as
—_——
d times

subsets E of RY. After that change, it was not clear how to define anymore, with
a mathematical rigor, the measure m(E). Some obvious issues were the following.
Firstly, it was logical to think that the measure of a ’point’, of a ’particle’, of a
quantity that cannot be divided into smaller parts should be considered to be 0. But,
a rigid body/ set consists of an infinite number of particles/points, and, thus, its
measure should result to 0 - oco. Uncountable sets constitute another serious issue.
Two sets that have the exact number of points, need not have necessarily the same
measure. For example, trying to measure the intervals £y = [0,1] and Ey = [0, 2],
one can obviously note that the length of the second interval is twice the length of
the first. But, these two sets are in 1 — 1’ correspondence, thanks to x +— 2z, and,
thus, have the exact same number of elements.

Good and bad subsets of RY

Reading the above paragraph, one could think that the root of the problem is the in-
finite (and uncountable) number of components, partitioning our subset-body. What
if we take only a finite number of partitions? One could think that this would be the
solution to the problem. But, we still run into issues. The most famous way to prove
our intuition wrong was given in 1924 by Stefan Banach and Alfred Tarski, expand-
ing the works of Giuseppe Vitali and Felix Hausdorff. The so-called Banach-Tarski
paradox shows that the unit ball in three dimensions S, = {x € R?® : ||z]]3 < 1}
can be decomposed into five pieces, which can be 'glued’ back together, using rigid
motions, to form two disjoint copies of the initial ball.

This decomposition is not simple and trivial and requires the use of the axiom of
choice, that was formulated in 1904 by Ernst Zermelo in order to formalize his proof
of the well-ordering theorem. The axiom of choice is necessary for the decomposition.
There are models of set theory without the axiom of choice in which the Banach-Tarski
paradox does not occur. To recall the axiom, consider a collection C of nonempty
sets. We will say that a function f is a choice function on C if VA € C, f(A) is an
element of A. The axiom of choice states that for any collection C of nonempty sets,
there exists a choice function f on C.

The idea of measuring the right” way is to abandon trying to measure every subset
of R% and measure only the 'good’ subsets of R?. We will refer to these sets as the
measurable sets.

Measuring elementary sets

A box in R? is a Cartesian product B = I; x ... x I; of d intervals. The volume
|B| of a box is simply |B| = Hle || = Hle(bi — a;), where I; =< a;,b; > and
<={([},>= {),]}. An elementary set is any subset of R? which is the union of a
finite number of boxes.

Let E be an elementary set. Then, E can be decomposed to a finite union of &
disjoint boxes Ule B; Then, we can define the measure of an elementary set E as
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the quantity

k
m(E) = Z |B;|, E elementary,
i=1
where the sum is independent of the partition. For the elementary measure m(E) of
an elementary set F, one can see the following :
e m(FE) € Rsy (Non-negativity)..
o If £y, ..., By are disjoint elementary sets, then m(E U ... U Ey) = m(Ey) + ... +
m(Ey) (Finite additivity).
m(0) = 0.
m(B) = |B| for all boxes B.
If E C F, then m(E) <m(F) (Monotonicity).
If Fy, ..., By are elementary sets, then m(E U ... U Ex) < m(E;) + ... + m(Ey)
(Finite subaddivity).
e For all elementary sets E and x € R, m(E + ) = m(E) (Translation invari-
ance).

Jordan measure, Riemann-Darboux integral

Towards the end of the 19th century, the French mathematician Camille Jordan came
up with the idea of Jordan measure. Jordan expanded the restricted class of elemen-
tary sets and introduced an approximation scheme inspired by the one Archimedes
used, as we mentioned in the first section. Consider a bounded set £ C R¢. We say
elem(A) if the set A is elementary. In order to provide a further intuition, we try
to link the ideas behind Jordan measure with the thoughts of Riemann and Dar-
boux on the integrability concept. The classical Riemann-Darboux integral is closely
related to Jordan measure. Firstly, the construction behind the Riemann integral,
using Darboux lower and upper sums just like Jordan inner and outer measures and
using piecewise constant functions just like elementary sets is completely similar to
the Jordan meausure.

In parallel with the definition of measurability on elementary sets, one can define
completely similarly the notion of integrability of piecewise constant functions. A
piecewise constant function f : [a,b] — R is a function for which there exists a
partition of [a, b] into finitely many intervals I3, ..., I, s.t. f equals to a constant ¢; in
each one of then. Then, we define the piecewise constant integral of f on [a,b] as :

b n
p.c./ f(z)dx = Zcilli\ (4.1)
@ i=1
It is worth mentioning that this sum is independent of the partition of the [a, b].
The definition is completely similar to the measure of an elementary set.
Jordan defined the Jordan inner measure of E as :

my ) (E) = AcESl}p (A)m(A) (4.2)

That is the biggest elementary set that fills E from the inside.
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Similarly, Riemann used the lower Darboux integral, that is the best from below
approximation of f using a piecewise constant function. If g is a piecewise constant
function, we will write pc(g)

/abf(x)dx: sip pe. /abg(x)dx (4.3)

g<f,pc(g)

On the other side, Jordan introduced the Jordan outer measure of E as :

#,(J) — 1
m ) ADEgllfm(A) m(4) (4.4)

That is the smallest elementary set that covers E from the outside.
Alongside with the outer Jordan measure, the upper Darboux integral is just the
best from above approximation of f using a piecewise constant function, that is

b b
/ f(z)dz = inf p.c./ g(x)dx (4.5)
a 9= f.pc(g) a

It is well known that, in the Riemann-Darboux integrability concept, if these
two integrals are equal, we say that f is Darboux integrable. A function is Riemann
integrable if the Riemann sum with respect to a partition P, > " | f(xF)dx; converges
to a real number as the sup;e[,0z; goes to 0. This real number is called the Riemann
integral of f. It is known that a function is Darboux integrable if and only if it is
Riemann integrable.

Similarly, if the inner and the outer Jordan measures of F are equal then we say
that E is Jordan measurable and set the Jordan measure to be equal to m(E) =
My ) (E) = m*)(E). It is important to note that elementary sets are Jordan mea-
surable and their elementary measure coincides with the Jordan measure. Jordan
only worked with bounded sets and did not consider unbounded sets to be Jordan
measurable (they would have infinite measure). Jordan measurable sets are those
sets that are "almost elementary’ with respect to Jordan outer measure.

Thus, the question arising is the following : Is the Jordan measure enough?

Lebesgue measure

The theory of Jordan measure works well when one works with Jordan measurable
sets. Nevertheless, there are sets that are not Jordan measurable. One could show
that the countable union or intersection of Jordan measurable sets E;, F»... C R need
not to be Jordan measurable, even when bounded. Lebesgue extended the Jordan
measures in order to tackle that issue. He tried to solve the problems by converting
Jordan outer measure to a better upper estimator as follows.

One can use the finite additivity property and subadditivity of elementary mea-
sure to rewrite the Jordan outer measure. The outer Jordan measure just uses one
elementary set to circumscribe the set E. We could instead cover it with a finite
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collection of boxes and define the Jordan outer measure as the infimal cost required
for the boxes cover.

m*>(E) = inf |Bi| + ... + | By (4.6)
U§:1 B;DFE,B;boxes

Lebesgue then proposed, instead of covering with a finite union of boxes, to cover

E with a countable union of boxes and, thus, defined the Lebesgue outer measure of
E:

[e.e]

m <E) - Ufil Blé)nEf,Biboxes ZZ ‘Bl‘ (47)

Note that m*(E) may be equal to +00. But, in most cases, this is a better
approximation. Clearly, m*(E) < m*\)(E).

Finally, Lebesgue introduced the measurability concept with respect to his mea-
sure if, given a set £ C R? we say that E is Lebesgue measurable if, for every e > 0,
there exists an open set U C R? that contains £ s.t. m*(U) < e. In that case, the
Lebesgue measure is defined as m(F) and is equal to the Lebesgue measure of E.

It is useful to note that
m. o (E) <m*(E) < m*Y)(E),VE C R (4.8)

ans that Lebesgue measure extends Jordan measure,in the sense that every Jordan
measurable set is Lebesgue measurable.

Abstracting measure spaces

While defining the Lebesgue measure, we only worked on subsets of R?. The Lebesgue
measure m is the standard way of assigning a measure to subsets of the n—dimensional
Euclidean space. Usually, it is necessary to work with more general spaces X, whose
structure differs from the Euclidean space. Thus, abstraction of the notion of mea-
surability is crucial.

Suppose that we want to work to a general space X and define a proper notion of
measure. It is not enough to specify the set X. One needs to define, also, a collection
B of subsets of X, where the measure will work well and a measure p(A) that assigns
to every set A € B a value in [0, +00].

Some questions that can easily arise from the above setting are the following :

What does the collection B consists of ¢
Does the measure function have to satisfy some axioms?

In this abstract setting, we will build our probability theory concept trying to
answer these two elementary questions.
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Probability theory as a measure theory branch

After this essential presentation of the main ideas behind measure theory, we are
able to work on a specific branch of this widely studied topic, especially probability
theory. We begin by recalling some fundamental definitions.

The first object one deals with in probability theory is the space of elementary
outcomes, usually denoted by (2. The elements of this non-empty space are the ele-
mentary outcomes w € 2. In probability theory, we are interested in the probability
measure (or simply probability) which maps some of subsets of €2 to the interval [0, 1].
But, these mappings cannot be random. For instance, when one says that event 'A
happens’ with probability 0 < p < 1, then the probability measure should also attain
value (1 — p) to the event ’A does not happen’. This event is usually called the
complement of A, denoted by A°. Hence, it is crucial to create a 'good’ notion of
"collection of subsets’.

Definition 4.1.1 — Boolean algebra. A collection B of subsets of €2 is called a Boolean
algebra if it has the following properties :

1. Qe B.

2. A € B, implies that A° =Q\ A € B (stable under complement).

3. Ay, ..., A, € B, then the union | J;_, A; € B (stable under finite union).

The way we defined the Boolean algebra is too minimal. We only assumed that
it will be closed under two of the basic Boolean operations, the complement and the
finite union.

In order to obtain an well defined measure notion, the finite union axiom of a
Boolean algebra is not enough. The reason that is hidden behind this issue is the
need of good behavior of the measure with limits. The intuition is completely similar
to the finite box covering used by Jordan and the need to extend this notion to
countable coverings by Lebesgue. The idea is the same. We require our Boolean
algebra to be closed under countable unions. Countable union is usually assumed
when one uses the greek letter o as a prefix and thus we introduce the notion of
o-algebra.

Definition 4.1.2 — o-algebra. A o-algebra F on €2 is a Boolean algebra that is closed
under countable unions, i.e. if (A;)i>1 is a sequence of sets in F, then the union
Ui;e, Ai € F (stable under countable unions). The elements of F are called mea-
surable sets, or events.

m Example 4.1 From the above definition, we have that (), Q € F. Two basic examples
of a o-algebra are the trivial o-algebra F = {0, Q} and the powerset of Q, F =
P(Q) = 2% In addition, it is obvious that any o—algebra is also a Boolean algebra
since one can think of any finite sequence of k sets as a countable sequence of these
k sets and an infinite sequence of the empty set as the tail of the sequence. "

Furthermore, it follows that if (A4;);>1 is a sequence of sets in F, then (2, A; € F.

m Example 4.2 Borel o— algebra. The Borel o—algebra of Q is the o—algebra o(A),
where A is the family of open subsets of Q. "
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Definition 4.1.3 — Measurable space. We refer to the pair (Q, F) as a measurable

space, where €2 is a space of elementary outcomes and F is a o—algebra of subsets
of .

Now, we represent the definition of measurable functions that will be useful in the
introduction of random variables.
Definition 4.1.4 — Measurable function. Let (2, F) be a measurable space. A function
€:Q — R is said to be F—measurable (or measurable) if

{w:a<w)<p}eF, Vo, R (4.9)

Right now, it will not be completely clear why we defined measurable functions
this way. But, we promise that issues will be resolved when defining the notion of
Lebesgue integrability in the next section.

m Example 4.3 Let E be an arbitrary subset of (2. Define the indicator function 1g on
Q by

1, € FE
Lp(z) = { 0, otherwise

We claim that F is measurable iff the indicator function 1z is measurable. It is
not difficult to see that :

0, B<0
{1p(z) <B}=¢ E¢ 0<p<1
Q, p=>1

The sets (), Q are trivially measurable and E° is measurable iff £ is measurable,
which implies our claim. "

Remark 4.1.1 Continuous functions, monotone functions, step functions, Riemann-
integrable functions are all Lebesgue measurable.

Before proceeding to the standard presentation of the probability measure, we
provide the general definition of the measure function.

Definition 4.1.5 — Finite non-negative measure. Let (S, F) be a measurable space. A
function p : F — [0,400) is said to be a finite non-negative measure (or measure)
if, whenever {A;}i>1 € F are pairwise disjoint

M(U A) = Z 1(A:) (4.10)

A measure is a o—additive function on a o—algebra of subsets of €2 with values
on the non-negative real axis.

If the measure takes values to R>q U {400}, then it will be called a o—finite
measure and if the measure maps to the whole real axis, it will be called signed
measure.
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Probability Measure

In modern probability theory, it is usual to link our objects of interest to a probability
space (§2, F,P). This space is just a normalized measure space. Consequently, random
variables could then be considered as measurable functions & on §2 and their expec-
tation as Lebesgue integrals with respect to measure P. It is of crucial importance
to underline that the reference space €2 is used only for technical convenience. The
choice of €2 plays no role and the interest focuses on the multiple induced distributions
Po& L

Definition 4.1.6 — Probability measure. A measure P on a measurable space (2, F) is
called a probability measure (or probability distribution) if P[Q] = 1.

Definition 4.1.7 — Probability space. The triplet (Q, F,P) is called a probability space,
when (Q, F) is a measurable space and P is a probability measure.

m Example 4.4 (Normalized measure) Given any measure space (X, B, ) with 0 <
1(X) < +oo, the space (X, B, mu) is a probability space.

What does it mean to draw a sample uniformly at random from €27

If © is a non-empty finite set with the discrete o— algebra P(Q) = 2 and the
counting measure #, then the normalized counting measure ﬁ# is a probability
measure, that is known as the discrete uniform probability measure on {2 and the
triplet (£2,29, ﬁ#) is a probability space, that captures the 'drawing uniformly at
random’ notion. "

Random elements, distribution functions and expectation

Consider the probability space (2, F,P) and some measurable space (M, M). Any
measurable mapping £ of €2 into (M, M) is called a random element in M.

A random element in M is called a random variable whenever M = R, a random
vector whenever M = R?, a stochastic process whenever M is a function space. In
the strong majority of the situations that follow, we will refer to random variables.

If S € M, then {£ € S} =&¢71S € F, and we consider the probabilities :

P{¢ €S} =P 'S =(Poé)S,SeM (4.11)

The quantity (Po&™!) is a set function and is again a probability measure, defined
on the range of the space M and called the probability distribution of the random
element &.

For a random variable £ on a probability space (€2, F,P), the function

Fe(z) = Pl§ < 2] = P[{w : {(w) < x}] (4.12)

is called the distribution function of the random variable &.
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m Example 4.5 — Uniform distribution. The function

0, <0
Flz)=4¢ z, 0<z<1
1, 1<z< 0

is the distribution function for a measure g on the Borel o—algebra Bg, that is
concentrated on (0, 1]. The measure y is called the uniform distribution on (0,1]. =

Some known, but useful properties are the following :
o [ is non-decreasing : x <y implies that F¢(z) < Fe(y).
e lim Fe(x)=0and lir}rl Fe(z) = 1.

T—r—00 T—r+00

o [ is continuous from the right Vx : ligl Fe(z) = Fe(t).
It is interesting to point out that each function defined on R, that has the three

properties mentioned above, is a distribution function.
In some cases, there exists a non-negative integrable function f; on R s.t.

Fe(x) = /_x fe(y)dy Va

Then, f¢ is called the probability density function of Fr.

One of the most important notions of probability theory is that of the expected
value or expectation of a random variable. In order to remain to a measure theoretic
setting, we shall underline that the concept of expectation is identical to the notion
of the Lebesgue integral.

Intuition between Riemann and Lebesgue integration

Given a set X, a o0—algebra B and a measure p on B, we would like to define the

integral
| s
b's

of any function f on X of an appropriate class of functions.
If X is a bounded closed interval [a, b] of the real line, then the integral

/abf(a:)dw

is well defined for the class of Riemann integrable functions. We remind that a
bounded function on a compact interval [a, b] is Riemann integrable if and only of it
is continuous almost everywhere (the discontinuity set is of Lebesgue measure zero).

In order to compute the Riemann integral of f on [a, b], we partition the interval
into subintervals and the integral is the limit of the Riemann sum

Z f(&)(xi—z;—1), where {x;}1, partition the interval [a,b] and &; € [x;_1, 2;],7 € [n].
i=1
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One could try to arrange the partition of the set X into a sequence of sets {E;}
and define the integral sums :

Z f(&)u(E;), where & € E;.

Now, we have to clarify how one should take the limit at which the above sum
will give the desired integral [ ~ fdu.

What is the appropriate notion of limit?
What is the class of functions for which that limit exists?

Riemann’s idea is to partition the interval into very small intervals, say A;, on
which, thanks to the continuity of the function, the range of the function f restricted
in A; is small (the values of f do not change much) and, hence, the restriction of f in
the partition can be well approximated by f(&;). We should choose E;’s that respect
that property.

Lebesgue approached the problem considering the following sets :

EZ':{ZL’GXitZ‘_l < f([E) <tz}

where {t;} is an increasing sequence of reals that partitions the range of f, say Im(f).

Observe that this choice permits to avoid the use of continuity of f. But, this
requirement is replaced by the necessity that the value p(E;) is well defined. Thus,
our measure, that is defined on the o—algebra B has to be well defined on a large
domain that contains E;. Similarly, we have to restrict functions f for which the sets
of the form {a < f(x) < B} live in the domain of the measure u. Now, we propose
the reader to return to the definition of measurable functions . It should be
clear why we defined measurable functions class this way.

In order to compute the Lebesgue integral of a one dimensional function f, we
partition on the range of f. Thus, the integral should run over each value t € Im(f)
and sum each elementary area contained between y = t and y = t — dt. This area
equals to p({z|f(z) > t})dt. Then, the Lebesgue integral of f is defined by [ fdu =

Je p{z|f(x) > t})dt.

Lebesgue integral

As the piecewise constant functions were the fundamental basis of the Darboux in-
tegrability, we will use the notion of simple functions for the Lebesgue integrability.

Let (92, F, u) be a measurable space with a finite measure.

A measurable function is said to be simple if it takes a finite or countable number
of values. Thus, if f is an (unsigned) simple function taking the non-negative values
¢1, C, ... and we define the sets F; = {w : f(w) = ¢;}, we can express f as a (finite or
countable) sum of indicator functions, i.e.

= ZCz‘ﬂEi
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Definition 4.1.8 — Lebesgue integral for simple functions. If the series Y .o, ¢;lp, con-
verges, then the sum of the series is called the (simple) Lebesgue integral of the
simple function f and is denoted by fQ fdu. If the series diverges, then it is said
that the integral equals 400.

Lemma 4.1.2 The integral of a stmple non-negative function has the following prop-
erties

e Non-negativity, that is fQ fdu >0
Full measure, that is [, Lodp = (<)
Linearity, that is [(of + Bg)dp = o [, fdu+ B [, gdp,Ya, b > 0.
Non-decreasingness, that is f > g > 0 wmplies that [, fdu > [, gdp.

In the measure theory literature, it is usually underlined that measurability be-
haves quite well with limits. We proceed by presenting a very important theorem
that binds simple functions with general measurable functions.

Theorem 4.1.3  Any non-negative measurable function f is a monotone limit from
below of non-negative simple functions, that is f(w) = lim f,(w) Yw € €, where
n—oo

fn are non-negative simple functions s.t. f,(w) < for1(w)Vw.

Proof. The proof is based on constructing this sequence of functions. We choose to
define f; by rounding down f to the nearest integer multiple of 2,%1
For instance, for k£ = 1, we define

flw) <1
fw)
The next term of the sequence will be f; with values the integer multiples of %,

that are less than & = 2, and, thus, will take values 0, %, 1, %

0, 0
1

filw) = { 1

INIA

?

and 2. Specifically,

0, 0<flw)<i
1/2, 3 < flw)<1

folw =491, 1< flw)<g
3/2, % < flw) <2
2, 2<f(w)

In general, we define f as :

I L < fw) < skr,i=1, ., k28!
fk<w>={z§ S

Notice that, since f is measurable, the sets {w : 4= < f(w) < 55} and {w :
f(w) > k} are measurable too. Thus, fi is a measurable function for each k& € N.

The construction of the sequence implies that fi(w) < fri1(w) for each w. Also, it
holds that :

F@) Sk = 7)) <
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Suppose that f is finite. Then, as k grows, it will eventually exceed f. Let f(w) <
M < oo for all w € Q. For all £ > M, we have that

supacol (@) = fi(w)] < 5o

Thus, fi converges uniformly to f in €.
Otherwise, if f(w) = oo, then fi(w) = k,Vk, so, as k — oo, fr(w) — f(w). Thus,
we have pointwise convergence. [

I Remark 4.1.4 The above theorem is an equivalent form of the definition [4.1.4]

An additional theorem claims that measurability is preserved under limits. That
is the limit of measurable function is measurable.

Theorem 4.1.5 If a function f is a limit of measurable functions for all w, then f
15 measurable.

Let f be a measurable function taking non-negative values and consider the se-
quence f, of non-negative simple functions that converges monotonically from below
to f.

Hence, the sequence fQ fndp is non-decreasing and there exists the limit :

lim [ f.du

n—oo QO

which may be even +o00.

Of course, there is not a single sequence of simple functions f,, that converges to
f. But, it can be proven that the value of the above limit is independent of the choice
of this sequence. This result is similar to the fact that Riemann sum is independent
of the partition of the real line.

Thus, one can define the Lebesgue integral as follows :

Definition 4.1.9 — Lebesgue integral. Let f be a non-negative measurable function and
consider the sequence f,, of non-negative simple functions that converges monoton-
ically from below to f. The limit

n—o0

lim | f.du ::/fd,u
Q Q

is called the Lebesgue integral of the function f.

The definition can be expanded to all measurable function by introducing the
indicator functions, just like in the Riemann integral case :

1 ,<}0
o= { § 109 o

and working with f, = f; and with f_ = f;_.
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Additionally, if f is a measurable function on (2, F, u) and E € F, the integral

of f over E is
/fduz/fﬂ,;du
E Q

The mathematical expectation is the same as the Lebesgue integral over a prob-
ability space. When £ is a measurable function and the measure is a probability
measure, we refer to the integral as the expectation of the random variable, and de-
note it by E[¢] or, if the context is clear, by E¢.

Before proceeding to the definition, it is important to see the following result :

Lemma 4.1.6 — Substitution. Consider the real-valued measurable function f on
(QF,p). Let uf = [ fdu. Let (M, M) be a measurable space and f : Q — M, g :
M — R be two measurable mappings. Then,

ulgo f)=(uofhyg
whenever either side exists.

Proof. Notice that, in the LHS, g o f is a function via the composition function,
whereas, in the RHS, po f~! is a measure, similar to The way of proving this
lemma is quite typical in measure theory proofs and, thus, we consider it would be
usuful for the interested reader. Firstly, we begin with the simpler kind of measurable
mappings, the indicator functions. Then, using linearity, we expand the result for
simple functions. Afterwards, using the monotone convergence property, we get that
it holds for any non-negative measurable functions. Finally, we extend the result to
all real-valued measurable functions.

e If g is an indicator function, then the formula is just the definition of o f=1,

since :

(uOf‘l)gz/gd(MOf‘l):/ﬂBd(MOf‘l) = (uo f1)B

:M(f—lB):/deuz/(gOf)duzu(gOf)

e Then, we can extend the formula to any measurable g > 0, thanks to linearity
and monotone convergence.
e For general g, it is u|go f| = (uo f71)|g|. So, the integrals exist simultaneously.
If they do, we get the desired equation by taking differences on both sides.
[ |

The expectation of a random variable ¢ is defined as

Eg:/gzgdP:/Rx(Pogl)(dx) (4.14)

whenever either integral exists. The second equality follows from the above lemma.
The quantity P o €71 is the probability distribution of the random variable .
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In terms of the cumulative distribution function, we have that :

Rt — / dFy(x) (4.15)
R
and when the probability density is well defined :

Efz/R:cfg(x)d:c (4.16)

Intuitively, the quantity fe(x)dz is the probability that the random variable £ falls
within the interval [z, z + dz].

In general, for any random element £ is some measurable space M and for an
arbitrary function g : M — R,

Eg(€) = / 9(€)dP = /M g(t)(P o ) (dr) = / w(Po(go))dr)  (417)

whenever at least one of the three integrals exists.

For any random variable ¢ and constant p > 0, the integral E|¢|P is called the
p—th absolute moment of &.

Consider a random variable £ > 0. Then :

[e.o]

E&P = E/OOO 1{&P > t}dt = E/Ooo 1{¢ > t'/P}dt = pIE/O 1{¢ > thPdt

Now, using the well-known Fubini’s theorem, we can interchange the expectation
and the improper integral and get :

Ee&P = p/ooo P[¢ > t]tP1dt (4.18)

This is a useful result connecting the moments of a random variable and the tail
probabilities.
We note that for p =1,

Ee = /Ooop[g > fdt

Another crucially important result follows from the convexity of functions. Recall
that a function f :R? — R is said to be convex if

flpr + (1 =ply) <pflx) + (1 —=p)f(y)a,yeRL0<p <1 (4.19)
A nice way to see that inequality is the following. Consider a random vector £ in
R? with P[¢ = 2] = p = 1 — P[¢ = y]. Then the above result can be written as :

JEE) <Ef(&)

The inequality can be extended to arbitrary integrable random vectors giving the
probabilistic Jensen’s inequality.
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Theorem 4.1.7 — Jensen’s Inequality. Let & be an integrable random vector in R?, and
fix any convex function f : RY — R. Then,

fEE) <Ef(E) (4.20)

Proof. The proof is based on a functional analysis theorem, the Hahn—Banach the-
orem. The convexity condition is equivalent to the existence of a supporting affine
function h, = ax + b, Vs € R? s.t.

f > hs, f(s) = hy(s).

This can be easily seen geometrically but the formal proof requires a version of
Hahn-Banach theorem.
Choosing s = E¢,

Ef(§) = Ehy(£) = hs(EE) = f(EE)
|

Remark 4.1.8 The Hahn-Banach theorem is an extension theorem for linear func-
tionals. It states that for a linear functional on a subspace Y of a real vector space
X, that satisfies f(y) < p(y)Vy € Y, where p is a sublinear functional * on X.
Then, f has a linear extension F from Y to X that satisfies F(z) < p(z)Vz € X.

?A sublinear functional p on X is a real-valued functional p which is subadditive p(z+y) < p(z)+p(y)
and positive-homogeneous p(azx) = ap(x)

In the following sections, random variables will usually be denoted either by X or
by &. The expectation of the random variable X will be either be denoted by E[X]
or simply by EX.

Types of measure and decomposition

Let u be a finite measure on the Borel o—algebra of the real line. There are three
typical types of measures.

e Discrete measure : Suppose that there exists a countable set C' = {cy, ¢z, ...}
(which could also be finite) that is a set of full measure i.e. u((—oo,+00)) =
p(C). Then, u is a measure of discrete type.

e Absolutely continuous measure : The measure pu will be called absolutely con-
tinuous if for every set of Lebesgue measure zero m(A) = 0, we have also that
p(A) = 0. Thus, the collection of Lebesgue zero sets is a subset of p—measure
Zero.

e Singular continuous measure : The measure p will be called singular continuous
if pu(c) = 0 for every point ¢ € R and there is a Borel set B of Lebesgue measure
zero and of full y— measure.
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Theorem 4.1.9 Given any finite measure p on the real line, 3 uniquely a discrete
measure [igisc, an absolutely continuous measure (.. and a singular continuous
measure s. S.t. for any Borel set A of R, we have that u(A) = paise(A) + pac(A) +

fse(A).

f— divergence

One of our most significant goals is to learn distributions, that is, to try to approx-
imate with the best possible estimators the distribution we are looking for. This
idea is closely related to the classical concept of distribution learning, that can be
informally described as follows :

Remark 4.1.10 A class of distributions P s called efficiently learnable if for every
e > 0,0 < ¢ <1, given access to an oracle O(D) for an unknown distribution
D € P, there exists a polynomial time learning algorithm (of P), that outputs an

estimator of a distribution D s.t.
Pld(D,D) < ¢ >1—-6

Note that the oracle O(D) is just a mechanism that is able to return a sample
from the unknown distribution D.
It is important to obtain some tools in order to answer questions such as :

If P, Q are two probability distributions. Are these two distributions close to each
other?

Thus, we are obligated to define a notion of distance between two distributions or,
in general, a measure of how two distributions differ. In order to define the notion of
f— divergence, it is crucial to refer to the concept of Lebesgue decomposition from
the field of measure theory.

The Lebesgue Decomposition and the Radon-Nikodym Theorem
Previously, we saw a way to decompose any finite measure on a Borel o— algebra on
R. Now, we will try to introduce a decomposition a given measure into two measures
that are connected (in some proper way) to another given measure. Let u,v be o—
definite measures on a measurable space (€2, F). We would like to decompose v with
respect to u, that is to break v into (two) components that are somehow connected
to the measure pu.

Firstly, we will expand the definitions presented in the introductory section about
the absolutely continuous and singular types of measure.

Absolute continuity with respect to a measure

Before we proceed to the formal definition, it is useful to introduce an intuitive way
to think of absolute continuity. One could think of absolute continuity as a stronger
version of continuity and of uniform continuity and thus the class of functions being
absolutely continuous as a sub-class of continuous functions. The significance of ab-
solute continuity is that it is the largest class of functions for which the fundamental
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theorem of calculus holds (using the classical derivative, and the Lebesgue integral).
For instance, a counterexample for continuous functions is the Cantor staircase func-
tion.

A function f defined on an interval I = [a,b] of the real line is absolutely con-
tinuous if Ve > 0,36 > 0, s.t. given N pairwise disjoint sub-intervals {(a;, b;)} C I
with SN |b; — a;| < 6, then SOV |f(b;) — f(a;)| < e. In practice, f is absolutely
continuous <= it has a derivate f’ almost everywhere <= there exists a Lebesgue
integrable function g on I = [a,b] s.t. f(z) = f(a) + [ g(t)dt Vo € I (then g = f’).

Expanding this notion to measures, substituting intuitively sub-intervals with
elements of the o—algebra and the ¢ — § scheme with the vanishing of measures, we
get that :

Definition 4.1.10 — Absolute Continuity. Let (2, F) be a measurable space with a
finite non-negative measure p. A signed measure v : F — R is called absolutely
continuous with respect to p, that is v < p if for every A € F for which u(A) = 0,
we get that v(A) = 0.

From a set theoretic point of view, we could define the measure’s zeros set as Z,, =
{A € M|u(A) = 0}. Then, using the definition, it follows that v < p <= Z, C Z,.

Remark 4.1.11 An equivalent definition could be given as follows : v < p if Ve >
0,30 > 0s.t. u(Ad) <d=|v(A)| <e.

Theorem 4.1.12 — Radon-Nikodym Theorem. Let (2, F) be a measurable space with a
finite non-negative measure p and v be a signed measure s.t. v < p. Then, there
s an integrable function f such that, for all A € F,

() = [ fa

Any two functions that have this property differ on at most a set of u—measure
zero.

The function f is called the density or the Radon-Nikodym derivative of v with
respect to p. We often write f = & = ae

dp du ”
2

m Example 4.6 The normal distribution v = N(0, 1) has the density f(x) = \/%e’%
with respect to the Lebesgue measure p = m on R. "
m Example 4.7 When the probability distribution P o €' of the random variable £ is

absolutely continuous, it has a well defined density fe, that is F¢(x) = ffoo fe(t)dt. m
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Singularity

Definition 4.1.11 — Concentrated Measure. The measure  1s said to be concentrated
on E € F if u=u?, where p?(A) := p(E N A) for every A € F.

Definition 4.1.12 — Singular Measure. Two measures iy and o are said to be mutually
singular, that is py L pe, of 3 disjoint measurable sets Ey and Ey in F s.t. g s
concentrated on Ey and p9 is concentrated on F.

One can think of singularity as a distribution property. Two distributions are
singular if there are two disjoint sets A, B on which the first distribution assigns the
whole mass on A and the other on B.

m Example 4.8 If u = N(0,1) is the Gaussian distributions and v = Poi()) is the
Poisson distribution with parameter A. Then, we can notice that u(Ny) = 0 and
V(R \ Ng) = 0. Thus, the two measures are singular. .

Lebesgue decomposition

Theorem 4.1.13 — Lebesgue decomposition of i with respect to v.. Let v be a signed
o-finite measure and p an unsigned o-finite measure on M. Then, there exists a
unique pair of real measures Voe and Vsipg on M s.t.

V = Vge + Vsing, Where Vg < [, Vging L (4.21)

Especially, for distributions-probability measures P and @QQ defined on the same
probability space (€2, F), the Lebesgue decomposition of P with respect to Q is de-
fined as P = Py + Pgipng, where P,e < Q and Py L Q.

It is worth mentioning that Py, Py, are sub-probabilities, that is positive mea-
sures with total mass less or equal to 1, and, by definition :

AP _ dP,
dQ  dQ

Mazimal Slope

Let f: (0,+00) — R be a convex function s.t, f(1) = 0. Thanks to the convexity
of f, one can well-define : f(0) := liHJ} f(t) € RU{+o0} and extend the function to
£0

f:]0,4+00) = RU {+o0}.
Consider such a convex function f and a point x > 0. Then, as ¢ increases, the
J)—f(z)

slope Af,(t) = “~—- is non decreasing (by convexity).

Thus, the limit

tlggo Af.(t) = supisoAf.(t) € [0, +00]. (4.22)
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exists and is independent on z. Hence, it equals the maximal slope of f :

My = tlggo Afi(t) = tlgglo @ € RU {+o0}. (4.23)

Setting ¢t = = + y, we get the following inequality :

flx+y) - fz)
y

< MYz >0,y > 0. (4.24)

or equivalently :
flx+y) < f(z) +yM; Ve >0,y > 0. (4.25)

The convexity of f implies continuity on (0, c0) and thus the above inequality can
be extended, by taking x | 0 and y | 0, giving the next inequality that will be used
as lemma for the following definitions :

flx+y) < flx) +yMy Ve >0,y > 0. (4.26)

The f—divergence functional was introduced by Csiszar as a generalized measure
of information.
Definition 4.1.13 — f-divergence. Let f : (0,4+00) — R be a convez function that
vanishes at the point x = 1. The f—divergence Dive(P || Q) between a pair of
probability distributions in the same probability space (S, F) is defined as :

Divy( Q) = | F(G5)4Q+ Py ()M (4.27)

For the discrete case, the f—divergence on the set of probability distributions P"
is defined as :

Div (711 @) = 3 aif ()

for convex functions f : (0, 00) — with f(1) = 0.
Why do we need f(1) =07

In order to get the non-negativity property for the f-divergence. Firstly, using
the Jensen’s inequality for the convex f :

dP dP
/ﬂ )10 = J / 510 = IEul®)

Secondly, for the pair (z,y) = (Puc(Q), Psing(2)) , from the maximal slope in-
equality :
J(Pac(€2) + Psing(ﬂ)) < f(Pac(S2)) + Psing(Q)Mf

Using the above results :
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Divy(P || Q) 2 f(Pac(2) + Psing () My > f(Pac(§2) + Puing(€2)) = f(1) = 0.

Thus,
Divg(P || Q) >0

Property : Joint Convexity

The mapping (p, q) — qf(g) is convex on R% :
Divg (BP1+(1-8)Pa|[ Q1 +(1-58)Q2) < BDivs(P1||Q1)+(1—08)Divg(P2||Q2), V5 € [0, 1].

4.1.3 TV Distance & KL Divergence

The two main metrics on how two distributions differ, that we mostly use in this work,
are the Total Variation distance and the Kullback—Leibler divergence. Each one of
these can be expressed as a f—divergence by choosing an appropriate f function.

Total Variation distance

The first metric is a distance function between a pair of distributions P, Q on a
o—algebra F of subsets of a space ).

Reading the relative literature, there are two different definitions of the total
variation distance, a general one and a normalized one. We are going to use different
symbols for the two versions.

The general version is given by :

P — Qllzv = 2sup [P(A) — Q(A)] (4.28)
AeF

I Lemma 4.1.14 [P — Q|[rv = X, o [P(z) — Q()]

The lemma will be proved below for the normalized version.

Notice that the minimum value of ||[P — Q||rv is obviously 0 and the maximum
value is 2. The maximum is achieved when supp(P) N supp(Q) = (), and, hence the
total area equals 1 4+ 1 = 2. We remind that supp(PP) = {x|Pz > 0} is the support of
the probability distribution P.

The normalized version takes values only on [0,1] :

drv (P, Q) = sup [P(A) — Q(A)] (4.29)

AceF

| Lemma 4.1.15 dry(P,Q) = 1 3., |P(z) — Q(z)|

Proof. From the definition of TV distance, we have that dry (P, Q) = sup . » |[P(A) —
Q(A)|. Suppose that the supremum is attained at the set A, € F and, wlog, let
P[4, > Q[A.].

Note that dry (P, Q) = P[A,] —Q[A,] = (1-P[AS]) — (1 - Q[AS]) = Q[AS] —P[A?].
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Figure 4.1: TV distance between two probability measures P and Q.

The space € is partioned by A, and its complement A¢. Thus,

LY P - Q) = 5 Y IB@) - Q@) + 5 3 [B@) - Q)] =

z€e) rE€AL rEAS

= SIP(A) ~ QUAIL + 5]IB(AS) — QAL = dry (P, Q)
[

From f— divergence definition, we can get the total variation distance by choosing
f(t) = 3|t — 1]. Note that f(1) = 0 and that f is convex. Intuitively, TV distance
equals to the half of [ norm of the measures P and Q. One can think that TV distance
is the largest difference of mass assignment of the two measures among all possible
subsets of €2, belonging to the o—algebra. It is worth mentioning that dry is a valid
distance metric, that satisfies the three classical distance properties, referred to the

drr section.

Figure 4.2: TV distance between the Poisson distribution Poi(\) and the Binomial distri-
bution Bin(n,p).
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m Example 4.9 Up to now, we have defined a way to compute the distance between
two probability measures-distributions. We will present an example on how one could
upper bound total variation distance in order to provide a Poisson approximation,
using the useful technique of coupling. Suppose that 7 and w5 are the two projection
functions on a space A x A, where :

m(a,b) =a, m(a,b) =0, (a,b) € Ax A.

Definition 4.1.14 — Coupling. A coupling of two probability measures P and Q on
the same probability space (2, F) is any probability measure C on the product space
(QxQ,FQF) (where F @ F is the smallest c—algebra containing F x F ) whose
marginals are P and Q :

P=Com' and Q=Com'

It is well known that Poisson distribution Poi()\) with parameter A > 0 has

probability mass :
k

A
(k) = e 7k € No (4.30)

Suppose that we have n independent Bernoulli random variables X;, i € [n], where
P[X; = 1] = p;, that is X; ~ Be(p;). Consider the sum X = >""  X;. It is well known
in the literature that, if all the p;’s are small, X is approximately Poisson distributed
with parameter Y . | p;.

We will ask how well X approximates a Poisson distributed random variable. Here
is where the total variation distance arises. We will study the TV distance between
the distribution of X and the Poisson distribution. The smaller the TV distance is,
the better the approximation.

Suppose that Y ~ Poi()\) and fix k£ € Ny. So, we have that :

PX = k] —pa(k) =P[X = k| — P[Y = K]
Now, we partition each probability with the complementary events {X = Y} and
{X#Y}:
PIX = k] — pa(k) =
= PH{X = B}{X = Y}+PH{X = i}n{X # V}-(P{Y = k}n{Y = X}[+P{Y = k}n{Y # X}])
But, when {X = Y} holds, the first and the third terms cancel out. Thus :
PIX = k] = pa(k) = P{X =k} n{X # Y} - P{Y =k} n{Y # X}]

Hence, using the definition of TV distance and that |x — y| < |z| + |y|, we get that :

IPLX € ] = pa(#)][rv = Y [P[X = k] = pa(k)] <

keNy

<Y (PHX =k} n{X # Y +PHY =k} n{Y # X}]) = 2P[X # Y]
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Thus, we have that :
IPLX € ] = pA()l|7v < 2P[X # Y] (4.31)

Observing the above inequality, we get that in order to have a good approximation,
it is crucial to obtain an tight upper bound for P[X # Y. This is where the coupling
method gets involved.

Consider n independent random variables (X;,Y;) with values on Z; x Ny with
distribution :

e’ —(1—-p) fz=1y=0
PI(X:, Yi) = (2, 9)] = § o, if r =0,y €N
epzpy 1f$:1,y€N

yl
where i € [n].
Is this a valid coupling? We have to study the marginal distributions.

1. We firstly compute the distribution of X;’s.
PIX; = 2] = Y2 P{X; = 2} N {Y; = y}]. For the two values of  :
o BX, = 1] = (e — (1—pp) + e Pi(en — 1) = py

]P[Xi:x]:{pi ifx=1

Thus, X; ~ Be(p;).

2. Similarly, we compute the distribution of Y;’s.

P[Y; =y = P[{Yi = y} N {X; = 0} + P[{¥; =y} N {X; = 1}] = e P Lx.
Thus, Y; ~ Poi(p;).

Now,

PIX £Y] = ZX;&ZY | <P3Ek € [n]: Xi # 3]

Using the union bound,

P[X#Y]gzn:P[Xi7éY;]:Zn:(ep’ (1—p;) —1—26 rli Zpll—ep’
i=1 i=1 y=2

But, using the convexity of the exponential function (or simply omitting some
terms of the Taylor expansion), we have that e* > 1+ x and thus :

PIX #Y] < Zp?
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Now, set P = m?o](pl Then, since :
1€|n

D<) mP)=P) pi=AP
i=1 i=1 =1

we have that :
[[PIX € *] — pa(*)||rv < 2AP

Remark 4.1.16 We can easily see that when p;’s are small, P will be small too and
thus the approximation will be good.

Kullback—Leibler divergence

The second divergence is not a distance function, since it is not symmetric and it
violates the triangle inequality. For two discrete probability measures P, Q :

x

Dk (P[|Q) =) plx log (4.32)

reX

.CE

KL divergence is an f—divergence metric by choosing f(z) = zlogz, that is convex

and f(1) =
We can expand the RHS sum into two parts :

Dir(P[| Q) =) p(x)logp(x)—)  p(x)logq(z) = = Y _ p(x)log g(x)—(= Y _ p(x)log p(x

reX reX reX zeX

In the next chapter, we will introduce the notion of entropy in the information
theory setting. We will denote by H(P) = — %" _, p(x)logp(x) and thus express the
KL divergence as a difference of entropies.

Informally, this metric depicts the information gain, that one succeeds if she uses
the distribution Q instead of IP.

m Example 4.10 For two Bernoulli probability measures with parameters p and ¢, we
have that : kl(p,q) := Dkr(Be(p) || Be(q)) = pin(£) + (1 —p)ln(}%f;). .

Remark 4.1.17 e In order to convert KL divergence to a symmetric measure, we
can consider the metric

Dgr(P,Q) = Dkr(P || Q) + Drr(Q || P). (4.33)

e Since KL divergence is an appropriate f—divergence, from the Jensen in-
equality, we get the Gibbs inequality :

Dgr(P | Q) =0 (4.34)
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Now, that we have presented the total variation distance and the KL divergence,
we can present the very useful Pinsker inequality :

dry (P, Q) < %DKL@ | Q) (4.35)

Concentration Inequalities

Statistical learning is closely related to the notion of concentration of a random
variable. Concentration inequalities play a crucial role to the concept of learning,
by bounding the deviation of a random variable. The main issue in the topic of
concentration inequalities is to study the probability :

Bl¢ > ¢] or Pl|¢ — E€] > ¢

In our learning setting, we will be really interested in proving that our result will
not deviate from the expected value. Thus, we would like to having upper bounds for
probabilities like the above. Ideally, these bounds should be of exponential order, that
is P[¢ > t] < O(exp(—t)). So, we prefer bounds for which the probability decreases
exponentially, as the deviation grows linearly.

Markov’s Inequality

The most trivial, but yet strong, way to bound tails of probabilities is based on
the Markov’s inequality.

For any nonnegative random variable £, and for all ¢ > 0, we have the following
inequality

§ > t{¢ >t}

One can see why this is true by considering two cases, one for & > ¢ and one for
¢ < t and the fact that ¢ is nonnegative.

By taking the expectations on both sides, and thanks to the linearity of the expec-
tation operator (technically we integrate both sides under the probability distribution
measure), we will get the Markov’s inequality :

E¢
t
Another way of proving Markov’s inequality (in the continuous case) is the fol-
lowing. For t > 0,

E¢ > E[t1{¢ > t}] = B¢ > t(1- B¢ > 1] +0) = Pl > 1] <

Be= [ Plezulay> [ Plezyay 2 ple> - plez <

The second inequality follows from the fact that the tail probability decreases as
y grows. Note that rn[in] P[¢ > y| = P[¢ > t]. The result follows. The discrete case is
ye|0,t

similar.
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Hence,
L¢
t
This upper bound is interesting only if E£ < oo, that is when £ is integrable.
Markov’s inequality is the easiest concentration inequality we can get. Nevertheless,
the upper bound’s decrease rate % is slow. The reason why this bound is bad, is that
we only have information about the first moment (the expectation of the random
variable).
For signed random variables, Markov’s inequality becomes

Pl¢ > 1] < (4.36)

Pl¢] > t] < % (4.37)

However, it is not difficult to expand this result. We can consider the extended
version, that is, if ¢ is a nondecreasing nonnegative function on a interval / C R, then
for any random variable ¢ taking values on R and real number ¢ € I with ¢(¢) > 0:

P(¢ > 1) = P(0(€) > o(1)) < %) (4.38)

Now, we can choose appropriate ¢ functions to enhance the upper bound.

Chebyshev’s Inequality

If we choose ¢(x) = 2 over I = (0,00), we can get Chebyshev’s inequality. By

replacing & with the nonnegative random variable | — E¢| and ¢ > 0,

E(l§ — B¢ _ Var(§)
t2 o
Chebyshev’s inequality is a little better than Markov’s inequality but the rate
tlg remains slow. It is worth seeing that the bound is better since we know more
information (the first two moments of the random variable).
More generally taking ¢(z) = 2™ (x > 0), for any m > 0, we have

E[|€ — E&|™]

tm

P(j§ — E¢[ > t) < (4.39)

P(l§¢ —E¢l > 1) < (4.40)
A better choice would be to select a function ¢ that will include all the moments
of the random variable.

Chernoff’s bounds

Another application of Markov’s Inequality is choosing ¢(z) = e, where s > 0.
The reason behind this choice is not only the fact that we will get an exponential
bound. The reason why we prefer exponential functions is because mathematicians
back then were interested in studying sums of independent random variables Z =
> X;. Thus, exponential function behave well with sums since they convert them
to products.
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For any random variable X and any ¢ > 0, we have :

Ees¢

est

Pl¢ > t] = P[e*® > €] <

(4.41)

where Me(s) = E[e**] is the moment generating function of the random variable
€.

The importance of the moment generating function is crucial. It captures all the
moments of the random variable and thus all the information contained in it. It can
be seen as equivalent to the notion of a Taylor series expansion. The Taylor series of
a infinitely differentiable complex-valued function f at c is the power series :

. F@ (e . (¢ "(e
S -0 =0+ Bl -0 e Blw e A

This expansion contains all the information of the function f. So, just like all
the secrets of a function are hidden in its derivatives, the information of a random
variable is hidden in its moments.

2
Me(t) = B — 1 + (B + %E[g‘Q] .. (4.43)

m Example 4.11 — or why Normal distribution is so important. Let X ~ N(u,az). Then
Z =X —u~N(0,0?%). We have :

0o 00 1 e
My(t) = /OO e fz(2)dz = /OO etz\/me 202 dz

Notice that :

1(7: Py 22 4t ot?
—_—— [ — O' _— —— —_— —
20 202 2
So : , 1 s

et’zeiiai2 = @_E(i_atﬁe%
Thus,

o242 1 1oz 2
My (t) = 62/ e 2o,
) R V27102
But the expression under the integral is the probability density function of the
distribution N (o?t, 0?), which integrates to 1.
Hence,

Thus, we can see that the form of the moment generating function is exponential
and completely similar to the density function. This reveals the importance and the
value of a normal random variable. Using the characteristic function, we can see that
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a normal random variable is the identity of the 'Fourier’ frequency transformation
and, this crucial remark is used in the proof of the celebrated Central Limit Theorem.
Another crucial application is the following :

Theorem 4.1.18 Let X and Y be two random variables s.t. Mx(t) = My (t)Vt €
(—0,0) for some 6 > 0. Then X =p Y, that is, they have the same distribution.

This reveals the intuition that the moment generating function contains all the
information a random variables hides.

Returning to the Chernoft’s bound, in order to optimize the upper bound, we
need to find s > 0 that minimizes the RHS of the inequality. Thus,

E sX
PIX > 1] < sup o

s>0 €%t

(4.44)

m Example 4.12 — Sums of independent random variables. Consider the random variable
Z = X1+ ...+ X, where X, are i.i.d. real-valued random variables.
Then, using the Chernoff’s bound, for s > 0, we get that :

P[Z > t] < e *'Ee*?
Consider the logarithm of the moment generating function as
Vz(s) = logEe’” s > 0.
Then, .
Ees? = Eet2i i = HEesxi

=1

So, if we denote by
Ux(s) = logEe*™ i € [n]

then,
Yz(s) =Y logEe™™ = "4, (s) =iia ntx(s)
=1 =1

For the random variable Z, define :

Uz (t) = sup(st — 1z (s))

s>0

in order to obtain the optimal Chernoff bound :
P[Z > t] < e ¥z

The upper bound is determined by the distribution of the i.i.d. random variables
Xi- L]
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Hoeffding’s Inequality

Hoeffding’s inequality is one of the most important techniques, as far as con-
centration inequalities are concerned, in learning theory. It is used for bounding
the probability that sums of bounded random variables deviate from their expected
mean. As we have already seen, we are interested in random variable that have tail
probabilities decreasing exponentially as the tail grows linearly.

Chernoff bounds are closely related to the moment generating function. We have
seen that the moment generating function of a centered normal random variable Y
with variance v is My (t) = Ee¥ = exp(t%”). Thus, we need to focus on random
variables whose moment generating function behaves similarly to Gaussian random
variables.

This idea provides some intuition behind the definition of sub-Gaussian random
variables. Hence, we formalize the concept of sub-Gaussian random variables by
setting :

Definition 4.1.15 — Sub-Gaussian r.v.. Let ¥x(t) = logE[e™X]. A centered random
variable X, that is EX = 0, is said to be sub-Gaussian with variance factor v if :

Vx(t) < %“w eR (4.45)

Let G(v) be the class of sub-Gaussian random variables, parameterized by the
variance v.

From Chernoff bounding, we have seen how important it is to upper bound the
moment generating function. This is exactly what motivates us to define the above
class of random variables exactly like that. A random variable X will belong to the
class G(v) if its moment generating function is dominated by the moment generating
function of a centered normal random variable Y with variance v, that is Y ~ AN(0, v).

| Remark 4.1.19 If {X;}!" | are independent with X; € G(v;), then the sum ) ' | X; €

G2 iz vi):

In the next lemma, we establish that bounded random variables belong to appro-
priate sub-Gaussian classes.

Lemma 4.1.20 — Hoeffding’s Lemma. Let X be a centered random variable, taking
2
values in a bounded interval [a,b]. Then, V% (t) < @ =v and X € G(v).

Proof. Since the random variable X lives in the interval [a, b], one gets that :

a—>b at+b b—a a-+b b—a
<X<b - < X — < X — <
G=AS0=—5— s ;S5 > 1=

Hence,
_ _ 2
Var(X) = Var(X — a;b) < (b 2“)2: (b 4“)
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We have to upper bound the second derivate of the logarithm of the moment
generating function of the bounded random variable X.

2 X
() = d(lo+2[£et) = e*¢x(t)E[X2etX] _ ewiX(t)(E[XetX])g

Notice that the RHS looks like a variance of some random variable. Let X ~ P
and let P; be the probability distribution with density

z — e ¥xO) . gete

with respect to P.
The density is well defined since

/ e VxWgpel®dy = e_wX(t)/ zedy = ¢ VXOEX = o ¥x ) cloghe™ _
[a,b] [a,b]

Then, P, remains concentrated on [a,b] and, thus, the random variable Y ~ P,

has a variance upper bounded by (-a)®

1
Now, observe that :
EY = ze VXOgettdy = e VXOE[X Y]
[a,b]

and
E[Y?] = / e VxWpeledy = e VxOR[X 2]
[a,b]

Hence, we get that :

(b—a)?
4

The fact that X belongs to the sub-Gaussian class g(@) follows from Taylor’s

expansion theorem since 1x(0) = ¢ (0) = 0. Specifically, there exists a £ € [0, 1]
such that :

%) =E[Y?] — (EY)? = Var(Y) <

U (t) = hx (0) + Py (0)t + ¢X(£>§ < @

Now, we are able to deduce the Hoeffding’s inequality. Consider n independent
random variables X7, ..., X,, where X; takes values in a bounded interval [a;, b;].
Then, for S =" (X; — EX;), we know that :

Us(t) =) logEe! X=X

=1
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By the independence condition and the boundness assumption, one gets, using
the Hoeffding’s lemma,

n

vs(t) < ¢ > (b — a;)?
i=1
Now, one can take a simple Chernoff’s bound and get :
n 2 n )\2 n
PS> (] = ]P’[e/\ziﬂ(XﬁEXi) > e>\€] < 67)‘46% S (bi—ai)? _ exp(—)\C—l—g Z(bi—ai)Q)
i=1

Now, optimizing on the parameter A\ > 0, one gets :

4
A=
E?:l(bi —a;)?

Thus, we get the following fundamental inequality :

Theorem 4.1.21 — Hoeffding’s Inequality. Let X1, ..., X,, be independent bounded ran-
dom variables s.t. P[X; € [a;,b;]] = 1. Let S, = | X;. Then for any ¢ > 0, we

have that :
_QCZ

Z?:I(bi — a;)

_2<2 )
> iz (b — a;)?

P[S, —ES, > (] < exp( 5)

and

By mixing these two inequalities, one gets :

_QCZ )
i1 (b — a;)?)

X1+~~+Xn
n

Note that one could use the empirical mean X = , where the random

variables X; are strictly bounded in [a;, b;], and get :

2,”24“2
Z?:l(bi — a;)?
We will often use this inequality to obtain good sample complexity bounds for

our learning problems. A broad collection of other concentration inequalities can be
found in [BS16].

PIX —EX > (] < exp(— ) (4.46)
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5.1 Information Theory

Statistical learning theory is based on the idea of discovering knowledge using statis-
tics and functional analysis. The discovery of this hidden knowledge is done through
the classical procedure of sampling (for instance, in our problem, we try to discover
a hidden permutation via noisy samples). Samples offer information. Often it is
important to question whether a new sample offers information. Thus, it is crucial
to define a way to measure how much information a sample provides. This measure
is provided through the field of information theory.

The field of information theory lies in the intersection of mathematics, computer
science and statistics. Concepts like entropy, mutual information, codes and sufficient
statistics are broadly studied and applied in statistical learning theory and, hence,
they will be presented in the following sections.

5.1.1 Entropy

The information theoretic notion of entropy was introduced by Claude Shannon in his
classic paper 'A Mathematical Theory of Communication’ [Sha48] in 1948. Entropy
was firstly appeared in the field of statistical thermodynamics through the works of
Ludwig Boltzmann (1872) and of J.Willard Gibbs (1878).

They considered a collection of classical particles, a system, with a discrete set
of microstates X and, for each microstate ¢« € X, with energy FE;, a corresponding
probability p;, that is the probability the system occupy that specific microscopic
configuration during thermal fluctuations.

Specifically, Gibbs defined the measure of entropy as :

S = —kp Zpilnpi

i€X
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where kp denoted the Boltzmann’s constant. In each step, the system is dis-
tributed over a set of |X| microstates, each one with probability p; and energy E;.
Adding heat to the system, its thermodynamic entropy increases because it increases
the number of possible microscopic states that it could be in, thus making any com-
plete state description longer. This observation is important, since as we will see,
entropy is strongly connected to the length of the description of a random source, in
the information theoretic setting that follows.

In the field of information theory, entropy was introduced by Shannon for a dis-
crete random variable X with range X and probability mass function p(X) as :

X)= D pla)logs s = SUFIX logQW E[— log,p(X)]  (5.1)

where z takes values in the essential range of X (that is to say, those values of X
for which P[X = z] > 0).

Shannon expressed the notion of information that is contained in a discrete source
via a functional that quantifies the uncertainty of this discrete random variable. The
essence of uncertainty is hidden inside the probability mass function and the mass it
assigns to the possible output values of the random variable. Shannon proposed the
following function to measure the information of each event A in a discrete source :

1

I14) = log( 3 5)

(5.2)

Intuitively, the notion of entropy gives a way to measure the uncertainty of a
random variable, the amount of information it carries. Thus, the smaller the value
of the entropy, the more a priori information one has for the random variable. At
the same time, entropy is linked to idea of the amount of ’space’ one needs to store
the information of a random variable. In classical computer science, data are stored
in bits. Entropy preserves this notion. Entropy is expressed in bits when one uses
the logarithm to the base 2 and in nats when one uses the natural logarithm. In the
information theory literature, the logarithm to base 2 is often used to define entropy,
rather than the natural logarithm, in which case H(X) can be interpreted as the
number of bits needed to describe X on the average.

m Example 5.1 Some examples follow in order to understand better Shannon’s entropy.

e A discrete random variable taking uniformly M different values has entropy
logo M.

e A fair coin can be seen as a random variable, taking two possible values (Heads
or Tails) with equal probability. Hence, its entropy is 1 bit.

e When throwing N fair coins, the number of all possible outcomes is 2V and so
the entropy is N bits.

e A random variable X ~ Be(p) has entropy Hx = H(p) = —plogap — (1 —
p)logs(1 — p). The entropy vanishes when p equals 0 or 1 (since the uncertainty

1

'vanishes’) and is maximal when p = 5 (since the uncertainty is maximal).
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Usually, we are interested in the joint entropy H(X,Y') of the random variable
(X,Y). That is :

H(X,Y)=H(X|Y)+H(Y)=H(Y|X)+ H(X) (5.3)

where the conditional entropy H(X|Y) is defined as :
H(X|Y) = Z]P’ H(X|Y =y) (5.4)
where H(X|Y =y) = > PX = 2|Y = y]loggm and for the above
formulae y is ranging over the essential range of Y and x is running over the essential

range of X conditioned to Y = y.
Using Jensen’s inequality and the concativity of x — xlog%, we get that :

H(X]Y) = ZIP’ H(X|Y =y) = ZP[YZy]ZP[X:IW:y]lng[Xziwzy]

By Jensen’s inequality,

HXPY) < 3 (S BIX = of) = lPlY = 4oy o —o 57—

The RHS can be written as :
1
ZIP tlloggr—— = H(X)

Hence,
H(X|Y) < HX) (5.5)

This is intuitively obvious since information (knowledge of Y') decreases the un-
certainty and consequently decreases the entropy of X. The conditional entropy
H(X|Y) is a measure of the amount of new information carried by X, given that we
already know the value of Y. When does equality hold?

From the above inequality, we conclude the subadditivity of entropy :

H(X,Y)< H(X)+ H(Y) (5.6)

m Example 5.2 As we saw in the previous chapter, KL divergence can be expressed in
terms of entropy. Specifically,

Dir(P|| Q) ==Y p(x)logq(z) + Y _ p(a)logp(x

zeX zeX

In the RHS, the second term is simply the negative entropy of the measure P.
The first term is called the cross entropy of the distributions P and Q, that is :
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H(P | Q) = Ep| log Zp log—
zeX
It is important not to confuse the notion of cross entropy with that of joint entropy.
Cross entropy is defined as :

H(P | Q) = H(P) + Dr.(P || Q)

and thus, Dg (P || Q)= H(P | Q) — H(P).

KL divergence is usually called information gain achieved if the distribution Q is
used instead of PP

From Gibb’s inequality, we have that :

H(P | Q) = H(P)

This is obvious from a information theoretic point of view. The expected number
of bits required to code samples from distribution from P using a code optimized for
Q is larger than the number of bits required to code samples from distribution from
P using a code optimized for P.

]

We define the notion of mutual information between two discrete random variables

by :
I(X,Y) = HX)+ HY) - HX,Y) = HX) — HX|Y) = HY) - HY|X) (5.7)

Hence, I(X,Y) > 0. We could consider I(X,Y) as a measure of the extend to
which X,Y are not independent. It expresses the amount of information that we
get for the one random variable by observing the other one. Thus, it is a symmetric
measure.

Remark 5.1.1 In the literature, the sums ) ___ usually do not run over the essential
range of the random variable X but in the whole range of X, including those x
s.t. P[X = x| = 0. Thus, it is, in general, a common knowledge that these terms

offer 0 to the sum since lim aloga = 0.
al0t

How one could deduce Shannon’s entropy formula?

We would like to define a useful measure for quantifying the information that we gain
by observing an event of probability p. Let I(p) be that information measure. I(p)
should satisfy the following properties :

e Information is non-negative : [I(p) > 0| (1)

e Events with probability p = 1, provide zero information : | I(1) = 0| (2)

e Two independent events, whose joint probability is the product of the two
measures, the information gained is the sum of the information measures :

I(p1 - p2) = I(p1) + 1(p2)| (3)
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e The measure is continuous with respect to p and is decreasing as p increases
(since the more probable the event is, the less information is provided) : I(p) | p

Property (3) offers the intuition that the information measure will have a loga-
rithmic structure. Specifically :
By (3), I(p*) = I(p *p) = 21(p).
Inductively, I(p™) = nl(p).
I(p) = I((pm)™) = mI(pw) = I(pm) = ;. 1(p).
Hence, I(pm) = 21(p).
Since the measure is continuous, for 0 < p < 1 and r € Ry, I(p") = rI(p)

Thus, for some base b, I(p) = logb(%) = —logy(p).

Coding Theory

Another interesting way to link entropy with the term —_ p;logp; is via convex
optimization and coding theory using Kraft’s inequality. But, firstly, we need to
introduce the fundamentals of Coding theory.

Let X be a random variable with range X and let D be a D—ary alphabet.
Without loss of generality, suppose that D = {0, 1, ..., D — 1}. Also, let D* be the set
of finite-length strings of symbols from D.

Definition 5.1.1 — Source Code. A source code for the random wvariable X to be a
mapping C' from the range X of X to D*.

For instance, if D = {0,1} and X = {green}, then C(green) = 01 with length
[(green) = 2.

Definition 5.1.2 — Expected Length. For a source code C' of a random variable X
with probability mass p the expected length L(C') is given by

L(C) =EI(X) = ) pla)i(z). (5.8)

rzeX

Suppose that Alice wants to send Bob an encoded stream of her color preferences.
Let D ={0,1} and X = {green, red, blue, purple}.

At first, Alice uses the following encoding C : Va € X, Cy(x) = 0.

It is obvious that Bob, given a symbol 0, cannot decode it in a clear way. This
code is said to be singular. Hence, Alice’s description-encoding is ambiguous. Non
singularity suffices for an unambiguous encoding of the range of the random variable.

Definition 5.1.3 — Non singular Code. A code is said to be non singular if every
element of the range of X maps into a different string in D*. That is © # 2’ =
C(x) # C(z").

Alice wants to send Bob a stream of her color preferences. Thus, the code C' needs
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to be extended to a code C* : X* — D*, that is, for xr = z1...x, € X* :
C*(zy...x,) = C(x1)...C(xy,), (5.9)

where C(x7)...C(x,) denotes codewords concatenation.

Then, Alice uses the following code Cy that maps {green,red, blue, purple} —
{0,010, 01, 10}. This code is non singular since each element of the range X is encoded
using a different codeword. Suppose that Alice sends the stream 010. Then Bob
cannot understand if Alice sent 'red’ or 'green,purple’ or "blue,green’. This is because
the code is not uniquely decodable. In a uniquely decodable code one has only one
possible source string generating it.

Definition 5.1.4 — Uniquely Decodable Code. A code is called uniquely decodable if its
extension is non singular.

Alice uses the following code C'3 mapping {green, red, blue, purple} — {10,00,11,110}.
This code is uniquely decodable.

Suppose that Alice streams the sequence 1100. Then Bob, after seeing the whole
sequence will deduce that Alice sent the message "blue,red’. This sequence cannot be
decoded in any other valid way. But, suppose that Bob wanted to parse the stream
and do not need to look at the entire string to determine the codewords. Then, this
code would fail since Bob will read 11" and then he cannot decide if this means "blue’
or he has to proceed to the next character and read 'purple’. The problem is that the
codeword 11 is prefix for the codeword 110. Only after reading the whole stream, he
will be totally sure what the unique decoding is.

Thus, in order Bob’s desire to be fulfilled, Alice needs to design a new code.

Definition 5.1.5 — Instantaneous Code. A code is called an instantaneous code (or
prefix code) if no codeword is a prefiz of any other codeword.

Finally, Alice uses the following code C; that maps {green,red, blue, purple} —
{0,10, 110, 111}. This code is instantaneous and Bob can decode each symbol as soon
as he has read the whole codeword corresponding to it. Now, whatever sequence
Alice streams, it will be easily and instantly decoded by Bob.

In general :

INSTANTANEOUS C UNIQUELY DECODABLE C NON SINGULAR C ALL CODES

Kraft’s inequality

Consider the problem of finding the instantaneous code with the minimum expected
length. Equivalently, we should find the lengths 4, ..., [,, that satisfy Kraft’s inequal-
ity and whose expected length is less than any other’s instantaneous code.
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Theorem 5.1.2 — Kraft’s inequality. For any instantaneous code over a D—ary alpha-
bet, the codeword lengths ly,ls, ..., 1, must satisfy the inequality :

n

> pli<i (5.10)

1=1

Conversely, given a set of codeword lengths that satisfy this inequality, there
exists an instantaneous code with these word lengths.

The theorem’s proof can be found in the classical information theory book [CT06].

m Example 5.3 Now, we will see how entropy arises from the minimization of the
expected length of any prefix code. Suppose that we want to find the instantaneous
code over a D—ary alphabet with the minimum expected length.

OprTIMAL PREFIX CODE
Input : A set of codeword lengths {l;} of size n.
QOutput : L* := minimum expected length

Thus, the optimization problem can be expressed as follows.

(PRIMAL) :  min Z Lipi

ll» 7ln)€Z>0 i=1

s.t. ZD‘“ <1
i=1

This is a constraint optimization problem. Using the Lagrange multipliers, we
can work on the minimization of the Lagrangian function :

=1 =1

Differentiating with respect to [;, we get that :

oJ
; — AD%InD
o, P "
Thanks to the convexity of the problem, we can set the derivative to 0 and obtain
—1, Di
D= 2
AlnD

Thus, the constraint now gives for A :

1
A= D Dand pi = D7,

So, the optimal expected length is :

= Zpil;‘k = ZPilOQD% = Hp(X)
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Remark 5.1.3 Since [; should be integers, in some case a rounding technique will be
needed that will round the lengths near the non-integer optimal lengths set.

Thus, the entropy controls the optimal codeword length of the prefix code.

Sufficient statistics

We continue by presenting in short the notion of sufficient statistics, that was intro-
duced by Sir Ronald Fisher in 1920.

Let {X;}; be samples of a distribution D with an unknown parameter 6.

We say that the statistic Y = u(Xy, ..., X,,) is sufficient if the probability P[X; =
21, .., Xn = x,]Y = y] does not depend on the parameter 6.

That is, if one knows the sufficient statistic, there is no other function of the
samples that could offer more information for the unknown parameter.

Theorem 5.1.4 — Fisher-Neyman factorization. Let fy be the density function of a dis-
tribution with unknown parameter 0. Then, the statistic T is sufficient for the
parameter 0 iff there are non-negative functions h, g s.t. fo(x) = h(x)ge(T(x)).

Fano’s Inequality

Fano’s inequality is a popular information-theoretical result that provides a lower
bound on worst-case error probabilities in multiple-hypotheses testing problems. Mul-
tiple variants of Fano’s inequality have been derived in the literature. In this thesis,
we will use the following version.

Let (2, F) be a measurable space, and D(€2) be the set of all probability distri-
butions on it. Consider the set A, = {A : X" — R*Y} is the set of deterministic
learning algorithms A that take m samples and output a hypothesis distribution D 4.

Let F C A(f2) be a family of distributions and assume that we have access to m
i.i.d. samples drawn from a distribution z = (z1,...,x,,) ~ D™ € F. Let D be an
estimator of D, given the m samples and define the risk of the estimator D :

Ron(D, F) = sup Eypm[dpy (D, D)]
DeF

We will introduce the notion of the minimax risk of a family of distributions

FCAQ) and m>0:

Rn(F) = inf R, (Da,F)= inf Eypn|[dry (D4, D
(F) = jiof Rn(Da, F) A2 sup Eonp [drv(Da, D)]

R,,(F) represents the minimum expected error of any m—samples learning al-
gorithm A when running on the worst possible target distribution from the class
F.

The following result is due to Yu.
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Theorem 5.1.5 — Fano’s inequality. Let F be a finite family of densities s.t.

1. inf dTv(f,g) >a

f.9€F, f#g
2. sup Dgr(f|g) <0
f,9€F,f#g
then it holds that : bt In2
a m n
R, > —(1 — ——
(F) = 2( In|F| )

Thus, in order to lower bound the minimax risk of a family of distributions, and
essentially the total variation distance, we just need to consider a finite family of
densities and bound their TV distance and their KL divergence from below and from
above respectively. Variations of the Fano’s inequality and techniques in deriving
Fano-type inequalities can be found in [SGS17].
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6. On Voting & Social Choice Theory

Foundations of Voting Theory

For further understanding the problem we want to deal with, it is crucial to discover
the foundations of modern voting theory. Thus, in order create the links between
that domain and our problem concerning preference learning will begin by answering
some crucial questions that could easily arise.

How is our problem related with Voting Theory and Social Choice Theory?

Our goal is to discover a hidden true ordering among m alternatives from a set A,
given a collection of samples, where each sample is a permutation of the elements
of A. One could easily think of a voting process the exact same way. Each voter
proposes her own perspective on how she believes this hidden global preference list
is ordered and, afterwards, an appropriate voting rule is applied, that aggregates
each vote (noisy sample) and outputs the final result, a global ’socially-acceptable’
ranking. Hence, intuition and tools offered by the voting theory field will be useful
to our analysis.

Reformulating the problem.

There is a true hidden preference among m objects {a;},, that is expressed by a
permutation over these alternatives a; > a;, > ... = a;,. For instance, these m
objects can be candidates of an election process and the hidden ordering could be
the ’socially-acceptable’ ranking. Each voter offers in the election process a noisy
sample, her own point of view considering the true ordering of the m alternatives.
We play the role of a voting rule that has to output a ranking of the m alternatives.
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What are the points of interest of the social choice field?

Social choice area is interested in the aggregation of preferences-perspectives in or-
der to output a ’common decision’, a ’social preference’. The need of techniques
and results from that field appears other closely related areas, such as economics,
management and voting systems.

How dit it all start?

One of the pioneers of that field, and specifically in the forefront of the application
of mathematics in the area of social sciences, was the French mathematician and
philosopher Marquis de Condorcet. In 1785, Condorcer published his work 'Essay on
the Application of Analysis to the Probability of Majority Decisions’. In that work,
he mentions two crucial results, that are nowadays known as the Condorcet’s Paradox
and the Condorcet’s Jury Theorem.

Condorcet’s paradox. Consider a voting procedure with two candidates,
where each voter has a preference to one of them. If the society, as a whole, wants
to choose in common one of the two candidates, based on social acceptance, the
majority voting rule seems to be a logical and correct choice. Condorcet questioned
the following :

What happens if there are more than two candidates? Is the majority voting still a
good choice?

Condorcet proposed the following (counter)example : We denote by a >; b, when
the voter ¢ prefers a over b. Consider a setting with three candidates a, b, ¢ and three
voters with the following preferences :

ear—1b1c

o b =2 C o Q

ec>3a>3b

We can easily observe that the majority of the voters prefers a over b, b over ¢ and
c over a. Hence, the socially acceptable preference, according to the majority rule is
a > b > ¢ > a, which is obviously inconsistent. Whoever candidate will get elected,
there will be a majority of citizens that will disagree with that choice. Equivalently,
the graph generated by this ranking will have a cycle.

Hence, Condorcet deduced that the majority voting rule is a valuable technique for
social decision making, thank to its simplicity, but it deals with a considerable amount
of issues. Consequently, Condorcet clarified the necessity of designing methods in
the field of voting and social choice theory, that will encounter issues like the one
mentioned above.

Condorcet’s Jury Theorem. Consider a group of juries, that is called to
decide if the defendant is innocent or guilty. Suppose that each member of the group
has a common and independent probability p € (%, 1) of making the right choice.
Then, the majority of juries is more likely to make the correct choice than each
jury individually. Additionally, as the size of the group increases, the probability of
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making the right choice tends to one. In a mathematical perspective, the probability
is expressed as a sum of binomial random variables :

n

Maj(p,n) = Z (?)pi(l—p)"_i—>1, as n — 0o

i=|n/2]+1

Maj(p,n) expresses the probability that the majority of the n juries makes the
right choice, when each member decides correctly with probability p. Under these
circumstances, the majority rule works well. On the other side, if p € [0, %], the
results get reversed and the best choice would be to choose a jury at random and
judge according to the decision of the randomly chosen jury.

Is there a fair voting method?

One of the most important results concerning the fairness of voting methods is the
famous Arrow’s impossibility theorem. The economist Kenneth Arrow demonstrated
the theorem in his doctoral thesis and popularized it in his 1951 book ’Social Choice
and Individual Values’.

No voting method is fair, every ranked voting method is flawed.
The only voting method that isn’t flawed is a dictatorship.

Arrow states that, when the number of alternatives is grater that 3, there is
no ranked voting electoral system that, given the ranked preferences of voters, can
deduce a community-wide ranking (complete and transitive) which will be 'fair’ in a
sense of satisfying a set of logical criteria.

The voting setting will be formally presented in the following section. Never-
theless, we are going to present the main setting here in order to refer to Arrow’s
impossibility theorem.

We will consider a set of n voters and a set of alternatives A (the candidates).
We denote the set of permutations on A with £(A). It is worth mentioning that if
—€ L(A), then > is transitive (a > b,b > ¢ = a > ¢) and antisymmetric (a = bAb >
a = a = b). Hence, > is a total order on A. The preference of voter j is denoted by
>~; and j prefers a over b if a >; b.

A voting method or voting rule is just a function that aggregates the preferences of
all voters into a total social order on the alternatives. This function f : L(A)" — L(A)
is usually called a social welfare function.

From our experience in our everyday lives, it seems natural to think that such a
function, in order to be ’good’, should satisfy some criteria.

0 A ’good’ voting method f should satisfy unanimity : If each voter has the same
identical preference ranking >*, then the socially acceptable order should be
that exact ranking. Formally, unanimity can be stated as :

Ve LIA), f(=",....,=") ==~
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0 A ‘good’ voting method f should not be a dictatorship : A voter is a dictator
when the final resulting preference is independent of the other n — 1 voters
and only the dictator chooses the social preference. Specifically, a voter j is a
dictator in f if for all voter preferences >1,...,=,€ L(A), f(>1,...,=n) =>; .
Hence, f is not a dictatorship if no dictator exists.

O A ’good’ voting method [ should satisfy independence of irrelevant alternatives.
That is the social preference between any pair of alternatives x,y € A, depends
only on the preferences expressed by the voters’ only between these two candi-
dates. Hence, Va,y € A,V 1, ..., =, =71, ..., =- € L(A) where f(>1,...,>y) =

—, f(>1,....,>5) = =%, we have that if :

(x=jy = x=jyVj)=>(r>y <= v>"y)

A simpler way to develop an intuition with that rule is the following question :
Why should a voter’s preferences about candidate z # x,y, influence the social
ordering between candidates x and y?
These three rules would be crucial to hold in order to have a ’good’ voting method
in common sense. Arrows’ theorem clarifies that it is impossible for a voting method
with more than 3 candidates to satisfy these three rules at the same time.

Theorem 6.1.1 — Arrow’s Theorem. Fuvery social welfare function over a set of at least
3 alternatives (|A| > 3) that satisfies unanimity and independence of irrelevant
alternatives is a dictatorship.

Arrow’s theorem states that for any non trivial voting procedure, there is no votes
aggregation algorithm that can output a ranking that will successfully aggregate the
individual voting preferences of each voter to a common socially optimal order of
preferences, without violating a collection of axioms. These criteria, presented above,
correspond to some properties that a 'good’ voting scheme should satisfy. [NNO7]

In conclusion, one could think that the impossibility theorem of Arrow could be a
terminating point to the field of social choice and of voting theory. This is exactly the
point where computer science and statistics arise in order to expand the framework of
social choice theory. In order to deal with the weaknesses of ballots and voting rules,
one could think that voting rules act like estimators. In this modern voting scheme,
we consider that there is a hidden global truth, that each voter is coping to estimate.
Thus, each vote corresponds to a noisy version of that underlying truth. Hence, voting
rules, trying to output a social acceptable ranking, are connected to the notion of
maximum likelihood estimator. This idea will be presented in the following section.
But, before proceeding to the statistical perspective of voting rules, we present the
main framework of statistical voting theory.

Statistical Foundations of Virtual Social Choice

After revisiting the foundations and the main results of voting theory, we are able to
introduce a voting setting with a statistical point of view. This setting will be closely
connected to our ranking learning framework. One could think of these two setting
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in parallel, since our ranking models can be seen completely as voting procedures the
way defined as follows.

Voting Setting

The main setting of voting theory consists of whom we vote (alternatives) and how
we vote (votes).

Definition 6.2.1 — Alternatives. A set A = {ay,...,a,} of alternatives - options, that
voters want to rank.
A vote is just a ranking among the alternatives.

Definition 6.2.2 — Vote. The vote of each voter is a bijective function o : A —
{1,2,...,m}, that is each vote is a permutation of the elements of A.

For alternatives a,b € A, if o(a) < o(b), then the voter prefers a over b. This is
denoted by a >, b.

Definition 6.2.3 — Voting Profile. The set of all votes, that is the set of all possible

bijective functions (permutations) o, is denoted by L(A). A voting profile of n votes
is denoted by m € L(A)".

Voting Rules

We can think of a voting rule as a function that takes as input a vote profile, that
is a list of the preferences of voters, and outputs a ranking. These rules can output
either deterministically or randomly.

Definition 6.2.4 — Deterministic voting rule of n votes. A deterministic voting rule of
n votes is a function, that takes as input a voting profile of n votes and outputs a
winner vote.
rPet LA™ — L(A) (6.1)
Collecting all the n-votes deterministic voting rules for all n € N, we can define
the deterministic voting rule as the union of all the n-votes deterministic voting rules.

Definition 6.2.5 — Deterministic voting rule. A deterministic voting rule is a function
rPe Ups 1 L(A)™ — L(A), (6.2)
which operates on a vote profile and outputs a ranking.

Note that we define the voting rule to output a ranking over alternatives rather
than a single alternative; such functions are also known as social welfare functions in
the literature.

The models that we are going to introduce in the following chapters are proba-
bilistic, so it is unavoidable not to introduce a probabilistic notion of a voting rule.
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Definition 6.2.6 — Randomized voting rule. A randomized voting rule is a function
pRend g, o1 L(A)" — D(L(A)), (6.3)
where D is the set of all distributions over an outcome space.

Given a profile 7, the probability of a (randomized) rule r to return a ranking o
is denoted by P[r(7) = o].

Thinking of voting rules as estimators

In 1959, John Kemeny developped the following rule in order to answer to the
question

If I am given a preference of each voter on a set of alternatives, what is the
‘socially-wide’ acceptable preference?

Suppose that we are given a set of m rankings. We have to choose a permutation in
the symmetric group that will represent the socially acceptable order of preferences.
If one thinks of each permutation as a point on a metric space, we have to choose the
point that minimizes the distance between the m given points. But, as we saw in the
introductory chapter, we can define appropriate distance metrics in order to convert
S, into a metric space (S,, d.), where d, is a valid distance metric on the symmetric
groups. From now on, we will work with the Kendall’s tau distance.

Definition 6.2.7 — Kemeny’s Rule. Given a voting profile - voting vector ¢ = (o4, ...,0,) €
L(A)"*, Kemeny’s rule choose the ranking T that is the closer under Kendall-Tau
distance to the n given votes, that is :

n

T =arg min) ZdKT(T, ;) (6.4)

TEL(A
=1

During 1980-90, Peyton Young developped a technique for the study of preferences
aggregation. Specifically, he considered that there exists a 'true’ but "hidden’ ranking-
preference among the alternatives. We get noisy signals-samples from that true and
locked ranking. Young, using a probabilistic model on that exact idea, proved that
the Kemeny rule is the maximum likelihood estimator of the true ranking given i.i.d.
noisy samples generated by the model. Thus, in the literature, Kemeny’s rule is
usually referred as the Kemeny-Young method.

If we observe the above equation, it should be clear that we want to minimize the
l; norm of the given elements on the metric space (S,,, dxr) of the permutations in
S,, with the Kendall’s tau metric. In the following lemma, we are going to show that
the choice of minimizing the /; norm is equivalent to the choice of finding the median
of the elements of the metric space.
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Lemma 6.2.1 — [; minimization. Given the points pq, ..., p, € R, the l; norm defined
as li(x) = >0 ||z — pil|1 is minimzed by the median of the given points.

Proof. e Let € >0 and let « € [pg, pr+1]. Then, pp < x <z + € < pryq.
e The /; norm’s sum becomes

lLi(z) = Z |l = pillh = Z(x—pi) + Z (pi — )

e We transpose x to the point x 4 € and we observe how the sum is changed :

ha+e) = Y [la+e)=pills = D (a+epi)t 3 (pmw—e) = e(h—n+k)+h @)

e Hence, the discrete difference equals to M =2k —n.
We let € | 0, and we get, for = € [pg, pe+1], 11(z) = 2(k = §).
e The monotonicity of the /; norm can be simply derived : For k < 7, the function

is decreasing, for k = % is constant and for £ > £, is an increasing function of

2 2
k.
e Thus, the minimum is attained at £ = 4 and hence the element chosen corre-
sponds to the median of the collection of the given points.

Remark 6.2.2 It is useful to note how Kemeny’s rule works when the solution is not
unique. In that case, the set T' = argmin ). | dixr (7, 0;) will have more than one
T

element and, hence, the rule chooses uniformly at random an element from 7.

An algorithm for computing a ranking according to the Kemeny rule in polyno-
mial time in the number of candidates is not known, and unlikely to exist since the
problem is NP-hard even if there are just 4 voters.

An election (V, C') consists of a set V' of n votes and a set C' of m candidates. The
score of a ranking o with respect to election (V,C) is defined as ), .\ dxr(v,0). A
permutation ¢* that attains the minimum score is usually called Kemeny consensus
of (V,C') and the corresponding score ) i, dgr(v,0*) is called the Kemeny score of
(V,C). The problem is defined as follows :

KEMENY SCORE
Input : An election (V, ') and a positive integer k.
Question : Is the Kemeny score of (V,C) < k?

This consensus ranking problem is known to be NP-hard ([BT89]). From a graph
theoretic point of view, the NP-hardness is expressed as follows : The election can
be seen as a tournament problem. The tournament requires each alternative to play
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every other of the n — 1 alternatives, but there is one more round (set of pairwise
contests) to be played. We ask whether there exists a set of outcomes for the final
round that will guarantee tournament victory for a particular competitor.

TOURNAMENT OUTCOME

Instance : A simple clique K,, where each edge can be either directed (i beats j) or
undirected (the pairwise winner between ¢ and j is not decided) and a distinguished
player x.

Question : Is there a way of assigning directions to the undirected edges so that x
wins the tournament?

The TOURNAMENT OUTCOME under the second-order Copeland is NP-complete
and the reduction is via the celebrated NP-complete problem 3,4-SAT.

As we will see in the following chapter, when the rankings are i.i.d. samples from
a special noisy model, namely the Mallows distribution, consensus ranking arises
during the computation of the maximum likelihood ranking.



7.1

7.2

7. On Probabilistic Models of Permutations

Prelude

Data ranking appears in a wide variety of applications, as we have already referred to
the introductory chapter, but remains too difficult to model, learn from, and predict.
Working with ranking data creates significant computational challenges that stem
from the structural complexity of the symmetric group S,, the space of permutations
on n elements. Models of ranking data are mainly parametric families of distributions
in the symmetric group.

There are many distributional models of rankings that have been developed in
order to explain choice behavior. Two of the more popular in the machine learning
community are the Mallows model and the Plackett-Luce model. The Mallows model
is a distance-based ranking model and was firstly introduced by C.L. Mallows in 1957
in his paper 'Non-Null Ranking Models’. The Plackett-Luce distribution derives its
name from the independent work by Plackett (1975) and Luce (1959).

Despite the fact that these two seminal ranking models were first develloped in
the 20th century, a probabilistic perspective of preferences was studied two centuries
earlier (1785) by Condorcet, while he was questioning the issue of political decision
making. Thus, in order to link the past with the present, we choose to present the
first recorded attempt to draw a ranking sample.

Condorcet’s Decision Problem

In the previous chapter, we presented a review of some fundamental results from
the theory of voting and social choice. One of the most influential people, working
on that field of science, was the French mathematician and philosopher Marquis
of Condorcet. During his life, Condorcet was questioning constantly the political
decisions, that were deviating from the social benefit. In 1785, Condorcet worked on
a probabilistic view of making the 'right decisions’, where one chooses from a set of
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policies and deduces a ranking that maximizes social welfare.

He considered a set of choices, from which the members of the society, the voters,
express their opinion, their preference, that is a ranking over this set of choices. He
considered that there is an underlying objective ranking that is the most beneficial
to the society. Condorcet’s model has the following properties :

e Each player votes independently from each other.

e The comparison between any pair of alternatives is independent.

e If in the objective ranking, the choice a is preferred over choice b, that is a > b,
then a voter ranks a over b with probability 1 —p > %, (and hence the error
probability p < %)

It is easy to think of the ranking generation process as a directed graph, whose
vertices are the set of alternatives A and, in each step, we add a directed edge between
alternatives a,b. The direction of the edge is determined by the error probability
p < % If the objective ranking is my and for a, b, we have that a >,, b, then we add
the edge a — b, with probability 1 — p, otherwise we add the edge b — a.

Equivalently, we can think that the directed graph is initially the tournament
graph induced by the objective ranking 7. Afterwards, we iterate over each edge and
with probability p, we flip the direction of that edge.

As we will show the Condorcet’s noise model corresponds to the Mallows model,
defined later. Thus, we will refer to the above procedure as the Condorcet-Mallows
noisy ranking process, that is decribed as follows :

Algorithm 2 Condorcet-Mallows noisy ranking process

1. Let my be the objective ranking and let 0 < p < %
2. Initialization : o < (.
3. For each pair of alternatives a,b € A, s.t. a >, b,
Sa. with probability 1 — p, add a = b to o,
3b. otherwise, add b > a to o.
if o is intransitive then
| GOTO step (2).

else
| RETURN o.

end

It is clear that the way we generate the ranking o, there is a significant probability
that the generated directed graph will have a cycle and, thus, the permutation will
be intransitive. But, this is unacceptable. We cannot output, for instance, the
permutation a > b > ¢ > a. Hence, we have to restart the generative process.

Now, we will try to deduce the Mallows probabilistic model by analyzing the
Condorcet-Mallows process.

The Condorcet-Mallows process independently decides for each pair a,b € A by
flipping a random p—biased coin. Thus, with probability p, the objective ranking g
and the generated 7 will have a pairwise disagreement on a,b and with probability
1 — p, they will agree on that pair.
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Consider the probability measure Pgy, over rankings o :

(7.1)

1 if o, my disagree on a, b
Pealo|mo, p] { P ° &

" Zom — 1 —p otherwise
a>

The probability that one generates, using the Condorcet-Mallows process, a rank-
ing o, given 7, p is exactly equal to the Poys[o|mo, p].

We note that Zg), is a normalization constant that will be computed later.

We have already described a notion of distance between permutations that counts
the number of pairwise disagreements. Thus, the Kendall’s tau distance naturally
arises to the context of Mallows model.

Set the number of alternatives to be |A| = m. It is already known that the
number of pairwise agreements equals ('g') —d, where d equals the number of pairwise
disagreements. The number (ZL) equals the number of edges of the clique K,,.

The measure Pqj; can be expressed as follows :

1 m\ _ m p
P — drr(omo) (1 (%) —drr(omo) _ 1— (%) dxr(0,m0)
cumlo]mo, p] Zor? (I-p) ZCM( p)*(y _p)
(7.2)
Set ¢ = %. Since 0 < p < %, we get that 0 < ¢ < 1. In the Mallows model, we
will set the normalization constant Z;s to be :
1 1 m
——=——(1-p)
Zum Lom
It can be shown that :
Zum=1-1+¢) .- (1 +¢+..+¢™ ) (7.3)
and thus :
en = (1=p) 8 (L o) (ot (o) ot ()™ (1)

The Mallows Model

The importance of the Mallows Model for permutations is equivalent to the impor-
tance of the normal distribution on the real line. In order to understand the notion
of this noisy model, it is worth reminding the reader the problem we want to solve.

Main Problem: There is a true hidden preference among m objects {a;}, that is
expressed by a permutation over these alternatives a;, > a;, > ... > a;,,. Our goal is
to learn this true hidden ordering, given noisy samples in the sense that each sample
is an element of the symmetric group generated by these m elements. Thus, each
samples is one of the m! possible ranking and is drawn by a distribution parameterized
by the true hidden ranking.
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How many samples will be needed in order to learn the true hidden ranking with
high probability?

This question is of significant importance but we firstly need to clarify our setting.
Hence, the most useful question is the following :

What is the distribution of our model?

The Mallows model M (7, ¢)

The simplest form for the Mallows model is the M(mg, ¢). Let mg be the 'underlying
truth’, the hidden central ranking parameter of the Mallows models and let ¢ € [0, 1]
be the spread parameter or the dispersion of the model. One could think of ¢ as the
swapping probability of each pair of adjacent elements. The higher the value of the
dispersion, the more noisy are the samples generated by the model, since swaps are
more likely to occur in the initial central ranking. The lower the value of ¢, the more
stable our samples will be, since the sampling procedure will not cause, with high
probability, vaste of swaps.

In the previous section, we showed that the probability of drawing a ranking 7 of
size n, given the true order 7y is proportional to :

(1 _ p) (’;) _dKT(WﬂTO)deT(ﬂ'Jro)

Thus, using a standard normalization and setting ¢ = ﬁ < 1, we get that :

_ 1 KT (7,m0)
P[W’WOP - Z(Qb, 7T0>¢d (75)

where dgp @ S, X S,, = Z>¢ is the known Kendall’s tau ranking distance

dgr(mo)= ) L{(x(i) = 7(j)(0(i) - o(j)) < 0)} (7.6)

1<i<j<n

The probability P[r|mg| corresponds to the probability of drawing 7 as sample
from a Mallows model M (m, ¢). Equivalently, in the corresponding literature, we
use a parameter 3 instead of ¢ such that ¢ = e?. Thus :

1

P[7T|7To] = meiﬁdKT(ﬂ-’ﬂo) (77)

In this way, it is easier to see the connection between the Mallows model and the
normal distribution.
The normal distribution AV(p, 0?) has density

1 lz—n?

2
xlp, o) = e 2.2
falu, o) vV 2mo?

'The correct notation would be P[r|mo, ¢, but for simplicity reasons, we omit ¢. The majority of the
related literature makes this assumption too.
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The support of the above density is R. It is not difficult to notice the similarities
between the two probability measures. The normal distribution assigns mass to each
x € R, that decreases exponentially to a distance measure z — % with center
the mean p, whereas the Mallows measure assigns mass that decreases exponentially
with the Kendall Tau distance from the central ranking m5. One can think of the
Mallows distribution as an embedding of the normal distribution to the symmetric
group. This dimension reduction via the embedding alters some properties of the

normal distribution, like the symmetry property and the existence of a turning point.

L: {o]dkr(o,m0) = 1}
1o /%/

. {a|dkr(o, m) = 2}
Zahtoy :‘;
0.8 £ %\\ s ‘ n
~o o= dolder(e,m) = d}.d € [(2)]
VA
0.6 Fos oo ot
P S
\e = = = \
— - \-.
0.4 S -1
~o  wp - = argmaxdgr(o, m)
\\ aes,
.“!
02 T~a

Figure 7.1: Informally, the Mallows model can be seen as a discrete version of an one-
sided normal distribution. Intuitively, each point in the discrete x-axis is a set Sy =

{o|dxr(o,m) = 6} for 6 = {0} U[(5)].

The more a permutation deviates from the central ranking in dgr, the less is the
probability of being chosen. In the same notion, the more a value deviates from the
mean of the normal distribution, the probability of being drawn falls exponentially
in the square of the distance.

0.8 Plo|mg] = Plr|m] <= dxr(o, mo) < dyr(, 7o)
0.6

0.4

0.2

Figure 7.2: A distribution D that follows the monotonicity property. Such an example
is the Mallows measure, where one can observe an exponential decay as the KT distance
grows.

This is an important characteristic of the Mallows model. We refer to that prop-
erty as monotonicity. Mallows model is monotonic since, given two samples o, 7, one
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has :
dr(o,m) < dgr(T,m0) <= Plo|m] > P[r|m]

We remind that KT distance counts the number of pairwise disagreements of a
pair of permutations. Considering a fixed ranking 7, KT distance is maximized by
comparing 7 with its inverse permutation 77! = arg maxdgr(7, o) and the value

g

attained is (’;) This value is the maximum number of swaps needed when one sorts
with bubblesort.
The normalization constant is :

Z(6,m0) = 2(0) = [[ D¢ (7.8)

This expression was firstly observed in the Mahonian numbers M (n, k) section,
as this function is the generating function >~  M(n, k)z*

I Lemma 7.3.1 Z(¢, 71'0) ( ) H Zj 0¢]

Proof. Informally, since we can express the normalization constant as,

(5)
11+ (1+0+0%)...(L+o+..+¢" =Y M(n, k)"

k=0

one can easily notice that summing the Mallows probability measure over all possible
permutations of size n will produce the exact same sum and this sum will be equal

to :
(3)
1= Plrlm] = Z(¢,m0) = Zo = »_ M(n, k)¢*
TESH k=0
Notice that k runs over the possible number of inversions needed. We now proceed
to a more formal proof.

We remind the reader the decomposition vector defined in Chapter 2 for the KT
distance. There is "1-1’ correspondence between every permutation o € S,, and the
vector of numbers (V;(o,m), ..., Vi(0,m)), where Vi(a,m) € [0,7 — 1]. Let QF =
[k] x [k + 1] x ... x [n — 1]. This "1-1’ correspondence allows us to write the partition
function Z (¢) in the following way

=S o= X oS o= o [1o)
yeqy =1 y1€[0] yeQy, J=2 y1€[0] yeQl j=2

Continuing this process recursively, the lemma follows. [ |
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Remark 7.3.2 For each pair of alternatives, let p(i,j) = P[i = j| = > P[r]
meLl(m(i)<m(j))

the probability that 7 beats j in a ranking randomly drawn according to the Mal-

lows measure P. Notice that the probability matrix P = [p(i, j)| is Toeplitz.

Afterwards, we will provide a way to deduce why one chooses this normalization
constant and how the Kendall tau distance naturally arises for the definition of Mal-
lows model. These observations come from the so-called RIM process. But, firstly,
we present a different way to think of the Mallows model.

A different point of view

Kernelization has been proved a remarkably useful technique for the machine learning
community. The main notion behind kernel-based methods is to define a positive
definite kernel K : X x X — R over the input space X. Thus, for two input vectors
x,y € X, K(z,y) can be seen as a measure of similarity. Our purpose should be to
design an embedding ® : X — H of the input space to a Hilbert space H (space with
a well-defined inner product) in which the kernel reduces to an inner product, that
is:

K(z,y) =< ®(x), P(y) >x, Y2,y € X (7.9)

Probably, the most famous kernel is the N —dimensional Gaussian kernel defined
as :

oL IEdls
G(z;0) = 27T02Nexp( 57 ) (7.10)
" Iz~ ylP
T —y
Ko(z,y) = exp(———5—) (7.11)

It is well mentioning that the Fourier transform of the Gaussian function is again
a Gaussian function on the frequency domain. The Gaussian function is the only
function with this property.

The Mallows kernel plays a role on the symmetric group similar to the Gaussian
kernel on Fuclidean space.

The Mallows kernel is defined for any g > 0 by :

Ky pg(o,m) = exp(—PdxTo, ) (7.12)
We can show that K g is positive definite for any 8 > 0. Define the mapping :

oS, - RE)

o2 (sgn(o(i) — o(j)))i<i<j<n

Mallows kernel corresponds to a Gaussian kernel on a (Z) —dimensional embedding
of S,. For more extensive results, we refer the reader to [JV15]. Thus, we can see
how complex is the structure of the symmetric group. In order to project o € S, to
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a {£1}—valued vector, one needs to map to the (;)—dimensional space. Thus, the
increase is O(n?).

For instance, for n = 2, ®(1 > 2) = —1 and (2 > 1) = +1. For n = 3, we have
an embedding in Rz such that ®(a > b > ¢) = (sgn(a —b), sgn(a — ¢), sgn(b — c)).

The Repeated Insertion Model

The Condorcet/Mallows sampling procedure for drawing rankings from the Mallows
distribution can be very inefficient in a computational point of view. For instance,
the sample a > b > ¢ > a should be rejected. In general, it is inefficient since it
relies on the rejection of partially constructed rankings as soon as a single circular
or non-transitive sample is drawn (once the directed graph of the permutation has a
cycle).

Efficient sampling is essential for a variety of inference and learning tasks. A com-
putational perspective of the efficiency of sampling concerning the Mallows Models
can be found in [LC14]. The main question that one could have is the following :
Suppose we have a Mallows model and we want to draw a sample permutation.

Is there a process that offers a computationally efficient way to sample rankings?

Doignon proposed a generative process, called Repeated Insertion Model (RIM)
that gives rise to a family of distributions over rankings and provides a practical way
to sample rankings from a Mallows model.

The main idea is that we create a ranking by inserting each alternative one after
another. The process in completed after n steps where n is the number of alternatives.

The model assumes a reference ranking m = ajas...a,, and insertion probabilities
pi; for each i < n,j <i. RIM generates a new output permutation using the following
procedure. We remind that we denote with ¢ > j when the alternative ¢ is ranked
above J.

e At step 1, the alternative a; is added to the output ranking.

e At step 2, the alternative as is inserted either before or after a;. The item a, is
inserted above a; with probability ps 1, generating the permutation as > a; and
below a; with probability p,o = 1 — p2 1, generating the permutation a; > as.

e At step 7, a permutation of alternatives ap, as, ..., a;—1 will be created and the
alternative a; will eventually be inserted in position j < ¢ with probability p; ;.

e After n steps, the output ranking on the n alternatives will be a (valid) permu-
tation € S,,.

Remark 7.4.1 The insertion probabilities are independent of the ordering of the
previously inserted alternatives.

Doignon showed that one could choose the p; ; appropriately in order to create a
generative process that corresponds to the Mallows model.
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Definition 7.4.1 — Repeated insertion function. Let m = ay...a, be a reference ranking.
Let an insertion vector be any positive integer vector j = (ji, ..., jn) s.t. ji < iVi €
[n]. Consider the set J of all possible such vectors. A repeated insertion function
Fp:J — L(A) (where L(A) is isomorphic to S, ) maps an insertion vector j into

=,

a ranking Fr(j) by placing each a;, in turn, into rank j; for all i < n.

m Example 7.1 For instance, consider the reference ranking @ = a1 > as = a3z > ay.
For the insertion vector (1,2,3,4) we get that F,(1,2,3,4) = a; > as > ag > a4 and
for (1,1,2,3) we get that F(1,1,2,3) = as > ag = ay > a;. "

Given the reference ranking 7, there is a "1-1’ correspondence between rankings
and insertion vectors. That is F); is a bijection between J and S,,.

Suppose we are given an insertion vector j What is the dislocation it creates?

It is easy to observe that whenever a; is inserted at position j;, it creates (i — j;)
pairwise misorderings with respect to alternatives aq, ..., a;_1. All pairwise misorder-
ings can be accounted this way. Thus, summing over all : < n gives the Kendall tau
distance.

Lemma 7.4.2 For any insertion vector j = (J1, .-y Jn) € J, we have that :

n

> (i = i) = dier(Fr(7,m)). (7.13)

=1

Suppose we are given an insertion vectorf that is mapped to a ranking r under Fi.
What is the probability of generating r under RIM?
Let Fr(j) = Fr(ji, ..., jn) = 7. Then the probability to generate ranking r under
RIM is H?:l Dij;-

Theorem 7.43 — RIM ~ M(r,¢). By setting the insertion probabilities p; ; =

# fori <mn,j <1, the distribution induced by RIM with insertion function

F; is identical to that of the Mallows model M(m, ).

Proof. Let M(7, ¢) be the Mallows model and r be any ranking in S,,. Let (j1, ..., Jn)
be the insertion ranks s.t. Fy(ji,...,5,) = 7. If we multiply the factors ¢*~7i across
i < n, we get ¢p2i=1iJi = ¢dx7(n™) This term is exactly the proportional probability
to draw r in Mallows model. The denominator of [}, p;; = (1+¢)(14+¢+¢?)...(1+

¢+ ...+ ¢™ 1), that is independent of r. This is exactly the normalization constant
Z(¢p,m) = Z(¢) of the Mallows model. [

Generalized Mallows Model

In 1986, Fligner and Verducci introduced a generalization of the simple Mallows
model. In the KT distance section, we mentioned that each permutation is in "1-1’
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correspondence with a vector of numbers, namely the decomposition vector. The
idea behind the Generalized Mallows Model exploits this correspondence.

Let 0,7 € S,,. We define V;(o, ) to be the number of discordant alternative pairs
involving alternatives ¢ < j and alternative j, that is, for j € [n],

Vilo.m) = > 1{(a(i) = a(j))(x(i) — n(j)) < 0}

1<i<j

The generalized Mallows family of distribution is
M, ={P;.  p€0,1]",m €S,}

parametrized with central ranking 7y € S,, and n-dimensional dispersion vector gz_g =

(¢1, ..., dn) € [0,1]".

The probability mass function is defined as :

Vi(o,m0)
¢a 71-0 H ¢

It is clear that if ¢; = ¢, we get the single parameter Mallows Model since
dKT(Uﬂ W) = Z?:l VZ’<O-7 7T)'

Another important property of the generalized Mallows Model is that, when the
distance metric is the Kendall tau distance, the random variable Y; = V;(§, my) where
§ ~ Pj ., are independent.

ThlS follows from the following decomposition lemma of the partition function

Z(¢) :
I Lemma 7.5.1 Z((E, o) = Z((E) =11, Zi(¢:) = 11—, Z;B o

The proof is completely similar to the normalization constant’s proof in the single
parameter Mallows Model by substituting each ¢ with a ¢,.
Hence, one can write :

Pgm(0)

n ¢‘/Z (o,m0)

pd:,ﬂ'o (0) = H Zz(¢z)

Studying the random variables Y

The random variables Y; = V;(&, mo) where { ~ Pz “are the sufficient statistics for
the distribution Pﬂ When the central ranking is known A very important question
that arises is how each variable Y; is distributed. Observe that the probability mass
of the random vector (Y7, ..., Y}) equals

d n
1 ¢i"

Hence, it is clear how the above lemma decomposed the normalization constant
in order to provide us with the desired independence of the random variables. If we

PlY, =dy,....Y, = d,] =
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isolate the term Y, we can observe that the distribution of the random variable is
quite similar with a geometric distribution. The main difference is that the geometric
distribution has an infinite tail, while the tail of the distribution of Y} is finite. This
distribution is known and is called a truncated geometric distribution.

Definition 7.5.1 — Truncated geometric distribution. A random variable & follows the
truncated geometric distribution TG(¢, k) with parameters ¢ € [0,1] and k € NU
{oo} if it has the following probability mass function
peli) = =2 i {01, k)
D=0 &

with support {i:i¢€ {0,1,....k}}.

m Example 7.2 For k =1, TG(¢,1) =p Be(ﬁ) where the success probability ﬁ =

1—pif¢= %. For k = oo and ¢ < 1, TG(¢,00) =p Geo(¢). Note that if we fix
k, then & = {TG(¢,k) : ¢ € [0,1]} is an exponential family with natural parameter
0 = Ing. u

So, it is not difficult to see that :
Y} = V}(Ea 7TO) ~ Tg(¢]7j - 1)? where 6 ~ P(;E"WO
A useful lemma

Consider the distribution Py to be the multivariate distribution (Y1,...,Y,), where
Y; ~ TG(¢;,5 —1). We need to link this distribution with the initial distribution
Ps when the central ranking 7 is known.

Lemma 7.5.2 Let mg € S, and qg € [0,1]". Let Ry be the support of the distribution
77(5 and let qu?wo the support ofPQ;WO. Then, there exists a bijective map g : Rq;ﬂo —
Ry s.t. for any o € Rj .. it holds that :

Poop, [r= o] = Pyup.[§ = 9(0)]
Also, it holds that :
v (P, ryr Py o) = dTV(P&’ Ps)

and

Dk1(Pg, my | Pgymo) = Prr(Pg, | Pg,)

Proof. The bijective mapping is given by the structure of the Generalized Mallows
model, since one can define, for any 0 € R Fmo

g(o) = Vi(o,m0), .., Vn(o, m))
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We have already seen that (Y7,...,Y},), where Y; = V;(£, m), are independent if

-

¢ ~ M(my, ®). Thus, the joint distribution of the n-dimensional random vector is
equivalent to the probability mass of the Generalized Mallows model, that is :

n ¢V¢(U,7ro)

(5= 9(0)] =Py =y, Yo =] =[] 2(@) =Prp,; [r=0]

Peyy,.m)~p

This bijective mapping preserves the mass and, hence, we get the other two equalities.

Remark 7.5.3 Note that if we consider the case where ¢; = ¢ Vj € [n], the above
results still hold for the single parameter Mallows model.

The Plackett - Luce Model

The Plackett - Luce probabilistic model is another model for permutations. The
difference between the Mallows and the PL model is the way one creates the permu-
tation. The intuition behind Mallows model could be the idea of the construction of
a tournament as we referred to previous sections. The idea of PL model looks like a
generalized version of repeated insertion model.

Firstly, we provide an examples of how a permutation will be generated by the
PL model.

Assume that we have a box with m balls. Each ball a; values w;. We can normalize
the values of the balls in order to get > " w; = 1. We create a permutation of the
m balls in m steps, as follows :

In each step, we choose a ball and we pick it out of the box. The probability
for each remaining ball to be chosen equals its value over the sum of values of the
remaining balls inside the box. The way to pick the m balls induces a unique ranking
of the items. We note that, in the first step, the probability to draw ball ¢ equals its
value 0 < w,; < 1.

Before formalizing the PL model, we introduce the fundamental idea behind
Plackett-Luce model, that is due to the work of Duncan Luce in 1959.

The Luce’s choice axiom
Luce’s choice axiom consists of two parts. Let C be a choice set.
Luce’s Axiom 1

Assume that C' contains two elements x,y such that x is never chosen over y
when the choice is restricted to only x and y. Without affecting any of the choice
probabilities, x can be deleted from C'.
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Luce’s Axiom 2

Assume that S C C. Then, the choice probabilities for the choice set S are con-
sidered to be identical to the choice probabilities for the choice set C' conditional on
S having been chosen

PS(Oé) = Pc(Oé|S), a€eS

The axiom can be restated as, if we assign masses w; on the items, the probability
of selecting item ¢ from a pool S of j items is :

Wy
Zjes wy

This formula is completely similar to the known softmax function.

Psli] =

PL model

Let A = {a;|i € [m]} the set of m alternatives and let W = {& = {w;|i € [m],w; €
0,1],>°7" , w; = 1}} be the set of all possible values of these alternatives. The m
values could be represented by a m—dimensional vector.

Remark 7.6.1 Since we require that the sum of values is fixed, we only need m — 1
values, but for simplicity, we prefer to have a m—dimensional vector.

Given a value vector w € W, the probability to generate the ranking
O = Qjy 7= Qjy > ... 7= Ay,
equals to :

wa’ig w“imﬂ

Zp>1 Wiy, waz‘m,l + Wa,,

Plo|w] = w,,, -

Alternatives with a higher weight tend to occupy higher positions in the induced
ranking. The most probable ranking can be obtained by sorting the alternatives in
decreasing order with respect to their weight :

o = argmaxPlo|w] = argsort;cp{ws, ..., w, }

O’ESn

Note that PL model is more flexible that the simple Mallows model since the
parameter size is linear to the number of alternatives. There is a vaste collection
of probabilistic models over rankings. In this chapter, we presented the two more
fundamental noisy models, the Mallows model and the Plackett-Luce model. These
two models are those that one first encounters when working on that topic. For sake
of completeness, in the following section, we present some other probabilistic noisy
models.
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Other noisy models

In the previous sections, we have seen three noisy models-distributions : The single
parameter Mallows model (Mallows, 1957, [Mal57]), the generalized Mallows model
(Fligner & Verducci, 1989, [F1i86]) and the PL model (Plackett, 1975, [Pla75]- Luce,
1959, [Luc59]). In the current section, we shortly introduce some other more rare
noisy models for sake of completeness ([AEMP18], [YR08], [LDSR16]).

The Babington Smith Distribution

The Babington Smith (BS) model was introduced in 1950 by B. Babington-Smith
[BS50]. Consider a collection of n alternatives A = {ay, ..., a,}. The probability of
sampling the permutation o € L(A) equals :

1
Pe(d)zm Il prwo0)

1<i<j<n

where p; ; is the probability of observing the preference a; >~ a; when comparing the
two alternatives. The quantity C(#) is just a normalization constant. The BS model
is parametrized by 6, which consists of all pairwise probabilities p; ; = 1 — p;,. The
parameter 6 consists of (g) values.

The BS distribution results from a process quite similar to the Condorcet-Mallows’
model. The order of each pair of alternatives a; and a; is determined independently at
random by flipping a p; j-biased coin ~ Be(p; ;). If these comparisons generate a valid
and consistent ranking, the BS model outputs the induced permutation. Otherwise,
we repeat the generating process.

It is not difficult to observe that BS model has a much richer parametrization,
compared to the Mallows model and to the PL. model. The parameter size of the single
parameter Mallows model is far more restricted since it contains only two parameters
o, . The PL model is more flexible since the parameter size grows linearly to the
size of alternatives. BS model is even more flexible since the parameter size grows
quadratically with the number of elements in A.

The Average-Precision Distribution

The Average-Precision (AP) model was introduces by Yilmaz, Aslam, and Robertson
in 2008 [YROS]. In the area of information retrieval (IR), a fundamental part of the
ongoing research is crucially linked to ranked lists of items. For instance, the output
of search engines is a ranked list of documents. Thus, it is important to be able to
compute the correlation between two ranked lists. One of the most commonly used
statistics is the Kendall’s tau statistic-distance. However, in the field of IR, it is quite
common that inconsistencies among alternatives having higher rankings are far more
important that those between low ranked items. A ranking mistake at high positions
of a Google search should be penalized more than a ranking error in the third page
of the same Google search. The Kendall’s tau statistic is 'blind’ in this property,
since it make no distinction in the position of the mistake but just in the mistake
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itself. Thus, it would be useful to introduce a statistic that penalizes in a different
way errors at high rankings and at low rankings.

This is exactly why Yilmaz et al. introduced the AP distance. Consider a reference
ranking 7 € S,,. The AP distance of a ranking ¢ from the ranking 7 is :

dApT['U ZZE’L]Q

=1 j=i+1

where E;; = 1 <= (i) is ranked after m(j) in 0. Otherwise, E;; = 0 ( <=

o(n(i)) < a(m(j)))-

Remark 7.7.1 AP distance is not symmetric since it is computed with respect to a
central ranking 7.

Remark 7.7.2 AP distance constitutes a generalization of KT distance since if one

replaces the Welghts Wlth 1, one gets the KT distance (that is symmetric),
dKTﬂ'O' ZZE”—CZKTO'W)
i=1 j=i+1

It is not difficult to observe that AP distance assigns weights to the inverted pairs
in o with respect to m which are dependent on their positions in 7.. An inversion in
o for the two alternatives (i) and 7 (j) for ¢ < j costs G

The cost can be seen as ]%1 Thus, the cost assigned by AP for j < & +1 is higher
than 1 and the cost for j > 7 + 1 is less than 1.

The AP model corresponds to a probability distribution over the symmetric group
S,, parametrized by a central ranking m, and a dispersion parameter § > 0. The
probability of drawing a ranking o is :

1
Z(B)

where Z(f3) is a normalization constant.

e*ﬂdAP(ﬂ'o,U)

Plo|mo] =

Remark 7.7.3 The MLE of the simple Mallows model is NP-hard. The same holds
for the AP case.

AP-MLE PROBLEM

Given a multiset R of elements of S,,, find the permutation 7%, € S,, such that :
X P
Thp = arg max ll [or|]

The AP-MLE PROBLEM is NP-hard too. The proof can be found to the complete
version of [LDSR16].
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8. Learning to rank from noisy information

As referred previously, a noise model defines the probability measure P of observing
a ranking 7 given an underlying true ranking 7y, that is P[r|m] for all m,m9 € L(A).
In this section, we will focus on the Mallows noise model.

Sample Complexity in Mallows Models

The main question in this section will be the following :

How many samples are needed by different voting rules in order to determine the
true (hidden) ranking of a Mallows model with high probability?

Firstly, we need to describe a metric of 'counting samples’. We use as criterion
the sample complexity to distinguish between voting rules.

Definition 8.1.1 — Accuracy of rule . For any randomized voting rule r, true ranking
o € L(A), and m samples € N, let :

ACC,(m,mo) = > Plr|mo]P[r(m) = mo] (8.1)

TEL(A)™

Accuracy of rule r is the probability that rule r returns my given m samples from
Mallows model with true ranking .

In order to let ACC,(m,m) be independent of the true ranking my, we consider
the worst case scenario that is :

ACC.(m) = min ACC,(m,m) (8.2)
ﬂoEE(A)

That is rule r returns the underlying true ranking with probability at least

ACC,(m).
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Let € > 0, small enough. We need to define a quantity that denotes the required
number of samples in order to get the true ranking from rule r with high probability
(that is at least 1 —¢€) :

N, (€) = min{m|ACC,(m) > 1 — €}. (8.3)

We call N, (€) the sample complezity of rule r.

Claim : Kemeny rule (where ties are broken uniformly) requires the minimum
number of samples from Mallows model to determine the true ranking with high
probability.

This claim is not completely random. There is a profound reason why Kemeny
rule is that ’strong’. Before we proceed, it is worth reminding that Kemeny rule is
the maximum likelihood estimator for the true ranking given samples from Mallows
model.

Given a profile 7 = (7, ..., m,) € L(A)™, where each sample is drawn indepen-
dently from a Mallows distribution m; ~ Py, 4, the MLE 7 of the true ranking is that
ranking that maximizes the probability of drawing the profile 7 :

1
arg max P|r|7] = arg max — dxr(mT) — grg min dgr(mi, T
gTEL(A) [7l7] gTEE(A) zZm 1<1;[m¢ gTeL(A)K;m K )

The first equality follows from the independence of our samples and the second
follows since 0 < ¢ < 1 and z +— logx is an increasing function with log¢ < 0. This
result is proved in detail in the beginning of the next chapter. We show that the
Kemeny’s rule is optimal as far as sample complexity is concerned for the Mallows
model.

Theorem 8.1.1 — Optimality of Kemeny’s rule. The Kemeny rule with uniform tie-
breaking has the optimal sample complexity in Mallows model, that is, for any e > 0,

any number of alternatives n and any randomized voting rule v, Nxpyeny (€) <
N, (e).

The above theorem arises two natural questions :

Are there any other rules that have the same asymptotic sample complexity as that
of Kemeny’s rule?

What is the value Nxgpyeny (€)? That is how many samples Kemeny’s rule
requires?

Both questions will be answered in the following section.
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PM-c Rules

Kemeny rule belongs to a large family of voting rule with optimal samples complexity.
This family relies on the concept of pairwise-majority graph (PM graph) and of
pairwise-majority consistent rules (PM-c rules).

Firstly, we should expand our intuition of a voting profile 7 € L(A)™ to a graph
theoretic concept. Consider a graph G = (V, F) such that each vertex is just an
alternative, that is V' = A and there is an edge from alternative a to b if a is preferred
to b in a strong majority of the votes of 7. That is (a,b) € FE iff [0 € 7 : a >, b| >
lo € m: b, al. In case of ties between alternatives, there is no edge between them.
Note that there can never be an edge in both directions, but a PM graph can have
directed cycles.

Thus, each voting profile w generates a directed graph G, which is called the
pairwise-majority graph (PMg).

Given a PM graph G, can we deduce a unique ranking from G?

When a PM graph is complete and acyclic, there exists a unique o € L(A) such that
there is an edge a — b iff a >, b.

Then, we say that G reduces to 0. Thus, there exists an isomorphism between a
subset C'N A of PM graphs and the symmetric group S,,, where CNA = {G : E(G) =
(g),acyclic, G € PMg}.

Hence, a 'nice’ voting rule » would be one that agrees with the PM graph. That
is given a voting profile 7, which generates a PM graph that reduces to a ranking o,
then the 'nice’ voting rule would give the same ranking o. This is exactly the notion
of PM-c rules.

Definition 8.2.1 — Pairwise-Majority Consistent Rules. Consider a profile m. A determin-
istic voting rule r is called PM-c if r(w) = o whenever the PM graph of m reduces
to 0. A randomized voting rule is similarly called PM-c whenever P[r(m) = o] = 1.

The main result of this section follows. We claim that PM-c rules have logarithmic
sample complexity.

Theorem 8.2.1 — Sample Complexity of PM-c rules. For any given € > 0, any PM-c
rule determines the true ranking of the n alternatives with probability at least 1 — €
given O(log(*)) samples generated from the Mallows model.

Before proving the theorem, we should note that the number of samples behaves
naturally with n and e. The increase of alternatives (increase of n) and the increase of
the probability being correct (decrease of €) require more samples. As we will see, the
log factor appears due to the inversion of the exponential generated by Hoeffding’s
inequality and n appears when using the union bound technique.

Proof. Let my be the hidden true ranking of the n alternatives. We will show that,
given m = O(log(%)) votes generated from the Mallows model, the corresponding
PM graph reduces to 7y with high probability (at least 1 — ¢€).
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Let m samples drawn from Mallows models and let VP € L(A)™ the voting
profile. For any two alternatives a,b, we will count the number of votes in which
a beats b and denote that counter with ng,. Thus, ny, = {0 : a =, b,0 € VP}|.
Obviously, ng, + np, = m,Va,b € A.

The PM graph of the voting profile V P reduces to my <> Va,b € A for which
a >, b, we have that ng, —ny, > 1.

In order to learn 7y using m samples, we need to provide an upper bound on m
S.t.

Pla >y b= Ngp — Mpa > 1,Va,be A > 1 —¢

Equivalently, we have to upper bound the probability of the ’bad’ event and then
use the classical union bound technique.

For any a,b € A with a >, b, we have that :
Nab — Npa

P[nab — Npg S 0] = P[ < 0]

m

Set Xqp = =«t—"t2. Observe that if p,., be the probability that a =, b in a random

sample 7, then E[X ] = pasb — Poma, using the linearity of the expectation.
So,

P[nab — Npg < O] = I[D[)(ab < O] = P[Xab - IE)(ab < _]EXab] < IEDH)(ab - IE)(al)| > EXab]

The last inequality follows from the properties of the absolute value function.
Now, we have a classical tail inequality. We could use any known inequality that
we have seen in the concentration inequalities section. We will use the Hoeffding’s

inequality and get :

Pnay, — npe < 0] < 26:Ep(—2(EXab)2m)

In order to take a general upper bound, we pick the minimum value that expec-

tation can take, setting 6,,,, = min [EX,, and getting :
a,bEA:a%WOb

Pna, — npe < 0] < 2exp(—252,,m)
We can use the union bound technique to upper bound the probability that "bad’
events happen :

P[Ha,b € A:{a > b} N {na — np, < 0} < (Z) 2exp(—262, m) < n2e=2minm
We want that this probability is at most ¢ and, thus,

P[Ha,b e A:{a >z b} N {nag — np, <0} < nle X < ¢ = m >

Hence,
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Additionally, we have to show that d,,;, = €(1). Thus, it is lower bounded by a
constant independent of n.
We have that, for any a,b € A, s.t. a >, b :

Oab = Parb — Pbra = Z Plm|mo] — Z P[r|o]

TeL(A):a>7xb TEL(A):b>ra

Now, recall the swap increasingness section from the introductory chapter |[3.1.3],
We can unify this two sums into one using the 7,.,;, permutation by simply observing
that :

b= Y (Plalmo] — Blmacslmo)

me€L(A):a>~b

By the swap increasing property,

dab > (1 — @)Dasb

But, since 04 = pPasp — Posa and Pasp + ppso = 1, we get that :

1 —
5ab Z —¢
1+¢
and this holds for all a,b € A with a >, b. Thus, it holds for d,,;, too, and this
completes the proof. Notice that the equality holds when a, b are adjacent. [ |

The following result states that no randomized voting rule can do better. Hence,
we provide a matching lower bound and, so, PM-c rules can learn the central ranking
with ©(log(?)) samples with high probability.

Theorem 8.2.2 — Matching lower bound. For any € € (0, %], any randomized voting
rule requires Q(log(%)) samples generated from the Mallows model to determine the
true central ranking with probability at least 1 — €.

Proof. Consider any voting rule r. Assume that for some n € N, ACC,.(m) > 1—e. We
would like to show that m = Q(log(%)). Obviously, for any o € L(A), ACC\.(m,0) >
1 — e since accuracy considers the worst case scenario.

Let 0 € L(A). We will call a permutation 7 a neighboor of ¢ if dgp(m, o) = 1.
Let N (o) be the set of all neighboors of o. Firstly, from the triangle inequality, we
have that, if o’ € N (o) and 7 € L(A) :

dKT(W,U) S dKT(W,O'/) + dKT(O'/,O') = dKT(W,OI) + 1

Hence, ¢?x7(mo) > gdr(mo)+l gince ¢ < 1.
Thus, for any o’ € N(0) and a voting profile VP = (7, ..., 7)) € L(A)™ of m
i.i.d. votes, we get that :

m ¢dKT(Wi,U) m ¢dKT(7T,OJ)+1 .
PPl =]~ — =] ——F5—— =¢"PIVPIo

i=1 i=1
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Now,

ACC(m,0) = Y Plxlo]P[r(n) =0l = > Plrlo](1—Plr(r) # o))

TEL(A)™ reL(A)™

=1— ) Plalo|Plr(m) # o]

TEL(A)™

The probability that r(m) # o is less than the probability that () returns one
of the neighbors of o.
Thus,

ACC(m, o) <1— Y Plrlo]( Y Plr(r) = o))

TEL(A)™ o’'eN (o)
Then, using the derived inequality,

ACC,(m,o) <1-— Z Z " Plr|o’'|Plr(7) = o]

o’'eN (o) meL(A)™
=1—-9¢" Z ACC,(m,c") <1—=¢"(n—1)(1—¢)
a’eN (o)
The last inequality follows because ACC,.(m) >1—¢€ and [N (o) =n — 1.

Hence, in order to obtain an accuracy > 1 — €, we need :

1—=¢"(n—1)(1—¢)>1—e=>m= Q(log(n)).

€

8.3 Non-Robustness of PM-c Rules

In this section, we will study how robust are PM-c voting rules under noise.
Informal Theorem

There exist profiles in which the PM-c graph is acyclic and all edge weights are large
(the difference between pairwise preferences is large), but the noisy profile will, with
high probability, have an acyclic PM-c graph too, that reduces to a different ranking.

We firstly introduce the setting to the reader. As always, suppose that we have
a set of n alternatives A and that preferences over this set are permutations on A,
that is each sample will be a ranking ¢ € L(A). Given a preference profile 7 =
(01, ey o) € L(A)™ of m votes, we say that a € A beats b € A, that is a > b when :

[{i € [m] : a >, b}| >%
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Hence, a beats b in pairwise majority comparison, when the strong majority of
voters prefers a over b.

In previous sections, we referred to the concept of PM-c graph. Now, we will
expand that notion to the weighted PM-c graph. The weight of the directed edge
a — b is just the difference of votes where a > b and the votes where b > a.
Definition 8.3.1 — Weighted PM-c Graph. The profile 7 = (o1,...,0,) € L(A)™
induces the weighted pairwise magjority graph G, = (V, E,w), where :

o V=A

ea—>beFE < a>=0b Va,b e A a+# b and the weight of the edge will be

equal to

wiap)(m) = {2 € [m] : a =4, b}| = {7 € [m] : b=, a}|

Under a PM-c voting rule, given a voting profile 7, when the weighted PM-c¢ graph
is a tournament and, furthermore, is acyclic, it reduces uniquely to a ranking 7. This
output ranking is simply the topological ordering of the PM-c graph G.

We claim that there exist profiles in which the PM-c graph is acyclic and all edge
weights are large (the difference between pairwise preferences is large), but, with
high probability, the noisy profile has an acyclic PM-c graph too, that reduces to a
different ranking. This implies that any PM-c rule is not robust under noise, since it
would return a different ranking when applied to the true and to the noisy profiles.

Theorem 8.3.1 For all § > 0,¢ € (0,1) and m € N with n > 3, Ing € N s.t.
Yn > ng, 3 a voting profile m* € L(A)" s.t. G- is acyclic and all edges have
weight Q(n), but, with probability at least 1 — ¢, one could sample a noisy profile m,
where G is acyclic and there is a pair of alternatives on which the unique rankings
mduces by G+ and G, disagree.

The intuition of the theorem is that even if a PM-c rule provides big gaps between
alternatives, that is the pairwise preference differences (which are expressed via graph
weights) are significant, some alternatives will possibly flip under that rule with high
probability. Extended results concerning the robustness of PM-c rules and of other
rules, such as Borda’s count, can be found in [AK19].

Learning the parameters of Mallows model

The Mallowss model can be parametrized by the set of distributions

Ml = {P¢,7T0’¢ € [07 1]77T0 € Sn}

with probability mass function py -, (1) = ‘i’d%w, where ¢ and 7, are the param-

eters of the model. If we fix the permutation parameter 7y, the family M;(my) =

{Psmlo € [0,1]}.

In this section, we will try to answer the following question :

What is the sample complexity for learning the parameters ¢, of a single
distribution Py -, € My, given i.i.d. samples my, ..., 7 ?
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Learning the central ranking

In section , we have shown that given ©(log”) samples, one can learn the hidden
central ranking with high probability.
We restate the central ranking learning theorem :

Theorem 8.4.1 For any my € S,, and any ¢ € [0,7), there exists a polynomial time
estimator ™ s.t. given m = @(%log%) i.i.d. samples my, ..., T ~ Py, satisfies

]P)fr’N'ngﬂo [71'* 7£ 7T0] S €

Moreover, if m = o(log™) then for any estimator m* these exists a distribution
’P¢77r0 S.t.

Pz pp [T # mo] > €.

It is worth noticing that the sample complexity is a function of the error parameter
¢ (where the smaller the probability of being mistaken, the larger the samples needed)
and of the size of the permutation n.

Now, it remains to estimate the parameter ¢.

Learning the spread parameter ¢

Having learned the central ranking, one wants to further discover what the spread
parameter is. But, since in general ¢ € [0, 1], the probability to learn exactly its value
is 0. So, we introduce an additional estimation error €, that controls the interval in
which the predictor will be correct. So, for the learning of the spread parameter, our
learning algorithm is an €, § algorithm, similar to the classical PAC learning concept,
and the sample complexity is a function of these two parameters and of the size of
the permutation.

Theorem 8.4.2 [In the case where g is known, for ¢ € [0,7),€,6 > 0 there exists an
estimator ¢* that can be computed in polynomial time s.t. given m i.i.d. samples
T~ Py, withm > Q(ﬁlog%)

Propm [lo—¢*| < €] =Prupy [¢"€p—€d+e] 210

e ¢ controls the boundaries of the accuracy of the ¢ estimator. The higher the e,
the larger the accepted deviation from the correct values and thus the less the
required samples.

e § controls the error probability. As d grows, the probability of being mistaken
grows and thus the number of samples required drops down.

Proof. The proof uses similar techniques to the proof of theorem [8.6.1] Hence, for
the complete proof, we refer the reader to [RBF19]. [ |

Thus, combining the above results :
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Theorem 8.4.3 For any my € S,,, ¢ € [0,7),€,0 > 0 there exist estimators w*, ¢* that
can be computed in polynomial time s.t. given m i.i.d. samples ® ~ Pg — with

m > Q(l"j” + Llogs), then

Prpp (7" =m0) A (¢" € lp—€d+e])] 21 -0

Learning with 1 sample

How well one would estimate the spread parameter given only one sample? From
the above theorem, requiring that m = 1, one could let the probability ¢ of being
mistaken free and lock the boundary of the estimation :

Thus, one gets the following :

Theorem 8.4.4 In the case where my is known, any ¢ € [0,1],0 > 0 there exists an
estimator ¢* that can be computed in polynomial time from one sample m ~ Py

s.t.
1

1
Prop, .., (9" € [0 —€ ¢ +€]] > 1 -4, where e = O( Elogg)

Learning Mallows model in TV Distance

In this section, we provide a lower bound for learning in TV distance in the setting
of the simple single parameter Mallows model.

We will use the Fano’s inequality mentioned in the information theory section
. We will show that, fixing a bad spread parameter ¢*, there is a central
ranking m, such that, whatever we sample from the distribution Py« r,, given that
the number of samples is small, then the distribution that we will construct cannot
be close to the initial in total variation distance.

Theorem 8.5.1 Let ¢* = % Then dmy € S,, s.t. if one samples a voting profile
T = (01, .., 0m) ~ P ., where o; are i.i.d. samples and if m = o(logn), then any
distribution P(7) has to satisfy :

1

1
Prpp  [drv (P(m), o) > 161 > 5

Proof. We have to consider an appropriate family of distributions in order to apply
the Fano’s inequality. Pick ¢ = 1/2. Consider the following collection of permutations
with [ = [n/2].

m=(12),m=34),...m=(n—1)n)

Above we used the cycle notation for the permutation. Informally, the first ordering
swaps the two first elements, the second swaps the third and the fourth, etc. Thus,
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we study the family F of distributions parameterized by these permutations and
dispersion ¢*,

F= {P¢:Wi é:l

whose size is obviously |n/2].
Now, we have to upper bound KL divergence and to lower bound the TV distance.
For any pair of the above family,

¢dKT(U,W¢) qbdKT(U,ﬂ'i) ¢dKT(<7m)
Dgr(Psm | Por;) = gg: 7 ln(bdKT(oﬂrj) = ln(ﬁb)g ——(dgr(o,m)~dkr(0,m;))
Hence,
1
DKL(Pqﬁm 7)¢):7Tj) = l“(—)anm,ﬁi [dKT(Ua 7Tj) - dKT(‘Ta Wz)]

¢
Applying the triangle inequality, we get that

dir(o,m;) < dgr(o,m) + dgr(mi, 7;)

But, dxr(m;, 7;) = 2, which indicates the reason we chose that collection of permu-
tations. Thus,
Dir(Psx, || Pox;) < 2In2

since we chose ¢ = %
In order to lower bound the TV distance, we use the following result from Liu
and Moitra, [LM18] :

Lemma 8.5.2 For any ™ # o € S,, and any ¢1, ¢z € [0,1 — 7], we have that

Y

drv (Poim Pono) 2 5
Proof. Let ¢o > ¢1. Since m # o, there is at least one pair of elements a,b that
a =, band b >, a. Hence, the total variation distance is at least the difference

between the probabilities that a is ranked higher than b, say this event A, that is :

_ 9
IL+¢1 1+ ¢

A1y (Poviss Pine) 2 [Porin(A) = Pon o (A) >

where the event A = {7 : a >, b} is an element of the c-algebra F of our
probability space and, by definition, the TV distance equals the supremum over
the elements of F. [ |

Hence, it follows that :
drv Py, Pox;) 2 1/4

Also, notice that :
In|F| =In(n) — In2
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Hence, by Fano’s inequality | 5.1.3],

Ry (F) 2

m2in2 + In2
In(n) — In2

(1- )

1
8

If m = o(logn), it follows that R,(F) > 1z and, consequently, we cannot learn

Py, €-close in TV distance unless m = O(logn). [

Lemma 8.5.3 A result similar to the above lemma is the following : Consider two
Mallows models My = M(¢1, ) and My = M(¢o, ) with the same central ranking
on n > 2 alternatives. If |¢p1 — ¢o| < %, then dry (M, M) < o.

Learning Mallows model in KL Divergence

Finally, we provide a sufficient sample complexity lower bound in order to learn
in KL divergence (and as we see in TV distance) in the setting of simple Mallows
model. We claim that if enough samples are given, where the samples complexity
depends on the permutation size n, on the accuracy parameter € and on the confidence
parameter 1 — §, we can learn the distribution of the generating noisy model, with
high probability /confidence 1 — 4, and with small error both in KL divergence and in
TV distance.

Theorem 8.6.1 For any my € S,,, ¢ € [0,1],€,5 > 0 there exist estimators 7, ¢* that
can be computed in polynomial time from m i.i.d. samples T ~ Pg" = such that if

m > Q(G%log% + logn), then

,P¢,ﬂ'o> < 62] >1-9

P AP [Dicr,(Pyr nn

and hence
IP)?FNP‘;;TWO [dTV (’P‘b*’“*’,P@Wo) < 6] >1-9

Firstly, it is easy to notice that the TV distance result follows from the Pinsker’s
inequality, mentined in the mathematical foundations chapter [2.2.3]. For the sake
of completeness, we remind it below :

av(P,Q) < \/ s Die(P || @)

Hence, if D (P || Q) < 262, it implies that dry (P || Q) < e. This is why Pinsker’s
inequality is very significant in learning theory. Learning well in KL divergence,
implies that one also learns well in TV distance. This link is thanks to the above
inequality. At the same time, if one cannot learn in TV distance (dry > €), then
she cannot even learn in KL divergence (Dgj > 2¢2). This can be applied to the

previous section .
In order to prove theorem |8.6.1], we have to introduce the notion of exponential
families.
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Exponential families

Let p be a measure of R%, h : R? — R5y and T : R? — R¥. Suppose that both
functions are measurable.

Definition 8.6.1 — Logarithmic partition function. The logarithmic partition function
with parameters h, T is a mapping apy, : R¥ — Rsg where :

() = In [ ba)eap(n" Ta)du(z)

The variable 7 is usually referred as natural parameters and is a vector in R*. We
are interested for the space where the logarithmic partition function exists (is finite).
Thus, we define the following space :

Definition 8.6.2 — Range of natural parameters. The range of natural parameters for
the logarithmic partition function ar, is the space :

Hrp = {n€R*: ar,(n) < oo}
Thus, we can define a family of distributions parametrized by 7. (that is why 7 is
called natural parameters). This kind of family will be called an exponential family.

Definition 8.6.3 — Exponential family. The exponential family E(T, h) with sufficient
statistics T, carrier measure h and natural parameters n is the family of distribu-
tions :

5(T, h) = {'Pn RS HT,}L}
where the probability distribution P, has density :
po(x) = h(z)exp(n T(z) — a(n))

m Example 8.1 — Single parameter Mallows Model. The Mallows ¢—distribution is a
parametrized distance-based probability distribution that belongs to the family :

My ={Psr ¢ €0,1],m €S,}

with probability mass function

qudKT(ﬂ'ﬂrO) _ 1 edKT(W,Wo)ln¢

Poro (™) = 7 " Z0)

The parameters correspond to a two dimensional vector (¢, my). Observe that the
family of distributions as stated is not an exponential family because of the central
ranking parameter 7.

If we fix the central ranking, then the family

Mi(mo) = {Ps : ¢ € 0,1}

is an exponential family with natural parameter § = In¢. Then, the sufficient statistic
is T(7) = dgr(m,m) and the logarithmic partition function is a(f) = InZ(ef) =
InZ(9). "
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Lemma 8.6.2 Let E(T,h) be an exponential family with sufficient statistics T and
carrier measure h. For any P, € E(T,h), let D, be the distribution of the corre-
sponding sufficient statistics T(x) when x ~ P,. Then for all n,n € Hrp

dry (Py, Py) = dry(Dy, Dyy)
&
DKL(Pn “ 7377’) = DKL(Dn H Dn’)

Proof. We postpone the proof for the end of the chapter ‘Proof —8.6.2 ‘ [

For any «, 8 € R%, let L(a, ) = {c € R?: ¢ = pa+(1—p)B,p € [0,1]}. For the one
dimensional case, this space corresponds to the closed interval [min(«, ), maz(c, 3)]
and for d = 2, this definition corresponds to the parametric representation of a line.

Lemma 8.6.3 Let £(T,h) be an exponential family parametrized by n € R* with
sufficient statistics T and carrier measure h. Let o be the logarithmic partition
function of the family. For all n € Hryp, it holds that :

EJJNPn [T(‘T)] = VO‘(W)

Varep,[T(x)] = Va(n)

E.vp,exp(s"T(2))] = exp(a(n + s) — a(n)), s € R?
Also, for all n,n’ € Hrp and for some & € L(n,n'), it holds that :

Dir(Py | Py) = =0 —n)" Va(n) + a(n) — a(n) = (n' —n)" V(&) —n)

Proof. We postpone the proof for the end of the chapter ‘Proof — 8.6.3‘ [ |

We continue with the proof of the main theorem.

Proof. 1. Observe that we can use O(log%) samples to learn the central ranking mo.

2. We remind that ¢ is the true unknown dispersion, that we want to estimate.
Once we know the central ranking, we can assume that our samples are coming from
the distribution Py and that we want to learn P, in KL divergence. This is due to

the lemma

3. Applying the lemma , we can assume sample access to the distribution
D, of the sufficient statistics of P.

4. We have that D, is a distribution in a single parameter exponential family
with natural parameter 8 = In¢. Let a be the logarithmic partition function of the
family.
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5. From lemma|8.6.3 ], the KL divergence between a distribution Dy parametrized
by a dispersion parameter ¢’ and the true distribution D, equals :

Dir(Dy || Dy) = = (0" — 0)c(0) + a(6) — o(6)
This KL divergence can be seen as a function of . Consider the function
f(@) = =(z = 0)a(0) + afx) — o(0)

6. Analyzing the function f, it is easy to see that f is convex with minimum at
x =10. Hence, f | {x <0} and f 1 {x > 6}.
7. Note that a(f) = InZ(e’) = InZ(¢) > 0, VO € (—o0,0], since Z(¢) > 1. Then
it is easy to observe that :
Jim_ f(z) = +oo = lim Dz (Dy || D)
and
lim DKL(D¢/ H D¢) = +00
¢’ —o00

when ¢ < oo.
8. Define the set

Since f is convex, the space () is an interval s.t. 6 = In¢ € (). Define

0~ =infQ, 07 = supQ

Because of the limits observed before, @) is a closed interval with @ = [0~,607] C
(—00, +00). Define ¢t=F} = exp(6i=+1).
9. From the above, we have that :

Dir(Dyi-+1 || Dy) = €

10. Once the central ranking is known the distribution is an exponential family
and let T'(7) be its sufficient statistics. From the lemma [8.6.3], we know that h(f) =
ErPy g [T(m)] = &(0). Thus, h is an increasing function with respect to 6. and the
better we estimate Eﬂwqu,mo [T(7)], the better we estimate ¢. So, the estimation of the
true parameter 6 = [n¢ is equivalent to the estimation of the image of the function
h.

11. Since h is injective, given any real number r in the image of h, we can find 6*
s.t. |0(r) — 6% < ¢, where 0(r) is well defined from the equation h(6(r)) = r.

12. Suppose that we sample 7 ~ P . In order to get an estimation for the true
6, it suffices to find a real value r(7) s.t.

h(O(r(7))) = r(x) A0 = 0(r(T))| < e



8.6 Learning Mallows model in KL Divergence 117

13. We have to choose an estimator for r. Notive that h(f) is expressed as an
expected value. Thus, it seems logical to choose

m

r= 3" Tim)

i=1

We need to bound the probability that this estimation is far from the expected value
of the sufficient statistic 7" when drawing a random sample, that is :

1
p= Pﬁwpg’lﬂo [E Zl Tz(ﬂ'z) > EﬂNP¢/,WO [T(ﬂ'ﬂ]

We will try to prove the > case. The case < can be handled similarly.
14. We will use the Markov’s inequality to upper bound p. Choose s > 0. Then,
we get that :

S iy, lexp(s - S0 Ti(m:)]

p="Prpp [ea:p(s‘z Ti(m)) 2 exp(smBErp,,  [T(1)])] < exp(s-m-Erop, [T()])

i=1
By the independence of our samples, we have that :

Eonp, ,,[eap(s - T(0))]
cop(s - Enop, [T(7)

)m

p < (

From lemma |8.6.3 ], the RHS becomes :

p < exp(—m(si(¢’) — a(d + s) + a(9)))

Now, we have to find the minimum value for the RHS by seeing it as a function
of s. It is not difficult to see that we get the optimal bound for s = ¢’ — ¢. Hence,

again by lemma [8.6.3 ],
p < exp(=m- Dir(Py || Py))

15. Thus, for any upper and lower estimations 6~ and 6+ < 0,

L om - - + _ : .
Prvry, [r(®) ¢ [h(67), h(O7))] < 2exp(—m  min  Dicr(Po- || Po))
or equivalently, by the monotonicity of h,
. o = - or _ - .
Prpp, 10(r(7)) ¢ [07,0%]] < 2exp(—m g*el{ralzr}e+}DKL(7’e Ps))

16. From step 9,

Prpp [0(r(7)) & Q] < 2exp(—m - €)
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Now, we pick the estimation ¢(r(7)) = exp(0(r(7))) and we get that :
Pzpy [Dki(Dowrz) || Do) = €] < 2exp(—m - )
and going back to the distribution P :
Prpp. [Drr(Po@)mo | Pomo) 2 €| < 2exp(—m -e)

Hence, we want 2exp(—m - €) < 6 and we solve for the number of samples m. To
that result, we have to add the samples we need to learn the central ranking.
By reversing the result, we get that with m > Q(Zlogs +logn), we get the desired
bound :
Pz [Dir(Pee ae

,P¢5,7T0> < 62} >1-9

Appendix

Let E(T, h) be an exponential family with sufficient statistics T and carrier mea-
sure h. For any P, € E(T,h), let D, be the distribution of the corresponding
sufficient statistics T(x) when x ~ P,. Then for all n,n" € Hry,

dTV (7)77, Pn/) = dTV (Dm Dn’)
&
DKL(PU || 73,7/) = DKL(Dn || Dn’)

Proof. We will only prove for the TV distance for the discrete case. The proof for
the KL divergence and for continuous distributions is similar. Let S be the support
of the exponential family, let St = {y|3z € S : T(z) = y} be the range of sufficient
statistics T and N, = Y o I{T(x) = y}.

Then,

1
drv (P, Pry) Z (@) =py (2)] = 5 > In(@)eap(n T(x)—a(n))—h(z)exp(n T(z)
a:ES €S
The summation over the support is equivalent to the following :

drv(PyPy) = 5 Z D)eap(nT(x) — aln)) — h(z)eap(n™T(x) - o))

yEST z:T(x

— % > Nylh(@)exp(n" T(z) — a(n)) — h(x)exp(n T(x) — a(y))| =

yeST

= 2 3 INA()eap(n () — aln) — Nyh()eap(n™ () — a(n))

yeST

—a(n))|
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But this is exactly the TV distance of the sufficient statistics distributions. Thus,

dry (Py, Pry) Z \d, (y (y)] = dpy(Dy, Dy).

yEST

Let (T, h) be an exponential family parametrized by n € R with sufficient statis-
tics T and carrier measure h. Let o be the logarithmic partition function of the
family. For all n € Hrp, it holds that :

E,-p,[T(2)] = Va(n) (8.5)
Also, for alln,n € Hrp and for some & € L(n,n'), it holds that :
Dy (Py || Py) = =(' =n)" Va(n) +aln) —a(n) = (f =) V(€)' —n) (8.6)
Proof. The log-partition function is defined as :
a(n) = log | hw)erp(u T(a))du(a)

In the range of natural parameters, g(n) = e*™ is continuous and has continuous
derivatives of all orders, which can be computed under the integration sign. Let
n € R*. Then,

k
)8a /(‘9,7] epom | /T] )ea:p[Z n:Ti(x)]dp(z)

But, we have that p,(x) = h(z)exp(n" T(z) — a(n)). Thus, for a single dimension,

D — [ T@mointe) = v 13(0)

So,
Va(n) = Ezep, [T(2)]

For equation (8.6), one has :

= x npn(x) x
Da(Py | P) = [ pi(an 22 te)

= / pu(@)((n—1")"T(x) + a(n) — am)du(z) = (n = 1) Eenp, T(x) + a(n') — a(n)

But, from (8.5), Dxr(Py | Py) = —(n' —n)"Vam) + a(y') — a(n).
From the multidimensional Taylor’s theorem, there is some £ € L(n,7') s.t.

Dgr(Py || Py) = (n' — U)TVQO(@)(”/ )
which completes the proof. [ |
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9. Finding the maximum likelihood ranking

In this chapter, we will ignore the sample complexity and focus on the idea of solving
the maximum likelihood ranking estimator problem. That is, given r samples drawn
from the hidden central ranking, we have to find which element from the symmetric
group maximizes the probability of being given those r permutations. We will refer
to the solution of the MLE as the maximum likelihood permutation.

The goal, a technique and a promise
Goal

Suppose that we are given r i.i.d. samples drawn from a Mallows model. Our
goal is to find the maximum likelihood permutation 7* given the samples observed,
that is :
e~ Bdrr(mi,m")

Z(B)

But, thanks to the exponential structure of the model, the above product can be
converted into a sum :

Tt =arg mngP[m\ﬂ*] =arg m%XH (9.1)

T
i=1 =1

ﬁ e~ Bdkr(mi, ™) 1 ( Zr: ( ))

™ =argmax | | ————— = argmax ———exp(—f - dgr(m;, 7
Firstly, we can just ignore the normalization constant for the optimization prob-

lem. Also, using the fact that x — Inz is an increasing function, the problem reduces

to the following :

r
Tt =arg max Ine FXizm dxr (™) — g HﬁX(_ﬂ : Z drer(mi, 7))
i=1
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Hence, since § > 0,

Tt = argmi*nZdKT(m,ﬂ*) (9.2)
i=1

The Kemeny’s voting rule is the Maximum Likelihood Estimator 7* for the un-
derlying hidden truth of the Mallows model.

Technique

The problem of finding the MLE given r samples is reduced to the one of finding
the median for r permutations in the metric space (S,,dxr). One could think ge-
ometrically that the permutations create a polytope inside that metric space. It is
well known that we cannot attack this problem in a straightforward way since the
problem is NP-hard, as mentioned in a previous chapter | NP — hard — Kemeny|.
Of course, the solution to the problem will be one of the n! permutations in the sym-
metric group. We have to choose the correct one. Obviously, an exhaustive search
approach is not a good choice since, besides the computational inefficiency, we do
not exploit the knowledge offered from the r samples. It would be a good idea to
somehow deduce a ranking from these r samples that will be ’close’ to the one that
we are looking for. An obvious idea would be to aggregate those rankings. This
is exactly the technique that we will use. Specifically, we are going to create the
so-called average permutation 7, that will map each alternative to the position she
appeared on average in these r samples. We will break ties uniformly. We will show
that this average permutation is not completely bad. Afterwards, the idea is that we
will find a value p and create a ball B(7, p) of center 7 and radius p in the metric
space (S, dgr). This ball will contain with high probability the maximum likelihood
permutation. Our exhaustive search will be executed only inside this ball, whose size
will be significantly smaller than the order of n! and the search will be quite fast.

-

LT ey

Figure 9.1: Slicing the solution space of the S3—permutohedron with a ball B(7, p).

For instance, in order to visualize the above technique, if we sample rankings
of size 3, the permutohedron will be the 2-dimensional convex hull of the 6 points.
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Suppose that the average permutation is the ranking (213). Then, the solution space
will be reduced to the collection of rankings only inside the circle with center the
average ranking and appropriate radius p, that will be explained in the next sections.
The visualization is provided in the above figure.

Promase

The main result, trying to solve the Mallows Reconstruction Problem, is the
following. One can compute the maximum likelihood permutation, with high proba-
bility, in time 7'(n), where n is the size of the permutations.

Theorem 9.1.1 There ezists a randomized algorithm such that if {m;}i_, be rankings
on n elements independently generated by Mallows model with parameter 5 > 0,
and let o« > 0. Then a maximum probability order ©™ can be computed in time :

T(n) = O(n'TOE)2°G+50g%n)

and error probability < n™®.

The parameter o controls the error probability. As « increases, the error proba-
bility falls, and, consequently, the time 7'(n) increases.

As r grows, the algorithm tends to almost linear. This remarkably different than
anything one sees in other fields of algorithms. In classical algorithmic theory, as the
input grows, the algorithm usually becomes slower. Now, in the theoretical machine
learning concept, as the input grows and, thus, the provided information is larger,
one can note that the algorithm accelerates as the number of samples grows.

In the next section, we will prove that one can find the MLE in a computationally
efficient way. Then, another question naturally arises.

Suppose that we have found the MLE ranking 7*. How close it will be to the original
ranking mo?

Mallows’ Reconstruction Problem

We will begin with some notation :

e Each permutation has size n and the set of elements of the permutation A is
isomorphic to [n].

e 7, is the initial hidden ranking and g = lné, where ¢ is the (unknown) disper-
sion.

e {m;}7_, are the r noisy samples drawn from the Mallows model M (mg, §) with
distribution Py, s

e T = Avg(m) denotes the 'average’ ranking, which we will explain later.

e 7* is the MLE ranking we want to find.

Under the Mallows probabilistic model M(m, ), the probability of drawing the

ranking 7 equals :
e~ Bdrr(m,m0)

Hrml =)
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Computing the MLE ordering

As a first step, we show that, under this model, the locations of individual elements
J € [n] are distributed geometrically. That is, the probability that the element j is
transposed 'far away’ from its original positions decreases exponentially, as the length
of the transposition grows linearly.

Thanks to the relabeling property discussed in the introductory chapter, one can
assume that Ty = id.

Lemma 9.2.1 Suppose that mo = id and let k € [n]. Obviously, mo(k) = k. Then,
for a ranking ™ ~ Pr, g, we have that :
e~ hi

Plln(k) — k2 1] < 25—, Vi

Proof. From the RIM process, it is already known that 7 can be sampled by inserting
the elements 1, ..., n into the ordering one-by-one, each time conditioning on the order
so far. Hence, for the kth element, suppose we have sampled the relative ranking of
the first (k — 1) alternatives under m and we want to insert k. By the definition of
the Mallows model, the probability that k& is mapped to position k£ — ¢ is bounded by
e~#%. This indicates the truncated geometric distribution we have already mentioned.
During the insertion of the elements k£ + 1, ..., n, the location of £ may only increase.
Hence,
e
1—e#

Plr(k) <k —i] < ie‘ﬂj =

Hence, by symmetry of the dislocation, we get the factor 2 for the wanted upper
bound. |

Secondly, we construct the ’average’ ranking given r samples and create a similar
lemma for the locations of the individual elements of the average permutation.
Suppose that the permutations 7y, ..., . ~ P] 5. Consider k € [n] and let my = id.

Let 7(k) be the average index of k under the samples drawn, that is :

r

() = - 3w (k)

<
=1

Lemma 9.2.2 Suppose that my = id and let k € [n]. Then, for the average ranking

T, constructed by the aggregation of r samples 1, ..., 7, ~ Pr 5, we have that :
- 5i 4+ 1)e 5
Pl — k1 > i < 2(ZEDTT )
—_ 6_

Proof. We will study the item k. In each one of the r samples, suppose that its
dislocation is at most d;, for i € [r]. We choose d; > 0. Consider the dislocation
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—

vector d = (dy, ..., d,). We consider the event E(d) that is m;(k) < k — d;, for i € [r].
From the previous lemma, we get that :

7 exp(=f i di)
]P)[E<d)] S (1 _ 6—6)7'

We have that, for the event D; = [n(k) < k —1] :
Dic |J EWd=Prk <k-i<P |J E)
iy dj=ri Sy dj=ri
By union bound, we get that :
S —hri

Plr(k) < k—i] < #{d: Zdj = Ti}m

But, the cardinality of this set is exactly the number of ways to place ri balls into r
bins, that equals (”:j;l). Hence,

PR < k1] < (m‘+r—1>( e P

r—1 1—eP)r

IN

and, using a known binomial coefficient inequality, we get that :
e—,B'ri
(1=

P(k) < k — 4] < (5i + 1)"

Working for the symmetric event D) = (k) > k+ 1], we get the desired 2 factor and
the desired concentration bound for the average ranking. [ |

We assume that r is fixed. From the above lemma, we can easily get the follow-
ing result, that bounds the probability of the 'bad’ event, that is that it will exist
some element k that, in the average ranking, it will make a jump of length at least
©(logn). Thus, with high probability, each element in the average ranking will be
©(logn)—close to its original position.

Lemma 9.2.3 Let my = id and let a > 0. Fix the number of samples r. Then, for
sufficiently large n,

— o+

P3k : |w(k) — k| > 2logn] <n ¢ (9.3)

r

Note that the error margin for each element decreases proportionally to r.
We have shown that, with high probability, the average ranking will be close to
the original ranking.

Result 1 : The average ranking T is more likely ©(logn)— close to the original .
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We continue by showing that the maximum likelihood ranking is close to the
original. Suppose that we would be able to prove that, with high probability, the
MLE 7* is ©(logn)—close to the original my. Then, it would be ©(logn)—close to the
average permutation too. This is our goal and we will try to prove it afterwards. A
good question would be why prove that? How this will help find the MLE? The idea
is that we could get the MLE ranking from the average ranking, using as a black
box a sorting algorithm. Specifically, there is an dynamic programming algorithm,
that given a pre-sorted ranking, can sort it fast to a desired one. The notion of
pre-sorting corresponds to the idea that each element in the given ranking will be at
most k positions away from the correct position. Note that, if &£ = ©(logn), we could
say that the average ranking is a pre-sorted ranking for the MLE goal permutation.
This idea is not yet completely clear, but it will be soon. But it must be clear that
we should prove that the maximum likelihood ranking is close to the original, and,
hence, to the average one.

Before proceeding we introduce some notation. We define the score of a permu-
tation as the value it attains when used on the MLE, as follows :

Definition 9.2.1 — Ranking score metric. The Mallows reconstruction problem can be
restated as follows :

Tt =arg minZdKT(m,ﬁ*) = argmin Z {k : m(i) > me(7) }H (9.4)
Thus, we try to minimize the pairwise disagreements. We will denote with :
q(i < j) = {k : me(2) < m(j)}]

Then, MRP is equivalent to :

7" = argmax Score(r”) = argmax s(1*) = arg max Z q(i < j) (9.5)
i<ne]

Hence, we try to maximize the pairwise agreements.

For simplicity, we will let my = ¢d and let

2 a+2+
L= ma:v(Gﬂlogn, 6——F
gr B

Intuitively, L controls the margin that we proved before for the length of the jump of
an element under the average permutation 7. Also, consider a error parameter a > 0.

)

a

Lemma 9.2.4 FExcept with probability n~* we have that for any i,j s.t. j —i > L,

) ) 2r
<j)> =
q(i < j) 3
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I that is, less than 1/3 of the permutations m, ..., . order i and j incorrectly.

Proof. Suppose that j — i > L. We study the probability that a sample ranking
Ty, U € [r] swaps this pair.

Plj =z, i] = Plmy(j) < my(i)]

Now, notice that in order to swap these elements, it must hold either the event
[m,(j) < j — %] or the event [m,(i) > i + £]. If neither of them holds, the swap is
impossible. By union bound, we get :

Pl r, 1] < Blmulj) < — 2]+ Blmo(i) > i + 2]

2
By the lemma |9.2.1], we can upper bound each term :
e’ 3(a+1)/
Plj =r 0] <2——— < p 3t/
[j v Z] — (1 _ e_ﬁ> — n

for sufficiently large n. There are two cases :
o If r < logn, the probability of having at least £ samples having swapped 4, j is
bounded by n~(@+*Y2" < n=e,
o If r > logn, we have that : P[j ., i] < n=>@*1) and, hence, the probability
of having at least 7 samples having swapped 4, j is bounded by n 3t 5or <
e <nT

Now, we are capable of analyzing the proximity of the MLE 7* to the original
ranking 7.

Lemma 9.2.5 Fxcept with probability < 2n=°, for any optimal ©* and for all k, we
have

|7 (k) — mo(R)| < 32L

Proof. Let py = id. Firstly, we make the assumption that our samples {m;}!_; satisfy
the previous lemma with probability < n~. Suppose that 3k : |7*(k)—k| = M > 32L.
We will get a contradiction.

Without loss of generality, let 7*(k) = k 4+ M. Our goal is to find a permutation
that scores higher than the MLE optimal and, thus, get a contradiction.

Let T'> M/4 — L > 7L. We will show that there must be at least T i’s from
below k£ that are mapped above the k-th position by 7*. That is :

i< kN7 (@) >k >T

Define the set of items that are mapped between position k& and k + M by the
MLE optimal, S :={j: k < 7*(j) < k+ M}.

It must hold :
> (i < k) =g > k) >0 (9.6)

JjeS
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Otherwise, the permutation that maps k to k scores better.

Now, we partition S into three disjoint subsets S = S; U Sy U S5, where :

o 51— (j<k)|Si|<T

e Sy > (k<j<k+L)|S <L

e S3—=(j>k+1L)

Now, we study the above equation (9.6), by breaking the sum into sums over the
three partitions :

G <k)—qi>k)= > (9 <k)—q(i>Fk)

jeSs JES1US2US3

r

< 7|Sy| + 7| Ss| — gysg\ <HT+L) = g(M-T-1L)=T>7L

So, we get the desired :
lici<knNa*(i)>k|>T>M/4—L>TL

So, there must exist at least 7" i’s with ¢ > k and 7*(i) < k. We, then, define the
sets Th ={i<k:7%(i) >k} and Ty = {i > k : 7#*(i) < k}.

We now are able to create a ranking 7™ obtained by the OPT by concatenating
its restriction to {1,...,k — 1} with its restriction to {k,...,n}. Next, we count the
pairs ¢ < j on which the two permutations disagree.

e Case A :|i —j| < L. To get a disagreement, either ¢ or j has to belong to

T1UT; and in each case we have at most L choice for the other. So, |P| < 2T'L.

e Case B : |i — j| > L. Note that ¢(i < j) > 2r/3. Each t € T} participated in

such a pair with each t' € T except |t — /| < L. Thus, |P| > T(T — L).
Finally, we show that 7™ will score higher than the MLE optimal.

s(m™) = s(7%) = (qli < 4) —q(i <) =Y (q(i < §) —q(j <)) >

P Py
> (=r)|P| + (r/3)|Po| = (=r)(2TL) + (r/3)T(T — L)
But, we have that T > 7L and, hence, we get that :
s(m™) > s(7")
that is a contradiction. |
Result 2 : The MLE ranking 7* is more likely ©(logn)—close to the original .

Thus, combining results 1 and 2, one gets that :

Result 8 : The MLE ranking 7* is, with high probability, ©(logn)—close to the
average ranking T.
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Now, we are able to perform the pre-sorting trick that we mentioned before.
Our goal is to find the MLE ranking. We know the average permutation 7 and,
additionally, we proved something remarkably useful. We have shown that these two
permutations are close. That is we can create a ball B(7, p) of center 7 and radius p
in the metric space (S, dxr). We will pick radius p = ©(logn). This ball will contain
with high probability the maximum likelihood permutation 7*, that we want to find.

s "
| -
~a 225
- =5
,’ ,.’--’-1 N
- oy =T A
-

¥

Figure 9.2: Ball B(7, p) reducing the solution space of the S4-permutohedron.

A 3D visualization of this concept is provided in the above figure. Also, we provide
a layout of the figure, that is a projections to the xy plane.

Figure 9.3: xy-projection of the ball B(7, p) and of the Sy-permutohedron.
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Now, we will execute an exhaustive search only inside this ball. Our search will try
to maximize the score function defined above. The permutation that maximizes the
score is obviously the requested MLE ranking. Thus, we design a sorting algorithm,
based on dynamic programming that exploits Result 3.

Sorting an almost sorted list

Lemma 9.2.6 Let [n] be a set of n elements together with a scoring function q.
Suppose that we are given that there is an optimal ordering o(1),...,0(n), that
mazimizes the score s(o) =32, 5 q(i < j), such that |o(i) —i| <k for alli. Then
we can find such an optimal o in time O(n - k? - 2°%).

Remark 9.2.7 A brute force approach over all possible solutions would require time
k®™  whereas a dynamic programming approach reduces the time complexity.
Notice that when & is small (o(logn)), the algorithm tends to be linear.

Proof. Let © < j be any pair of indices. Then, the optimal ranking ¢ maps the
interval [z, j| into the elements I = o([i,7]) = {o(i),...,0()}. This set of elements,
by the assumption that |o(i) — i| < k, satisfies the following subset coverings :

I"=li+kj—klcICI"=[i—kj+k

All the elements inside I~ are obligated to be contained in I and each element of
i, 7] is mapped at most k positions apart by the optimal ordering.

By these two conditions, the set S; = {o(i),...,0(j)} contains j — i+ 1 elements.
Thus, a possible selection of such a set requires choosing j — i + 1 containing the
elements of I~ and be contained in I*. Since the set I~ contains j — i + 1 — 2k
elements, it remains to pick 2k elements from the collection IT\ I~ =[i — k,...,i +
k—1]U[j—k+1,...,j+ k], which contains 4k elements. Thus, the number of possible
S;’s is at most 2%,

Let I be an interval and denote by LH(I) and RH(I) the left and right half of
the interval. Without loss of generality, we choose the number of elements be n = 2™
for some m € N. Let I; denote the interval containing all the elements, I = LH(Iy),
[2 = RH([O), 13 = LH([I), ceny [n72 = [2m,2 = RH(IQm—l,Q). In total, we have

n—1 = 2™ — 1 intervals, where there are 2! intervals of length 2, ..., 2"~ of length
27 and 1 of length 2™ = n = |I,|.
For each such interval I, = [i..j], let S; be the possible sets of the elements

Jy = [0(i),...,0(j)]. We will use dynamic programming to store an optimal ranking
o’ of each such J; € S;. In total, the number of J;’s is at most (#1;) - (#£S;) < n - 2%,
The optimal ordering satisfies the assumption : |¢0/(i) — i| < k for all i. Hence, the
score of an optimal ranking ¢’ and a processed interval J; :

s(ho')= Y qli' <j)= > o <)+ D i <3

0'/(1;/)<O’/(j/) O'/(’i/)<0'/(j/),i/<j/<’i/+2k ],22/—"—2]?
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Now, notice, from the optimality of ¢’, that the second term in the RHS is inde-
pendent of o’. Thus, we can define a score s’ that is the sum over pairs i, j' € J; that
are less than 2k apart. These are the only pairs that may get swapped. Hence,

s(Jy,0') =8 (J,0") + Z q(i" < j') = max s(J;, 0') = max s'(J;, 0')
>+ 2k 7 7

We apply the dynamic programming technique from t = n—1 — ¢ = 0, producing
and storing an optimal ordering for each possible J;.
L. Ifn—1<t < 3, the length of J; is 2 and, thus, the optimal ordering can be
found in O(1) steps.
2. If t < %, we have to find an optimal ordering of a given .J; = [i,i + 25 — 1]
for some appropriate s > 0. In order to achieve this, we study the two halves

LH(J;) and RH(J;) and sort them independently.

e For the LH(J;) : It must contain all the elements in J;, that come from
[1,...,i+ s — 1 — k] and must be contained in [1,...,7 + s — 1 + k]. Thus,
there are at most 2%* choice for the elements of LH(.J;).

e The choice of the elements of LH(.J;) determined uniquely the elements of
RH(Jy).

e For each of the 2%¥ choices, we search for an optimal ordering for the two
halves, that we have already stored in the dynamic programming table.
From the possible choices for the left half, we pick the best one. This is
done by recomputing the score s’ for the joined interval and takes at most
O(k?) time. The only new pairs (i, j) : |i — j| < 2k are along the boundary
between LH(J;) and RH (J;).

Hence, the total cost is :

logn logn

n - 2% 2k 1.2 2 o6k
>y costDp(]j):ZO(T-Q k2) = O(n - k? - 25%)
d=1

Sorting the almost sorted average ranking ™

We have shown that the known average ranking is pointwise close with k = 33L
to the MLE ranking, with high probability. Thus, we can apply the pre-sorting
algorithm presented above for appropriate k£ and get the following theorem.

Theorem 9.2.8 There exists a randomized algorithm such that if {m;}I_, be rankings
on n elements independently generated by Mallow’s model with parameter 3 > 0,
and let o« > 0. Then a maximum probability order ™ can be computed in time :

T(n) = O(n* 020543 1og2n)

and error probability < n=°.
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Proximity between the MLE ordering and the original ranking

Right now, we have fulfilled half of our promises. We have shown that we can find the
MLE computationally fast via a pre-sorting technique on the average permutation.
But, we have talked nothing about how close the MLE is compared to the central
ranking my. This is our final goal.

— We have to prove that the /; norm between the MLE ranking and the original
permutation is of order m. The [; norm corresponds to the so-called Average
proximaty.

— We have to prove that the [, norm between the MLE ranking and the original
permutation is of order logn. The [, norm corresponds to the so-called Pointwise
proximaity.

FEquivalent setting

In order to prove the the two results, we need to modify our setting by viewing our
samples as noisy comparisons. Suppose there is a hidden ordering 7, on n alternatives.
Specifically, the input is no more an ordering of n alternatives but a collection of (’2‘)
queries q(i,j) for i < j. These queries are expressed as binary signals such that, for
a constant A > 0,

q(i,j) = {+, —} with probability (% + ) if {mo(i) > mo(4), mo(i) < mo(j)}, (9.7)

that is, the probability the signal has the correct sign is higher than 50%. It is
assumed that the signals are independent. The parameter \ controls the bias of
our noisy model. The higher the value of A\, the more robust to the true order our
signals are. For each pair, the correct order is observed with probability greater
than % This idea is completely similar to the directed graph idea presented in the

Condorcet-Mallows model .

For each unordered pair {z,y}, we receive a signal s,, = s,,. The signal distri-
bution D for the pair {z,y} depends on how these alternatives are ordered in the
true hidden ranking 7. Thus,

D = 1(mo(z) < 7o(y)) Daey + 1(mo(y) < m0(x)) Dy<s

Signals are independent conditioned on the true order. The mass that the distri-
bution D is assigned to the signal s, , depends only on the position of z,y in the true
ranking. Choose a set of pair of indices I = {(i1,j1), ..., (¢1], Jjr) } such that (z,y) ¢ I
and define the |I|-dimensional signal vector §'= (s, j,, -, Si;.ji;)- Then,

Dlszy = *|m0, 5] = Plssy = *[L(mo(2) < mo(y))]
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Definition 9.2.2 — Noisy Signal Aggregation (NSA). Given the signals s; j for all pairs
{i,j} € [n], the NSA is the mazimum likelihood permutation 7*, assuming uniform
prior. Thus,

T = arg H}&XP[{&JHW*] = H Di<j(5iyj)

4,5 (1) <m*(5)

We have already defined the mass assigned by the signal distribution. We define
the signal ratio, assuming uniform prior, for the signal s, , and a ranking o

Dycy(S0y) _ Plt <o yl50,]
Dy<x(3x7y) P[y <U' $|S$7y]

Using this ratio, we can define the score ¢(z < y) with the decision to rank x to
below y as the log-ratio :

Docy(Say)
gz <y) =log——F—=
Dycr(S2y)
Note that ¢(x < y) = —q(y < x). Observe that this log-ratio reminds the KL

divergence and thus by Gibbs’ inequality , we have that

Elg(x < y)lo(z) < o(y)] >0

Definition 9.2.3 — From NSA to Score. The NSA is equivalent to the problem of
finding a ranking o such that

0 = argmax sq(o) =arg max Z q(z <y) (9.8)

zy:o(r)<o(y)
Main result

The main task it remains to point out is that the MLE optimal ranking and the true
ranking are close in two norms, the /; and the /.. The following result holds.

Let my be the true hidden ranking. Consider the NSA problem on biased signals
parametrized by a bias A\ > 0 and let 7 be any MLE optimal order. Let o > 0 be a
confidence parameter. Then, there exist two constants c;(«, \) for i = 1,2 such that
except with probability O(n~®) the following inequalities hold :

5 = moll = 30 15°(6) — mo(9)] < eam (9.9)
i=1
|| — o|oo = max |7%(7) — 7o (7)| < calogn (9.10)

Hence, we can see that the MLE ranking with high probability will be close to
the central ranking. The proofs of the two inequalities can be found in [BM09].






10.1

10. k— Set Sampling

Setting & ldea

In this thesis, we have analyzed in depth the field of rankings learning using noisy sam-
ples. This well-studied setting implies that one is given (independent) samples that
are permutations of n alternatives, generated by a distribution, which corresponds to
a noisy probabilistic model such as Mallows Model (MM) and Plackett-Luce Model
(PL). Afterwards, one could ask questions concerning the sample complexity to learn
the parameters of the model, the ability to learn the generating distributions in vari-
ous f-divergence metrics (TV distance, KL divergence) and the concept of maximum
likelihood estimation.

In our work, we chose to reduce the information provided by our samples and try
to answer similar questions. This information reduction idea will be clear shortly.
Firstly, we will introduce some helpful notation and, afterwards, we will present our
results.

k-Set Sampling

Let A = {ay,...,a,} be the set of our alternatives. We are now ready to explain how
to choose to reduce the information provided by our samples. We will use the single
parameter Mallows Model as an example. Our main question remains to learn the
central ranking 7y in £(A). Our samples are still generated by a Mallows distribution
M (mg, @), but we do not have full access to the permutation sampled.

Our sampling will be parameterized by a natural number 0 < k < n. In the
previous chapter, we were observing a ranking m; ~ M;(mg, ¢) of the n alternatives.
Now, we again sample m; = a;, = a;, > ...a;, = a;, ., > ...a;, but we cannot access the
sampled ranking. We can only access the k top ranked alternatives in an unordered
way, that is, our sample is a set S; of size k£ with the top k alternatives :

Sj = {ail,aim ...,aik}
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The study of top k lists was already researched in various works such as [FS03].
The innovative part appears in the set theoretic version of our sampling.

Thus, our samples will be the sets S, ..., S, and, for instance, we question whether
we can learn what the central ranking m is.

A real-life application of this sampling method is the classical voting (with a cross
T next to the names) of our preferred k out of n alternatives in a voting procedure.
Each vote is just a set of our k top preferred alternatives, without specifying the
order of our preferences.

An important remark

The way we have converted the nature of our samples is crucial. In the classical
setting, one can easily observe that both input and output live in the symmetric group
S,,. They are both permutations. However, in our setting, we have not respected
this property. The input consists of a collection of sets and the desired output is
a permutation. This problem can be generalized to the quite interesting problem
where the input and the output live in different metric spaces and one should create
an interconnection between these spaces.

Notation

Let A = {ay,...,a,} be the set of our alternatives. A ranking m € L(A) will be a
bijection from A to itself.

We will denote with r the number of samples drawn from a distribution. Each
sample will be a set S of size k and will be generated by a distribution S;Py r,,
where firstly we draw a sample ranking from the distribution Py, and, afterwards,
applying a k-set filtering Sy.

In the next section, we will work with two probability measures. We will denote
with Py the distribution of the single parameter Mallows model M (7, ¢) and with
Ppr, the distribution of the Plackett-Luce model. We have to expand the definition
of these two measures from permutations to sets. Before that, we introduce the
following notation. Each sample is a set of k alternatives. Thus, given r samples, one
could aggregate them and get a vote counter random variable for each alternative.
This vote-counter will be denoted by

T

va=Y L{a€ S} VacA

i=1

Obviously, 0 < v, <7 and ) ., v, = - k. Note that, if we define p, = Pla € 5],
v, ~ Bin(r, p,), where S is drawn from S;Py r, -

Suppose that we have the sequence of vote-counters {v, },e4. We will be interested
with the ranking of the n alternatives sorted in decreasing order of their vote-counters.
This ranking will be denoted by argsort;cp,{vi, ..., vn }

Also, given a set S of size k, we will denote by ¢(.S) the set of k! permutations
generated by the elements of the set. The set g(.S) will be called the generator of S.
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Finally, given A; C A and two permutations m € L(A;),0 € L(A\ A;) of sizes |A|
and n — |A;|, we will denote by 7 & o the concatenated permutation of size n.

Now, we are ready to expand the definition of the two probability measures defined
above for the k-set setting. Let S be a set of size k and let R = A\ S. We denote the
probability measures as follows :

e Py : Simple Mallows Model (on Rankings)

o Pgys @ Set Mallows Model (on Sets)

e Pp; : Set Plackett-Luce Model

The probability to draw a sample S in the SM setting is :

]PSM Slﬂ'g Z Z ]P)MM 7TS S 7TR|7TO Z Z

m5€g(S) TrEg(R) ms€g(S) mrEg(R)

¢dKT (msWmR,m0)

o Z(9)

Notice that the normalization constant is the same since the space of n! possible
permutations is decomposed to (Z) possible sets, each of which generates a collection
of kl(n — k)! permutations and each pair of such collections will be disjoint. Let Sy
be the collection of all possible k-sets among n elements.

Zoy = Z Z Z ¢dKT(7TUU7rO) Z ¢dKT(W7W0) = Zung = Z(Qb)

SeS, meg(S) o€g(R) TeLy

We remind that we represent a ranking as a bijection o : [n] — [n], where o(a)
is the rank or position of the alternative a in the ranking. For i € [n], c7'(i) is the
alternative that is ranked at position .

For the PL setting, we have that, given a value vector w € W :

]P)PL[S|w Z H wa—l(z H Z Wy
j=i 9

o€g(S) i€lk]

Notice that the values product Hiem We(;) are the same in each term of the sum

Y o g(s)> Since it only permutes the elements of the set S and, hence, the above
formula can be written :

IP)PLS|w le Z HZJZ Wo—1(j

i€S oeg(S) =1

MLE Analysis
MLE-MM-K-SET

Input : r independent sets Sy, ..., .S, of size k.
Output : 7 = argmaxPgp[S, ..., Sy|7]
K
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Theorem 10.3.1 The solution to the MLE-MM-K-SET is the argsort;ci{vi, ..., vn }

a = arg mar n;
1

Ty

T =a>=b> .. =i ...

Figure 10.1: Our proposed MLE for the MLE-MM-£-SET problem

Proof. The k-Set Mallows probability measure is defined as:

Por[S|mo] = Z Z Py s W mr|mo) = Z Z ¢dKT TSWTR,T0)

s€g(S) mrEG(R) WSEQ(S) TREG(R)

Suppose that we are given r set samples. We define the product of these r terms
(where each term contains k!(n — k)! summands) as score of the ranking.

We claim that the permutation 7 = i1 > iy > ... > i, s8.t. i; = arg max UV
wen)\{i1,...,ij—1}

(decreasing sequence of votes) is the MLE optimal ranking.

We proceed via contradiction using the swap-increasingness of the KT distance.
Suppose that 7 is not the optimal ranking. Then, there exists another ranking, say
OPT, that scores higher than 7. Then, there must be some indexes 7, 7 such that
i =opr j and v; < v;. We analyze two cases (inductively) :

CASE 1. Say that i, j are adjacent. The MLE score of the OPT solution is then
given by :

score(OPT) = [ [ Psu([S:|OPT)

i=1

There are 4 distinct cases for the r sets drawn from the k-set Mallows model. There
is a collection C of ry sets that contain both ¢ and 7, a collection Cy of ry sets that
contain neither ¢ nor 5 and collections C5 and Cj of r3 and r4 sets that contain only ¢
and only j respectively. Obviously, r1 + ... + 74 = r and rqy — r3 = v; —v; > 0. Hence,
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Case 1

a = argmarn;
z

T
T
h

T

OPT =a>b>..=i>3j» ...

Figure 10.2: CASE 1 : A possible OPT MLE for the MLE-MM-k-SET problem.

the score that be expressed as :
4
score(OPT) = H H Psum[S|OPT)
i=1 SeC;
Notice that if a set S contains both i and j,

The same holds for sets of the collection Cs.
Intuitively, this means that we cannot deduce preference over the alternatives i
and j if we vote in the k-election system both ¢ and j or neither of them.
Now, we study how sets of the collection C3 behave on the score of the OPT.
Notice that
OPT = ni"

]

Thus, for S € Cj,
_ 1 dgr(rsWnr,OPT)
Pou[SIOPT] == >, D ghrimem
ns€9(S) TrEY(R)

Let > cosyugm) I (M) = 2 rseq(s) 2onneq(r) f (Ts W mr) be the sum of k!(n — k)! sum-
mands. Remind that i >, j Vo € ¢(S) U g(R). Then, by the swap-increasingness
property of the KT distance and the fact that 7, j are adjacent :

drr(OPTisj,0) =iv,j der(OPT,0) + 1
Hence, since OPT;,; = ©™,

1 m 1 o o
Psar [S|7rm] = Z Z gbdKT(UJr )= E Z ¢dKT( OFTicd) —1,j adjacent, i>57, i~opTJ
oeg(S)uUg(R) o€g(S)Ug(R)
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1
—1i,j adjacent, 57, i~opT] E Z ¢dKT (@OPT)+1 — ¢PSM[S|OPT]

o€g(S)Ug(R)
Similarly, for S € Cy :

]P)SM [S‘OPT] —1i,j adjacent ¢PSM [S‘Trm]
Hence, since ry —r3 = v; —v; > 0,

score(OPT) = score(m}.,;) = ¢~ "score(r™) < score(n™)

We have reached a contradiction.

CASE 2. Suppose that OPT is any ranking with dgr(OPT,7™) = d > 1. Then,
there is a finite sequence (of length d) of adjacent Case 1 swaps of elements that finally
gives OPT. In each swap, from Case 1, the MLE decreases. Let OPT® be the candi-
date optimal ranking after ¢ swaps from 7™, i =1,2,...,d. Obviously, OPTY = OPT
and set 7 = OPT©). The pairs (7, OPTM), (OPTMW, OPT®), ... (OPTY OPT®)
all belong to Case 1.

Hence, if we consider the sequence (a;, bi)glzl with v, > v,, and a; adjacent to b;
in the pair of rankings (OPT~Y OPT®) for all i € [d], we get that :

score(OPTW) = score(OPT(Z Y ) = ¢ Ysiscore(OPT V), i € [d]

a;j<>b;

Hence : .
score(OPT) = ¢>i=1%: =) score(n™) < score(n™)

Cases 1 and 2 provide the optimality of the proposed MLE argsortcn{vi, ..., v }.
[ |

Remark 10.3.2 Notice that we have a closed form for the ratio of how the MLE
score is changed for each proposed ranking o with respect to the optimal solution.

Afterwards, we provide a TV distance result between the measure S;P, . and the
measure Py, .. We denote Y o) 0(r) [(T) = 2o ico(s) 2onneg(r) | (TsYTR).

I Lemma 10.3.3 For any Ty, € ,C(A), dT\/(S}gP(;)Jri,Sk,P@Wj) S dTV(Pqﬁ,maP(b,ﬂj)
Proof. Let Ay be the set collection that contains all the possible (Z) sets of size k.

1
drv (S Pomi SkPom;) = 5 > 18kPsx (S) = SkPor, (S)]

SeAy
1 ¢dKT(7I',7Ti) ¢dKT(7r77Tj)
Iy oy Ay

ScAy, weg(S)Ug(R) n€g(S)Ug(R)

1
7 7 =3 > Pyulrlm]—Puslrlns)l = drv(Por, Por,)
SEAy, meg(S)Ug(R) MM MM reL(A)

¢dKT(7T,7Ti) ¢dKT(7T,7Tj)

INA
N | —
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Remark 10.3.4 When we want to learn the whole ranking 7y, we can just consider
k < 5. When solving the problem k-Set with samples Sy, ..., S, and k > 7, then
it is equivalent to solve the problem (n — k)-Set with samples [n]\ Sy, ..., [n] \ Sm.

MLE-PL-K-SET

Setting :  There are n objects {o;}"; with unknown values {w;}?_ ;. We generate
samples from the PL-K-SET Model and we want to determine the elements ranking
with respect to their value. Hence, our goal is to be able to answer the (g) pairwise
comparisons {w; > w;}.
Input : r independent sets 51, ..., .S, of size k, each one containing k objects.
Output : W = argmaxPpr[S, ..., S, |Wy]

Wr

Theorem 10.3.5 The solution to the MLE-PL-K-SET is the & = wy-1(1) > wr-1(2) >
.. 2 Wr-1(y Where T = argsorticp{vi, ..., vn}

Proof. The likelihood function we want to maximize can be written as :

r

LSy, . SHw) = TT(]] w) D Hz - )

m=1 i€Smy c€g(Sm) =1

The space that our maximization problem is defined is the following :

Sw = {U_f7r = Wr-1(1) > Wr—-1(2) > .2 wﬂ—l(n)lﬂ' € Sn,Zwi = 1}

We do not care about the value of each object but only to determine between any
pair of objects which is the most valuable. Of course, according the PL. model, the
values have to satisfy the normalization condition ) " wy-1; = 1.

Hence, we want to solve the optimization problem :

wr = arg max L({S,..., Sy }|w)
weSW

Firstly, we have to gain some intuition, we can simplify the above expression by
using the log-likelihood function and get :

log/;({Sl,...,ST}]?ﬁ)ZZ{ZOQ(Hwi)+l"9 Z Hz W, ))}:

m=1 1€ESm o€eg(S

—ZZlong—i—Zlog Z HZ r— ))

m=114i€S,, JGg(Sm) =1

We have to maximize this function.
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The first term can be rewritten as :

RHS, =Y Y log(w;) =Y wvilog(w;)

m=1ieSy, =1

Hence, it seems logical to think that argsortie[n]{vl, .., Up} is the MLE we are
looking for. Return to the first likelihood function. We have to maximize the following
function :

r

LSy, . SHw) = TT(]] w) D Hz = )

m=1 i€Sm o€g(Sm) =1

Notice that :

[T =TT

m=1 i€Sm

For the part after that product in the likelihood function, consider the function :

flxy, ...,z Zlog Z HZ o

UEg

exp(f(wi, ..., wy)) = H Z HZ W1

m= 10’69

Suppose that we score A > 0 if we order the welghts according to the appearances
v;. Now, suppose that this is not optimal. Then, suppose that we change the elements
with appearances v; > v;. We will show that this choice decreases the score. We
choose a vector with w; > w;. We will show that is choice scores less than setting
w; > wy.

Let I, J be the collections of the sets where the elements o; and o; appear respec-
tively. Then, |I| = v;, |J| = v;,|I N J| =t < v;. Then, the likelihood function can be
partitioned into four disjoint products :

Ao f=C I CTT CIT T )

Sy€e{S1,..,Sr \I,J S,elnJ S,eI\J SyeJ\I

The first two terms remain the same after the swap. The first term contains
neither ¢ nor j and, thus, there is no impact in the score. The second remains the
same since we have all the permutations over the elements contained in the sets
S € INJ and, hence, each element goes around all possible positions. Thus, there is
a symmetry between the appearances of ¢ and j. The third product has v; — t terms
and the last v; — ¢, and there is the score difference we want to observe,

We can show that :

fl...fr(vi>vj/\wi<wj)<A
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Obviously, if f,g > 0 and increasing in an interval I, then f - ¢ will also be
increasing. We study the function that is the product of k£ terms :

1 1 1 1
. 1— 1-1‘11-1‘1-1‘21-.%1-.

j=i L i=1 ]1

f(zy, ..., HZ

o — Tl—1

For 7 € [0, 1]%, f is increasing. If we fix the k — 1 values and let one variable run
free, then :

O<z<y<l= f(zlwy,...,we_1) < f(ylwy, ..., wr_1)

The same holds for F'(z|wy,...,wi_1) = ZJEQ(S’m) f(x|wy, ...;wg_1,0).
For a set S = {i,i1,...,9,-1}, let We\yy = {wi,,...,ws, ,}. Hence, by picking

w; > wj; -
BRI (9 ) [ CHLAY) E—

Sel\J SeJ\I
(viftsrterms (vj 7t3,terms
< { 11 F(wj|w5\{i})}{ 11 F(wz’WS\{j})} =4
Sel\J SeJ\I

Note that the weights can only be swapped because the sum should remain fixed to
1.

So, any swap that does not respect the relation between v; and v; for any pair
1, 7, will only decrease the score of the MLE. Hence, the MLE optimizer is the values
ranking argsorticp{vi, ..., v}, that is to assign values in decreasing order of the
appearance frequency of the alternatives. [ |

The Mallows k-Gap Filling Model

Finally, we propose another noisy sampling model. Here, we draw a ranking m ~
Py and afterwards apply a uniform filtering in order to hide £ elements. Thus,
in the given sample, we will only access (n — k) elements and in the positions of
elements missing we see a x symbol. Suppose that the given ranking that is missing k
elements is drawn from a distribution Uy Py r,. At first, we will define the appropriate
probability measure Pgp.

Denote by S,, i the set of all rankings of size n, that are missing k elements. Given
aT € Sy, we define the set M, of the missing elements. Obviously, g(M,) contains
all the possible permutations of the k& missing elements. Define a filling function
f i Spk x g(M) — S, which fills a partial ranking 7 with (n — k) fixed objects
and k stars, with the k missing items from M., according to a ranking from g(M.,).
For instance, if 7 = 1 > % > 2 > %, M, = {3,4} and 3 > 4 € ¢g(M,). Hence,
f(r,3>=4)=1% 3> 2> 4. Now, we have the necessary notation to proceed to the
definition of the measure :
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(7%,0),m0)

gbUlKT
Por(mlm)= 3

r€g(Mn,) Gr

For simplicity, let GF(m,) be the set {f(m,,0)|o € g(M,)}.
dxT
Por(mmo) = Z ¢Z—

The set GF(m,) contains k! permutations and, hence, generates all the possible
samples drawn from the distribution Py r, before applying the filter U.

In order to understand this sum, we have to study the cardinality of the S, ;. (the
set of all possible samples drawn from the distribution Uy, Py , ).

The size of S, , is

Sukl = suppUPszy) = (Z) <n " k) (n— k)l = Wl)z_k),

since, at first, we can place k stars and, then, for the remaining n — k positions,
choose n —k among the n elements and create all the possible rankings. For instance,
for n =4, |Sy2| = 72, whereas [S,| = 24.

As far as the normalization constant is concerned, in this case, there is no 1 — 1
correspondence between the samples and the times each ranking of size n will be
appeared. For instance, in the (n, k) = (4,2) case, the ranking 1 > 2 > 3 > 4, can be
generated from many samples such as x >= 2 > 3 > %, 1 >= x > 3 > *, etc. In the 2-set
case, the only generator was the set {1,2}. Now, the normalization constant can be

expressed as :
Zap = Z Z (bdKT(‘Tvﬂ'O)

T+ €Sp  cEGF ()

This sum contains (k,—k = n'( ) summands and, thus, it offers us a hint of
how many times each permutation of size n appears in the sum. Notice that each of
the n! possible permutations appears in the sum the same number of times (due to

symmetry) and the number of appearances is (2) Hence,

Zar = Z Z (@) — (Z) Z pdrT(mmo) = (Z) Zyvim

T Esn k O'EGF(W WeSn

It is easy to verify the extreme cases k =1 and k = n.

Geometric Intuition

In this setting, we would like to apply a generalized version of the techniques applied
in Chapter 9. Thus, we consider crucial to obtain a geometric intuition of our sam-
ples. Firstly, notice the recursive structure of the permutations and permutohedra. If
one fixes a coordinate of a permutation of size n, then one gets a permutation of the
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remaining n — 1 elements. Similarly, for fixing some k elements of the permutation.
Thus, the same geometric intuition holds for the S,-permutohedra. For instance,
if n = 4, the corresponding permutohedron is constructed via the S;-permutohedra
(trivially), the Ss-permutohedra (fixing two elements) and the Ss-permutohedra (fix-
ing one element). Notice, in the following figure, that the edge between (123) and
(132) is a Se-permutohedron, that corresponds to the sample 4 = 1 = * = *.

Figure 10.3: For n = 4, the sample 4 > % > % > * corresponds to the green subspace, that
is one of the S3g-permutohedron sides of S4-permutohedron.

Now, suppose that we are given a sample m, drawn by the k-Gap Filling Model
Ui Py x,- This sample contains £ stars, put uniformly at random among the n elements.
Hence, our sample is just a ’side’, a projection of our S, polytope. This ’side’ is a
Si-permutohedron, lives in the space R;_; and corresponds to the collection of the
k! possible permutations of the missing elements.

Finally, we provide a TV distance result between the measure U, Py~ and the
measure Py .

I Lemma 10.4.1 For any 7;, 75 € L(A), dpv (UsPyr;, U Pyx;) < drv(Pomi» Poor;)

Proof.
1
Ay UsPo s U Por,) = 5 D [UiPo (0) = UnPyr, (o)
O'ESn,k
1 ¢dKT (7T,7Tz') (bdKT(ﬂ—Jrj)
DI M
20€Sn,k rEGF(0) <k)ZMM r€GF (o) <k)ZMM
1 qbClKT(ﬂ'ﬂTi) ¢dKT(W,ﬁj) 1
< 5 Z ‘ (n)Z - (n)Z | - 5 Z |]PMM[7T|7Ti]_PMM[7T|7Tj” = dTV<P¢JFi>P¢>JTj)
0€Sy ) TEGF(0) k) ZMM ) S MM TEL(A)
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Future Work

As a future step, we propose the following three different directions. Firstly, it is an
interesting question to expand our learning framework concerning problems whose
input and output belong to different metric spaces. Secondly, we have thought a
connection between a classical NP-hard problem and our k-set sampling setting. The
problem is called Min Sum Set Cover (MSSC). Our idea links the learning problems
we are interested in with the optimal solution (or a good approximation) of the MSSC
problem. The MSSC is a problem related both to the classical min set cover problem
and to the linear arrangement problems and is defined as follows :

MIN SuMm SET COVER

Input : A hypergraph H(V, E) !, a linear ordering, that is a bijection f : V
{1,...,|V|}. We, then, define for a hyperedge e, the cost f(e) := rqflelgl f).

Output :  f* =arg mfin Yoeern f(€)

It is well known that the greedy algorithm approximates MSSC within a ratio no
worse than 4, and that this is the best possible approximation, that this for every
e > 0, it is NP-hard to approximate MSSC within a ratio of 4 — e. This result can
be found in [UFT02]. Another good source is the [Im16]. How this problem is
linked to our k-set sampling? The problem’s structure is quite similar to our learning
framework. Note that the linear ordering f is just a ranking of the elements of the set
V. Thus, we are given sets (of different sizes) and we want to learn a ranking. This is
quite similar to our k-set sampling setting if we do not fix k. It would be interesting
to see MSSC as a learning problem. However, there are some difficulties one has
to deal with. For instance, if one chooses to cover a vertex v, we should afterwards
delete all the hyperedges covered by this vertex. Thus, each choice we make, causes
a deletion of a subset of our sets.

Another interesting direction would be to be able to answer towards the following
kind of questions : Suppose that there are two models, a single parameter Mallows
model M; and a generalized Mallows model M,,. Let m be a voting profile of size r
generated by one of the these models. Can we determine from which distribution we
have drawn our samples, and, if so, how many samples are needed? These are some
potential directions for study in the field of learning theory for ranking distributions.
Finally, another fascinating problem is to bound the fluctuations of the length of the
longest increasing subsequence of a sample 7, drawn from a Mallows distribution.
[CM11], [NB14].

'Let S be a set of points and F = {Si,...,S. be a collection of subsets of S. The hyperedges of H
correspond to the points in the set system and the vertices of H correspond to the subsets. Note that E is
a a set of non-empty subsets of V' and constitutes a generalization of the classical edge (that is a two-set).



Bibliography

[AE17]

[AEMP18]

[AK19)

[BMO9]

[BS50]

[BS16]

[BTS9]

[Chal0]

[CM11]

[CT06]

Mohamed Elhoseiny Marian Mazzone Ahmed Elgammal, Bingchen Liu.
Can: Creative adversarial networksgenerating “art” by learning about
styles anddeviating from style norms. arXiv preprint arXiv:1706.07068,
2017.

Robert Busa-Fekete Adil El Mesaoudi-Paul, Eyke Hiillermeier. Ranking
distributions based on noisy sorting. Proceedings of the 35th International
Conference on Machine Learning, PMLR 80:3472-3480, 2018.

Ritesh Noothigattu Ariel Procaccia Christos-Alexandros Psomas An-
son Kahng, Min Kyung Lee. Statistical foundations of virtual democracy.
Proceedings of the 36th International Conference on Machine Learning,
PMLR 97:3173-3182, 2019.

Mark Braverman and Elchanan Mossel. Sorting from noisy information.
CoRR, abs/0910.1191, 20009.

B. Babington-Smith. Discussion of professor ross’s paper. Journal of the
Royal Statistical Society B, 12:153-162, 1950.

Massart P. Boucheron S., Lugosi G. Concentration inequalities : A
nonasymptotic theory of independence. Oxford University Press, 2016.

Tovey C.A. Bartholdi, J. and Trick. Voting schemes for which it can be
difficult to tell who won the election. M.A. Soc Choice Welfare (1989) 6:
157, 1989.

Patragcu Mihai Chan, Timothy M. Counting inversions, offline orthogonal
range counting, and related problems. Proceedings of the Twenty-First
Annual ACM-SIAM Symposium on Discrete Algorithms. p. 161, 2010.

Shannon Starr Carl Mueller. The length of the longest increasing subse-
quence of a random mallows permutation. Journal of Theoretical Proba-
bility, pages 1-27, 2011.

Thomas J. Cover T. Elements of Information Theory. Wiley-Interscience,
2006.



148

BIBLIOGRAPHY

[DP77]

[DP16]

[DP18§]

[F1i86]

[Fra03]

[FS03]

[Im16]

[JV15]

[Kal02]

[Kor07]

[Lan05]

[LC14]

[LDSR16]

[LM18]

[Luch9]

[Mal57]

Graham R.L. Diaconis P. Spearman’s footrule as a measure of disarray.
J. Roy. Statistics Soc., 39(Ser. B):262-268, 1977.

Mansi Jain Neha Jain Krushi Gada Dipti Pawade, Avani Sakhapara. Deep
learning for music. arXiv preprint arXiv:1606.04930, 2016.

Mansi Jain Neha Jain Krushi Gada Dipti Pawade, Avani Sakhapara.
Story scrambler -automatic text generation using word level rnn-Istm. I..J.
Information Technology and Computer Science, 2018, 6, 44-53, 2018.

Verducci J. S. Fligner, M. A. Distance based ranking models. Journal
of the Royal Statistical Society. Series B (Methodological), pp. 359-369,
1986.

John B. Fraleigh. First Course in Abstract Algebra. Pearson, 2003.

Kumar R. Fagin, R. and D. Sivakumar. Comparing top k lists. In Pro-
ceedings of the Fourteenth Annual ACM-SIAM Symposium on Discrete
Algorithms(Baltimore, MD, USA,2003), SIAM, pp. 28-36, 2003.

Sungjin Im. Min-sum set cover and its generalizations. Encyclopedia of
Algorithms. Springer, New York, NY, 2016.

Y. Jiao and J.-P. Vertz. The kendall and mallows kernels for permuta-
tions. In Proceedings of The 32nd International Conference on Machine
Learning, volume 37 of JMLR:WCP, pages 1935-1944, 2015.

Olav Kallenberg. Foundations of Modern Probability. Springer-Verlag
New York, 2002.

Sinai Yakov G. Koralov, Leonid. Theory of Probability and Random Pro-
cesses. Springer-Verlag Berlin Heidelberg, 2007.

S. Lang. Algebra (Graduate Texts in Mathematics). Springer, 2005.

T. Lu and C.Boutilier. Effective sampling and learning for mallows models
with pairwise-preference data. Journal of Machine Learning Research,
15:3783-3829, 2014.

E. Upfal L. De Stefani, A. Epasto and F. Vandin. R. Reconstructing
hidden permutations using the average-precision (ap) correlation statistic.
AAAL pages 1526-1532, 2016.

Allen Liu and Ankur Moitra. Efficiently learning mixtures of mallows
models. In FOCS, pages 627-638. IEEE Computer Society, 2018.

R. D. Luce. Individual choice behavior: A theoretical analysis. Wiley,
1959.

C Mallows. Non-null ranking models. Biometrika, 44(1): 114—130, 1957.



BIBLIOGRAPHY 149

INB14]

[NNO7]

[Pla75]

[RBF19]

[Samb9)]

[SGS17]

[Sha48|

[Taol3]

[TD18]

[Tur50]

[UFT02]

[YROS]

Ron Peled Nayantara Bhatnagar. Lengths of monotone subsequences in
a mallows permutation. Probability Theory and Related Fields, 2015 -
Springer, 2014.

Tardos E. Vazirani V. Nisan N., Roughgarden T. Algorithmic game the-
ory. Cambridge University Press, 2007.

R. Plackett. The analysis of permutations. Applied Statistics, 24:195-202,
1975.

Balazs Szorényi Manolis Zampetakis Robert Busa-Fekete, Dimitris Fo-
takis. Optimal learning for mallows block model. Journal of Machine
Learning Research, 2019.

Arthur L. Samuel. Some studies in machine learning using the game of
checkers. IBM Journal of Research and Development, 1959.

P. Menard S. Gerchinovitz and G. Stoltz. Fano’s inequality for random
variables. preprint,arXiw:1702.05985, 2017.

C.E. Shannon. A mathematical theory of communication. The Bell Sys-
tem Technical Journal, 1948.

T. Tao. An introduction to measure theory. American Mathematical
Society, 2013.

Amrita S. Tulshan and Sudhir Namdeorao Dhage. Survey on virtual
assistant: Google assistant, siri, cortana, alexa. International Symposium
SIRS 2018, Bangalore, India, September 19-22, 2018.

A. M. Turing. Computing machinery and intelligence. Mind 49: 433-460,
1950.

Laszlé Lovész Uriel Feige and Prasad Tetali. Approximating min-sum set
cover. In Proc. of the 5th Intl. Workshop on Approximation Algorithms
for Combinatorial Optimization (APPROX), Sept., 2002.

J. A.; Yilmaz, E.; Aslam and S. Robertson. A new rank correlation
coefficient for information retrieval. In Proceedings of the 31st annual
ACM SIGIR conference, 587-594. ACM., 2008.



	µ  
	
	µ µ I, II, III
	ß
	 
	 

	    
	    
	    µ ß
	  µ   ()
	k-Set Sampling

	Introduction
	Mathematical Foundations I : Abstract Algebra
	Abstract Algebra
	Permutations
	Symmetric group Sn
	Metric Space (Sn, d)


	Mathematical Foundations II : Probability Theory
	Probability Theory through Measure Theory
	Probability Measure
	f- divergence
	TV Distance & KL Divergence
	Concentration Inequalities


	Mathematical Foundations III : Information Theory
	Information Theory
	Entropy
	Sufficient statistics
	Fano's Inequality


	On Voting & Social Choice Theory
	Foundations of Voting Theory 
	Statistical Foundations of Virtual Social Choice
	Voting Setting
	Voting Rules


	On Probabilistic Models of Permutations 
	Prelude
	Condorcet's Decision Problem
	The Mallows Model
	The Mallows model M(0, )
	A different point of view

	The Repeated Insertion Model
	Generalized Mallows Model
	The Plackett - Luce Model 
	Other noisy models

	Learning to rank from noisy information 
	Sample Complexity in Mallows Models
	PM-c Rules
	Non-Robustness of PM-c Rules
	Learning the parameters of Mallows model
	Learning Mallows model in TV Distance
	Learning Mallows model in KL Divergence
	Appendix

	Finding the maximum likelihood ranking
	The goal, a technique and a promise
	Mallows' Reconstruction Problem
	Computing the MLE ordering
	Proximity between the MLE ordering and the original ranking


	k- Set Sampling
	Setting & Idea
	Notation
	MLE Analysis
	The Mallows k-Gap Filling Model
	Future Work


