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## Abstract

In this thesis, we study the problem of learning rankings using noisy samples. This statistical learning field is extremely useful in the areas of Preference Learning and Information Retrieval. The working setting implies that one is given independent samples, which are permutations of $n$ alternatives, generated by a distribution, that corresponds to a noisy probabilistic model. Such known probabilistic models are the Mallows Model and the Plackett-Luce Model. Having drawn the samples, one could ask questions concerning the sample complexity in order to learn the parameters of the generating distribution, the ability to learn the generating distribution itself in various $f$-divergence metrics, such as the TV distance and the KL divergence, and the notion of maximum likelihood estimation. At first, we present the extended work on that framework for the Mallows model combining some classical research results with some seminal work. Afterwards, we present our own work where we chose to reduce the information provided by our samples and cope to answer similar questions as the ones mentioned above. Hence, we introduce and study the $k$-Set sampling framework for both Mallows and Plackett-Luce models, extending the previous research results. At the same time, we introduce another novel sampling model, namely the $k$-Gap Filling Mallows model.
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## Bабъка́ єрюти́дата
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 тou $\mu$ оvté $\bar{\lambda}$ ou, $\mu \varepsilon \mu \varepsilon \gamma \alpha ́ \lambda \eta ~ \pi ı \vartheta \alpha v o ́ t \eta \tau \alpha ; ' ~$













### 1.2 M $\alpha \theta \eta \mu \alpha \tau \iota \alpha \alpha ́ \Theta \varepsilon \mu \varepsilon ́ \lambda \iota \alpha$ I, II, III

### 1.2.1 ' $\mathrm{A} \lambda \gamma \varepsilon \beta \rho \alpha$























$$
a \succ_{\sigma} b \Longleftrightarrow \sigma(a)<\sigma(b)
$$

### 1.2.2 $\Theta \varepsilon \omega \rho i ́ \alpha ~ П ı \theta \alpha \nu о \tau \eta ́ \tau \omega \nu$




A $\nu$ loótŋта тov Hoeffding
 $S_{n}=\sum_{i=1}^{n} X_{i}$. Тótє дıа ка́धє $\zeta>0$, є́ $\chi о ч \mu \epsilon$ :

$$
\mathbb{P}\left[S_{n}-\mathbb{E} S_{n} \geq \zeta\right] \leq \exp \left(\frac{-2 \zeta^{2}}{\left.\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}\right)}\right)
$$

$\kappa a l$

$$
\mathbb{P}\left[S_{n}-\mathbb{E} S_{n} \leq-\zeta\right] \leq \exp \left(\frac{-2 \zeta^{2}}{\left.\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}\right)}\right)
$$



$$
\mathbb{P}\left[\left|S_{n}-\mathbb{E} S_{n}\right| \geq \zeta\right] \leq 2 \exp \left(\frac{-2 \zeta^{2}}{\left.\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}\right)}\right)
$$







## Total Variation Distance




$$
d_{T V}(\mathbb{P}, \mathbb{Q})=\sup _{A \in \mathcal{F}}|\mathbb{P}(A)-\mathbb{Q}(A)|
$$



$$
d_{T V}(\mathbb{P}, \mathbb{Q})=\frac{1}{2} \sum_{x \in \Omega}|\mathbb{P}(x)-\mathbb{Q}(x)|
$$

## KL Divergence




$$
D_{K L}(\mathbb{P} \| \mathbb{Q})=\sum_{x \in \mathcal{X}} p(x) \log \frac{p(x)}{q(x)}
$$

### 1.2.3 Өєமрí П Пŋрочорí







To ахó入оט७૦ $\alpha \pi о \tau \varepsilon ́ \lambda \varepsilon \sigma \mu \alpha ~ о \varphi \varepsilon i ́ \lambda \varepsilon \tau \alpha \iota ~ \sigma \tau о \nu ~ Y u . ~$

## A $\nu$ боótŋта Fano



$$
\begin{aligned}
& \text { 1. } \inf _{f, g \in \mathcal{F}, f \neq g} d_{T V}(f, g) \geq a \\
& \text { 2. } \sup _{f, g \in \mathcal{F}, f \neq g} D_{K L}(f \| g) \leq b
\end{aligned}
$$

Tótє єíval :

$$
R_{m}(\mathcal{F}) \geq \frac{a}{2}\left(1-\frac{m b+\ln 2}{\ln |\mathcal{F}|}\right)
$$




## 






> Пஸ́s छ६xivŋ


 тít入o 'Essay on the Application of Analysis to the Probability of Majority Decisions'.








$$
\pi \lambda \varepsilon เ o \psi n \varphi \iota \times \dot{n} \psi \dot{n} \varphi o
$$





- $a \succ_{1} b \succ_{1} c$
- $b \succ_{2} c \succ_{2} a$
- $c \succ_{3} a \succ_{3} b$








 $\varepsilon \pi \iota \lambda u ́ o u v ~ \dot{\eta} \vartheta \alpha \pi \alpha p \alpha x \alpha ́ \mu \pi \tau \sigma u \nu \pi \rho o \beta \lambda \dot{n} \mu \alpha \tau \alpha$ ó $\pi \omega \varsigma \tau \alpha \pi \alpha p \alpha \pi \alpha ́ v \omega$.

Condorcet's jury theorem. 'Ебт $\mu i ́ \alpha$ о $\mu \alpha ́ \delta \alpha ~ \varepsilon \nu о ́ p \chi \omega \nu, ~ о \pi о i ́ \alpha ~ \chi \alpha \lambda \varepsilon i ́ \tau \alpha l ~ \nu \alpha ~ \alpha-~$












 عival $\eta$ axó入ouv $\eta$ :

## O кадóvas tou Kemeny


 $\psi \eta ́ \varphi o u s, \delta \eta \lambda a \delta \dot{\eta}$ :

$$
\tau=\arg \min _{\tau \in \mathcal{L}(A)} \sum_{i=1}^{n} d_{K T}\left(\tau, \sigma_{i}\right)
$$






Eגаұıбтотоі́бпך l $l_{1}$ ขо́р $\mu a \varsigma$
$\Delta$ о७є́ $\tau \tau \omega \nu \tau \omega \nu \sigma \eta \mu \epsilon i ́ \omega \nu p_{1}, \ldots, p_{n} \in \mathbb{R}, \eta l_{1}$ ขóp $\mu a l_{1}(x)=\sum_{i=1}^{n}\left\|x-p_{i}\right\|_{1} \in \lambda a \chi \imath \tau \tau o-$ $\pi о \iota \in i ́ t a \imath ~ a \pi o ́ ~ \tau \eta \nu ~ \delta ı a ́ \mu \epsilon \sigma o ~ \tau \omega \nu ~ \sigma \eta \mu \epsilon i ́ \omega \nu$.


## 1.4 ПıӨ 1

'O $\pi \omega \varsigma$ Э人 $\delta \varepsilon$ í̧ou



```
Algorithm 1 Condorcet-Mallows noisy ranking process
1. Let \(\pi_{0}\) be the objective ranking and let \(0 \leq p<\frac{1}{2}\).
2. Initialization : \(\sigma \leftarrow \emptyset\).
3. For each pair of alternatives \(a, b \in A\), s.t. \(a \succ_{\pi_{0}} b\),
    3a. with probability \(1-p\), add \(a \succ b\) to \(\sigma\),
    3b. otherwise, add \(b \succ a\) to \(\sigma\).
if \(\sigma\) is intransitive then
    GOTO step (2).
else
    RETURN \(\sigma\).
end
```





$$
\begin{equation*}
\mathbb{P}\left[\pi \mid \pi_{0}\right]=\frac{1}{Z\left(\phi, \pi_{0}\right)} e^{-\beta d_{K T}\left(\pi, \pi_{0}\right)} \tag{1.1}
\end{equation*}
$$

 жатаvouńs.

$$
f\left(x \mid \mu, \sigma^{2}\right)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} e^{-\frac{|x-\mu|^{2}}{2 \sigma^{2}}}
$$

Н $\sigma \tau \alpha \vartheta \varepsilon \rho \alpha ́ ~ \varkappa \alpha \nu о \nu \iota x о \pi о i ́ \eta \sigma \eta s ~ \varepsilon i ́ v \alpha u: ~$

$$
\begin{equation*}
Z\left(\phi, \pi_{0}\right)=Z(\phi)=\prod_{i=1}^{n-1} \sum_{j=0}^{i} \phi^{j} \tag{1.2}
\end{equation*}
$$



## 




Mávךбך $\tau \eta \varsigma \delta \iota a ́ \tau a \xi \eta \varsigma \pi_{0}$
 $\hat{\pi}$ т. $\omega . \quad \delta о \vartheta \notin \nu \tau \omega \nu \quad n=\Theta\left(\frac{1}{\gamma} \log \left(\frac{m}{\delta}\right)\right)$ i.i.d. $\delta \in \imath \mu \mu a ́ \tau \omega \nu \pi_{1}, \ldots, \pi_{n} \sim \mathcal{P}_{\phi, \pi_{0}}$ ıкаขопоєєí
 $\mathcal{P}_{\phi, \pi_{0}} \tau . \omega . \mathbb{P}\left[\hat{\pi} \neq \pi_{0}\right]>\delta$.


 т $\alpha \nu \circ \mu \dot{\omega} \nu$ ט $\pi o ́ ~ \tau \eta \nu ~ T V ~ \alpha \pi o ́ \sigma \tau \alpha \sigma \eta: ~$




$$
\mathbb{P}_{\pi \sim \mathcal{P}_{\phi^{*}, \pi_{0}}^{m}}\left[d_{T V}\left(\mathcal{P}(\pi), \mathcal{P}_{\phi^{*}, \pi_{0}}\right) \geq \frac{1}{16}\right] \geq \frac{1}{3}
$$




 $\alpha \pi o ́ \sigma \tau \alpha \sigma \eta$ тทs extíunoŋs $\mu \alpha \varsigma \alpha \pi o ́ ~ \tau \eta \nu ~ \pi р \alpha \gamma \mu \alpha \tau \iota x \eta ́ \eta ~ \vartheta \alpha ~ \mu \varepsilon \iota \omega \nu o ́ t \alpha \nu . ~$

## 


 $\pi \alpha p \alpha$ тпои́ $\mu \varepsilon$ :

$$
\hat{\pi}^{*}=\arg \max _{\pi^{*}} \prod_{i=1}^{r} \mathbb{P}\left[\pi_{i} \mid \pi^{*}\right]=\arg \max _{\pi^{*}} \prod_{i=1}^{r} \frac{e^{-\beta d_{K T}\left(\pi_{i}, \pi^{*}\right)}}{Z(\beta)}
$$



$$
\hat{\pi}^{*}=\arg \max _{\pi^{*}} \prod_{i=1}^{r} \frac{e^{-\beta d_{K T}\left(\pi_{i}, \pi^{*}\right)}}{Z(\beta)}=\arg \max _{\pi^{*}} \frac{1}{Z(\beta)^{r}} \exp \left(-\beta \cdot \sum_{i=1}^{r} d_{K T}\left(\pi_{i}, \pi^{*}\right)\right)
$$

'Eтбь :

$$
\hat{\pi}^{*}=\arg \max _{\pi^{*}} \ln e^{-\beta \cdot \sum_{i=1}^{r} d_{K T}\left(\pi_{i}, \pi^{*}\right)}=\arg \max _{\pi^{*}}\left(-\beta \cdot \sum_{i=1}^{r} d_{K T}\left(\pi_{i}, \pi^{*}\right)\right)
$$

Té̀os, aبoú $\beta>0$,

$$
\hat{\pi}^{*}=\arg \min _{\pi^{*}} \sum_{i=1}^{r} d_{K T}\left(\pi_{i}, \pi^{*}\right)
$$



 $\nu \alpha \beta$ píoxel тov ЕМП.

## Өє́́pquа



 хро́vo:

$$
T(n)=O\left(n^{1+O\left(\frac{\alpha}{\beta r}\right)} 2^{O\left(\frac{\alpha}{\beta}+\frac{1}{\beta^{2}}\right)} \log ^{2} n\right)
$$

каı $\mu \epsilon \pi \imath \vartheta a \nu o ́ \tau \eta \tau a$ $\sigma \varphi a ́ \lambda \mu a \tau o \varsigma<n^{-\alpha}$.

## $1.7 k$-Set Sampling



 $\alpha \pi o ́$ to $\mu$ ovté ${ }^{\prime}$ o.

 $\pi_{j}=a_{i_{1}} \succ a_{i_{2}} \succ \ldots a_{i_{k}} \succ a_{i_{k+1}} \succ \ldots a_{i_{n}}, \mu \pi о \rho о$ и́ $\mu \varepsilon$ v $\alpha$ таратпри́бочиє $\mu$ о́vо та $k$ кори-



$$
S_{j}=\left\{a_{i_{1}}, a_{i_{2}}, \ldots, a_{i_{k}}\right\}
$$



$$
\mathbb{P}_{S M}\left[S \mid \pi_{0}\right]=\sum_{\pi_{S} \in g(S)} \sum_{\pi_{R} \in g(R)} \mathbb{P}_{M M}\left[\pi_{S} \uplus \pi_{R} \mid \pi_{0}\right]=\sum_{\pi_{S} \in g(S)} \sum_{\pi_{R} \in g(R)} \frac{\phi^{d_{K T}\left(\pi_{S} \uplus \pi_{R}, \pi_{0}\right)}}{Z(\phi)}
$$



Mle-MM-K-SET

${ }^{\prime}$ E $\zeta$ oठos: $\pi^{*}=\arg \max _{\pi} \mathbb{P}_{S M}\left[S_{1}, \ldots, S_{r} \mid \pi\right]$
Алобеเฉvט́очие о́тı:

## $\Theta є$ ©́р $\eta$ иа 1





$$
\mathbb{P}_{P L}[S \mid \vec{w}]=\sum_{\sigma \in g(S)}\left(\prod_{i \in[k]} w_{\sigma^{-1}(i)}\right)\left(\prod_{i=1}^{k} \frac{1}{\sum_{j=i}^{n} w_{\sigma^{-1}(j)}}\right)
$$


Mle-PL-K-SET

 $\delta เ \alpha ́ \tau \alpha \xi \eta \tau \omega \nu \alpha \xi \iota \omega \nu \tau \omega \nu \alpha \nu \tau \iota \notin \varepsilon \mu \varepsilon ́ v \omega \nu$

'Eگобоऽ : $\vec{w}_{\pi}^{*}=\arg \max _{\vec{w}_{\pi}} \mathbb{P}_{P L}\left[S_{1}, \ldots, S_{r} \mid \vec{w}_{\pi}\right]$

Өє́́рпиа 2
$H$ रú $\eta$ đov MLE-PL-K-SET єívaı $\eta$ oláta $\eta \eta \vec{w}^{*}=w_{\pi^{-1}(1)} \geq w_{\pi^{-1}(2)} \geq \ldots \geq w_{\pi^{-1}(n)}$ ótov $\pi=$ argsort $_{i \in[n]}\left\{v_{1}, \ldots, v_{n}\right\}$.

## 2. Introduction

Permutations are combinatorial objects, used by humans on a daily basis. From the lexicographical order of the words of a language and the ranking of sport teams in a league to a user's preferences on YouTube and the results to a Google query, it is easy to notice how the notion of rankings arises in a wide range of fields with various representations.

At the same time, modern world -scientific or not- is experiencing a bloom of Computer Science and, in particular, an upsurge of Learning Science. Since the 50's, when Alan Turing proposed the famous Turing Test [[Tur50], 1950], associating the concept of the machine with that of knowledge and of learning and the period in which Arthur Samuel defined the machine learning as a "Field of study that gives computers the ability to learn without being explicitly programmed [[Sam59], 1959], we have reached a point where computers/machine become digital personal assistants [TD18], are generating structured texts [DP18], are composing music songs [DP16], are creating art [AE17], just by observing data and being trained and tested, simulating the human learning process.

Inevitably, the space of rankings could not be neglected by the Science of Learning. Hence, Machine-Learning Ranking (MLR) field arose. The philosophy of "Learning to rank" area is to develop probabilistic models over rankings/preferences for information retrieval systems. The ranking model is trained with data, which are lists of objects that are ranked by some criterion/metric, and "learns" to order new lists of objects.

Statisticians traditionally studied the problem of ranking data and designed methods and tools which have been applied in various fields. More recently, applications in information retrieval and machine learning have reanimated the interest in the analysis of rankings and in the value of related statistical tools such as probability distributions on rankings and correlation statistics.

Applications of such models can be observed, for instance, in recommendation systems. Learning algorithms analyze the history of a customer's purchases in order to "learn" a preference ranking and, afterwards, propose similar products. In general, MLR models can be used in a variety of fields such as the internet (search engines), computational biology (protein structure prediction problem), natural language processing and Data Mining.

In this thesis, we will try to study many perspectives and models on this field of Learning Science. Specifically, we will observe the ways in which Probability and Statistics Theory, as well as Information Theory, have been integrated into the world of Algorithms and Complexity, expanding the boundaries of the field of Statistical Learning theory.

In the following chapter, we are going to present some mathematical foundations, beginning from the main concept of permutations, continuing with the ideas of measure theory and of probability theory as a branch of that field and, finally, providing an information theoretic perspective.

Afterwards, we will try to connect our learning to rank problem with the fields of voting and social choice theory. As we will see, the idea of ranking over items, given a collection of preferences, is completely similar to the idea of electing a ranking over candidates, given a collection of votes.

In the third part of the thesis, the essential probabilistic models on permutation spaces are presented and emphasis is given on the notion of learning parameters of these models using noisy information. In the following two chapters, we analyze the sample complexity of the learning problem and we present the maximum likelihood estimator approach.

In the final chapter, we present our work concerning sampling from noisy samples. We study the behavior of the MLE by reducing the information provided by our samples. The way that the information provided is reduced will be presented shortly.

Before proceeding to the mathematical foundations of the 'Learning to Rank' field, it is useful to present the crucial problem that we are going to deal with in this thesis.

## Main Problem

Consider a set of $n$ objects/alternatives $\left\{a_{i}\right\}_{i=1}^{n}$, that can be ranked with respect to a metric. For instance, if the $n$ objects are teams in a basketball championship, the ranking is created with respect to the number of wins of each team. Similarly, this ranking can express preferences among the $n$ alternatives. Suppose that there is a true hidden preference among $n$ objects $\left\{a_{i}\right\}_{i=1}^{n}$, that is expressed by a permutation over these alternatives $a_{i_{1}} \succ a_{i_{2}} \succ \ldots \succ a_{i_{n}}$. This true ranking is locked to us, we have no direct access to it and we want to learn it. In our setting, we generate from a probabilistic model, parametrized by the true hidden ranking, noisy samples that are rankings of the $n$ objects.

## Main Questions

- What is the probabilistic model that generates our samples? How are these samples/rankings distributed? What mass is attained to each of the $n$ ! possible rankings?
$\rightarrow$ There are multiple probabilistic models in the 'Learning to Rank' setting. We are going to deal with the Mallows model and the Plackett-Luce model, that will be presented in the upcoming chapters.
- In the previous section, we mentioned that there is a hidden ranking that we wish to discover. Can we learn the hidden ranking and, if so, how many samples will be needed in order to learn it with high probability?
$\rightarrow$ Each probabilistic model, that is defined on the set of rankings, is determined by a set of parameters. In most models, one of the parameters is the hidden ranking we are have to learn. In this thesis, we deal in depth with the question 'How many samples will we need to learn the hidden parameters of the model, with high probability?'
- Is this problem connected with voting theory?
$\rightarrow$ By reading the problem mentioned above, one can link our problem with a voting process. The hidden ordering corresponds to a ground truth, a socially accepted ranking over the candidates in an electoral process. Sociologists model each voter as a noise around this hidden ground truth. Every voter seeks to learn this hidden truth, so her vote is a random variable that takes values on the space of rankings over the voting alternatives. The probability distribution of the vote is centered on the hidden truth and assigns more probability mass to voting arrangements that are close to the central ordering than to rankings that are far from it. What known probability distribution does this behavior remind you?


## An example

An everyday life application is the following. Alice watches the same $n$ videos on YouTube daily. Thus, each day, she watches a sequence of these $n$ videos. On the other side, Susan, working on YouTube, wants to learn Alice's video preferences and propose her similar videos that she will like in order to continue using the application. In this case, the hidden central ranking is Alice's video preferences, that exists in her mind but Susan has no access to it. Alice, watching YouTube, provides to Susan each day a sample video sequence, that is a noisy version of her inner video preferences. Of course, each sequence of Alice's videos is sorted by Susan according to some metrics that show the preferences of Alice. For instance, a video that Alice watched without skipping parts is ranked higher than a video where Alice skipped parts or did not
finish. Thus, each day, Susan gets a ranking of Alice's video preferences. Also, note that it is more likely more Alice to watch videos that she likes and, thus, the probability that Susan gets a ranking that is closer to Alice's preferences is higher than the probability that she gets a ranking that will differ a lot. Can Susan, given these daily samples, create a ranking that will be close to Alice's video preference list? How many samples will she need? These type of questions we will try to answer. But first we need to set the necessary mathematical foundations.

## Our contribution

The purpose of this thesis was to study an innovative approach on the concept of noisy sampling. Specifically, we worked on the $k$-set sampling case. In our work, we chose to reduce the information provided by our samples and try to answer questions concerning the maximum likelihood estimation and the sample complexity. Let $A=$ $\left\{a_{1}, \ldots, a_{n}\right\}$ be the set of our objects that we are ranking. There is still a hidden ranking $\pi_{0}$, that we want to learn. We still sample a ranking $\pi_{j}=a_{i_{1}} \succ a_{i_{2}} \succ \ldots a_{i_{k}} \succ$ $a_{i_{k+1}} \succ \ldots a_{i_{n}}$, but we cannot access the sampled ranking. We can only access the $k$ top ranked items in an unordered way, that is, our sample is a set $S_{j}$ of size $k$ with the top $k$ alternatives :

$$
S_{j}=\left\{a_{i_{1}}, a_{i_{2}}, \ldots, a_{i_{k}}\right\}
$$

Now it should be clear why we named it $k$-set sampling. Afterwards, given those samples, we have to answer questions similar to the ones listed two sections before. Responses to some of these questions correspond to our contribution.

The study of top $k$ lists was already researched in various works such as [FS03]. The innovative part appears in the set theoretic version of our sampling.

A real-life application of this sampling method is the classical voting (with a cross $\dagger$ next to the names) of our preferred $k$ out of $n$ alternatives in a voting procedure. Each vote is just a set of our $k$ top preferred alternatives, without specifying the order of our preferences.

In our work, we provide the MLE of the $k$-Set Mallows Model, the MLE of the $k$-Set Plackett Luce Model. Also, we introduce the $k$-Gap Filling Mallows Model and provide a geometric perspective of sampling from that distribution.

As mentioned in the introductory chapter, the mathematical perspective of the 'Learning to Rank' field consists of a combination of pure mathematical ideas, that lie in the intersection of Abstract Algebra, Probability Theory \& Statistics and Information Theory. Hence, before proceeding to the algorithmic extensions and applications, we consider that it would be prudent to delve into each of these three mathematical branches mentioned above in order to discover concepts and tools that will be useful in the upcoming chapters.
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# 3. Mathematical Foundations I : Abstract Algebra 

### 3.1 Abstract Algebra

In this thesis, we focus on learning rankings. Rankings can be modelled as combinatorial objects known as permutations. The theory of permutations is widely studied as a part of Abstract Algebra [Fra03], [Lan05] and, here, we are going to depict a general framework on how to use permutations.

### 3.1.1 Permutations

The probabilistic models - distributions we will analyze and use in the following chapters are based on the notion of rankings-permutations. The concept of permutation constitutes one of the most fundamental ideas in the area of Abstract Algebra. While the first references concerning the notion of permutations were reported in the 8th century, the fundamentals of permutation theory were developed by A.L. Cauchy (1789-1857). The classical definition follows :
| Definition 3.1.1 Permutation of a set $A$ is called a bijection from $A$ to itself.

### 3.1.2 Symmetric group $\mathbb{S}_{n}$

Let $A$ be a nonempty set of objects $\left\{o_{1}, \ldots, o_{n}\right\}$ and let $\mathbb{S}_{A}$ be the set of all possible permutations of the elements of $A$. We will show that the composition binary operator between a pair of functions is a well defined operator on the set $\mathbb{S}_{A}$.

Let $\sigma, \pi$ be two permutations of the set $A$. The function $\sigma \pi$ is a mapping from $A$ to itself and it defined by :

$$
\sigma \pi: A \rightarrow_{\pi} A \rightarrow_{\sigma} A
$$

For any $a \in A$, the function $\sigma \pi$ operates as follows : $a$ is mapped by $\pi$ and, afterwards, the element $\pi(a) \in A$ is mapped by $\sigma$. Now, we will show that $\sigma \pi$ is a
proper permutation. Hence, we have to show that it is a bijection from $A$ to $A$. We show that in two steps :

- injective : Let $a, b \in A$. If $(\sigma \pi)(a)=(\sigma \pi)(b) \Rightarrow \sigma(\pi(a))=\sigma(\pi(b))$. But, $\sigma$ is injective since it is a permutation and, hence, $\pi(a)=\pi(b)$. Similarly, $\pi$ is a one-to-one mapping, that implies $a=b$.
- surjective : Let $a \in A$. Since $\sigma$ is a permutation, it is surjective. Thus, there exists an element $b \in A$ s.t. $\sigma(b)=a$. Additionally, since $\pi$ is a permutation, it is surjective too and there is an element $c \in A$ s.t. $\pi(c)=b$. Hence, $a=\sigma(b)=$ $\sigma(\pi(c))$ and $\sigma \pi$ is onto $A$.
In the literature, the permutations' composition is often referred as multiplication.
Theorem 3.1.1 Let $A$ a nonempty set and let $\mathbb{S}_{A}$ a collection of all permutations of A. Then. $\mathbb{S}_{A}$ is a group with operation the permutations' multiplication.

In this thesis, we will denote the set $\{1,2, \ldots, n\}$ with $[n]$.
Definition 3.1.2 Let $A$ be the finite set $[n]$. The collection of all permutations of $A$ is called the symmetric group of the $n$ characters and will be denoted with $\mathbb{S}_{n}$.

The cardinality of $\mathbb{S}_{n}$ is $n!$.

### 3.1.3 Metric Space $\left(\mathbb{S}_{n}, d\right)$

In order to describe the probabilistic models from which we are going to generate permutations, we have to define appropriate distance metrics between permutations and, thus, work on a metric space $\left(\mathbb{S}_{n}, d\right)$ whose elements are rankings.

Let $\sigma, \pi \in \mathbb{S}_{n}$ be two permutations. What is the distance between the two rankings?
The answer to that question is not unique. There are multiple ways to describe the notion of distance between two elements of the symmetric group. Before proceeding to some useful descriptions, it is worth mentioning that we have to think of a permutation in $\mathbb{S}_{n}$ as a ranking of the $n$ elements. For instance, consider the permutation $\sigma=\left(\begin{array}{llll}1 & 2 & 3 & 4 \\ 2 & 3 & 5 & 5\end{array}\right)$, which means that $\sigma$ satisfies the conditions : $\sigma(1)=2, \sigma(2)=3, \sigma(3)=5, \sigma(4)=1, \sigma(5)=4$. There is a unique correspondence between this permutation and the ranking $4 \succ 1 \succ 2 \succ 5 \succ 3$ of these 5 elements.

In general, we will say that $a \succ_{\sigma} b$, when $a$ beats $b$ in the ranking induced by permutation $\sigma$, that is when the position where $a$ is mapped by $\sigma$ is less than the position where $b$ is mapped :

$$
a \succ_{\sigma} b \Longleftrightarrow \sigma(a)<\sigma(b)
$$

## Kendall's Tau ranking distance

We need to define a metric that measures the distance between elements of the symmetric group $\mathbb{S}_{n}$. Kendall's tau distance is a measure of the similarity of a pair of rankings. It is named after Maurice Kendall, who developed this distance measure in 1938. The Kendall's Tau ranking distance $d_{K T}: \mathbb{S}_{n} \times \mathbb{S}_{n} \rightarrow \mathbb{Z}_{\geq 0}$ is defined as :

$$
\begin{equation*}
\left.d_{K T}(\pi, \sigma)=\sum_{1 \leq i<j \leq n} \mathbb{1}\{(\pi(i)-\pi(j))(\sigma(i)-\sigma(j))<0)\right\} \tag{3.1}
\end{equation*}
$$

This function measures the number of pairwise disagreements of a pair of rankings. Clearly, the minimum value of that metric is 0 , when we compare a permutation with itself and the maximum value is attained when comparing a permutation with its inverse. For a permutation $\pi \in \mathbb{S}_{n}$, its inverse permutation maximizes the Kendall tau distance, that is $\pi^{-1}=\arg \max _{\sigma} d_{K T}(\pi, \sigma)$ with value $\binom{n}{2}$. From an algorithmic point of view, KT distance counts the number of steps needed for Bubble sort to return the sorted list. Kendall tau distance can be computed in $O(n \operatorname{logn})$ with a modification of the Merge sort algorithm. We note that there exists a faster $O(n \sqrt{\log n})$ algorithm [Cha10] for computing the Kendall tau distance, using the Van Emde Boas tree data structure.

## Kendall's Tau distance properties

Kendall's Tau distance is a valid metric function and, thus, satisfies all the classical distance-metric properties :

1. $d_{K T}(\pi, \sigma) \geq 0$.
2. $d_{K T}(\pi, \sigma)=0 \Longleftrightarrow \pi=\sigma$.
3. $d_{K T}(\pi, \sigma)=d_{K T}(\sigma, \pi)$.
4. $d_{K T}(\pi, \sigma) \leq d_{K T}(\pi, \tau)+d_{K T}(\tau, \sigma)$.

## Relabeling

It is worth mentioning that when computing the Kendall Tau distance between two permutations, it is always equivalent to compute the distance between the identity element of the symmetric group and another permutation. The Kendall Tau distance is invariant under relabeling.

Let $\pi$ be a permutation of $\mathbb{S}_{n}$. Then,

$$
d_{K T}(\sigma, \tau)=d_{K T}(\sigma \pi, \tau \pi)
$$

Specifically, by taking the inverse of a permutation, :
$d_{K T}(\pi, \sigma)=d_{K T}\left(i d, \sigma \pi^{-1}\right)=d_{K T}\left(\pi \sigma^{-1}, i d\right)$
Thus, we can always consider the identity permutation as the reference one $\pi_{0}$. Hence, we can assume that that $\pi_{0}=i d$. We will write $d_{K T}(\pi, i d)=d_{K T}(\pi)$.

Major index and Mahonian number
An interesting question arising from the previous analysis is the following :

Consider a central permutation $\sigma \in \mathbb{S}_{n}$, that wlog can be the id, and let $S_{d}=\left\{\tau: d_{K T}(\tau)=d\right\}$ for $d \in\left\{0,1, \ldots,\binom{n}{2}\right\}$. What is the cardinality of $S_{d}$ ?

Geometrically, we could think of the central permutation as the center of $\binom{n}{2}+1$ circles with increasing radii and the question is how many permutations lie on the circle of radius $d$.

Unfortunately, the cardinality of this set cannot be expressed in closed form.
Suppose that we have a permutation $\pi \in \mathbb{S}_{n}$. Alexander MacMahon defined the major index statistic of a permutation, as follows :

$$
\begin{equation*}
M A J(\pi)=\sum_{\pi(i)>\pi(i+1)} i \tag{3.2}
\end{equation*}
$$

The majority index records the positions $(1 \leq i \leq n-1$, ) where we have descents, and returns their sum. For instance, $\operatorname{MAJ}(4 \succ 2 \succ 3 \succ 1)=1+3=4$. Also, informally, let an inversion be the occurrence of a larger number before a smaller one (considering that our reference is the identity permutation). Formally, $\operatorname{INV}(\pi)=$ $|\{(i, j): 1 \leq i<j \leq n, \pi(i)>\pi(j)\}|=d_{K T}(\pi)$.

MacMahon showed that the number of permutations of $\mathbb{S}_{n}$ with major index $k$ equals to the number of permutations of $\mathbb{S}_{n}$ with $k$ inversions. This number is called the Mahonian number $M(n, k)$. Equivalently, the distributions of $M A J$ and $I N V$ over $\mathbb{S}_{n}$ are the same, i.e., there is equality of the generating functions. For a positive integer $n$, define

$$
[n]_{x}=\frac{1-x^{n}}{1-x}=1+x+\ldots+x^{n-1}
$$

MacMahon showed that :

$$
\sum_{\pi \in \mathbb{S}_{n}} x^{M A J(\pi)}=\sum_{\pi \in \mathbb{S}_{n}} x^{I N V(\pi)}=[1]_{x}[2]_{x} \ldots[n]_{x}=\prod_{i=0}^{n-1} \sum_{j=0}^{i} x^{j}
$$

In the symmetric group $\mathbb{S}_{3}$, we have the following table. For example, for the permutation 231, the inversions statistic equals to $I N V(231)=2$, since 2 and 3 occur before 1 and the major index is $M A J(231)=2$, since the descent occurs at position 2.

Inversions and Major index statistics for $\mathbb{S}_{3}$.

| Permutations of $\mathbb{S}_{3}$ | Inversions | Major Index |
| :---: | :---: | :---: |
| 123 | 0 | 0 |
| 132 | 1 | 2 |
| 213 | 1 | 1 |
| 231 | 2 | 2 |
| 312 | 2 | 1 |
| 321 | 3 | 3 |

Thus, we can see that, for both metrics, there are one permutation with value 0 , two with value 1 , two with value 2 and one with value 3 .

The Mahonian numbers can be expressed as a change of polynomial basis as follows:

Suppose that we have the polynomial :

$$
\prod_{i=0}^{n-1} \sum_{j=0}^{i} x^{j}=1(1+x) \ldots\left(1+x+\ldots+x^{n-1}\right)
$$

and we want to convert it to the monomial basis $x^{k}$. The coefficients of this convertion will be called Mahonian numbers, that is :

$$
\begin{equation*}
\prod_{i=0}^{n-1} \sum_{j=0}^{i} x^{j}=\sum_{k=0}^{\infty} M(n, k) x^{k} \tag{3.3}
\end{equation*}
$$

Notice that in the above equation (3.3), the RHS sum needs not to run up to infinity. What is the range in which $k$ runs in the RHS sum? We will show that $M(n, k)$ is equal to the number of elements of $\mathbb{S}_{n}$ with $k$ inversions. Let $I(n, k)$ denote the number of permutations of length $n$ with $k$ inversions. Clearly, $0 \leq k \leq\binom{ n}{2}$.

Theorem 3.1.2 The generating function of the numbers $I(n, k)$ is

$$
G(x ; n)=\sum_{k=0}^{\binom{n}{2}} I(n, k) x^{k}=\prod_{i=0}^{n-1} \sum_{j=0}^{i} x^{j}=\frac{1}{(1-x)^{n}} \prod_{j=1}^{n}\left(1-x^{j}\right)
$$

Proof. We will work inductively. Firstly, $I(n, 0)=1=G(1 ; n)$ for all $n$. Suppose that the formula holds for $n-1$ elements. Hence,

$$
G(x ; n-1)=\frac{1}{(1-x)^{n-1}} \prod_{j=1}^{n-1}\left(1-x^{j}\right)
$$

We insert the $n$-th element at position $j \in[n]$ randomly. Since the $n$-th element is larger that the other $n-1$ elements, its insertion at position $j$ will generate $n-j$ additional inversions. The previous inversions do not change. Since, each number of additional inversions is equally likely to be occur, the generating function is $1+$ $x+x^{2}+\ldots+x^{n-1}$. The new inversions that are added are independent from the inversions in the permutation of length $n-1$. Thus, the generating function is simply the product :

$$
G(x ; n)=\left(1+x+x^{2}+\ldots+x^{n-1}\right) G(x ; n-1)
$$

The result follows.

Thus, we proved that $M(n, k)=I(n, k) \forall n, \forall 0 \leq k \leq\binom{ n}{2}$ and there is no closed form for the answer of the question posed in the beginning of the section. In conclusion, we have that $\left|S_{d}\right|=\left|\left\{\tau \in \mathbb{S}_{n}: d_{K T}(\tau)=d\right\}\right|$ equals $I(n, d)$. The Mahonian numbers sequence is the sequence $O E I S-A 008302$. The number of permutations at each possible Kendall tau distance $d$ for $n$ elements $S(n, d)$ can be computed recursively:

$$
S(n, d)= \begin{cases}1, & \text { if } d \leq 0 \\ S(n, d-1)+S(n-1, d)-S(n-1, d-n) & \text { otherwise }\end{cases}
$$

## Decomposition vector

For $\pi \in \mathbb{S}_{n}$, the Kendall tau distance $d_{K T}(\pi)=d_{K T}(\pi, i d)$ can be decomposed uniquely to a $(n-1)$ - dimensional vector $\vec{V}(\pi)$, where :

$$
\vec{V}(\pi)=\left(V_{1}(\pi), \ldots, V_{n-1}(\pi)\right)
$$

where $V_{i}(\pi)$ counts the number of elements smaller that $\pi(i)$ in the tail of the permutation (so the index runs from $i+1$ up to $n$.) Formally,

$$
V_{i}(\pi)=\sum_{j=i+1}^{n} \mathbb{1}_{\pi(j)<\pi(i)}
$$

This decomposition seems clear if one reconsiders the definition of KT distance. In the definition, the sum $\sum_{1 \leq i<j \leq n}$ can be decomposed into two sums $\sum_{i=1}^{n-1} \sum_{j=i+1}^{n}$. The first sum corresponds to the $n-1$ positions of the vector and the second sum is hidden inside the definition of $V_{i}$ for $i \in[n-1]$.

Thus, it is clear that :

$$
\begin{equation*}
d_{K T}(\pi)=\sum_{i=1}^{n-1} V_{i}(\pi), \forall \pi \in \mathbb{S}_{n} \tag{3.4}
\end{equation*}
$$

- Example 3.1 For the permutation $\pi=53124$, we have that :

$$
d_{K T}(53124)=\sum_{i=1}^{4} V_{i}(53124)=4+2+0+0=6
$$

Note that there is a bijection between permutations $\pi \in \mathbb{S}_{n}$ and decomposition vectors $\vec{V}(\pi)$.

Thus, a ranking of $n$ objects can be represented as a data point located in Euclidean space $\mathbb{R}_{n-1}$. Therefore, only rankings of three or four objects can be represented in a two-dimensional or three-dimensional graph without losing any information. For instance, ranking data with three objects can be displayed on a hexagon, in which each vertex represents a ranking and each edge connects two rankings that
differ by swapping two objects (not neccesarily adjacent) the values of which differ by one. Hence, each edge has length $\sqrt{2}$. In general, a permutohedron of order $n$ is a ( $n-1$ )-dimensional polytope, whose vertices are the elements of the symmetric group $\mathbb{S}_{n}$.


Figure 3.1: Permutohedron of order 3
In the above figure, we can see the 2-dimensional polytope, generated by the elements of $\mathbb{S}_{3}$. The other visualizable permutohedron is the one generated by the 24 permutations of $\mathbb{S}_{4}$ and is provided below.


Figure 3.2: Permutohedron of order 4

## Swap Increasingness

Consider two permutations $\sigma, \pi$ such that $a \succ_{\sigma} b$ and $a \succ_{\pi} b$. These permutations contain the elements of a set $A$ with size $n$, that is isomorphic to $\mathbb{Z}_{n}$. Then, the set of these permutations generated by the set $A$ is defined as $\mathcal{L}(A)$ and is isomorphic to
$\mathbb{S}_{n}$. Suppose that we swap objects $a, b$ in $\pi$. Then, the swapped permutation will be denoted by $\pi_{a \leftrightarrow b}$. What is the connection between $d_{K T}(\sigma, \pi)$ and $d_{K T}\left(\sigma, \pi_{a \leftrightarrow b}\right)$ ?

We can define a swap monotonicity notion. Specifically, an integer-valued distance function $d$, defined on the symmetric group $\mathbb{S}_{n}$, is called swap-increasing if :

1. $\forall \sigma, \pi \in \mathcal{L}(A)$ and $a, b \in A$ s.t. $a \succ_{\sigma} b \wedge a \succ_{\pi} b$ implies that $d\left(\sigma, \pi_{a \leftrightarrow b}\right) \geq$ $d(\sigma, \pi)+1$,
2. and, if $a, b$ are adjacent in $\pi$, then $d\left(\sigma, \pi_{a \leftrightarrow b}\right)=d(\sigma, \pi)+1$.

We claim that the Kendall tau distance is swap-increasing. This property will be useful in the later chapters, but we choose to present it now.

Lemma 3.1.3 The Kendall tau distance $d_{K T}$ is swap-increasing.
Proof. We recall that :

$$
\left.d_{K T}(\sigma, \pi)=\sum_{1 \leq i<j \leq n} \mathbb{1}\{(\sigma(i)-\sigma(j))(\pi(i)-\pi(j))<0)\right\}
$$

Let $\sigma, \pi \in \mathcal{L}(A)$ and $a, b \in A$ s.t. $a \succ_{\sigma} b \wedge a \succ_{\pi} b$. Suppose that $\pi(a)=i, \pi(b)=j$. Then, $i<j$.

We consider the set of elements of $A$ that are between $a, b$ in $\pi$, that is:

$$
B=\{e \in A: i<\pi(e)<j\} .
$$

Since, $a \succ_{\sigma} b$, it follows that $\sigma(a)<\sigma(b)$.
Obviously, we have that $\mathbb{1}\{\sigma(a)<\sigma(b)\}=1, \mathbb{1}\{\sigma(b)<\sigma(a)\}=0$.
Consider a random element $e$ of the set $B$.

1. If $\sigma(e)<\sigma(a)$, then $\sigma(e)<\sigma(b)$. Adding over the elements of $B$ :

$$
\sum_{e \in B} \mathbb{1}\{\sigma(e)<\sigma(a)\} \leq \sum_{e \in B} \mathbb{1}\{\sigma(e)<\sigma(b)\}
$$

2. Similarly, if $\sigma(b)<\sigma(e)$, then $\sigma(a)<\sigma(e)$. Adding over the elements of $B$ :

$$
\sum_{e \in B} \mathbb{1}\{\sigma(b)<\sigma(e)\} \leq \sum_{e \in B} \mathbb{1}\{\sigma(a)<\sigma(e)\}
$$

Now we study the difference $d_{K T}\left(\sigma, \pi_{a \leftrightarrow b}\right)-d_{K T}(\sigma, \pi)$.
On the one hand, we have that :

$$
d_{K T}\left(\sigma, \pi_{a \leftrightarrow b}\right)=\sum_{e \in B} \mathbb{1}\{\sigma(e)<\sigma(b)\}+\sum_{e \in B} \mathbb{1}\{\sigma(a)<\sigma(e)\}+\mathbb{1}\{\sigma(a)<\sigma(b)\}
$$

On the other hand :

$$
d_{K T}(\sigma, \pi)=\sum_{e \in B} \mathbb{1}\{\sigma(e)<\sigma(a)\}+\sum_{e \in B} \mathbb{1}\{\sigma(b)<\sigma(e)\}+\mathbb{1}\{\sigma(b)<\sigma(a)\}
$$

Subtracting these two terms, we get that:

$$
d_{K T}\left(\sigma, \pi_{a \leftrightarrow b}\right)-d_{K T}(\sigma, \pi) \geq 1
$$

Now for the second property, when $a, b$ area adjacent in $\sigma$, the above observations 1,2 are simply equalities and thus the last inequality reduces to equality because equal terms are getting canceled out.

## Dislocation distance - Spearman's Footrule

Another distance function between permutations is the dislocation distance or usually mentioned as the Spearman's Footrule.

We define the distance of the permutations $\sigma, \pi \in \mathbb{S}_{n}$ as :

$$
\begin{equation*}
d_{S F}(\sigma, \pi)=\sum_{i=1}^{n}|\sigma(i)-\pi(i)| \tag{3.5}
\end{equation*}
$$

The reader can think of the SF distance as the $l_{1}$ norm embedded in the symmetric group.

$$
\begin{equation*}
d_{S F}(\sigma, \pi)=\|\sigma-\pi\|_{1} \tag{3.6}
\end{equation*}
$$

Common properties with KT distance
The three distance properties and the relabeling still hold for the Spearman's Footrule.

A main difference with $K T$ distance
In the previous section, we observed that KT distance is swap increasing. Is the Spearman's Footrule swap increasing? The answer is no. We provide a simple counterexample. Let $\sigma=a \succ b \succ c$ and $\pi=b \succ c \succ a$. Then, $d_{S F}(\sigma, \pi)=4$ and, for the swapped $\pi_{b \leftrightarrow c}=c \succ b \succ a$, we have that $d_{S F}\left(\sigma, \pi_{b \leftrightarrow c}\right)=4$.

## Comparing KT distance with Spearman's Footrule

It would be useful to obtain a result that shows the comparison between Kendall's tau distance and the Spearman's Footrule. Diaconis and Graham, in their joint work [DP77], provided the following result. We mention that $d_{*}(\tau, i d)=d_{*}(\tau)$.

Lemma 3.1.4 $\forall \tau, \frac{1}{2} d_{S F}(\tau) \leq d_{K T}(\tau) \leq d_{S F}(\tau)$

# 4. Mathematical Foundations II : Probability Theory 

### 4.1 Probability Theory through Measure Theory

Learning rankings using noisy information requires the introduction of appropriate probabilistic models. The use of probability theory is essential in this thesis and so we will emphasize on that topic extensively. Modern probability theory consists, on a technical point of view, a branch of measure theory and so, our exposition of the subject will begin with some elementary measure-theoretic ideas. In order to acquire a profound knowledge on the topic of probability theory, we consider crucial to report some historical background and some fundamental concepts of the extensively studied topic of measure theory. Some excellent sources for the interested reader are [Tao13], [Kor07] and [Kal02].

## Euclidean Geometry

The roots of measure theory can be found in Euclidean geometry, where one of the most significant concepts is that of the measure $m(E)$ of a solid body $E$ in $d$ dimensions, $d \geq 1$. When $d=1,2,3$, we question "What is the length, area and volume respectively of $E$ "? Back then, the idea of computing $m(E)$ was to partition the body, using translations or rotations, into finitely many simpler components, whose measure was possibly known. Archimedes was the one who also tried to obtain lower and upper bounds on $m(E)$ computing the measure of some inscribed or circumscribed body in $E$. As we will see, this intuition was crucial for the design of modern measure theoretic ideas.

## Analytic Geometry

Persian mathematicians (11th century) gave a direction to what René Descartes and Pierre de Fermat independently invented and called Analytic geometry (17th century). Thus, Euclidean geometry was reconsidered as the study of the space
$\mathbb{R}^{d}=\underbrace{\mathbb{R} \times \ldots \times \mathbb{R}}_{\mathrm{d} \text { times }}$ and rigid bodies of Euclidean geometry began to be thought as subsets $E$ of $\mathbb{R}^{d}$. After that change, it was not clear how to define anymore, with a mathematical rigor, the measure $m(E)$. Some obvious issues were the following. Firstly, it was logical to think that the measure of a 'point', of a 'particle', of a quantity that cannot be divided into smaller parts should be considered to be 0 . But, a rigid body/ set consists of an infinite number of particles/points, and, thus, its measure should result to $0 \cdot \infty$. Uncountable sets constitute another serious issue. Two sets that have the exact number of points, need not have necessarily the same measure. For example, trying to measure the intervals $E_{1}=[0,1]$ and $E_{2}=[0,2]$, one can obviously note that the length of the second interval is twice the length of the first. But, these two sets are in ' $1-1^{\prime}$ correspondence, thanks to $x \mapsto 2 x$, and, thus, have the exact same number of elements.

## Good and bad subsets of $\mathbb{R}^{d}$

Reading the above paragraph, one could think that the root of the problem is the infinite (and uncountable) number of components, partitioning our subset-body. What if we take only a finite number of partitions? One could think that this would be the solution to the problem. But, we still run into issues. The most famous way to prove our intuition wrong was given in 1924 by Stefan Banach and Alfred Tarski, expanding the works of Giuseppe Vitali and Felix Hausdorff. The so-called Banach-Tarski paradox shows that the unit ball in three dimensions $\mathbb{S}_{2}=\left\{x \in \mathbb{R}^{3}:\|x\|_{2}^{2} \leq 1\right\}$ can be decomposed into five pieces, which can be 'glued' back together, using rigid motions, to form two disjoint copies of the initial ball.

This decomposition is not simple and trivial and requires the use of the axiom of choice, that was formulated in 1904 by Ernst Zermelo in order to formalize his proof of the well-ordering theorem. The axiom of choice is necessary for the decomposition. There are models of set theory without the axiom of choice in which the Banach-Tarski paradox does not occur. To recall the axiom, consider a collection $\mathcal{C}$ of nonempty sets. We will say that a function $f$ is a choice function on $\mathcal{C}$ if $\forall A \in \mathcal{C}, f(A)$ is an element of $A$. The axiom of choice states that for any collection $\mathcal{C}$ of nonempty sets, there exists a choice function $f$ on $\mathcal{C}$.

The idea of measuring the 'right' way is to abandon trying to measure every subset of $\mathbb{R}^{d}$ and measure only the 'good' subsets of $\mathbb{R}^{d}$. We will refer to these sets as the measurable sets.

## Measuring elementary sets

A box in $\mathbb{R}^{d}$ is a Cartesian product $B=I_{1} \times \ldots \times I_{d}$ of $d$ intervals. The volume $|B|$ of a box is simply $|B|=\prod_{i=1}^{d}\left|I_{i}\right|=\prod_{i=1}^{d}\left(b_{i}-a_{i}\right)$, where $I_{i}=<a_{i}, b_{i}>$ and $<=\{(,[ \},>=\{ )]$,$\} . An elementary set is any subset of \mathbb{R}^{d}$ which is the union of a finite number of boxes.

Let $E$ be an elementary set. Then, $E$ can be decomposed to a finite union of $k$ disjoint boxes $\bigcup_{i=1}^{k} B_{i}$ Then, we can define the measure of an elementary set $E$ as
the quantity

$$
m(E)=\sum_{i=1}^{k}\left|B_{i}\right|, E \text { elementary }
$$

where the sum is independent of the partition. For the elementary measure $m(E)$ of an elementary set $E$, one can see the following :

- $m(E) \in \mathbb{R}_{\geq 0}$ (Non-negativity)..
- If $E_{1}, \ldots, E_{k}$ are disjoint elementary sets, then $m\left(E \cup \ldots \cup E_{k}\right)=m\left(E_{1}\right)+\ldots+$ $m\left(E_{k}\right)$ (Finite additivity).
- $m(\emptyset)=0$.
- $m(B)=|B|$ for all boxes $B$.
- If $E \subset F$, then $m(E) \leq m(F)$ (Monotonicity).
- If $E_{1}, \ldots, E_{k}$ are elementary sets, then $m\left(E \cup \ldots \cup E_{k}\right) \leq m\left(E_{1}\right)+\ldots+m\left(E_{k}\right)$ (Finite subaddivity).
- For all elementary sets $E$ and $x \in \mathbb{R}^{d}, m(E+x)=m(E)$ (Translation invariance).


## Jordan measure, Riemann-Darboux integral

Towards the end of the 19th century, the French mathematician Camille Jordan came up with the idea of Jordan measure. Jordan expanded the restricted class of elementary sets and introduced an approximation scheme inspired by the one Archimedes used, as we mentioned in the first section. Consider a bounded set $E \subset \mathbb{R}^{d}$. We say elem $(A)$ if the set $A$ is elementary. In order to provide a further intuition, we try to link the ideas behind Jordan measure with the thoughts of Riemann and Darboux on the integrability concept. The classical Riemann-Darboux integral is closely related to Jordan measure. Firstly, the construction behind the Riemann integral, using Darboux lower and upper sums just like Jordan inner and outer measures and using piecewise constant functions just like elementary sets is completely similar to the Jordan meausure.

In parallel with the definition of measurability on elementary sets, one can define completely similarly the notion of integrability of piecewise constant functions. A piecewise constant function $f:[a, b] \rightarrow \mathbb{R}$ is a function for which there exists a partition of $[a, b]$ into finitely many intervals $I_{1}, \ldots, I_{n}$ s.t. $f$ equals to a constant $c_{i}$ in each one of then. Then, we define the piecewise constant integral of $f$ on $[a, b]$ as :

$$
\begin{equation*}
\text { p.c. } \int_{a}^{b} f(x) d x=\sum_{i=1}^{n} c_{i}\left|I_{i}\right| \tag{4.1}
\end{equation*}
$$

It is worth mentioning that this sum is independent of the partition of the $[a, b]$. The definition is completely similar to the measure of an elementary set.

Jordan defined the Jordan inner measure of $E$ as :

$$
\begin{equation*}
m_{*,(J)}(E)=\sup _{A \subset E, e l e m(A)} m(A) \tag{4.2}
\end{equation*}
$$

That is the biggest elementary set that fills E from the inside.

Similarly, Riemann used the lower Darboux integral, that is the best from below approximation of $f$ using a piecewise constant function. If $g$ is a piecewise constant function, we will write $p c(g)$

$$
\begin{equation*}
\underline{\int_{a}^{b}} f(x) d x=\sup _{g \leq f, p c(g)} p . c . \int_{a}^{b} g(x) d x \tag{4.3}
\end{equation*}
$$

On the other side, Jordan introduced the Jordan outer measure of $E$ as :

$$
\begin{equation*}
m^{*,(J)}(E)=\inf _{A \supset E, e l e m(A)} m(A) \tag{4.4}
\end{equation*}
$$

That is the smallest elementary set that covers $E$ from the outside.
Alongside with the outer Jordan measure, the upper Darboux integral is just the best from above approximation of $f$ using a piecewise constant function, that is

$$
\begin{equation*}
\overline{\int_{a}^{b}} f(x) d x=\inf _{g \geq f, p c(g)} p . c . \int_{a}^{b} g(x) d x \tag{4.5}
\end{equation*}
$$

It is well known that, in the Riemann-Darboux integrability concept, if these two integrals are equal, we say that $f$ is Darboux integrable. A function is Riemann integrable if the Riemann sum with respect to a partition $\mathcal{P}, \sum_{i=1}^{n} f\left(x_{i}^{*}\right) \delta x_{i}$ converges to a real number as the $\sup _{i \in[n]} \delta x_{i}$ goes to 0 . This real number is called the Riemann integral of $f$. It is known that a function is Darboux integrable if and only if it is Riemann integrable.

Similarly, if the inner and the outer Jordan measures of $E$ are equal then we say that $E$ is Jordan measurable and set the Jordan measure to be equal to $m(E)=$ $m_{*,(J)}(E)=m^{*,(J)}(E)$. It is important to note that elementary sets are Jordan measurable and their elementary measure coincides with the Jordan measure. Jordan only worked with bounded sets and did not consider unbounded sets to be Jordan measurable (they would have infinite measure). Jordan measurable sets are those sets that are 'almost elementary' with respect to Jordan outer measure.

Thus, the question arising is the following : Is the Jordan measure enough?

## Lebesgue measure

The theory of Jordan measure works well when one works with Jordan measurable sets. Nevertheless, there are sets that are not Jordan measurable. One could show that the countable union or intersection of Jordan measurable sets $E_{1}, E_{2} \ldots \subset \mathbb{R}$ need not to be Jordan measurable, even when bounded. Lebesgue extended the Jordan measures in order to tackle that issue. He tried to solve the problems by converting Jordan outer measure to a better upper estimator as follows.

One can use the finite additivity property and subadditivity of elementary measure to rewrite the Jordan outer measure. The outer Jordan measure just uses one elementary set to circumscribe the set $E$. We could instead cover it with a finite
collection of boxes and define the Jordan outer measure as the infimal cost required for the boxes cover.

$$
\begin{equation*}
m^{*,(J)}(E)=\inf _{\bigcup_{i=1}^{k} B_{i} \supset E, B_{i} \text { boxes }}\left|B_{1}\right|+\ldots+\left|B_{k}\right| \tag{4.6}
\end{equation*}
$$

Lebesgue then proposed, instead of covering with a finite union of boxes, to cover $E$ with a countable union of boxes and, thus, defined the Lebesgue outer measure of E:

$$
\begin{equation*}
m^{*}(E)=\inf _{\cup_{i=1}^{\infty} B_{i} \supset E, B_{i} \text { boxes }} \sum_{i=1}^{\infty}\left|B_{i}\right| \tag{4.7}
\end{equation*}
$$

Note that $m^{*}(E)$ may be equal to $+\infty$. But, in most cases, this is a better approximation. Clearly, $m^{*}(E) \leq m^{*,(J)}(E)$.

Finally, Lebesgue introduced the measurability concept with respect to his measure if, given a set $E \subset \mathbb{R}^{d}$, we say that $E$ is Lebesgue measurable if, for every $\epsilon>0$, there exists an open set $U \subset \mathbb{R}^{d}$ that contains $E$ s.t. $m^{*}(U) \leq \epsilon$. In that case, the Lebesgue measure is defined as $m(E)$ and is equal to the Lebesgue measure of $E$.

It is useful to note that

$$
\begin{equation*}
m_{*,(J)}(E) \leq m^{*}(E) \leq m^{*,(J)}(E), \forall E \subset \mathbb{R}^{d} \tag{4.8}
\end{equation*}
$$

ans that Lebesgue measure extends Jordan measure, in the sense that every Jordan measurable set is Lebesgue measurable.

## Abstracting measure spaces

While defining the Lebesgue measure, we only worked on subsets of $\mathbb{R}^{d}$. The Lebesgue measure $m$ is the standard way of assigning a measure to subsets of the $n$-dimensional Euclidean space. Usually, it is necessary to work with more general spaces $X$, whose structure differs from the Euclidean space. Thus, abstraction of the notion of measurability is crucial.

Suppose that we want to work to a general space $X$ and define a proper notion of measure. It is not enough to specify the set $X$. One needs to define, also, a collection $\mathcal{B}$ of subsets of $X$, where the measure will work well and a measure $\mu(A)$ that assigns to every set $A \in \mathcal{B}$ a value in $[0,+\infty]$.

Some questions that can easily arise from the above setting are the following :
What does the collection $\mathcal{B}$ consists of? Does the measure function have to satisfy some axioms?

In this abstract setting, we will build our probability theory concept trying to answer these two elementary questions.

## Probability theory as a measure theory branch

After this essential presentation of the main ideas behind measure theory, we are able to work on a specific branch of this widely studied topic, especially probability theory. We begin by recalling some fundamental definitions.

The first object one deals with in probability theory is the space of elementary outcomes, usually denoted by $\Omega$. The elements of this non-empty space are the elementary outcomes $\omega \in \Omega$. In probability theory, we are interested in the probability measure (or simply probability) which maps some of subsets of $\Omega$ to the interval $[0,1]$. But, these mappings cannot be random. For instance, when one says that event ' $A$ happens' with probability $0 \leq p \leq 1$, then the probability measure should also attain value $(1-p)$ to the event ' $A$ does not happen'. This event is usually called the complement of $A$, denoted by $A^{c}$. Hence, it is crucial to create a 'good' notion of 'collection of subsets'.
Definition 4.1.1 - Boolean algebra. A collection $\mathcal{B}$ of subsets of $\Omega$ is called a Boolean algebra if it has the following properties :

1. $\Omega \in \mathcal{B}$.
2. $A \in \mathcal{B}$, implies that $A^{c}=\Omega \backslash A \in \mathcal{B}$ (stable under complement).
3. $A_{1}, \ldots, A_{n} \in \mathcal{B}$, then the union $\bigcup_{i=1}^{n} A_{i} \in \mathcal{B}$ (stable under finite union).

The way we defined the Boolean algebra is too minimal. We only assumed that it will be closed under two of the basic Boolean operations, the complement and the finite union.

In order to obtain an well defined measure notion, the finite union axiom of a Boolean algebra is not enough. The reason that is hidden behind this issue is the need of good behavior of the measure with limits. The intuition is completely similar to the finite box covering used by Jordan and the need to extend this notion to countable coverings by Lebesgue. The idea is the same. We require our Boolean algebra to be closed under countable unions. Countable union is usually assumed when one uses the greek letter $\sigma$ as a prefix and thus we introduce the notion of $\sigma$-algebra.
Definition 4.1.2 - $\sigma$-algebra. A $\sigma$-algebra $\mathcal{F}$ on $\Omega$ is a Boolean algebra that is closed under countable unions, i.e. if $\left(A_{i}\right)_{i \geq 1}$ is a sequence of sets in $\mathcal{F}$, then the union $\bigcup_{i=1}^{\infty} A_{i} \in \mathcal{F}$ (stable under countable unions). The elements of $\mathcal{F}$ are called measurable sets, or events.

- Example 4.1 From the above definition, we have that $\emptyset, \Omega \in \mathcal{F}$. Two basic examples of a $\sigma$-algebra are the trivial $\sigma$-algebra $\underline{\mathcal{F}}=\{\emptyset, \Omega\}$ and the powerset of $\Omega, \overline{\mathcal{F}}=$ $\mathcal{P}(\Omega)=2^{\Omega}$. In addition, it is obvious that any $\sigma$-algebra is also a Boolean algebra since one can think of any finite sequence of $k$ sets as a countable sequence of these $k$ sets and an infinite sequence of the empty set as the tail of the sequence.

Furthermore, it follows that if $\left(A_{i}\right)_{i \geq 1}$ is a sequence of sets in $\mathcal{F}$, then $\bigcap_{i=1}^{\infty} A_{i} \in \mathcal{F}$.

- Example 4.2 Borel $\sigma$ - algebra. The Borel $\sigma$-algebra of $\Omega$ is the $\sigma$-algebra $\sigma(A)$, where $A$ is the family of open subsets of $\Omega$.

Definition 4.1.3 - Measurable space. We refer to the pair $(\Omega, \mathcal{F})$ as a measurable space, where $\Omega$ is a space of elementary outcomes and $\mathcal{F}$ is a $\sigma$-algebra of subsets of $\Omega$.

Now, we represent the definition of measurable functions that will be useful in the introduction of random variables.
Definition 4.1.4 - Measurable function. Let $(\Omega, \mathcal{F})$ be a measurable space. A function $\xi: \Omega \rightarrow \mathbb{R}$ is said to be $\mathcal{F}$-measurable (or measurable) if

$$
\begin{equation*}
\{\omega: \alpha \leq \xi(\omega)<\beta\} \in \mathcal{F}, \forall \alpha, \beta \in \mathbb{R} \tag{4.9}
\end{equation*}
$$

Right now, it will not be completely clear why we defined measurable functions this way. But, we promise that issues will be resolved when defining the notion of Lebesgue integrability in the next section.

- Example 4.3 Let $E$ be an arbitrary subset of $\Omega$. Define the indicator function $\mathbb{1}_{E}$ on $\Omega$ by

$$
\mathbb{1}_{E}(x)= \begin{cases}1, & x \in E \\ 0, & \text { otherwise }\end{cases}
$$

We claim that $E$ is measurable iff the indicator function $\mathbb{1}_{E}$ is measurable. It is not difficult to see that :

$$
\left\{\mathbb{1}_{E}(x) \leq \beta\right\}= \begin{cases}\emptyset, & \beta<0 \\ E^{c}, & 0 \leq \beta<1 \\ \Omega, & \beta \geq 1\end{cases}
$$

The sets $\emptyset, \Omega$ are trivially measurable and $E^{c}$ is measurable iff $E$ is measurable, which implies our claim.

Remark 4.1.1 Continuous functions, monotone functions, step functions, Riemannintegrable functions are all Lebesgue measurable.

Before proceeding to the standard presentation of the probability measure, we provide the general definition of the measure function.
Definition 4.1.5 - Finite non-negative measure. Let $(\Omega, \mathcal{F})$ be a measurable space. A function $\mu: \mathcal{F} \rightarrow[0,+\infty)$ is said to be a finite non-negative measure (or measure) if, whenever $\left\{A_{i}\right\}_{i \geq 1} \in \mathcal{F}$ are pairwise disjoint

$$
\begin{equation*}
\mu\left(\bigcup_{i=1}^{\infty} A_{i}\right)=\sum_{i=1}^{\infty} \mu\left(A_{i}\right) \tag{4.10}
\end{equation*}
$$

A measure is a $\sigma$-additive function on a $\sigma$-algebra of subsets of $\Omega$ with values on the non-negative real axis.

If the measure takes values to $\mathbb{R}_{\geq 0} \cup\{+\infty\}$, then it will be called a $\sigma$-finite measure and if the measure maps to the whole real axis, it will be called signed measure.

### 4.1.1 Probability Measure

In modern probability theory, it is usual to link our objects of interest to a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. This space is just a normalized measure space. Consequently, random variables could then be considered as measurable functions $\xi$ on $\Omega$ and their expectation as Lebesgue integrals with respect to measure $\mathbb{P}$. It is of crucial importance to underline that the reference space $\Omega$ is used only for technical convenience. The choice of $\Omega$ plays no role and the interest focuses on the multiple induced distributions $\mathbb{P} \circ \xi^{-1}$.
Definition 4.1.6 - Probability measure. A measure $\mathbb{P}$ on a measurable space $(\Omega, \mathcal{F})$ is called a probability measure (or probability distribution) if $\mathbb{P}[\Omega]=1$.

Definition 4.1.7 - Probability space. The triplet $(\Omega, \mathcal{F}, \mathbb{P})$ is called a probability space, when $(\Omega, \mathcal{F})$ is a measurable space and $\mathbb{P}$ is a probability measure.

- Example 4.4 (Normalized measure) Given any measure space $(X, \mathcal{B}, \mu)$ with $0<$ $\mu(X)<+\infty$, the space $\left(X, \mathcal{B}, \frac{1}{\mu(X)} \mu\right)$ is a probability space.

What does it mean to draw a sample uniformly at random from $\Omega$ ?
If $\Omega$ is a non-empty finite set with the discrete $\sigma-$ algebra $\mathcal{P}(\Omega)=2^{\Omega}$ and the counting measure $\#$, then the normalized counting measure $\frac{1}{\# \Omega} \#$ is a probability measure, that is known as the discrete uniform probability measure on $\Omega$ and the triplet $\left(\Omega, 2^{\Omega}, \frac{1}{\# \Omega} \#\right)$ is a probability space, that captures the 'drawing uniformly at random' notion.

## Random elements, distribution functions and expectation

Consider the probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and some measurable space $(M, \mathcal{M})$. Any measurable mapping $\xi$ of $\Omega$ into $(M, \mathcal{M})$ is called a random element in $M$.

A random element in $M$ is called a random variable whenever $M=\mathbb{R}$, a random vector whenever $M=\mathbb{R}^{d}$, a stochastic process whenever $M$ is a function space. In the strong majority of the situations that follow, we will refer to random variables.

If $S \in M$, then $\{\xi \in S\}=\xi^{-1} S \in \mathcal{F}$, and we consider the probabilities :

$$
\begin{equation*}
\mathbb{P}\{\xi \in S\}=\mathbb{P}\left[\xi^{-1} S\right]=\left(\mathbb{P} \circ \xi^{-1}\right) S, S \in \mathcal{M} \tag{4.11}
\end{equation*}
$$

The quantity $\left(\mathbb{P} \circ \xi^{-1}\right)$ is a set function and is again a probability measure, defined on the range of the space $M$ and called the probability distribution of the random element $\xi$.

For a random variable $\xi$ on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, the function

$$
\begin{equation*}
F_{\xi}(x)=\mathbb{P}[\xi \leq x]=\mathbb{P}[\{\omega: \xi(\omega) \leq x\}] \tag{4.12}
\end{equation*}
$$

is called the distribution function of the random variable $\xi$.

- Example 4.5 - Uniform distribution. The function

$$
F(x)= \begin{cases}0, & x \leq 0 \\ x, & 0 \leq x<1 \\ 1, & 1 \leq x<\infty\end{cases}
$$

is the distribution function for a measure $\mu$ on the Borel $\sigma$-algebra $\mathcal{B}_{\mathbb{R}}$, that is concentrated on $(0,1]$. The measure $\mu$ is called the uniform distribution on $(0,1]$.

Some known, but useful properties are the following :

- $F_{\xi}$ is non-decreasing : $x \leq y$ implies that $F_{\xi}(x) \leq F_{\xi}(y)$.
- $\lim _{x \rightarrow-\infty} F_{\xi}(x)=0$ and $\lim _{x \rightarrow+\infty} F_{\xi}(x)=1$.
- $F_{\xi}$ is continuous from the right $\forall x: \lim _{x \downarrow t} F_{\xi}(x)=F_{\xi}(t)$.

It is interesting to point out that each function defined on $\mathbb{R}$, that has the three properties mentioned above, is a distribution function.

In some cases, there exists a non-negative integrable function $f_{\xi}$ on $\mathbb{R}$ s.t.

$$
F_{\xi}(x)=\int_{-\infty}^{x} f_{\xi}(y) d y \forall x
$$

Then, $f_{\xi}$ is called the probability density function of $F_{\xi}$.
One of the most important notions of probability theory is that of the expected value or expectation of a random variable. In order to remain to a measure theoretic setting, we shall underline that the concept of expectation is identical to the notion of the Lebesgue integral.

## Intuition between Riemann and Lebesgue integration

Given a set $X$, a $\sigma$-algebra $\mathcal{B}$ and a measure $\mu$ on $\mathcal{B}$, we would like to define the integral

$$
\int_{X} f d \mu
$$

of any function $f$ on $X$ of an appropriate class of functions.
If $X$ is a bounded closed interval $[a, b]$ of the real line, then the integral

$$
\int_{a}^{b} f(x) d x
$$

is well defined for the class of Riemann integrable functions. We remind that a bounded function on a compact interval $[a, b]$ is Riemann integrable if and only of it is continuous almost everywhere (the discontinuity set is of Lebesgue measure zero).

In order to compute the Riemann integral of $f$ on $[a, b]$, we partition the interval into subintervals and the integral is the limit of the Riemann sum
$\sum_{i=1}^{n} f\left(\xi_{i}\right)\left(x_{i}-x_{i-1}\right)$, where $\left\{x_{i}\right\}_{i=0}^{n}$ partition the interval $[a, b]$ and $\xi_{i} \in\left[x_{i-1}, x_{i}\right], i \in[n]$.

One could try to arrange the partition of the set $X$ into a sequence of sets $\left\{E_{i}\right\}$ and define the integral sums :

$$
\sum_{i} f\left(\xi_{i}\right) \mu\left(E_{i}\right), \text { where } \xi_{i} \in E_{i}
$$

Now, we have to clarify how one should take the limit at which the above sum will give the desired integral $\int_{X} f d \mu$.

What is the appropriate notion of limit? What is the class of functions for which that limit exists?

Riemann's idea is to partition the interval into very small intervals, say $\Delta_{i}$, on which, thanks to the continuity of the function, the range of the function $f$ restricted in $\Delta_{i}$ is small (the values of $f$ do not change much) and, hence, the restriction of $f$ in the partition can be well approximated by $f\left(\xi_{i}\right)$. We should choose $E_{i}$ 's that respect that property.

Lebesgue approached the problem considering the following sets :

$$
E_{i}=\left\{x \in X: t_{i-1} \leq f(x)<t_{i}\right\}
$$

where $\left\{t_{i}\right\}$ is an increasing sequence of reals that partitions the range of $f$, say $\operatorname{Im}(f)$.
Observe that this choice permits to avoid the use of continuity of $f$. But, this requirement is replaced by the necessity that the value $\mu\left(E_{i}\right)$ is well defined. Thus, our measure, that is defined on the $\sigma$-algebra $\mathcal{B}$ has to be well defined on a large domain that contains $E_{i}$. Similarly, we have to restrict functions $f$ for which the sets of the form $\{\alpha \leq f(x)<\beta\}$ live in the domain of the measure $\mu$. Now, we propose the reader to return to the definition of measurable functions 4.1.4. It should be clear why we defined measurable functions class this way.

In order to compute the Lebesgue integral of a one dimensional function $f$, we partition on the range of $f$. Thus, the integral should run over each value $t \in \operatorname{Im}(f)$ and sum each elementary area contained between $y=t$ and $y=t-d t$. This area equals to $\mu(\{x \mid f(x)>t\}) d t$. Then, the Lebesgue integral of $f$ is defined by $\int f d \mu=$ $\int_{\mathbb{R}} \mu(\{x \mid f(x)>t\}) d t$.

## Lebesgue integral

As the piecewise constant functions were the fundamental basis of the Darboux integrability, we will use the notion of simple functions for the Lebesgue integrability.

Let $(\Omega, \mathcal{F}, \mu)$ be a measurable space with a finite measure.
A measurable function is said to be simple if it takes a finite or countable number of values. Thus, if $f$ is an (unsigned) simple function taking the non-negative values $c_{1}, c_{2}, \ldots$ and we define the sets $E_{i}=\left\{\omega: f(\omega)=c_{i}\right\}$, we can express $f$ as a (finite or countable) sum of indicator functions, i.e.

$$
f=\sum_{i} c_{i} \mathbb{1}_{E_{i}}
$$

Definition 4.1.8 - Lebesgue integral for simple functions. If the series $\sum_{i=1}^{\infty} c_{i} \mathbb{1}_{E_{i}}$ converges, then the sum of the series is called the (simple) Lebesgue integral of the simple function $f$ and is denoted by $\int_{\Omega} f d \mu$. If the series diverges, then it is said that the integral equals $+\infty$.

Lemma 4.1.2 The integral of a simple non-negative function has the following properties

- Non-negativity, that is $\int_{\Omega} f d \mu \geq 0$
- Full measure, that is $\int_{\Omega} \mathbb{1}_{\Omega} d \mu=\mu(\Omega)$
- Linearity, that is $\int_{\Omega}(\alpha f+\beta g) d \mu=\alpha \int_{\Omega} f d \mu+\beta \int_{\Omega} g d \mu, \forall a, b>0$.
- Non-decreasingness, that is $f \geq g \geq 0$ implies that $\int_{\Omega} f d \mu \geq \int_{\Omega} g d \mu$.

In the measure theory literature, it is usually underlined that measurability behaves quite well with limits. We proceed by presenting a very important theorem that binds simple functions with general measurable functions.

Theorem 4.1.3 Any non-negative measurable function $f$ is a monotone limit from below of non-negative simple functions, that is $f(\omega)=\lim _{n \rightarrow \infty} f_{n}(\omega) \forall \omega \in \Omega$, where $f_{n}$ are non-negative simple functions s.t. $f_{n}(\omega) \leq f_{n+1}(\omega) \forall \omega$.

Proof. The proof is based on constructing this sequence of functions. We choose to define $f_{k}$ by rounding down $f$ to the nearest integer multiple of $\frac{1}{2^{k-1}}$.

For instance, for $k=1$, we define

$$
f_{1}(\omega)= \begin{cases}0, & 0 \leq f(\omega)<1 \\ 1, & 1 \leq f(\omega)\end{cases}
$$

The next term of the sequence will be $f_{2}$ with values the integer multiples of $\frac{1}{2}$, that are less than $k=2$, and, thus, will take values $0, \frac{1}{2}, 1, \frac{3}{2}$ and 2 . Specifically,

$$
f_{2}(\omega)= \begin{cases}0, & 0 \leq f(\omega)<\frac{1}{2} \\ 1 / 2, & \frac{1}{2} \leq f(\omega)<1 \\ 1, & 1 \leq f(\omega)<\frac{3}{2} \\ 3 / 2, & \frac{3}{2} \leq f(\omega)<2 \\ 2, & 2 \leq f(\omega)\end{cases}
$$

In general, we define $f_{k}$ as :

$$
f_{k}(\omega)= \begin{cases}\frac{j-1}{2^{k-1}}, & \frac{j-1}{2^{k-1}} \leq f(\omega)<\frac{j}{2^{k-1}}, j=1, \ldots, k 2^{k-1} \\ k, & k \leq f(\omega)\end{cases}
$$

Notice that, since $f$ is measurable, the sets $\left\{\omega: \frac{j-1}{2^{k-1}} \leq f(\omega)<\frac{j}{2^{k-1}}\right\}$ and $\{\omega$ : $f(\omega) \geq k\}$ are measurable too. Thus, $f_{k}$ is a measurable function for each $k \in \mathbb{N}$. The construction of the sequence implies that $f_{k}(\omega) \leq f_{k+1}(\omega)$ for each $\omega$. Also, it holds that :

$$
f(\omega) \leq k \Rightarrow\left|f(\omega)-f_{k}(\omega)\right| \leq \frac{1}{2^{k-1}}
$$

Suppose that $f$ is finite. Then, as $k$ grows, it will eventually exceed $f$. Let $f(\omega) \leq$ $M<\infty$ for all $\omega \in \Omega$. For all $k \geq M$, we have that

$$
\sup _{\omega \in \Omega}\left|f(\omega)-f_{k}(\omega)\right| \leq \frac{1}{2^{k-1}}
$$

Thus, $f_{k}$ converges uniformly to $f$ in $\Omega$.
Otherwise, if $f(\omega)=\infty$, then $f_{k}(\omega)=k, \forall k$, so, as $k \rightarrow \infty, f_{k}(\omega) \rightarrow f(\omega)$. Thus, we have pointwise convergence.

Remark 4.1.4 The above theorem is an equivalent form of the definition 4.1.4.
An additional theorem claims that measurability is preserved under limits. That is the limit of measurable function is measurable.

Theorem 4.1.5 If a function $f$ is a limit of measurable functions for all $\omega$, then $f$ is measurable.

Let $f$ be a measurable function taking non-negative values and consider the sequence $f_{n}$ of non-negative simple functions that converges monotonically from below to $f$.

Hence, the sequence $\int_{\Omega} f_{n} d \mu$ is non-decreasing and there exists the limit:

$$
\lim _{n \rightarrow \infty} \int_{\Omega} f_{n} d \mu
$$

which may be even $+\infty$.
Of course, there is not a single sequence of simple functions $f_{n}$ that converges to $f$. But, it can be proven that the value of the above limit is independent of the choice of this sequence. This result is similar to the fact that Riemann sum is independent of the partition of the real line.

Thus, one can define the Lebesgue integral as follows :
Definition 4.1.9 - Lebesgue integral. Let $f$ be a non-negative measurable function and consider the sequence $f_{n}$ of non-negative simple functions that converges monotonically from below to $f$. The limit

$$
\lim _{n \rightarrow \infty} \int_{\Omega} f_{n} d \mu:=\int_{\Omega} f d \mu
$$

is called the Lebesgue integral of the function $f$.
The definition can be expanded to all measurable function by introducing the indicator functions, just like in the Riemann integral case :

$$
\mathbb{1}_{\{+,-\}}(\omega)= \begin{cases}1, & f(\omega)\{\geq,<\} 0  \tag{4.13}\\ 0, & \text { otherwise }\end{cases}
$$

and working with $f_{+}=f_{\mathbb{1}_{+}}$and with $f_{-}=f_{\mathbb{1}_{-}}$.

Additionally, if $f$ is a measurable function on $(\Omega, \mathcal{F}, \mu)$ and $E \in \mathcal{F}$, the integral of $f$ over $E$ is

$$
\int_{E} f d \mu=\int_{\Omega} f_{\mathbb{1}_{E}} d \mu
$$

The mathematical expectation is the same as the Lebesgue integral over a probability space. When $\xi$ is a measurable function and the measure is a probability measure, we refer to the integral as the expectation of the random variable, and denote it by $\mathbb{E}[\xi]$ or, if the context is clear, by $\mathbb{E} \xi$.

Before proceeding to the definition, it is important to see the following result :
Lemma 4.1.6 - Substitution. Consider the real-valued measurable function $f$ on $(\Omega, \mathcal{F}, \mu)$. Let $\mu f=\int f d \mu$. Let $(M, \mathcal{M})$ be a measurable space and $f: \Omega \rightarrow M, g:$ $M \rightarrow \mathbb{R}$ be two measurable mappings. Then,

$$
\mu(g \circ f)=\left(\mu \circ f^{-1}\right) g
$$

whenever either side exists.
Proof. Notice that, in the LHS, $g \circ f$ is a function via the composition function, whereas, in the RHS, $\mu \circ f^{-1}$ is a measure, similar to 4.11 The way of proving this lemma is quite typical in measure theory proofs and, thus, we consider it would be usuful for the interested reader. Firstly, we begin with the simpler kind of measurable mappings, the indicator functions. Then, using linearity, we expand the result for simple functions. Afterwards, using the monotone convergence property, we get that it holds for any non-negative measurable functions. Finally, we extend the result to all real-valued measurable functions.

- If $g$ is an indicator function, then the formula is just the definition of $\mu \circ f^{-1}$, since :

$$
\begin{gathered}
\left(\mu \circ f^{-1}\right) g=\int g d\left(\mu \circ f^{-1}\right)=\int \mathbb{1}_{B} d\left(\mu \circ f^{-1}\right)=\left(\mu \circ f^{-1}\right) B \\
=\mu\left(f^{-1} B\right)=\int_{B} f d \mu=\int(g \circ f) d \mu=\mu(g \circ f)
\end{gathered}
$$

- Then, we can extend the formula to any measurable $g \geq 0$, thanks to linearity and monotone convergence.
- For general $g$, it is $\mu|g \circ f|=\left(\mu \circ f^{-1}\right)|g|$. So, the integrals exist simultaneously. If they do, we get the desired equation by taking differences on both sides.

The expectation of a random variable $\xi$ is defined as

$$
\begin{equation*}
\mathbb{E} \xi=\int_{\Omega} \xi d \mathbb{P}=\int_{\mathbb{R}} x\left(\mathbb{P} \circ \xi^{-1}\right)(d x) \tag{4.14}
\end{equation*}
$$

whenever either integral exists. The second equality follows from the above lemma. The quantity $\mathbb{P} \circ \xi^{-1}$ is the probability distribution of the random variable $\xi$.

In terms of the cumulative distribution function, we have that :

$$
\begin{equation*}
\mathbb{E} \xi=\int_{\mathbb{R}} x d F_{\xi}(x) \tag{4.15}
\end{equation*}
$$

and when the probability density is well defined :

$$
\begin{equation*}
\mathbb{E} \xi=\int_{\mathbb{R}} x f_{\xi}(x) d x \tag{4.16}
\end{equation*}
$$

Intuitively, the quantity $f_{\xi}(x) d x$ is the probability that the random variable $\xi$ falls within the interval $[x, x+d x]$.

In general, for any random element $\xi$ is some measurable space $M$ and for an arbitrary function $g: M \rightarrow \mathbb{R}$,

$$
\begin{equation*}
\mathbb{E} g(\xi)=\int_{\Omega} g(\xi) d \mathbb{P}=\int_{M} g(t)\left(\mathbb{P} \circ \xi^{-1}\right)(d t)=\int_{\mathbb{R}} x\left(\mathbb{P} \circ(g \circ \xi)^{-1}\right)(d x) \tag{4.17}
\end{equation*}
$$

whenever at least one of the three integrals exists.
For any random variable $\xi$ and constant $p>0$, the integral $\mathbb{E}|\xi|^{p}$ is called the $p-$ th absolute moment of $\xi$.

Consider a random variable $\xi \geq 0$. Then :

$$
\mathbb{E} \xi^{p}=\mathbb{E} \int_{0}^{\infty} \mathbb{1}\left\{\xi^{p}>t\right\} d t=\mathbb{E} \int_{0}^{\infty} \mathbb{1}\left\{\xi>t^{1 / p}\right\} d t=p \mathbb{E} \int_{0}^{\infty} \mathbb{1}\{\xi>t\} t^{p-1} d t
$$

Now, using the well-known Fubini's theorem, we can interchange the expectation and the improper integral and get :

$$
\begin{equation*}
\mathbb{E} \xi^{p}=p \int_{0}^{\infty} \mathbb{P}[\xi>t] t^{p-1} d t \tag{4.18}
\end{equation*}
$$

This is a useful result connecting the moments of a random variable and the tail probabilities.

We note that for $p=1$,

$$
\mathbb{E} \xi=\int_{0}^{\infty} \mathbb{P}[\xi \geq t] d t
$$

Another crucially important result follows from the convexity of functions. Recall that a function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$ is said to be convex if

$$
\begin{equation*}
f(p x+(1-p) y) \leq p f(x)+(1-p) f(y), x, y \in \mathbb{R}^{d}, 0 \leq p \leq 1 \tag{4.19}
\end{equation*}
$$

A nice way to see that inequality is the following. Consider a random vector $\xi$ in $\mathbb{R}^{d}$ with $\mathbb{P}[\xi=x]=p=1-\mathbb{P}[\xi=y]$. Then the above result can be written as :

$$
f(\mathbb{E} \xi) \leq \mathbb{E} f(\xi)
$$

The inequality can be extended to arbitrary integrable random vectors giving the probabilistic Jensen's inequality.

Theorem 4.1.7 - Jensen's Inequality. Let $\xi$ be an integrable random vector in $\mathbb{R}^{d}$, and fix any convex function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}$. Then,

$$
\begin{equation*}
f(\mathbb{E} \xi) \leq \mathbb{E} f(\xi) \tag{4.20}
\end{equation*}
$$

Proof. The proof is based on a functional analysis theorem, the Hahn-Banach theorem. The convexity condition is equivalent to the existence of a supporting affine function $h_{s}=a x+b, \forall s \in \mathbb{R}^{d}$ s.t.

$$
f \geq h_{s}, f(s)=h_{s}(s)
$$

This can be easily seen geometrically but the formal proof requires a version of Hahn-Banach theorem.

Choosing $s=\mathbb{E} \xi$,

$$
\mathbb{E} f(\xi) \geq \mathbb{E} h_{s}(\xi)=h_{s}(\mathbb{E} \xi)=f(\mathbb{E} \xi)
$$

Remark 4.1.8 The Hahn-Banach theorem is an extension theorem for linear functionals. It states that for a linear functional on a subspace $Y$ of a real vector space $X$, that satisfies $f(y) \leq p(y) \forall y \in Y$, where $p$ is a sublinear functional ${ }^{a}$ on $X$. Then, $f$ has a linear extension $\bar{F}$ from $Y$ to $X$ that satisfies $\bar{F}(x) \leq p(x) \forall x \in X$.

$$
{ }^{a} \text { A sublinear functional } p \text { on } X \text { is a real-valued functional } p \text { which is subadditive } p(x+y) \leq p(x)+p(y)
$$ and positive-homogeneous $p(a x)=a p(x)$

In the following sections, random variables will usually be denoted either by $X$ or by $\xi$. The expectation of the random variable $X$ will be either be denoted by $\mathbb{E}[X]$ or simply by $\mathbb{E} X$.

## Types of measure and decomposition

Let $\mu$ be a finite measure on the Borel $\sigma$-algebra of the real line. There are three typical types of measures.

- Discrete measure : Suppose that there exists a countable set $C=\left\{c_{1}, c_{2}, \ldots\right\}$ (which could also be finite) that is a set of full measure i.e. $\mu((-\infty,+\infty))=$ $\mu(C)$. Then, $\mu$ is a measure of discrete type.
- Absolutely continuous measure : The measure $\mu$ will be called absolutely continuous if for every set of Lebesgue measure zero $m(A)=0$, we have also that $\mu(A)=0$. Thus, the collection of Lebesgue zero sets is a subset of $\mu$-measure zero.
- Singular continuous measure : The measure $\mu$ will be called singular continuous if $\mu(c)=0$ for every point $c \in \mathbb{R}$ and there is a Borel set $B$ of Lebesgue measure zero and of full $\mu$ - measure.

Chapter 4. Mathematical Foundations II: Probability Theory
Theorem 4.1.9 Given any finite measure $\mu$ on the real line, $\exists$ uniquely a discrete measure $\mu_{\text {disc }}$, an absolutely continuous measure $\mu_{a c}$ and a singular continuous measure $\mu_{s c}$ s.t. for any Borel set $A$ of $\mathbb{R}$, we have that $\mu(A)=\mu_{\text {disc }}(A)+\mu_{a c}(A)+$ $\mu_{s c}(A)$.

### 4.1.2 $f$ - divergence

One of our most significant goals is to learn distributions, that is, to try to approximate with the best possible estimators the distribution we are looking for. This idea is closely related to the classical concept of distribution learning, that can be informally described as follows :

Remark 4.1.10 A class of distributions $\mathcal{P}$ is called efficiently learnable if for every $\epsilon>0,0<\delta \leq 1$, given access to an oracle $\mathcal{O}(\mathcal{D})$ for an unknown distribution $\mathcal{D} \in \mathcal{P}$, there exists a polynomial time learning algorithm (of $\mathcal{P}$ ), that outputs an estimator of a distribution $\hat{\mathcal{D}}$ s.t.

$$
\mathbb{P}[d(\mathcal{D}, \hat{\mathcal{D}}) \leq \epsilon] \geq 1-\delta
$$

Note that the oracle $\mathcal{O}(\mathcal{D})$ is just a mechanism that is able to return a sample from the unknown distribution $\mathcal{D}$.

It is important to obtain some tools in order to answer questions such as :
If $\mathbb{P}, \mathbb{Q}$ are two probability distributions. Are these two distributions close to each other?

Thus, we are obligated to define a notion of distance between two distributions or, in general, a measure of how two distributions differ. In order to define the notion of $f$ - divergence, it is crucial to refer to the concept of Lebesgue decomposition from the field of measure theory.

## The Lebesgue Decomposition and the Radon-Nikodym Theorem

Previously, we saw a way to decompose any finite measure on a Borel $\sigma$ - algebra on $\mathbb{R}$. Now, we will try to introduce a decomposition a given measure into two measures that are connected (in some proper way) to another given measure. Let $\mu, \nu$ be $\sigma-$ definite measures on a measurable space $(\Omega, \mathcal{F})$. We would like to decompose $\nu$ with respect to $\mu$, that is to break $\nu$ into (two) components that are somehow connected to the measure $\mu$.

Firstly, we will expand the definitions presented in the introductory section about the absolutely continuous and singular types of measure.

## Absolute continuity with respect to a measure

Before we proceed to the formal definition, it is useful to introduce an intuitive way to think of absolute continuity. One could think of absolute continuity as a stronger version of continuity and of uniform continuity and thus the class of functions being absolutely continuous as a sub-class of continuous functions. The significance of absolute continuity is that it is the largest class of functions for which the fundamental
theorem of calculus holds (using the classical derivative, and the Lebesgue integral). For instance, a counterexample for continuous functions is the Cantor staircase function.

A function $f$ defined on an interval $I=[a, b]$ of the real line is absolutely continuous if $\forall \epsilon>0, \exists \delta>0$, s.t. given $N$ pairwise disjoint sub-intervals $\left\{\left(a_{i}, b_{i}\right)\right\} \subset I$ with $\sum_{i=1}^{N}\left|b_{i}-a_{i}\right|<\delta$, then $\sum_{i=1}^{N}\left|f\left(b_{i}\right)-f\left(a_{i}\right)\right|<\epsilon$. In practice, $f$ is absolutely continuous $\Longleftrightarrow$ it has a derivate $f^{\prime}$ almost everywhere $\Longleftrightarrow$ there exists a Lebesgue integrable function $g$ on $I=[a, b]$ s.t. $f(x)=f(a)+\int_{a}^{x} g(t) d t \forall x \in I$ (then $g=f^{\prime}$ ).

Expanding this notion to measures, substituting intuitively sub-intervals with elements of the $\sigma$-algebra and the $\epsilon-\delta$ scheme with the vanishing of measures, we get that:
Definition 4.1.10 - Absolute Continuity. Let $(\Omega, \mathcal{F})$ be a measurable space with a finite non-negative measure $\mu$. A signed measure $\nu: \mathcal{F} \rightarrow \mathbb{R}$ is called absolutely continuous with respect to $\mu$, that is $\nu \ll \mu$ if for every $A \in \mathcal{F}$ for which $\mu(A)=0$, we get that $\nu(A)=0$.

From a set theoretic point of view, we could define the measure's zeros set as $\mathcal{Z}_{\mu}=$ $\{A \in \mathcal{M} \mid \mu(A)=0\}$. Then, using the definition, it follows that $\nu \ll \mu \Longleftrightarrow \mathcal{Z}_{\mu} \subseteq \mathcal{Z}_{\nu}$.

Remark 4.1.11 An equivalent definition could be given as follows : $\nu \ll \mu$ if $\forall \epsilon>$ $0, \exists \delta>0$ s.t. $\mu(A)<\delta \Rightarrow|\nu(A)|<\epsilon$.

Theorem 4.1.12 - Radon-Nikodym Theorem. Let $(\Omega, \mathcal{F})$ be a measurable space with $a$ finite non-negative measure $\mu$ and $\nu$ be a signed measure s.t. $\nu \ll \mu$. Then, there is an integrable function $f$ such that, for all $A \in \mathcal{F}$,

$$
\nu(A)=\int_{A} f d \mu
$$

Any two functions that have this property differ on at most a set of $\mu$-measure zero.

The function $f$ is called the density or the Radon-Nikodym derivative of $\nu$ with respect to $\mu$. We often write $f=\frac{d \nu}{d \mu}=\frac{d \nu_{a c}}{d \mu}$.

- Example 4.6 The normal distribution $\nu=\mathcal{N}(0,1)$ has the density $f(x)=\frac{1}{\sqrt{2 \pi}} e^{-\frac{x^{2}}{2}}$ with respect to the Lebesgue measure $\mu=m$ on $\mathbb{R}$.
- Example 4.7 When the probability distribution $\mathbb{P} \circ \xi^{-1}$ of the random variable $\xi$ is absolutely continuous, it has a well defined density $f_{\xi}$, that is $F_{\xi}(x)=\int_{-\infty}^{x} f_{\xi}(t) d t$.


## Singularity

Definition 4.1.11 - Concentrated Measure. The measure $\mu$ is said to be concentrated on $E \in \mathcal{F}$ if $\mu=\mu^{E}$, where $\mu^{E}(A):=\mu(E \cap A)$ for every $A \in \mathcal{F}$.

Definition 4.1.12 - Singular Measure. Two measures $\mu_{1}$ and $\mu_{2}$ are said to be mutually singular, that is $\mu_{1} \perp \mu_{2}$, if $\exists$ disjoint measurable sets $E_{1}$ and $E_{2}$ in $\mathcal{F}$ s.t. $\mu_{1}$ is concentrated on $E_{1}$ and $\mu_{2}$ is concentrated on $E_{2}$.

One can think of singularity as a distribution property. Two distributions are singular if there are two disjoint sets $A, B$ on which the first distribution assigns the whole mass on $A$ and the other on $B$.

- Example 4.8 If $\mu=\mathcal{N}(0,1)$ is the Gaussian distributions and $\nu=\operatorname{Poi}(\lambda)$ is the Poisson distribution with parameter $\lambda$. Then, we can notice that $\mu\left(\mathbb{N}_{0}\right)=0$ and $\nu\left(\mathbb{R} \backslash \mathbb{N}_{0}\right)=0$. Thus, the two measures are singular.


## Lebesgue decomposition

Theorem 4.1.13 - Lebesgue decomposition of $\mu$ with respect to $\nu .$. Let $\nu$ be a signed $\sigma$-finite measure and $\mu$ an unsigned $\sigma$-finite measure on $\mathcal{M}$. Then, there exists a unique pair of real measures $\nu_{a c}$ and $\nu_{\text {sing }}$ on $\mathcal{M}$ s.t.

$$
\begin{equation*}
\nu=\nu_{a c}+\nu_{\text {sing }}, \text { where } \nu_{a c} \ll \mu, \nu_{\text {sing }} \perp \mu \tag{4.21}
\end{equation*}
$$

Especially, for distributions-probability measures $\mathbb{P}$ and $\mathbb{Q}$ defined on the same probability space $(\Omega, \mathcal{F})$, the Lebesgue decomposition of $\mathbb{P}$ with respect to $\mathbb{Q}$ is defined as $\mathbb{P}=\mathbb{P}_{\text {ac }}+\mathbb{P}_{\text {sing }}$, where $\mathbb{P}_{a c} \ll \mathbb{Q}$ and $\mathbb{P}_{\text {sing }} \perp \mathbb{Q}$.

It is worth mentioning that $\mathbb{P}_{a c}, \mathbb{P}_{\text {sing }}$ are sub-probabilities, that is positive measures with total mass less or equal to 1 , and, by definition :

$$
\frac{d \mathbb{P}}{d \mathbb{Q}}=\frac{d \mathbb{P}_{a c}}{d \mathbb{Q}}
$$

## Maximal Slope

Let $f:(0,+\infty) \rightarrow \mathbb{R}$ be a convex function s.t, $f(1)=0$. Thanks to the convexity of $f$, one can well-define : $f(0):=\lim _{t \downarrow 0^{+}} f(t) \in \mathbb{R} \cup\{+\infty\}$ and extend the function to $f:[0,+\infty) \rightarrow \mathbb{R} \cup\{+\infty\}$.

Consider such a convex function $f$ and a point $x>0$. Then, as $t$ increases, the slope $\Delta f_{x}(t)=\frac{f(t)-f(x)}{t-x}$ is non decreasing (by convexity).

Thus, the limit

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \Delta f_{x}(t)=\sup _{t>0} \Delta f_{x}(t) \in[0,+\infty] \tag{4.22}
\end{equation*}
$$

exists and is independent on $x$. Hence, it equals the maximal slope of $f$ :

$$
\begin{equation*}
M_{f}:=\lim _{t \rightarrow \infty} \Delta f_{1}(t)=\lim _{t \rightarrow \infty} \frac{f(t)}{t} \in \mathbb{R} \cup\{+\infty\} . \tag{4.23}
\end{equation*}
$$

Setting $t=x+y$, we get the following inequality :

$$
\begin{equation*}
\frac{f(x+y)-f(x)}{y} \leq M_{f} \forall x>0, y>0 . \tag{4.24}
\end{equation*}
$$

or equivalently :

$$
\begin{equation*}
f(x+y) \leq f(x)+y M_{f} \forall x>0, y>0 . \tag{4.25}
\end{equation*}
$$

The convexity of $f$ implies continuity on $(0, \infty)$ and thus the above inequality can be extended, by taking $x \downarrow 0$ and $y \downarrow 0$, giving the next inequality that will be used as lemma for the following definitions :

$$
\begin{equation*}
f(x+y) \leq f(x)+y M_{f} \forall x \geq 0, y \geq 0 \tag{4.26}
\end{equation*}
$$

The $f$-divergence functional was introduced by Csiszar as a generalized measure of information.
Definition 4.1.13 - $f$-divergence. Let $f:(0,+\infty) \rightarrow \mathbb{R}$ be a convex function that vanishes at the point $x=1$. The $f$-divergence $\operatorname{Div}_{f}(\mathbb{P} \| \mathbb{Q})$ between a pair of probability distributions in the same probability space $(\Omega, \mathcal{F})$ is defined as :

$$
\begin{equation*}
\operatorname{Div}_{f}(\mathbb{P} \| \mathbb{Q})=\int_{\Omega} f\left(\frac{d \mathbb{P}}{d \mathbb{Q}}\right) d \mathbb{Q}+\mathbb{P}_{\text {sing }}(\Omega) M_{f} \tag{4.27}
\end{equation*}
$$

For the discrete case, the $f$-divergence on the set of probability distributions $\mathbb{P}^{n}$ is defined as:

$$
\operatorname{Div}_{f}(\vec{p} \| \vec{q})=\sum_{i=1}^{n} q_{i} f\left(\frac{p_{i}}{q_{i}}\right)
$$

for convex functions $f:(0, \infty) \rightarrow$ with $f(1)=0$.
Why do we need $f(1)=0$ ?
In order to get the non-negativity property for the $f$-divergence. Firstly, using the Jensen's inequality for the convex $f$ :

$$
\int_{\Omega} f\left(\frac{d \mathbb{P}}{d \mathbb{Q}}\right) d \mathbb{Q} \geq f\left(\int_{\Omega} \frac{d \mathbb{P}}{d \mathbb{Q}} d \mathbb{Q}\right)=f\left(\mathbb{P}_{a c}(\Omega)\right)
$$

Secondly, for the pair $(x, y)=\left(\mathbb{P}_{a c}(\Omega), \mathbb{P}_{\text {sing }}(\Omega)\right)$, from the maximal slope inequality :

$$
f\left(\mathbb{P}_{a c}(\Omega)+\mathbb{P}_{\text {sing }}(\Omega)\right) \leq f\left(\mathbb{P}_{a c}(\Omega)\right)+\mathbb{P}_{\text {sing }}(\Omega) M_{f}
$$

Using the above results :
$\operatorname{Div}_{f}(\mathbb{P} \| \mathbb{Q}) \geq f\left(\mathbb{P}_{a c}(\Omega)\right)+\mathbb{P}_{\text {sing }}(\Omega) M_{f} \geq f\left(\mathbb{P}_{\text {ac }}(\Omega)+\mathbb{P}_{\text {sing }}(\Omega)\right)=f(1)=0$.
Thus,

$$
\operatorname{Div}_{f}(\mathbb{P} \| \mathbb{Q}) \geq 0
$$

## Property : Joint Convexity

The mapping $(p, q) \mapsto q f\left(\frac{p}{q}\right)$ is convex on $\mathbb{R}_{>0}^{2}$ :
$\operatorname{Div}_{f}\left(\beta \mathbb{P}_{1}+(1-\beta) \mathbb{P}_{2} \| \beta \mathbb{Q}_{1}+(1-\beta) \mathbb{Q}_{2}\right) \leq \beta \operatorname{Div}_{f}\left(\mathbb{P}_{1} \| \mathbb{Q}_{1}\right)+(1-\beta) \operatorname{Div}_{f}\left(\mathbb{P}_{2} \| \mathbb{Q}_{2}\right), \forall \beta \in[0,1]$.

### 4.1.3 TV Distance \& KL Divergence

The two main metrics on how two distributions differ, that we mostly use in this work, are the Total Variation distance and the Kullback-Leibler divergence. Each one of these can be expressed as a $f$-divergence by choosing an appropriate $f$ function.

## Total Variation distance

The first metric is a distance function between a pair of distributions $\mathbb{P}, \mathbb{Q}$ on a $\sigma$-algebra $\mathcal{F}$ of subsets of a space $\Omega$.

Reading the relative literature, there are two different definitions of the total variation distance, a general one and a normalized one. We are going to use different symbols for the two versions.

The general version is given by :

$$
\begin{equation*}
\|\mathbb{P}-\mathbb{Q}\|_{T V}=2 \sup _{A \in \mathcal{F}}|\mathbb{P}(A)-\mathbb{Q}(A)| \tag{4.28}
\end{equation*}
$$

Lemma 4.1.14 $\|\mathbb{P}-\mathbb{Q}\|_{T V}=\sum_{x \in \Omega}|\mathbb{P}(x)-\mathbb{Q}(x)|$
The lemma will be proved below for the normalized version.
Notice that the minimum value of $\|\mathbb{P}-\mathbb{Q}\|_{T V}$ is obviously 0 and the maximum value is 2 . The maximum is achieved when $\operatorname{supp}(\mathbb{P}) \cap \operatorname{supp}(\mathbb{Q})=\emptyset$, and, hence the total area equals $1+1=2$. We remind that $\operatorname{supp}(\mathbb{P})=\{x \mid \mathbb{P} x>0\}$ is the support of the probability distribution $\mathbb{P}$.

The normalized version takes values only on $[0,1]$ :

$$
\begin{equation*}
d_{T V}(\mathbb{P}, \mathbb{Q})=\sup _{A \in \mathcal{F}}|\mathbb{P}(A)-\mathbb{Q}(A)| \tag{4.29}
\end{equation*}
$$

Lemma 4.1.15 $d_{T V}(\mathbb{P}, \mathbb{Q})=\frac{1}{2} \sum_{x \in \Omega}|\mathbb{P}(x)-\mathbb{Q}(x)|$
Proof. From the definition of TV distance, we have that $d_{T V}(\mathbb{P}, \mathbb{Q})=\sup _{A \in \mathcal{F}} \mid \mathbb{P}(A)-$ $\mathbb{Q}(A) \mid$. Suppose that the supremum is attained at the set $A_{*} \in \mathcal{F}$ and, wlog, let $\mathbb{P}\left[A_{*}\right] \geq \mathbb{Q}\left[A_{*}\right]$.

Note that $d_{T V}(\mathbb{P}, \mathbb{Q})=\mathbb{P}\left[A_{*}\right]-\mathbb{Q}\left[A_{*}\right]=\left(1-\mathbb{P}\left[A_{*}^{c}\right]\right)-\left(1-\mathbb{Q}\left[A_{*}^{c}\right]\right)=\mathbb{Q}\left[A_{*}^{c}\right]-\mathbb{P}\left[A_{*}^{c}\right]$.


Figure 4.1: TV distance between two probability measures $\mathcal{P}$ and $\mathcal{Q}$.

The space $\Omega$ is partioned by $A_{*}$ and its complement $A_{*}^{c}$. Thus,

$$
\begin{gathered}
\frac{1}{2} \sum_{x \in \Omega}|\mathbb{P}(x)-\mathbb{Q}(x)|=\frac{1}{2} \sum_{x \in A_{*}}|\mathbb{P}(x)-\mathbb{Q}(x)|+\frac{1}{2} \sum_{x \in A_{*}^{c}}|\mathbb{P}(x)-\mathbb{Q}(x)|= \\
\quad=\frac{1}{2}\left\|\mathbb{P}\left(A_{*}\right)-\mathbb{Q}\left(A_{*}\right)\right\|_{1}+\frac{1}{2}\left\|\mathbb{P}\left(A_{*}^{c}\right)-\mathbb{Q}\left(A_{*}^{c}\right)\right\|_{1}=d_{T V}(\mathbb{P}, \mathbb{Q})
\end{gathered}
$$

From $f$ - divergence definition, we can get the total variation distance by choosing $f(t)=\frac{1}{2}|t-1|$. Note that $f(1)=0$ and that $f$ is convex. Intuitively, TV distance equals to the half of $l_{1}$ norm of the measures $\mathbb{P}$ and $\mathbb{Q}$. One can think that TV distance is the largest difference of mass assignment of the two measures among all possible subsets of $\Omega$, belonging to the $\sigma$-algebra. It is worth mentioning that $d_{T V}$ is a valid distance metric, that satisfies the three classical distance properties, referred to the $d_{K T}$ section.


Figure 4.2: TV distance between the Poisson distribution $\operatorname{Poi}(\lambda)$ and the Binomial distribution $\operatorname{Bin}(n, p)$.

- Example 4.9 Up to now, we have defined a way to compute the distance between two probability measures-distributions. We will present an example on how one could upper bound total variation distance in order to provide a Poisson approximation, using the useful technique of coupling. Suppose that $\pi_{1}$ and $\pi_{2}$ are the two projection functions on a space $A \times A$, where :

$$
\pi_{1}(a, b)=a, \quad \pi_{2}(a, b)=b, \quad(a, b) \in A \times A
$$

Definition 4.1.14 - Coupling. A coupling of two probability measures $\mathbb{P}$ and $\mathbb{Q}$ on the same probability space $(\Omega, \mathcal{F})$ is any probability measure $\mathbb{C}$ on the product space $(\Omega \times \Omega, \mathcal{F} \otimes \mathcal{F})$ (where $\mathcal{F} \otimes \mathcal{F}$ is the smallest $\sigma$-algebra containing $\mathcal{F} \times \mathcal{F}$ ) whose marginals are $\mathbb{P}$ and $\mathbb{Q}$ :

$$
\mathbb{P}=\mathbb{C} \circ \pi_{1}^{-1} \quad \text { and } \quad \mathbb{Q}=\mathbb{C} \circ \pi_{2}^{-1}
$$

It is well known that Poisson distribution $\operatorname{Poi}(\lambda)$ with parameter $\lambda>0$ has probability mass :

$$
\begin{equation*}
p_{\lambda}(k)=e^{-\lambda} \frac{\lambda^{k}}{k!}, k \in \mathbb{N}_{0} \tag{4.30}
\end{equation*}
$$

Suppose that we have $n$ independent Bernoulli random variables $X_{i}, i \in[n]$, where $\mathbb{P}\left[X_{i}=1\right]=p_{i}$, that is $X_{i} \sim \operatorname{Be}\left(p_{i}\right)$. Consider the sum $X=\sum_{i=1}^{n} X_{i}$. It is well known in the literature that, if all the $p_{i}$ 's are small, $X$ is approximately Poisson distributed with parameter $\sum_{i=1}^{n} p_{i}$.

We will ask how well $X$ approximates a Poisson distributed random variable. Here is where the total variation distance arises. We will study the TV distance between the distribution of $X$ and the Poisson distribution. The smaller the TV distance is, the better the approximation.

Suppose that $Y \sim \operatorname{Poi}(\lambda)$ and fix $k \in \mathbb{N}_{0}$. So, we have that:

$$
\mathbb{P}[X=k]-p_{\lambda}(k)=\mathbb{P}[X=k]-\mathbb{P}[Y=k]
$$

Now, we partition each probability with the complementary events $\{X=Y\}$ and $\{X \neq Y\}$ :

$$
\begin{gathered}
\mathbb{P}[X=k]-p_{\lambda}(k)= \\
=\mathbb{P}[\{X=k\} \cap\{X=Y\}]+\mathbb{P}[\{X=k\} \cap\{X \neq Y\}]-(\mathbb{P}[\{Y=k\} \cap\{Y=X\}]+\mathbb{P}[\{Y=k\} \cap\{Y \neq X\}])
\end{gathered}
$$

But, when $\{X=Y\}$ holds, the first and the third terms cancel out. Thus :

$$
\mathbb{P}[X=k]-p_{\lambda}(k)=\mathbb{P}[\{X=k\} \cap\{X \neq Y\}]-\mathbb{P}[\{Y=k\} \cap\{Y \neq X\}]
$$

Hence, using the definition of TV distance and that $|x-y| \leq|x|+|y|$, we get that :

$$
\begin{gathered}
\left\|\mathbb{P}[X \in *]-p_{\lambda}(*)\right\|_{T V}=\sum_{k \in \mathbb{N}_{0}}\left|\mathbb{P}[X=k]-p_{\lambda}(k)\right| \leq \\
\leq \sum_{k \in \mathbb{N}_{0}}(\mathbb{P}[\{X=k\} \cap\{X \neq Y\}]+\mathbb{P}[\{Y=k\} \cap\{Y \neq X\}])=2 \mathbb{P}[X \neq Y]
\end{gathered}
$$

Thus, we have that :

$$
\begin{equation*}
\left\|\mathbb{P}[X \in *]-p_{\lambda}(*)\right\|_{T V} \leq 2 \mathbb{P}[X \neq Y] \tag{4.31}
\end{equation*}
$$

Observing the above inequality, we get that in order to have a good approximation, it is crucial to obtain an tight upper bound for $\mathbb{P}[X \neq Y]$. This is where the coupling method gets involved.

Consider $n$ independent random variables $\left(X_{i}, Y_{i}\right)$ with values on $\mathbb{Z}_{2} \times \mathbb{N}_{0}$ with distribution :

$$
\mathbb{P}\left[\left(X_{i}, Y_{i}\right)=(x, y)\right]= \begin{cases}1-p_{i}, & \text { if } x=0, y=0 \\ e^{-p_{i}}-\left(1-p_{i}\right) & \text { if } x=1, y=0 \\ 0, & \text { if } x=0, y \in \mathbb{N} \\ e^{-p_{i} \frac{p_{i}^{y}}{y!}} & \text { if } x=1, y \in \mathbb{N}\end{cases}
$$

where $i \in[n]$.
Is this a valid coupling? We have to study the marginal distributions.

1. We firstly compute the distribution of $X_{i}$ 's.
$\mathbb{P}\left[X_{i}=x\right]=\sum_{y=0}^{\infty} \mathbb{P}\left[\left\{X_{i}=x\right\} \cap\left\{Y_{i}=y\right\}\right]$. For the two values of $x$ :

- $\mathbb{P}\left[X_{i}=0\right]=\left(1-p_{i}\right)+0+0+\ldots=1-p_{i}$
- $\mathbb{P}\left[X_{i}=1\right]=\left(e^{-p_{i}}-\left(1-p_{i}\right)\right)+e^{-p_{i}}\left(e^{p_{i}}-1\right)=p_{i}$

$$
\mathbb{P}\left[X_{i}=x\right]= \begin{cases}1-p_{i}, & \text { if } x=0 \\ p_{i} & \text { if } x=1\end{cases}
$$

Thus, $X_{i} \sim B e\left(p_{i}\right)$.
2. Similarly, we compute the distribution of $Y_{i}$ 's.
$\mathbb{P}\left[Y_{i}=y\right]=\mathbb{P}\left[\left\{Y_{i}=y\right\} \cap\left\{X_{i}=0\right\}\right]+\mathbb{P}\left[\left\{Y_{i}=y\right\} \cap\left\{X_{i}=1\right\}\right]=e^{-p_{i}} \frac{p_{i}^{y}}{y!}$.
Thus, $Y_{i} \sim \operatorname{Poi}\left(p_{i}\right)$.
Now,

$$
\mathbb{P}[X \neq Y]=\mathbb{P}\left[\sum_{i=1}^{n} X_{i} \neq \sum_{i=1}^{n} Y_{i}\right] \leq \mathbb{P}\left[\exists k \in[n]: X_{k} \neq Y_{k}\right]
$$

Using the union bound,

$$
\mathbb{P}[X \neq Y] \leq \sum_{i=1}^{n} \mathbb{P}\left[X_{i} \neq Y_{i}\right]=\sum_{i=1}^{n}\left(e^{-p_{i}}-\left(1-p_{i}\right)+\sum_{y=2}^{\infty} e^{-p_{i}} \frac{p_{i}^{y}}{y!}\right)=\sum_{i=1}^{n} p_{i}\left(1-e^{-p_{i}}\right)
$$

But, using the convexity of the exponential function (or simply omitting some terms of the Taylor expansion), we have that $e^{x} \geq 1+x$ and thus :

$$
\mathbb{P}[X \neq Y] \leq \sum_{i=1}^{n} p_{i}^{2}
$$

Now, set $P=\max _{i \in[n]} p_{i}$. Then, since :

$$
\sum_{i=1}^{n} p_{i}^{2} \leq \sum_{i=1}^{n}\left(p_{i} P\right)=P \sum_{i=1}^{n} p_{i}=\lambda P
$$

we have that :

$$
\left\|\mathbb{P}[X \in *]-p_{\lambda}(*)\right\|_{T V} \leq 2 \lambda P
$$

Remark 4.1.16 We can easily see that when $p_{i}$ 's are small, $P$ will be small too and thus the approximation will be good.

## Kullback-Leibler divergence

The second divergence is not a distance function, since it is not symmetric and it violates the triangle inequality. For two discrete probability measures $\mathbb{P}, \mathbb{Q}$ :

$$
\begin{equation*}
D_{K L}(\mathbb{P} \| \mathbb{Q})=\sum_{x \in \mathcal{X}} p(x) \log \frac{p(x)}{q(x)} \tag{4.32}
\end{equation*}
$$

KL divergence is an $f$-divergence metric by choosing $f(x)=x \log x$, that is convex and $f(1)=0$.

We can expand the RHS sum into two parts :
$D_{K L}(\mathbb{P} \| \mathbb{Q})=\sum_{x \in \mathcal{X}} p(x) \log p(x)-\sum_{x \in \mathcal{X}} p(x) \log q(x)=-\sum_{x \in \mathcal{X}} p(x) \log q(x)-\left(-\sum_{x \in \mathcal{X}} p(x) \log p(x)\right)$
In the next chapter, we will introduce the notion of entropy in the information theory setting. We will denote by $H(\mathbb{P})=-\sum_{x \in \mathcal{X}} p(x) \log p(x)$ and thus express the KL divergence as a difference of entropies.

Informally, this metric depicts the information gain, that one succeeds if she uses the distribution $\mathbb{Q}$ instead of $\mathbb{P}$.

- Example 4.10 For two Bernoulli probability measures with parameters $p$ and $q$, we have that: $k l(p, q):=D_{K L}(B e(p) \| B e(q))=p \ln \left(\frac{p}{q}\right)+(1-p) \ln \left(\frac{1-p}{1-q}\right)$.

Remark 4.1.17 - In order to convert KL divergence to a symmetric measure, we can consider the metric

$$
\begin{equation*}
D_{K L}(P, Q)=D_{K L}(P \| Q)+D_{K L}(Q \| P) \tag{4.33}
\end{equation*}
$$

- Since KL divergence is an appropriate $f$-divergence, from the Jensen inequality, we get the Gibbs inequality :

$$
\begin{equation*}
D_{K L}(P \| Q) \geq 0 \tag{4.34}
\end{equation*}
$$

Now, that we have presented the total variation distance and the KL divergence, we can present the very useful Pinsker inequality :

$$
\begin{equation*}
d_{T V}(\mathbb{P}, \mathbb{Q}) \leq \sqrt{\frac{1}{2} D_{\mathrm{KL}}(\mathbb{P} \| \mathbb{Q})} \tag{4.35}
\end{equation*}
$$

### 4.1.4 Concentration Inequalities

Statistical learning is closely related to the notion of concentration of a random variable. Concentration inequalities play a crucial role to the concept of learning, by bounding the deviation of a random variable. The main issue in the topic of concentration inequalities is to study the probability :

$$
\mathbb{P}[\xi>t] \text { or } \mathbb{P}[|\xi-\mathbb{E} \xi|>t]
$$

In our learning setting, we will be really interested in proving that our result will not deviate from the expected value. Thus, we would like to having upper bounds for probabilities like the above. Ideally, these bounds should be of exponential order, that is $\mathbb{P}[\xi>t] \leq O(\exp (-t))$. So, we prefer bounds for which the probability decreases exponentially, as the deviation grows linearly.

## Markov's Inequality

The most trivial, but yet strong, way to bound tails of probabilities is based on the Markov's inequality.

For any nonnegative random variable $\xi$, and for all $t>0$, we have the following inequality

$$
\xi \geq t \mathbb{1}\{\xi \geq t\}
$$

One can see why this is true by considering two cases, one for $\xi \geq t$ and one for $\xi<t$ and the fact that $\xi$ is nonnegative.

By taking the expectations on both sides, and thanks to the linearity of the expectation operator (technically we integrate both sides under the probability distribution measure), we will get the Markov's inequality :

$$
\mathbb{E} \xi \geq \mathbb{E}[t \mathbb{1}\{\xi \geq t\}] \Rightarrow \mathbb{E} \xi \geq t(1 \cdot \mathbb{P}[\xi \geq t]+0) \Rightarrow \mathbb{P}[\xi \geq t] \leq \frac{E \xi}{t}
$$

Another way of proving Markov's inequality (in the continuous case) is the following. For $t>0$,

$$
\mathbb{E} \xi=\int_{0}^{\infty} \mathbb{P}[\xi \geq y] d y \geq \int_{0}^{t} \mathbb{P}[\xi \geq y] d y \geq t \mathbb{P}[\xi \geq t] \Rightarrow \mathbb{P}[\xi \geq t] \leq \frac{E \xi}{t}
$$

The second inequality follows from the fact that the tail probability decreases as $y$ grows. Note that $\min _{y \in[0, t]} \mathbb{P}[\xi \geq y]=\mathbb{P}[\xi \geq t]$. The result follows. The discrete case is similar.

Hence,

$$
\begin{equation*}
\mathbb{P}[\xi \geq t] \leq \frac{E \xi}{t} \tag{4.36}
\end{equation*}
$$

This upper bound is interesting only if $\mathbb{E} \xi<\infty$, that is when $\xi$ is integrable. Markov's inequality is the easiest concentration inequality we can get. Nevertheless, the upper bound's decrease rate $\frac{1}{t}$ is slow. The reason why this bound is bad, is that we only have information about the first moment (the expectation of the random variable).

For signed random variables, Markov's inequality becomes

$$
\begin{equation*}
\mathbb{P}[|\xi| \geq t] \leq \frac{E|\xi|}{t} \tag{4.37}
\end{equation*}
$$

However, it is not difficult to expand this result. We can consider the extended version, that is, if $\phi$ is a nondecreasing nonnegative function on a interval $I \subset \mathbb{R}$, then for any random variable $\xi$ taking values on $\mathbb{R}$ and real number $t \in I$ with $\phi(t)>0$ :

$$
\begin{equation*}
\mathbb{P}(\xi \geq t)=\mathbb{P}(\phi(\xi) \geq \phi(t)) \leq \frac{\mathbb{E} \phi(\xi)}{\phi(t)} \tag{4.38}
\end{equation*}
$$

Now, we can choose appropriate $\phi$ functions to enhance the upper bound.

## Chebyshev's Inequality

If we choose $\phi(x)=x^{2}$ over $I=(0, \infty)$, we can get Chebyshev's inequality. By replacing $\xi$ with the nonnegative random variable $|\xi-\mathbb{E} \xi|$ and $t>0$,

$$
\begin{equation*}
\mathbb{P}(|\xi-\mathbb{E} \xi| \geq t) \leq \frac{\mathbb{E}\left[|\xi-\mathbb{E} \xi|^{2}\right]}{t^{2}}=\frac{\operatorname{Var}(\xi)}{t^{2}} \tag{4.39}
\end{equation*}
$$

Chebyshev's inequality is a little better than Markov's inequality but the rate $\frac{1}{t^{2}}$ remains slow. It is worth seeing that the bound is better since we know more information (the first two moments of the random variable).

More generally taking $\phi(x)=x^{m}(x \geq 0)$, for any $m>0$, we have

$$
\begin{equation*}
\mathbb{P}(|\xi-\mathbb{E} \xi| \geq t) \leq \frac{\mathbb{E}\left[|\xi-\mathbb{E} \xi|^{m}\right]}{t^{m}} \tag{4.40}
\end{equation*}
$$

A better choice would be to select a function $\phi$ that will include all the moments of the random variable.

## Chernoff's bounds

Another application of Markov's Inequality is choosing $\phi(x)=e^{s x}$, where $s>0$. The reason behind this choice is not only the fact that we will get an exponential bound. The reason why we prefer exponential functions is because mathematicians back then were interested in studying sums of independent random variables $Z=$ $\sum_{i=1}^{n} X_{i}$. Thus, exponential function behave well with sums since they convert them to products.

For any random variable $X$ and any $t>0$, we have :

$$
\begin{equation*}
\mathbb{P}[\xi \geq t]=\mathbb{P}\left[e^{s \xi} \geq e^{s t}\right] \leq \frac{\mathbb{E} e^{s \xi}}{e^{s t}} \tag{4.41}
\end{equation*}
$$

where $M_{\xi}(s)=\mathbb{E}\left[e^{s \xi}\right]$ is the moment generating function of the random variable $\xi$.

The importance of the moment generating function is crucial. It captures all the moments of the random variable and thus all the information contained in it. It can be seen as equivalent to the notion of a Taylor series expansion. The Taylor series of a infinitely differentiable complex-valued function $f$ at $c$ is the power series :

$$
\begin{equation*}
\sum_{i=0}^{\infty} \frac{f^{(i)}(c)}{i!}(x-c)^{i}=f(c)+\frac{f^{\prime}(c)}{1!}(x-c)+\frac{f^{\prime \prime}(c)}{2!}(x-c)^{2}+\ldots \tag{4.42}
\end{equation*}
$$

This expansion contains all the information of the function $f$. So, just like all the secrets of a function are hidden in its derivatives, the information of a random variable is hidden in its moments.

$$
\begin{equation*}
M_{\xi}(t)=\mathbb{E} e^{t \xi}=1+t \mathbb{E} \xi+\frac{t^{2}}{2!} \mathbb{E}\left[\xi^{2}\right]+\ldots \tag{4.43}
\end{equation*}
$$

- Example 4.11 - or why Normal distribution is so important. Let $X \sim \mathcal{N}\left(\mu, \sigma^{2}\right)$. Then $Z=X-\mu \sim \mathcal{N}\left(0, \sigma^{2}\right)$. We have :

$$
M_{Z}(t)=\int_{-\infty}^{\infty} e^{t z} f_{Z}(z) d z=\int_{-\infty}^{\infty} e^{t z} \frac{1}{\sqrt{2 \pi \sigma^{2}}} e^{-\frac{z^{2}}{2 \sigma^{2}}} d z
$$

Notice that:

$$
-\frac{1}{2}\left(\frac{z}{\sigma}-\sigma t\right)^{2}=-\frac{z^{2}}{2 \sigma^{2}}+z t-\frac{\sigma^{2} t^{2}}{2}
$$

So :

$$
e^{t z} e^{-\frac{z^{2}}{2 \sigma^{2}}}=e^{-\frac{1}{2}\left(\frac{z}{\sigma}-\sigma t\right)^{2}} e^{\frac{\sigma^{2} t^{2}}{2}}
$$

Thus,

$$
M_{Z}(t)=e^{\frac{\sigma^{2} t^{2}}{2}} \int_{\mathbb{R}} \frac{1}{\sqrt{2 \pi \sigma^{2}}} e^{-\frac{1}{2}\left(\frac{z}{\sigma}-\sigma t\right)^{2}} d z
$$

But the expression under the integral is the probability density function of the distribution $\mathcal{N}\left(\sigma^{2} t, \sigma^{2}\right)$, which integrates to 1 .

Hence,

$$
M_{Z}(t)=e^{\frac{\sigma^{2} t^{2}}{2}}
$$

Thus, we can see that the form of the moment generating function is exponential and completely similar to the density function. This reveals the importance and the value of a normal random variable. Using the characteristic function, we can see that
a normal random variable is the identity of the 'Fourier' frequency transformation and, this crucial remark is used in the proof of the celebrated Central Limit Theorem.

Another crucial application is the following :

Theorem 4.1.18 Let $X$ and $Y$ be two random variables s.t. $M_{X}(t)=M_{Y}(t) \forall t \in$ $(-\delta, \delta)$ for some $\delta>0$. Then $X={ }_{D} Y$, that is, they have the same distribution.

This reveals the intuition that the moment generating function contains all the information a random variables hides.

Returning to the Chernoff's bound, in order to optimize the upper bound, we need to find $s>0$ that minimizes the RHS of the inequality. Thus,

$$
\begin{equation*}
\mathbb{P}[X \geq t] \leq \sup _{s>0} \frac{\mathbb{E}\left[e^{s X}\right]}{e^{s t}} \tag{4.44}
\end{equation*}
$$

- Example 4.12 - Sums of independent random variables. Consider the random variable $Z=X_{1}+\ldots+X_{n}$, where $X_{i}$ are i.i.d. real-valued random variables.

Then, using the Chernoff's bound, for $s>0$, we get that :

$$
\mathbb{P}[Z>t] \leq e^{-s t} \mathbb{E} e^{s Z}
$$

Consider the logarithm of the moment generating function as

$$
\psi_{Z}(s)=\log \mathbb{E} e^{s Z}, s>0
$$

Then,

$$
\mathbb{E} e^{s Z}=\mathbb{E} e^{s \sum_{i} X_{i}}=\prod_{i=1}^{n} \mathbb{E} e^{s X_{i}}
$$

So, if we denote by

$$
\psi_{X}(s)=\log \mathbb{E} e^{s X_{i}}, i \in[n]
$$

then,

$$
\psi_{Z}(s)=\sum_{i=1}^{n} \log \mathbb{E} e^{s X_{i}}=\sum_{i=1}^{n} \psi_{X_{i}}(s)={ }_{i i d} n \psi_{X}(s)
$$

For the random variable $Z$, define :

$$
\psi_{Z}^{*}(t)=\sup _{s>0}\left(s t-\psi_{Z}(s)\right)
$$

in order to obtain the optimal Chernoff bound :

$$
\mathbb{P}[Z>t] \leq e^{-\psi_{Z}(t)}
$$

The upper bound is determined by the distribution of the i.i.d. random variables $X_{i}$.

## Hoeffding's Inequality

Hoeffding's inequality is one of the most important techniques, as far as concentration inequalities are concerned, in learning theory. It is used for bounding the probability that sums of bounded random variables deviate from their expected mean. As we have already seen, we are interested in random variable that have tail probabilities decreasing exponentially as the tail grows linearly.

Chernoff bounds are closely related to the moment generating function. We have seen that the moment generating function of a centered normal random variable $Y$ with variance $v$ is $M_{Y}(t)=\mathbb{E} e^{t Y}=\exp \left(\frac{t^{2} v}{2}\right)$. Thus, we need to focus on random variables whose moment generating function behaves similarly to Gaussian random variables.

This idea provides some intuition behind the definition of sub-Gaussian random variables. Hence, we formalize the concept of sub-Gaussian random variables by setting :
Definition 4.1.15 - Sub-Gaussian r.v.. Let $\psi_{X}(t)=\log \mathbb{E}\left[e^{t X}\right]$. A centered random variable $X$, that is $\mathbb{E} X=0$, is said to be sub-Gaussian with variance factor $v$ if :

$$
\begin{equation*}
\psi_{X}(t) \leq \frac{t^{2} v}{2} \forall t \in \mathbb{R} \tag{4.45}
\end{equation*}
$$

Let $\mathcal{G}(v)$ be the class of sub-Gaussian random variables, parameterized by the variance $v$.

From Chernoff bounding, we have seen how important it is to upper bound the moment generating function. This is exactly what motivates us to define the above class of random variables exactly like that. A random variable $X$ will belong to the class $\mathcal{G}(v)$ if its moment generating function is dominated by the moment generating function of a centered normal random variable $Y$ with variance $v$, that is $Y \sim \mathcal{N}(0, v)$.

Remark 4.1.19 If $\left\{X_{i}\right\}_{i=1}^{n}$ are independent with $X_{i} \in \mathcal{G}\left(v_{i}\right)$, then the sum $\sum_{i=1}^{n} X_{i} \in$ $\mathcal{G}\left(\sum_{i=1}^{n} v_{i}\right)$.

In the next lemma, we establish that bounded random variables belong to appropriate sub-Gaussian classes.

Lemma 4.1.20 - Hoeffding's Lemma. Let $X$ be a centered random variable, taking values in a bounded interval $[a, b]$. Then, $\psi_{X}^{\prime \prime}(t) \leq \frac{(b-a)^{2}}{4}=v$ and $X \in \mathcal{G}(v)$.

Proof. Since the random variable $X$ lives in the interval $[a, b]$, one gets that :

$$
a \leq X \leq b \Rightarrow \frac{a-b}{2} \leq X-\frac{a+b}{2} \leq \frac{b-a}{2} \Rightarrow\left|X-\frac{a+b}{2}\right| \leq \frac{b-a}{2}
$$

Hence,

$$
\operatorname{Var}(X)=\operatorname{Var}\left(X-\frac{a+b}{2}\right) \leq\left(\frac{b-a}{2}\right)^{2}=\frac{(b-a)^{2}}{4}
$$

We have to upper bound the second derivate of the logarithm of the moment generating function of the bounded random variable $X$.

$$
\psi_{X}^{\prime \prime}(t)=\frac{d^{2}\left(\log \mathbb{E} e^{t X}\right)}{d t^{2}}=e^{-\psi_{X}(t)} \mathbb{E}\left[X^{2} e^{t X}\right]-e^{-2 \psi_{X}(t)}\left(\mathbb{E}\left[X e^{t X}\right]\right)^{2}
$$

Notice that the RHS looks like a variance of some random variable. Let $X \sim \mathcal{P}$ and let $\mathcal{P}_{t}$ be the probability distribution with density

$$
x \rightarrow e^{-\psi_{X}(t)} \cdot x e^{t x}
$$

with respect to $\mathcal{P}$.
The density is well defined since

$$
\int_{[a, b]} e^{-\psi_{X}(t)} x e^{t x} d x=e^{-\psi_{X}(t)} \int_{[a, b]} x e^{t x} d x=e^{-\psi_{X}(t)} \mathbb{E} e^{t X}=e^{-\psi_{X}(t)} e^{\log \mathbb{E} e^{t X}}=1
$$

Then, $\mathcal{P}_{t}$ remains concentrated on $[a, b]$ and, thus, the random variable $Y \sim \mathcal{P}_{t}$ has a variance upper bounded by $\frac{(b-a)^{2}}{4}$.

Now, observe that:

$$
\mathbb{E} Y=\int_{[a, b]} x e^{-\psi_{X}(t)} x e^{t x} d x=e^{-\psi_{X}(t)} \mathbb{E}\left[X e^{t X}\right]
$$

and

$$
\mathbb{E}\left[Y^{2}\right]=\int_{[a, b]} x^{2} e^{-\psi_{X}(t)} x e^{t x} d x=e^{-\psi_{X}(t)} \mathbb{E}\left[X^{2} e^{t X}\right]
$$

Hence, we get that :

$$
\psi_{X}^{\prime \prime}(t)=\mathbb{E}\left[Y^{2}\right]-(\mathbb{E} Y)^{2}=\operatorname{Var}(Y) \leq \frac{(b-a)^{2}}{4}
$$

The fact that $X$ belongs to the sub-Gaussian class $\mathcal{G}\left(\frac{(b-a)^{2}}{4}\right)$ follows from Taylor's expansion theorem since $\psi_{X}(0)=\psi_{X}^{\prime}(0)=0$. Specifically, there exists a $\xi \in[0, t]$ such that:

$$
\psi_{X}(t)=\psi_{X}(0)+\psi_{X}^{\prime}(0) t+\psi_{X}(\xi) \frac{t^{2}}{2} \leq \frac{t^{2}(b-a)^{2}}{8}
$$

Now, we are able to deduce the Hoeffding's inequality. Consider $n$ independent random variables $X_{1}, \ldots, X_{n}$ where $X_{i}$ takes values in a bounded interval $\left[a_{i}, b_{i}\right]$.

Then, for $S=\sum_{i=1}^{n}\left(X_{i}-\mathbb{E} X_{i}\right)$, we know that :

$$
\psi_{S}(t)=\sum_{i=1}^{n} \log \mathbb{E} e^{t\left(X_{i}-\mathbb{E} X_{i}\right)}
$$

By the independence condition and the boundness assumption, one gets, using the Hoeffding's lemma,

$$
\psi_{S}(t) \leq \frac{t^{2}}{8} \sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}
$$

Now, one can take a simple Chernoff's bound and get :
$\mathbb{P}[S \geq \zeta]=\mathbb{P}\left[e^{\lambda \sum_{i=1}^{n}\left(X_{i}-\mathbb{E} X_{i}\right)} \geq e^{\lambda \zeta}\right] \leq e^{-\lambda \zeta} e^{\frac{\lambda^{2}}{8} \sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}}=\exp \left(-\lambda \zeta+\frac{\lambda^{2}}{8} \sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}\right)$
Now, optimizing on the parameter $\lambda>0$, one gets :

$$
\lambda^{*}=\frac{4 \zeta}{\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}}
$$

Thus, we get the following fundamental inequality :
Theorem 4.1.21 - Hoeffding's Inequality. Let $X_{1}, \ldots, X_{n}$ be independent bounded random variables s.t. $\mathbb{P}\left[X_{i} \in\left[a_{i}, b_{i}\right]\right]=1$. Let $S_{n}=\sum_{i=1}^{n} X_{i}$. Then for any $\zeta>0$, we have that:

$$
\mathbb{P}\left[S_{n}-\mathbb{E} S_{n} \geq \zeta\right] \leq \exp \left(\frac{-2 \zeta^{2}}{\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}}\right)
$$

and

$$
\mathbb{P}\left[S_{n}-\mathbb{E} S_{n} \leq-\zeta\right] \leq \exp \left(\frac{-2 \zeta^{2}}{\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}}\right)
$$

By mixing these two inequalities, one gets :

$$
\mathbb{P}\left[\left|S_{n}-\mathbb{E} S_{n}\right| \geq \zeta\right] \leq 2 \exp \left(\frac{-2 \zeta^{2}}{\left.\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}\right)}\right)
$$

Note that one could use the empirical mean $\bar{X}=\frac{X_{1}+\ldots+X_{n}}{n}$, where the random variables $X_{i}$ are strictly bounded in $\left[a_{i}, b_{i}\right]$, and get:

$$
\begin{equation*}
\mathbb{P}[\bar{X}-\mathbb{E} \bar{X} \geq \zeta] \leq \exp \left(-\frac{2 n^{2} \zeta^{2}}{\sum_{i=1}^{n}\left(b_{i}-a_{i}\right)^{2}}\right) \tag{4.46}
\end{equation*}
$$

We will often use this inequality to obtain good sample complexity bounds for our learning problems. A broad collection of other concentration inequalities can be found in [BS16].

# 5. Mathematical Foundations III : Information Theory 

### 5.1 Information Theory

Statistical learning theory is based on the idea of discovering knowledge using statistics and functional analysis. The discovery of this hidden knowledge is done through the classical procedure of sampling (for instance, in our problem, we try to discover a hidden permutation via noisy samples). Samples offer information. Often it is important to question whether a new sample offers information. Thus, it is crucial to define a way to measure how much information a sample provides. This measure is provided through the field of information theory.

The field of information theory lies in the intersection of mathematics, computer science and statistics. Concepts like entropy, mutual information, codes and sufficient statistics are broadly studied and applied in statistical learning theory and, hence, they will be presented in the following sections.

### 5.1.1 Entropy

The information theoretic notion of entropy was introduced by Claude Shannon in his classic paper 'A Mathematical Theory of Communication' [Sha48] in 1948. Entropy was firstly appeared in the field of statistical thermodynamics through the works of Ludwig Boltzmann (1872) and of J.Willard Gibbs (1878).

They considered a collection of classical particles, a system, with a discrete set of microstates $X$ and, for each microstate $i \in X$, with energy $E_{i}$, a corresponding probability $p_{i}$, that is the probability the system occupy that specific microscopic configuration during thermal fluctuations.

Specifically, Gibbs defined the measure of entropy as :

$$
S=-k_{B} \sum_{i \in X} p_{i} \ln p_{i}
$$

where $k_{B}$ denoted the Boltzmann's constant. In each step, the system is distributed over a set of $|X|$ microstates, each one with probability $p_{i}$ and energy $E_{i}$. Adding heat to the system, its thermodynamic entropy increases because it increases the number of possible microscopic states that it could be in, thus making any complete state description longer. This observation is important, since as we will see, entropy is strongly connected to the length of the description of a random source, in the information theoretic setting that follows.

In the field of information theory, entropy was introduced by Shannon for a discrete random variable $X$ with range $\mathcal{X}$ and probability mass function $p(X)$ as :

$$
\begin{equation*}
H(X)=\sum_{x} p(x) \log _{2} \frac{1}{p(x)}=\sum_{x} \mathbb{P}[X=x] \log _{2} \frac{1}{\mathbb{P}[X=x]}=\mathbb{E}\left[-\log _{2} p(X)\right] \tag{5.1}
\end{equation*}
$$

where $x$ takes values in the essential range of $X$ (that is to say, those values of $X$ for which $\mathbb{P}[X=x]>0)$.

Shannon expressed the notion of information that is contained in a discrete source via a functional that quantifies the uncertainty of this discrete random variable. The essence of uncertainty is hidden inside the probability mass function and the mass it assigns to the possible output values of the random variable. Shannon proposed the following function to measure the information of each event $A$ in a discrete source :

$$
\begin{equation*}
I(A)=\log \left(\frac{1}{P(A)}\right) \tag{5.2}
\end{equation*}
$$

Intuitively, the notion of entropy gives a way to measure the uncertainty of a random variable, the amount of information it carries. Thus, the smaller the value of the entropy, the more a priori information one has for the random variable. At the same time, entropy is linked to idea of the amount of 'space' one needs to store the information of a random variable. In classical computer science, data are stored in bits. Entropy preserves this notion. Entropy is expressed in bits when one uses the logarithm to the base 2 and in nats when one uses the natural logarithm. In the information theory literature, the logarithm to base 2 is often used to define entropy, rather than the natural logarithm, in which case $H(X)$ can be interpreted as the number of bits needed to describe $X$ on the average.

- Example 5.1 Some examples follow in order to understand better Shannon's entropy.
- A discrete random variable taking uniformly $M$ different values has entropy $\log _{2} M$.
- A fair coin can be seen as a random variable, taking two possible values (Heads or Tails) with equal probability. Hence, its entropy is 1 bit.
- When throwing $N$ fair coins, the number of all possible outcomes is $2^{N}$ and so the entropy is $N$ bits.
- A random variable $X \sim B e(p)$ has entropy $H_{X}=H(p)=-\operatorname{plog}_{2} p-(1-$ $p) \log _{2}(1-p)$. The entropy vanishes when $p$ equals 0 or 1 (since the uncertainty 'vanishes') and is maximal when $p=\frac{1}{2}$ (since the uncertainty is maximal).

Usually, we are interested in the joint entropy $H(X, Y)$ of the random variable $(X, Y)$. That is :

$$
\begin{equation*}
H(X, Y)=H(X \mid Y)+H(Y)=H(Y \mid X)+H(X) \tag{5.3}
\end{equation*}
$$

where the conditional entropy $H(X \mid Y)$ is defined as :

$$
\begin{equation*}
H(X \mid Y)=\sum_{y} \mathbb{P}[Y=y] H(X \mid Y=y) \tag{5.4}
\end{equation*}
$$

where $H(X \mid Y=y)=\sum_{x} \mathbb{P}[X=x \mid Y=y] \log _{2} \frac{1}{\mathbb{P}[X=x \mid Y=y]}$ and for the above formulae $y$ is ranging over the essential range of $Y$ and $x$ is running over the essential range of $X$ conditioned to $Y=y$.

Using Jensen's inequality and the concativity of $x \mapsto x \log \frac{1}{x}$, we get that:

$$
H(X \mid Y)=\sum_{y} \mathbb{P}[Y=y] H(X \mid Y=y)=\sum_{y} \mathbb{P}[Y=y] \sum_{x} \mathbb{P}[X=x \mid Y=y] \log \frac{1}{\mathbb{P}[X=x \mid Y=y]}
$$

By Jensen's inequality,

$$
H(X \mid Y) \leq \sum_{x}\left(\sum_{y} \mathbb{P}[X=x \mid Y=y] \mathbb{P}[Y=y]\right) \log \frac{1}{\sum_{y} \mathbb{P}[X=x \mid Y=y] \mathbb{P}[Y=y]}
$$

The RHS can be written as :

$$
\sum_{x} \mathbb{P}[X=x] \log \frac{1}{\mathbb{P}[X=x]}=H(X)
$$

Hence,

$$
\begin{equation*}
H(X \mid Y) \leq H(X) \tag{5.5}
\end{equation*}
$$

This is intuitively obvious since information (knowledge of $Y$ ) decreases the uncertainty and consequently decreases the entropy of $X$. The conditional entropy $H(X \mid Y)$ is a measure of the amount of new information carried by $X$, given that we already know the value of $Y$. When does equality hold?

From the above inequality, we conclude the subadditivity of entropy :

$$
\begin{equation*}
H(X, Y) \leq H(X)+H(Y) \tag{5.6}
\end{equation*}
$$

- Example 5.2 As we saw in the previous chapter, KL divergence can be expressed in terms of entropy. Specifically,

$$
D_{K L}(\mathbb{P} \| \mathbb{Q})=-\sum_{x \in X} p(x) \log q(x)+\sum_{x \in X} p(x) \log p(x)
$$

In the RHS, the second term is simply the negative entropy of the measure $\mathbb{P}$. The first term is called the cross entropy of the distributions $\mathbb{P}$ and $\mathbb{Q}$, that is :

$$
H(\mathbb{P} \| \mathbb{Q})=\mathbb{E}_{\mathbb{P}}\left[\log \frac{1}{\mathbb{Q}}\right]=\sum_{x \in X} p(x) \log \frac{1}{q(x)}
$$

It is important not to confuse the notion of cross entropy with that of joint entropy. Cross entropy is defined as:

$$
H(\mathbb{P} \| \mathbb{Q})=H(\mathbb{P})+D_{K L}(\mathbb{P} \| \mathbb{Q})
$$

and thus, $D_{K L}(\mathbb{P} \| \mathbb{Q})=H(\mathbb{P} \| \mathbb{Q})-H(\mathbb{P})$.
KL divergence is usually called information gain achieved if the distribution $\mathbb{Q}$ is used instead of $\mathbb{P}$.

From Gibb's inequality, we have that :

$$
H(\mathbb{P} \| \mathbb{Q}) \geq H(\mathbb{P})
$$

This is obvious from a information theoretic point of view. The expected number of bits required to code samples from distribution from $\mathbb{P}$ using a code optimized for $\mathbb{Q}$ is larger than the number of bits required to code samples from distribution from $\mathbb{P}$ using a code optimized for $\mathbb{P}$.

We define the notion of mutual information between two discrete random variables by :

$$
\begin{equation*}
I(X, Y)=H(X)+H(Y)-H(X, Y)=H(X)-H(X \mid Y)=H(Y)-H(Y \mid X) \tag{5.7}
\end{equation*}
$$

Hence, $I(X, Y) \geq 0$. We could consider $I(X, Y)$ as a measure of the extend to which $X, Y$ are not independent. It expresses the amount of information that we get for the one random variable by observing the other one. Thus, it is a symmetric measure.

Remark 5.1.1 In the literature, the sums $\sum_{x \in X}$ usually do not run over the essential range of the random variable $X$ but in the whole range of $X$, including those $x$ s.t. $\mathbb{P}[X=x]=0$. Thus, it is, in general, a common knowledge that these terms offer 0 to the sum since $\lim _{a \downarrow 0^{+}} a \log a=0$.

## How one could deduce Shannon's entropy formula?

We would like to define a useful measure for quantifying the information that we gain by observing an event of probability $p$. Let $I(p)$ be that information measure. $I(p)$ should satisfy the following properties :

- Information is non-negative : $I(p) \geq 0$ (1)
- Events with probability $p=1$, provide zero information : $I(1)=0$ (2)
- Two independent events, whose joint probability is the product of the two measures, the information gained is the sum of the information measures : $I\left(p_{1} \cdot p_{2}\right)=I\left(p_{1}\right)+I\left(p_{2}\right)(3)$
- The measure is continuous with respect to $p$ and is decreasing as $p$ increases (since the more probable the event is, the less information is provided) : $I(p) \downarrow p$
Property (3) offers the intuition that the information measure will have a logarithmic structure. Specifically :
- By (3), $I\left(p^{2}\right)=I(p * p)=2 I(p)$.
- Inductively, $I\left(p^{n}\right)=n I(p)$.
- $I(p)=I\left(\left(p^{\frac{1}{m}}\right)^{m}\right)=m I\left(p^{\frac{1}{m}}\right) \Rightarrow I\left(p^{\frac{1}{m}}\right)=\frac{1}{m} I(p)$.
- Hence, $I\left(p^{\frac{n}{m}}\right)=\frac{n}{m} I(p)$.
- Since the measure is continuous, for $0<p \leq 1$ and $r \in \mathbb{R}_{>0}, I\left(p^{r}\right)=r I(p)$
- Thus, for some base $b, I(p)=\log _{b}\left(\frac{1}{p}\right)=-\log _{b}(p)$.


## Coding Theory

Another interesting way to link entropy with the term $-\sum p_{i} \log p_{i}$ is via convex optimization and coding theory using Kraft's inequality. But, firstly, we need to introduce the fundamentals of Coding theory.

Let $X$ be a random variable with range $\mathcal{X}$ and let $\mathcal{D}$ be a $D$-ary alphabet. Without loss of generality, suppose that $\mathcal{D}=\{0,1, \ldots, D-1\}$. Also, let $\mathcal{D}^{*}$ be the set of finite-length strings of symbols from $\mathcal{D}$.
Definition 5.1.1 - Source Code. A source code for the random variable $X$ to be a mapping $C$ from the range $\mathcal{X}$ of $X$ to $\mathcal{D}^{*}$.

For instance, if $\mathcal{D}=\{0,1\}$ and $\mathcal{X}=\{$ green $\}$, then $C($ green $)=01$ with length $l($ green $)=2$.
Definition 5.1.2 - Expected Length. For a source code $C$ of a random variable $X$ with probability mass $p$ the expected length $L(C)$ is given by

$$
\begin{equation*}
L(C)=\mathbb{E} l(X)=\sum_{x \in \mathcal{X}} p(x) l(x) . \tag{5.8}
\end{equation*}
$$

Suppose that Alice wants to send Bob an encoded stream of her color preferences. Let $\mathcal{D}=\{0,1\}$ and $\mathcal{X}=\{$ green, red, blue, purple $\}$.

At first, Alice uses the following encoding $C_{1}: \forall x \in \mathcal{X}, C_{1}(x)=0$.

It is obvious that Bob, given a symbol 0 , cannot decode it in a clear way. This code is said to be singular. Hence, Alice's description-encoding is ambiguous. Non singularity suffices for an unambiguous encoding of the range of the random variable.
Definition 5.1.3 - Non singular Code. A code is said to be non singular if every element of the range of $X$ maps into a different string in $\mathcal{D}^{*}$. That is $x \neq x^{\prime} \Rightarrow$ $C(x) \neq C\left(x^{\prime}\right)$.

Alice wants to send Bob a stream of her color preferences. Thus, the code $C$ needs
to be extended to a code $C^{*}: \mathcal{X}^{*} \rightarrow \mathcal{D}^{*}$, that is, for $x=x_{1} \ldots x_{n} \in \mathcal{X}^{*}$ :

$$
\begin{equation*}
C^{*}\left(x_{1} \ldots x_{n}\right)=C\left(x_{1}\right) \ldots C\left(x_{n}\right), \tag{5.9}
\end{equation*}
$$

where $C\left(x_{1}\right) \ldots C\left(x_{n}\right)$ denotes codewords concatenation.
Then, Alice uses the following code $C_{2}$ that maps \{green, red, blue, purple\} $\mapsto$ $\{0,010,01,10\}$. This code is non singular since each element of the range $\mathcal{X}$ is encoded using a different codeword. Suppose that Alice sends the stream 010. Then Bob cannot understand if Alice sent 'red' or 'green,purple' or 'blue,green'. This is because the code is not uniquely decodable. In a uniquely decodable code one has only one possible source string generating it.
Definition 5.1.4 - Uniquely Decodable Code. A code is called uniquely decodable if its extension is non singular.

Alice uses the following code $C_{3}$ mapping $\{$ green, red, blue, purple $\} \mapsto\{10,00,11,110\}$. This code is uniquely decodable.

Suppose that Alice streams the sequence 1100. Then Bob, after seeing the whole sequence will deduce that Alice sent the message 'blue,red'. This sequence cannot be decoded in any other valid way. But, suppose that Bob wanted to parse the stream and do not need to look at the entire string to determine the codewords. Then, this code would fail since Bob will read '11' and then he cannot decide if this means 'blue' or he has to proceed to the next character and read 'purple'. The problem is that the codeword 11 is prefix for the codeword 110 . Only after reading the whole stream, he will be totally sure what the unique decoding is.

Thus, in order Bob's desire to be fulfilled, Alice needs to design a new code.
Definition 5.1.5 - Instantaneous Code. A code is called an instantaneous code (or prefix code) if no codeword is a prefix of any other codeword.

Finally, Alice uses the following code $C_{4}$ that maps \{green, red, blue, purple\} $\mapsto$ $\{0,10,110,111\}$. This code is instantaneous and Bob can decode each symbol as soon as he has read the whole codeword corresponding to it. Now, whatever sequence Alice streams, it will be easily and instantly decoded by Bob.

In general :

## Instantaneous $\subset$ Uniquely Decodable $\subset$ Non Singular $\subset$ All codes

## Kraft's inequality

Consider the problem of finding the instantaneous code with the minimum expected length. Equivalently, we should find the lengths $l_{1}, \ldots, l_{n}$ that satisfy Kraft's inequality and whose expected length is less than any other's instantaneous code.

Theorem 5.1.2 - Kraft's inequality. For any instantaneous code over a D-ary alphabet, the codeword lengths $l_{1}, l_{2}, \ldots, l_{n}$ must satisfy the inequality :

$$
\begin{equation*}
\sum_{i=1}^{n} D^{-l_{i}} \leq 1 \tag{5.10}
\end{equation*}
$$

Conversely, given a set of codeword lengths that satisfy this inequality, there exists an instantaneous code with these word lengths.

The theorem's proof can be found in the classical information theory book [CT06].

- Example 5.3 Now, we will see how entropy arises from the minimization of the expected length of any prefix code. Suppose that we want to find the instantaneous code over a $D$-ary alphabet with the minimum expected length.


## Optimal Prefix Code

Input : A set of codeword lengths $\left\{l_{i}\right\}$ of size $n$.
Output : $L^{*}:=$ minimum expected length
Thus, the optimization problem can be expressed as follows.

$$
\begin{gathered}
\text { (PRIMAL) }: \min _{\left(l_{1}, \ldots, l_{n}\right) \in \mathbb{Z}_{\geq 0}^{n}} \sum_{i=1}^{n} l_{i} p_{i} \\
\text { s.t. } \sum_{i=1}^{n} D^{-l_{i}} \leq 1
\end{gathered}
$$

This is a constraint optimization problem. Using the Lagrange multipliers, we can work on the minimization of the Lagrangian function :

$$
J=\sum_{i=1}^{n} l_{i} p_{i}-\lambda\left(1-\sum_{i=1}^{n} D^{-l_{i}}\right)
$$

Differentiating with respect to $l_{i}$, we get that:

$$
\frac{\partial J}{\partial l_{i}}=p_{i}-\lambda D^{-l_{i}} \ln D
$$

Thanks to the convexity of the problem, we can set the derivative to 0 and obtain

$$
D^{-l_{i}}=\frac{p_{i}}{\lambda \ln D}
$$

Thus, the constraint now gives for $\lambda$ :

$$
\lambda=\frac{1}{\ln D} \text { and } p_{i}=D^{-l_{i}} .
$$

So, the optimal expected length is :

$$
L^{*}=\sum p_{i} l_{i}^{*}=\sum p_{i} \log _{D} \frac{1}{p_{i}}=H_{D}(X)
$$

Remark 5.1.3 Since $l_{i}$ should be integers, in some case a rounding technique will be needed that will round the lengths near the non-integer optimal lengths set.

Thus, the entropy controls the optimal codeword length of the prefix code.

### 5.1.2 Sufficient statistics

We continue by presenting in short the notion of sufficient statistics, that was introduced by Sir Ronald Fisher in 1920.

Let $\left\{X_{i}\right\}_{i=1}^{n}$ be samples of a distribution $\mathcal{D}$ with an unknown parameter $\theta$.
We say that the statistic $Y=u\left(X_{1}, \ldots, X_{n}\right)$ is sufficient if the probability $\mathbb{P}\left[X_{1}=\right.$ $\left.x_{1}, \ldots, X_{n}=x_{n} \mid Y=y\right]$ does not depend on the parameter $\theta$.

That is, if one knows the sufficient statistic, there is no other function of the samples that could offer more information for the unknown parameter.

Theorem 5.1.4 - Fisher-Neyman factorization. Let $f_{\theta}$ be the density function of a distribution with unknown parameter $\theta$. Then, the statistic $T$ is sufficient for the parameter $\theta$ iff there are non-negative functions $h, g$ s.t. $f_{\theta}(x)=h(x) g_{\theta}(T(x))$.

### 5.1.3 Fano's Inequality

Fano's inequality is a popular information-theoretical result that provides a lower bound on worst-case error probabilities in multiple-hypotheses testing problems. Multiple variants of Fano's inequality have been derived in the literature. In this thesis, we will use the following version.

Let $(\Omega, \mathcal{F})$ be a measurable space, and $\mathcal{D}(\Omega)$ be the set of all probability distributions on it. Consider the set $\mathcal{A}_{m}=\left\{A: \mathcal{X}^{n} \rightarrow \mathbb{R}^{\mathcal{X}}\right\}$ is the set of deterministic learning algorithms $A$ that take $m$ samples and output a hypothesis distribution $D_{A}$.

Let $\mathcal{F} \subseteq \Delta(\Omega)$ be a family of distributions and assume that we have access to $m$ i.i.d. samples drawn from a distribution $x=\left(x_{1}, \ldots, x_{m}\right) \sim D^{m} \in \mathcal{F}$. Let $\tilde{D}$ be an estimator of $D$, given the $m$ samples and define the risk of the estimator $\tilde{D}$ :

$$
\mathcal{R}_{m}(\tilde{D}, \mathcal{F})=\sup _{D \in \mathcal{F}} \mathbb{E}_{x \sim D^{m}}\left[d_{T V}(\tilde{D}, D)\right]
$$

We will introduce the notion of the minimax risk of a family of distributions $\mathcal{F} \subseteq \Delta(\Omega)$ and $m>0:$

$$
R_{m}(\mathcal{F})=\inf _{A \in \mathcal{A}_{m}} \mathcal{R}_{m}\left(\tilde{D}_{A}, \mathcal{F}\right)=\inf _{A \in \mathcal{A}_{m}} \sup _{D \in \mathcal{F}} \mathbb{E}_{x \sim \mathcal{D}^{n}}\left[d_{T V}\left(\tilde{D}_{A}, D\right)\right]
$$

$R_{m}(\mathcal{F})$ represents the minimum expected error of any $m$-samples learning algorithm $A$ when running on the worst possible target distribution from the class $\mathcal{F}$.

The following result is due to Yu.

Theorem 5.1.5 - Fano's inequality. Let $\mathcal{F}$ be a finite family of densities s.t.

$$
\begin{aligned}
& \text { 1. } \inf _{f, g \in \mathcal{F}, f \neq g} d_{T V}(f, g) \geq a \\
& \text { 2. } \sup _{f, g \in \mathcal{F}, f \neq g} D_{K L}(f \| g) \leq b
\end{aligned}
$$

then it holds that:

$$
R_{m}(\mathcal{F}) \geq \frac{a}{2}\left(1-\frac{m b+\ln 2}{\ln |\mathcal{F}|}\right)
$$

Thus, in order to lower bound the minimax risk of a family of distributions, and essentially the total variation distance, we just need to consider a finite family of densities and bound their TV distance and their KL divergence from below and from above respectively. Variations of the Fano's inequality and techniques in deriving Fano-type inequalities can be found in [SGS17].

## 6. On Voting \& Social Choice Theory

### 6.1 Foundations of Voting Theory

For further understanding the problem we want to deal with, it is crucial to discover the foundations of modern voting theory. Thus, in order create the links between that domain and our problem concerning preference learning will begin by answering some crucial questions that could easily arise.

How is our problem related with Voting Theory and Social Choice Theory?
Our goal is to discover a hidden true ordering among $m$ alternatives from a set $A$, given a collection of samples, where each sample is a permutation of the elements of $A$. One could easily think of a voting process the exact same way. Each voter proposes her own perspective on how she believes this hidden global preference list is ordered and, afterwards, an appropriate voting rule is applied, that aggregates each vote (noisy sample) and outputs the final result, a global 'socially-acceptable' ranking. Hence, intuition and tools offered by the voting theory field will be useful to our analysis.

## Reformulating the problem.

There is a true hidden preference among $m$ objects $\left\{a_{i}\right\}_{i=1}^{m}$, that is expressed by a permutation over these alternatives $a_{i_{1}} \succ a_{i_{2}} \succ \ldots \succ a_{i_{m}}$. For instance, these $m$ objects can be candidates of an election process and the hidden ordering could be the 'socially-acceptable' ranking. Each voter offers in the election process a noisy sample, her own point of view considering the true ordering of the $m$ alternatives. We play the role of a voting rule that has to output a ranking of the $m$ alternatives.

## What are the points of interest of the social choice field?

Social choice area is interested in the aggregation of preferences-perspectives in order to output a 'common decision', a 'social preference'. The need of techniques and results from that field appears other closely related areas, such as economics, management and voting systems.

## How dit it all start?

One of the pioneers of that field, and specifically in the forefront of the application of mathematics in the area of social sciences, was the French mathematician and philosopher Marquis de Condorcet. In 1785, Condorcer published his work 'Essay on the Application of Analysis to the Probability of Majority Decisions'. In that work, he mentions two crucial results, that are nowadays known as the Condorcet's Paradox and the Condorcet's Jury Theorem.

Condorcet's paradox. Consider a voting procedure with two candidates, where each voter has a preference to one of them. If the society, as a whole, wants to choose in common one of the two candidates, based on social acceptance, the majority voting rule seems to be a logical and correct choice. Condorcet questioned the following :

What happens if there are more than two candidates? Is the majority voting still a good choice?

Condorcet proposed the following (counter)example : We denote by $a \succ_{i} b$, when the voter $i$ prefers $a$ over $b$. Consider a setting with three candidates $a, b, c$ and three voters with the following preferences :

- $a \succ_{1} b \succ_{1} c$
- $b \succ_{2} c \succ_{2} a$
- $c \succ_{3} a \succ_{3} b$

We can easily observe that the majority of the voters prefers $a$ over $b, b$ over $c$ and $c$ over $a$. Hence, the socially acceptable preference, according to the majority rule is $a \succ b \succ c \succ a$, which is obviously inconsistent. Whoever candidate will get elected, there will be a majority of citizens that will disagree with that choice. Equivalently, the graph generated by this ranking will have a cycle.

Hence, Condorcet deduced that the majority voting rule is a valuable technique for social decision making, thank to its simplicity, but it deals with a considerable amount of issues. Consequently, Condorcet clarified the necessity of designing methods in the field of voting and social choice theory, that will encounter issues like the one mentioned above.

Condorcet's Jury Theorem. Consider a group of juries, that is called to decide if the defendant is innocent or guilty. Suppose that each member of the group has a common and independent probability $p \in\left(\frac{1}{2}, 1\right)$ of making the right choice. Then, the majority of juries is more likely to make the correct choice than each jury individually. Additionally, as the size of the group increases, the probability of
making the right choice tends to one. In a mathematical perspective, the probability is expressed as a sum of binomial random variables :

$$
\operatorname{Maj}(p, n)=\sum_{i=\lfloor n / 2\rfloor+1}^{n}\binom{n}{i} p^{i}(1-p)^{n-i} \longrightarrow 1, \text { as } n \rightarrow \infty
$$

$\operatorname{Maj}(p, n)$ expresses the probability that the majority of the $n$ juries makes the right choice, when each member decides correctly with probability $p$. Under these circumstances, the majority rule works well. On the other side, if $p \in\left[0, \frac{1}{2}\right]$, the results get reversed and the best choice would be to choose a jury at random and judge according to the decision of the randomly chosen jury.

## Is there a fair voting method?

One of the most important results concerning the fairness of voting methods is the famous Arrow's impossibility theorem. The economist Kenneth Arrow demonstrated the theorem in his doctoral thesis and popularized it in his 1951 book 'Social Choice and Individual Values'.

> No voting method is fair, every ranked voting method is flawed. The only voting method that isn't flawed is a dictatorship.

Arrow states that, when the number of alternatives is grater that 3, there is no ranked voting electoral system that, given the ranked preferences of voters, can deduce a community-wide ranking (complete and transitive) which will be 'fair' in a sense of satisfying a set of logical criteria.

The voting setting will be formally presented in the following section. Nevertheless, we are going to present the main setting here in order to refer to Arrow's impossibility theorem.

We will consider a set of $n$ voters and a set of alternatives $A$ (the candidates). We denote the set of permutations on $A$ with $\mathcal{L}(A)$. It is worth mentioning that if $\succ \in \mathcal{L}(A)$, then $\succ$ is transitive $(a \succ b, b \succ c \Rightarrow a \succ c)$ and antisymmetric ( $a \succ b \wedge b \succ$ $a \Rightarrow a=b$ ). Hence, $\succ$ is a total order on $A$. The preference of voter $j$ is denoted by $\succ_{j}$ and $j$ prefers $a$ over $b$ if $a \succ_{j} b$.

A voting method or voting rule is just a function that aggregates the preferences of all voters into a total social order on the alternatives. This function $f: \mathcal{L}(A)^{n} \rightarrow \mathcal{L}(A)$ is usually called a social welfare function.

From our experience in our everyday lives, it seems natural to think that such a function, in order to be 'good', should satisfy some criteria.
$\square$ A 'good' voting method $f$ should satisfy unanimity: If each voter has the same identical preference ranking $\succ^{*}$, then the socially acceptable order should be that exact ranking. Formally, unanimity can be stated as :

$$
\forall \succ^{*} \in \mathcal{L}(A), f\left(\succ^{*}, \ldots, \succ^{*}\right)=\succ^{*}
$$

A 'good' voting method $f$ should not be a dictatorship : A voter is a dictator when the final resulting preference is independent of the other $n-1$ voters and only the dictator chooses the social preference. Specifically, a voter $j$ is a dictator in $f$ if for all voter preferences $\succ_{1}, \ldots, \succ_{n} \in \mathcal{L}(A), f\left(\succ_{1}, \ldots, \succ_{n}\right)=\succ_{j}$. Hence, $f$ is not a dictatorship if no dictator exists.
$\square$ A 'good' voting method $f$ should satisfy independence of irrelevant alternatives. That is the social preference between any pair of alternatives $x, y \in A$, depends only on the preferences expressed by the voters' only between these two candidates. Hence, $\forall x, y \in A, \forall \succ_{1}, \ldots, \succ_{n}, \succ_{1}^{*}, \ldots, \succ_{n}^{*} \in \mathcal{L}(A)$ where $f\left(\succ_{1}, \ldots, \succ_{n}\right)=$ $\succ, f\left(\succ_{1}^{*}, \ldots, \succ_{n}^{*}\right)=\succ^{*}$, we have that if :

$$
\left(x \succ_{j} y \Longleftrightarrow x \succ_{j}^{*} y \forall j\right) \Rightarrow\left(x \succ y \Longleftrightarrow x \succ^{*} y\right)
$$

A simpler way to develop an intuition with that rule is the following question : Why should a voter's preferences about candidate $z \neq x, y$, influence the social ordering between candidates $x$ and $y$ ?
These three rules would be crucial to hold in order to have a 'good' voting method in common sense. Arrows' theorem clarifies that it is impossible for a voting method with more than 3 candidates to satisfy these three rules at the same time.

Theorem 6.1.1 - Arrow's Theorem. Every social welfare function over a set of at least 3 alternatives $(|A| \geq 3)$ that satisfies unanimity and independence of irrelevant alternatives is a dictatorship.

Arrow's theorem states that for any non trivial voting procedure, there is no votes aggregation algorithm that can output a ranking that will successfully aggregate the individual voting preferences of each voter to a common socially optimal order of preferences, without violating a collection of axioms. These criteria, presented above, correspond to some properties that a 'good' voting scheme should satisfy. [NN07]

In conclusion, one could think that the impossibility theorem of Arrow could be a terminating point to the field of social choice and of voting theory. This is exactly the point where computer science and statistics arise in order to expand the framework of social choice theory. In order to deal with the weaknesses of ballots and voting rules, one could think that voting rules act like estimators. In this modern voting scheme, we consider that there is a hidden global truth, that each voter is coping to estimate. Thus, each vote corresponds to a noisy version of that underlying truth. Hence, voting rules, trying to output a social acceptable ranking, are connected to the notion of maximum likelihood estimator. This idea will be presented in the following section. But, before proceeding to the statistical perspective of voting rules, we present the main framework of statistical voting theory.

### 6.2 Statistical Foundations of Virtual Social Choice

After revisiting the foundations and the main results of voting theory, we are able to introduce a voting setting with a statistical point of view. This setting will be closely connected to our ranking learning framework. One could think of these two setting
in parallel, since our ranking models can be seen completely as voting procedures the way defined as follows.

### 6.2.1 Voting Setting

The main setting of voting theory consists of whom we vote (alternatives) and how we vote (votes).

Definition 6.2.1 - Alternatives. $A$ set $A=\left\{a_{1}, \ldots, a_{m}\right\}$ of alternatives - options, that voters want to rank.

A vote is just a ranking among the alternatives.
Definition 6.2.2 - Vote. The vote of each voter is a bijective function $\sigma: A \rightarrow$ $\{1,2, \ldots, m\}$, that is each vote is a permutation of the elements of $A$.

For alternatives $a, b \in A$, if $\sigma(a)<\sigma(b)$, then the voter prefers $a$ over $b$. This is denoted by $a \succ_{\sigma} b$.
Definition 6.2.3 - Voting Profile. The set of all votes, that is the set of all possible bijective functions (permutations) $\sigma$, is denoted by $\mathcal{L}(A)$. A voting profile of $n$ votes is denoted by $\pi \in \mathcal{L}(A)^{n}$.

### 6.2.2 Voting Rules

We can think of a voting rule as a function that takes as input a vote profile, that is a list of the preferences of voters, and outputs a ranking. These rules can output either deterministically or randomly.
Definition 6.2.4 - Deterministic voting rule of $n$ votes. A deterministic voting rule of $n$ votes is a function, that takes as input a voting profile of $n$ votes and outputs a winner vote.

$$
\begin{equation*}
r_{n}^{D e t}: \mathcal{L}(A)^{n} \rightarrow \mathcal{L}(A) \tag{6.1}
\end{equation*}
$$

Collecting all the $n$-votes deterministic voting rules for all $n \in \mathbb{N}$, we can define the deterministic voting rule as the union of all the $n$-votes deterministic voting rules.
Definition 6.2.5 - Deterministic voting rule. A deterministic voting rule is a function

$$
\begin{equation*}
r^{\text {Det }}: \cup_{n \geq 1} \mathcal{L}(A)^{n} \rightarrow \mathcal{L}(A), \tag{6.2}
\end{equation*}
$$

which operates on a vote profile and outputs a ranking.
Note that we define the voting rule to output a ranking over alternatives rather than a single alternative; such functions are also known as social welfare functions in the literature.

The models that we are going to introduce in the following chapters are probabilistic, so it is unavoidable not to introduce a probabilistic notion of a voting rule.

Definition 6.2.6 - Randomized voting rule. A randomized voting rule is a function

$$
\begin{equation*}
r^{\text {Rand }}: \cup_{n \geq 1} \mathcal{L}(A)^{n} \rightarrow D(\mathcal{L}(A)) \tag{6.3}
\end{equation*}
$$

where $D$ is the set of all distributions over an outcome space.
Given a profile $\pi$, the probability of a (randomized) rule $r$ to return a ranking $\sigma$ is denoted by $\mathbb{P}[r(\pi)=\sigma]$.

## Thinking of voting rules as estimators

In 1959, John Kemeny developped the following rule in order to answer to the question

If I am given a preference of each voter on a set of alternatives, what is the 'socially-wide' acceptable preference?

Suppose that we are given a set of $m$ rankings. We have to choose a permutation in the symmetric group that will represent the socially acceptable order of preferences. If one thinks of each permutation as a point on a metric space, we have to choose the point that minimizes the distance between the $m$ given points. But, as we saw in the introductory chapter, we can define appropriate distance metrics in order to convert $\mathbb{S}_{n}$ into a metric space $\left(\mathbb{S}_{n}, d_{*}\right)$, where $d_{*}$ is a valid distance metric on the symmetric groups. From now on, we will work with the Kendall's tau distance.
Definition 6.2.7 - Kemeny's Rule. Given a voting profile - voting vector $\vec{\sigma}=\left(\sigma_{1}, \ldots, \sigma_{n}\right) \in$ $\mathcal{L}(A)^{n}$, Kemeny's rule choose the ranking $\tau$ that is the closer under Kendall-Tau distance to the $n$ given votes, that is:

$$
\begin{equation*}
\tau=\arg \min _{\tau \in \mathcal{L}(A)} \sum_{i=1}^{n} d_{K T}\left(\tau, \sigma_{i}\right) \tag{6.4}
\end{equation*}
$$

During 1980-90, Peyton Young developped a technique for the study of preferences aggregation. Specifically, he considered that there exists a 'true' but 'hidden' rankingpreference among the alternatives. We get noisy signals-samples from that true and locked ranking. Young, using a probabilistic model on that exact idea, proved that the Kemeny rule is the maximum likelihood estimator of the true ranking given i.i.d. noisy samples generated by the model. Thus, in the literature, Kemeny's rule is usually referred as the Kemeny-Young method.

If we observe the above equation, it should be clear that we want to minimize the $l_{1}$ norm of the given elements on the metric space $\left(\mathbb{S}_{m}, d_{K T}\right)$ of the permutations in $\mathbb{S}_{m}$ with the Kendall's tau metric. In the following lemma, we are going to show that the choice of minimizing the $l_{1}$ norm is equivalent to the choice of finding the median of the elements of the metric space.

Lemma 6.2.1 - $l_{1}$ minimization. Given the points $p_{1}, \ldots, p_{n} \in \mathbb{R}$, the $l_{1}$ norm defined as $l_{1}(x)=\sum_{i=1}^{n}\left\|x-p_{i}\right\|_{1}$ is minimzed by the median of the given points.

Proof. - Let $\epsilon>0$ and let $x \in\left[p_{k}, p_{k+1}\right]$. Then, $p_{k} \leq x \leq x+\epsilon \leq p_{k+1}$.

- The $l_{1}$ norm's sum becomes

$$
l_{1}(x)=\sum_{i=1}^{n}\left\|x-p_{i}\right\|_{1}=\sum_{i=1}^{k}\left(x-p_{i}\right)+\sum_{i=k+1}^{n}\left(p_{i}-x\right)
$$

- We transpose $x$ to the point $x+\epsilon$ and we observe how the sum is changed :

$$
l_{1}(x+\epsilon)=\sum_{i=1}^{n}\left\|(x+\epsilon)-p_{i}\right\|_{1}=\sum_{i=1}^{k}\left(x+\epsilon-p_{i}\right)+\sum_{i=k+1}^{n}\left(p_{i}-x-\epsilon\right)=\epsilon(k-n+k)+l_{1}(x)
$$

- Hence, the discrete difference equals to $\frac{l_{1}(x+\epsilon)-l_{1}(x)}{\epsilon}=2 k-n$.
- We let $\epsilon \downarrow 0$, and we get, for $x \in\left[p_{k}, p_{k+1}\right], l_{1}^{\prime}(x)=2\left(k-\frac{n}{2}\right)$.
- The monotonicity of the $l_{1}$ norm can be simply derived: For $k<\frac{n}{2}$, the function is decreasing, for $k=\frac{n}{2}$ is constant and for $k>\frac{n}{2}$, is an increasing function of $k$.
- Thus, the minimum is attained at $k=\frac{n}{2}$ and hence the element chosen corresponds to the median of the collection of the given points.

Remark 6.2.2 It is useful to note how Kemeny's rule works when the solution is not unique. In that case, the set $T=\arg \min _{\tau} \sum_{i=1}^{n} d_{K T}\left(\tau, \sigma_{i}\right)$ will have more than one element and, hence, the rule chooses uniformly at random an element from $T$.

An algorithm for computing a ranking according to the Kemeny rule in polynomial time in the number of candidates is not known, and unlikely to exist since the problem is NP-hard even if there are just 4 voters.

An election $(V, C)$ consists of a set $V$ of $n$ votes and a set $C$ of $m$ candidates. The score of a ranking $\sigma$ with respect to election $(V, C)$ is defined as $\sum_{v \in V} d_{K T}(v, \sigma)$. A permutation $\sigma^{*}$ that attains the minimum score is usually called Kemeny consensus of $(V, C)$ and the corresponding score $\sum_{v \in V} d_{K T}\left(v, \sigma^{*}\right)$ is called the Kemeny score of $(V, C)$. The problem is defined as follows :

## Kemeny Score

Input : An election $(V, C)$ and a positive integer $k$.
Question: Is the Kemeny score of $(V, C)<k$ ?
This consensus ranking problem is known to be NP-hard ([BT89]). From a graph theoretic point of view, the NP-hardness is expressed as follows: The election can be seen as a tournament problem. The tournament requires each alternative to play
every other of the $n-1$ alternatives, but there is one more round (set of pairwise contests) to be played. We ask whether there exists a set of outcomes for the final round that will guarantee tournament victory for a particular competitor.

## Tournament Outcome

Instance : A simple clique $K_{n}$ where each edge can be either directed ( $i$ beats $j$ ) or undirected (the pairwise winner between $i$ and $j$ is not decided) and a distinguished player $x$.
Question: Is there a way of assigning directions to the undirected edges so that $x$ wins the tournament?

The Tournament Outcome under the second-order Copeland is NP-complete and the reduction is via the celebrated NP-complete problem 3,4-SAT.

As we will see in the following chapter, when the rankings are i.i.d. samples from a special noisy model, namely the Mallows distribution, consensus ranking arises during the computation of the maximum likelihood ranking.

## 7. On Probabilistic Models of Permutations

### 7.1 Prelude

Data ranking appears in a wide variety of applications, as we have already referred to the introductory chapter, but remains too difficult to model, learn from, and predict. Working with ranking data creates significant computational challenges that stem from the structural complexity of the symmetric group $\mathbb{S}_{n}$, the space of permutations on $n$ elements. Models of ranking data are mainly parametric families of distributions in the symmetric group.

There are many distributional models of rankings that have been developed in order to explain choice behavior. Two of the more popular in the machine learning community are the Mallows model and the Plackett-Luce model. The Mallows model is a distance-based ranking model and was firstly introduced by C.L. Mallows in 1957 in his paper 'Non-Null Ranking Models'. The Plackett-Luce distribution derives its name from the independent work by Plackett (1975) and Luce (1959).

Despite the fact that these two seminal ranking models were first develloped in the 20th century, a probabilistic perspective of preferences was studied two centuries earlier (1785) by Condorcet, while he was questioning the issue of political decision making. Thus, in order to link the past with the present, we choose to present the first recorded attempt to draw a ranking sample.

### 7.2 Condorcet's Decision Problem

In the previous chapter, we presented a review of some fundamental results from the theory of voting and social choice. One of the most influential people, working on that field of science, was the French mathematician and philosopher Marquis of Condorcet. During his life, Condorcet was questioning constantly the political decisions, that were deviating from the social benefit. In 1785, Condorcet worked on a probabilistic view of making the 'right decisions', where one chooses from a set of
policies and deduces a ranking that maximizes social welfare.
He considered a set of choices, from which the members of the society, the voters, express their opinion, their preference, that is a ranking over this set of choices. He considered that there is an underlying objective ranking that is the most beneficial to the society. Condorcet's model has the following properties :

- Each player votes independently from each other.
- The comparison between any pair of alternatives is independent.
- If, in the objective ranking, the choice $a$ is preferred over choice $b$, that is $a \succ b$, then a voter ranks $a$ over $b$ with probability $1-p>\frac{1}{2}$, (and hence the error probability $p<\frac{1}{2}$ ).
It is easy to think of the ranking generation process as a directed graph, whose vertices are the set of alternatives $A$ and, in each step, we add a directed edge between alternatives $a, b$. The direction of the edge is determined by the error probability $p<\frac{1}{2}$. If the objective ranking is $\pi_{0}$ and for $a, b$, we have that $a \succ_{\pi_{0}} b$, then we add the edge $a \rightarrow b$, with probability $1-p$, otherwise we add the edge $b \rightarrow a$.

Equivalently, we can think that the directed graph is initially the tournament graph induced by the objective ranking $\pi$. Afterwards, we iterate over each edge and with probability $p$, we flip the direction of that edge.

As we will show the Condorcet's noise model corresponds to the Mallows model, defined later. Thus, we will refer to the above procedure as the Condorcet-Mallows noisy ranking process, that is decribed as follows :

```
Algorithm 2 Condorcet-Mallows noisy ranking process
1. Let \(\pi_{0}\) be the objective ranking and let \(0 \leq p<\frac{1}{2}\).
2. Initialization : \(\sigma \leftarrow \emptyset\).
3. For each pair of alternatives \(a, b \in A\), s.t. \(a \succ_{\pi_{0}} b\),
        3a. with probability \(1-p\), add \(a \succ b\) to \(\sigma\),
        3b. otherwise, add \(b \succ a\) to \(\sigma\).
if \(\sigma\) is intransitive then
    GOTO step (2).
else
    RETURN \(\sigma\).
end
```

It is clear that the way we generate the ranking $\sigma$, there is a significant probability that the generated directed graph will have a cycle and, thus, the permutation will be intransitive. But, this is unacceptable. We cannot output, for instance, the permutation $a \succ b \succ c \succ a$. Hence, we have to restart the generative process.

Now, we will try to deduce the Mallows probabilistic model by analyzing the Condorcet-Mallows process.

The Condorcet-Mallows process independently decides for each pair $a, b \in A$ by flipping a random $p$-biased coin. Thus, with probability $p$, the objective ranking $\pi_{0}$ and the generated $\pi$ will have a pairwise disagreement on $a, b$ and with probability $1-p$, they will agree on that pair.

Consider the probability measure $\mathbb{P}_{C M}$ over rankings $\sigma$ :

$$
\mathbb{P}_{C M}\left[\sigma \mid \pi_{0}, p\right]=\frac{1}{Z_{C M}} \prod_{a \succ \pi_{0} b} \begin{cases}p & \text { if } \sigma, \pi_{0} \text { disagree on } a, b  \tag{7.1}\\ 1-p & \text { otherwise }\end{cases}
$$

The probability that one generates, using the Condorcet-Mallows process, a ranking $\sigma$, given $\pi_{0}, p$ is exactly equal to the $\mathbb{P}_{C M}\left[\sigma \mid \pi_{0}, p\right]$.

We note that $Z_{C M}$ is a normalization constant that will be computed later.
We have already described a notion of distance between permutations that counts the number of pairwise disagreements. Thus, the Kendall's tau distance naturally arises to the context of Mallows model.

Set the number of alternatives to be $|A|=m$. It is already known that the number of pairwise agreements equals $\binom{|A|}{2}-d$, where $d$ equals the number of pairwise disagreements. The number $\binom{m}{2}$ equals the number of edges of the clique $K_{m}$.

The measure $\mathbb{P}_{C M}$ can be expressed as follows :

$$
\begin{equation*}
\mathbb{P}_{C M}\left[\sigma \mid \pi_{0}, p\right]=\frac{1}{Z_{C M}} p^{d_{K T}\left(\sigma, \pi_{0}\right)}(1-p)^{\binom{m}{2}-d_{K T}\left(\sigma, \pi_{0}\right)}=\frac{1}{Z_{C M}}(1-p)^{\binom{m}{2}}\left(\frac{p}{1-p}\right)^{d_{K T}\left(\sigma, \pi_{0}\right)} \tag{7.2}
\end{equation*}
$$

Set $\phi=\frac{p}{1-p}$. Since $0 \leq p<\frac{1}{2}$, we get that $0 \leq \phi<1$. In the Mallows model, we will set the normalization constant $Z_{M M}$ to be :

$$
\frac{1}{Z_{M M}}=\frac{1}{Z_{C M}}(1-p)^{\binom{m}{2}}
$$

It can be shown that :

$$
\begin{equation*}
Z_{M M}=1 \cdot(1+\phi) \cdot \ldots \cdot\left(1+\phi+\ldots+\phi^{m-1}\right) \tag{7.3}
\end{equation*}
$$

and thus :

$$
\begin{equation*}
Z_{C M}=(1-p){ }^{\binom{m}{2}}\left(1+\frac{p}{1-p}\right)\left(1+\frac{p}{1-p}+\left(\frac{p}{1-p}\right)^{2}\right) \ldots\left(1+\frac{p}{1-p}+\ldots+\left(\frac{p}{1-p}\right)^{m-1}\right) \tag{7.4}
\end{equation*}
$$

### 7.3 The Mallows Model

The importance of the Mallows Model for permutations is equivalent to the importance of the normal distribution on the real line. In order to understand the notion of this noisy model, it is worth reminding the reader the problem we want to solve.

Main Problem: There is a true hidden preference among $m$ objects $\left\{a_{i}\right\}_{i=1}^{m}$, that is expressed by a permutation over these alternatives $a_{i_{1}} \succ a_{i_{2}} \succ \ldots \succ a_{i_{m}}$. Our goal is to learn this true hidden ordering, given noisy samples in the sense that each sample is an element of the symmetric group generated by these $m$ elements. Thus, each samples is one of the $m$ ! possible ranking and is drawn by a distribution parameterized by the true hidden ranking.

How many samples will be needed in order to learn the true hidden ranking with high probability?

This question is of significant importance but we firstly need to clarify our setting. Hence, the most useful question is the following :

What is the distribution of our model?

### 7.3.1 The Mallows model $\mathcal{M}\left(\pi_{0}, \phi\right)$

The simplest form for the Mallows model is the $\mathcal{M}\left(\pi_{0}, \phi\right)$. Let $\pi_{0}$ be the 'underlying truth', the hidden central ranking parameter of the Mallows models and let $\phi \in[0,1]$ be the spread parameter or the dispersion of the model. One could think of $\phi$ as the swapping probability of each pair of adjacent elements. The higher the value of the dispersion, the more noisy are the samples generated by the model, since swaps are more likely to occur in the initial central ranking. The lower the value of $\phi$, the more stable our samples will be, since the sampling procedure will not cause, with high probability, vaste of swaps.

In the previous section, we showed that the probability of drawing a ranking $\pi$ of size $n$, given the true order $\pi_{0}$ is proportional to :

$$
(1-p)^{\binom{n}{2}-d_{K T}\left(\pi, \pi_{0}\right)} p^{d_{K T}\left(\pi, \pi_{0}\right)}
$$

Thus, using a standard normalization and setting $\phi=\frac{p}{1-p}<1$, we get that:

$$
\begin{equation*}
\mathbb{P}\left[\pi \mid \pi_{0}\right]^{1}=\frac{1}{Z\left(\phi, \pi_{0}\right)} \phi^{d_{K T}\left(\pi, \pi_{0}\right)} \tag{7.5}
\end{equation*}
$$

where $d_{K T}: \mathbb{S}_{n} \times \mathbb{S}_{n} \rightarrow \mathbb{Z}_{\geq 0}$ is the known Kendall's tau ranking distance

$$
\begin{equation*}
\left.d_{K T}(\pi, \sigma)=\sum_{1 \leq i<j \leq n} \mathbb{1}\{(\pi(i)-\pi(j))(\sigma(i)-\sigma(j))<0)\right\} \tag{7.6}
\end{equation*}
$$

The probability $\mathbb{P}\left[\pi \mid \pi_{0}\right]$ corresponds to the probability of drawing $\pi$ as sample from a Mallows model $\mathcal{M}\left(\pi_{0}, \phi\right)$. Equivalently, in the corresponding literature, we use a parameter $\beta$ instead of $\phi$ such that $\phi=e^{-\beta}$. Thus :

$$
\begin{equation*}
\mathbb{P}\left[\pi \mid \pi_{0}\right]=\frac{1}{Z\left(\phi, \pi_{0}\right)} e^{-\beta d_{K T}\left(\pi, \pi_{0}\right)} \tag{7.7}
\end{equation*}
$$

In this way, it is easier to see the connection between the Mallows model and the normal distribution.

The normal distribution $\mathcal{N}\left(\mu, \sigma^{2}\right)$ has density

$$
f\left(x \mid \mu, \sigma^{2}\right)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} e^{-\frac{|x-\mu|^{2}}{2 \sigma^{2}}}
$$

[^0]The support of the above density is $\mathbb{R}$. It is not difficult to notice the similarities between the two probability measures. The normal distribution assigns mass to each $x \in \mathbb{R}$, that decreases exponentially to a distance measure $x \rightarrow \frac{|x-\mu|^{2}}{2 \sigma^{2}}$ with center the mean $\mu$, whereas the Mallows measure assigns mass that decreases exponentially with the Kendall Tau distance from the central ranking $\pi_{0}$. One can think of the Mallows distribution as an embedding of the normal distribution to the symmetric group. This dimension reduction via the embedding alters some properties of the normal distribution, like the symmetry property and the existence of a turning point.


Figure 7.1: Informally, the Mallows model can be seen as a discrete version of an onesided normal distribution. Intuitively, each point in the discrete x-axis is a set $S_{d}=$ $\left\{\sigma \mid d_{K T}\left(\sigma, \pi_{0}\right)=\delta\right\}$ for $\delta=\{0\} \cup\left[\binom{n}{2}\right]$.

The more a permutation deviates from the central ranking in $d_{K T}$, the less is the probability of being chosen. In the same notion, the more a value deviates from the mean of the normal distribution, the probability of being drawn falls exponentially in the square of the distance.


Figure 7.2: A distribution $\mathcal{D}$ that follows the monotonicity property. Such an example is the Mallows measure, where one can observe an exponential decay as the KT distance grows.

This is an important characteristic of the Mallows model. We refer to that property as monotonicity. Mallows model is monotonic since, given two samples $\sigma, \tau$, one
has:

$$
d_{K T}\left(\sigma, \pi_{0}\right)<d_{K T}\left(\tau, \pi_{0}\right) \Longleftrightarrow \mathbb{P}\left[\sigma \mid \pi_{0}\right]>\mathbb{P}\left[\tau \mid \pi_{0}\right]
$$

We remind that KT distance counts the number of pairwise disagreements of a pair of permutations. Considering a fixed ranking $\pi$, KT distance is maximized by comparing $\pi$ with its inverse permutation $\pi^{-1}=\arg \max d_{K T}(\pi, \sigma)$ and the value attained is $\binom{n}{2}$. This value is the maximum number of swaps needed when one sorts with bubblesort.

The normalization constant is :

$$
\begin{equation*}
Z\left(\phi, \pi_{0}\right)=Z(\phi)=\prod_{i=1}^{n-1} \sum_{j=0}^{i} \phi^{j} \tag{7.8}
\end{equation*}
$$

This expression was firstly observed in the Mahonian numbers $M(n, k)$ section, as this function is the generating function $\sum_{k=0}^{\infty} M(n, k) x^{k}$.

$$
\text { Lemma 7.3.1 } \mathrm{Z}\left(\phi, \pi_{0}\right)=Z(\phi)=\prod_{i=1}^{n-1} \sum_{j=0}^{i} \phi^{j}
$$

Proof. Informally, since we can express the normalization constant as,

$$
1(1+\phi)\left(1+\phi+\phi^{2}\right) \ldots\left(1+\phi+\ldots+\phi^{n-1}\right)=\sum_{k=0}^{\binom{n}{2}} M(n, k) \phi^{k}
$$

one can easily notice that summing the Mallows probability measure over all possible permutations of size $n$ will produce the exact same sum and this sum will be equal to :

$$
1=\sum_{\pi \in \mathbb{S}_{n}} \mathbb{P}\left[\pi \mid \pi_{0}\right] \Rightarrow Z\left(\phi, \pi_{0}\right)=Z_{\phi}=\sum_{k=0}^{\substack{n \\ 2}} \mid M(n, k) \phi^{k}
$$

Notice that $k$ runs over the possible number of inversions needed. We now proceed to a more formal proof.

We remind the reader the decomposition vector defined in Chapter 2 for the KT distance. There is '1-1' correspondence between every permutation $\sigma \in \mathbb{S}_{n}$ and the vector of numbers $\left(V_{1}\left(\sigma, \pi_{0}\right), \ldots, V_{n}\left(\sigma, \pi_{0}\right)\right)$, where $V_{j}\left(\sigma, \pi_{0}\right) \in[0, j-1]$. Let $\Omega_{n}^{k}=$ $[k] \times[k+1] \times \ldots \times[n-1]$. This '1-1' correspondence allows us to write the partition function $Z(\phi)$ in the following way

$$
Z(\phi)=\sum_{y \in \Omega_{n}^{0}} \prod_{j=1}^{n} \phi^{y_{j}}=\sum_{y_{1} \in[0]} \phi^{y_{1}}\left(\sum_{y \in \Omega_{n}^{1}} \prod_{j=2}^{n} \phi^{y_{j}}\right)=\left(\sum_{y_{1} \in[0]} \phi^{y_{1}}\right)\left(\sum_{y \in \Omega_{n}^{1}} \prod_{j=2}^{n} \phi^{y_{j}}\right)
$$

Continuing this process recursively, the lemma follows.

Remark 7.3.2 For each pair of alternatives, let $p(i, j)=\mathbb{P}[i \succ j]=\sum_{\pi \in \mathcal{L}(\pi(i)<\pi(j))} \mathbb{P}[\pi]$ the probability that $i$ beats $j$ in a ranking randomly drawn according to the Mallows measure $\mathbb{P}$. Notice that the probability matrix $\mathbf{P}=[p(i, j)]$ is Toeplitz.

Afterwards, we will provide a way to deduce why one chooses this normalization constant and how the Kendall tau distance naturally arises for the definition of Mallows model. These observations come from the so-called RIM process. But, firstly, we present a different way to think of the Mallows model.

### 7.3.2 A different point of view

Kernelization has been proved a remarkably useful technique for the machine learning community. The main notion behind kernel-based methods is to define a positive definite kernel $K: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ over the input space $\mathcal{X}$. Thus, for two input vectors $x, y \in \mathcal{X}, K(x, y)$ can be seen as a measure of similarity. Our purpose should be to design an embedding $\Phi: \mathcal{X} \rightarrow \mathcal{H}$ of the input space to a Hilbert space $\mathcal{H}$ (space with a well-defined inner product) in which the kernel reduces to an inner product, that is:

$$
\begin{equation*}
K(x, y)=<\Phi(x), \Phi(y)>_{\mathcal{H}}, \forall x, y \in \mathcal{X} \tag{7.9}
\end{equation*}
$$

Probably, the most famous kernel is the $N$-dimensional Gaussian kernel defined as :

$$
\begin{equation*}
G(x ; \sigma)=\frac{1}{{\sqrt{2 \pi \sigma^{2}}}^{N}} \exp \left(-\frac{\|x\|^{2}}{2 \sigma^{2}}\right) \tag{7.10}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{G}(x, y)=\exp \left(-\frac{\|x-y\|^{2}}{2 \sigma^{2}}\right) \tag{7.11}
\end{equation*}
$$

It is well mentioning that the Fourier transform of the Gaussian function is again a Gaussian function on the frequency domain. The Gaussian function is the only function with this property.

The Mallows kernel plays a role on the symmetric group similar to the Gaussian kernel on Euclidean space.

The Mallows kernel is defined for any $\beta \geq 0$ by :

$$
\begin{equation*}
K_{M, \beta}(\sigma, \pi)=\exp \left(-\beta d_{K} T \sigma, \pi\right) \tag{7.12}
\end{equation*}
$$

We can show that $K_{M, \beta}$ is positive definite for any $\beta \geq 0$. Define the mapping :

$$
\begin{aligned}
& \Phi: \mathbb{S}_{n} \rightarrow \mathbb{R}^{\binom{n}{2}} \\
& \sigma \xrightarrow{\Phi}(\operatorname{sgn}(\sigma(i)-\sigma(j)))_{1 \leq i<j \leq n}
\end{aligned}
$$

Mallows kernel corresponds to a Gaussian kernel on a $\binom{n}{2}$-dimensional embedding of $\mathbb{S}_{n}$. For more extensive results, we refer the reader to [JV15]. Thus, we can see how complex is the structure of the symmetric group. In order to project $\sigma \in \mathbb{S}_{n}$ to
a $\{ \pm 1\}$-valued vector, one needs to map to the $\binom{n}{2}$-dimensional space. Thus, the increase is $\Theta\left(n^{2}\right)$.

For instance, for $n=2, \Phi(1 \succ 2)=-1$ and $\Phi(2 \succ 1)=+1$. For $n=3$, we have an embedding in $\mathbb{R}_{3}$ such that $\Phi(a \succ b \succ c)=(\operatorname{sgn}(a-b), \operatorname{sgn}(a-c), \operatorname{sgn}(b-c))$.

### 7.4 The Repeated Insertion Model

The Condorcet/Mallows sampling procedure for drawing rankings from the Mallows distribution can be very inefficient in a computational point of view. For instance, the sample $a \succ b \succ c \succ a$ should be rejected. In general, it is inefficient since it relies on the rejection of partially constructed rankings as soon as a single circular or non-transitive sample is drawn (once the directed graph of the permutation has a cycle).

Efficient sampling is essential for a variety of inference and learning tasks. A computational perspective of the efficiency of sampling concerning the Mallows Models can be found in [LC14]. The main question that one could have is the following : Suppose we have a Mallows model and we want to draw a sample permutation.

Is there a process that offers a computationally efficient way to sample rankings?
Doignon proposed a generative process, called Repeated Insertion Model (RIM) that gives rise to a family of distributions over rankings and provides a practical way to sample rankings from a Mallows model.

The main idea is that we create a ranking by inserting each alternative one after another. The process in completed after $n$ steps where $n$ is the number of alternatives.

The model assumes a reference ranking $\pi=a_{1} a_{2} \ldots a_{n}$ and insertion probabilities $p_{i, j}$ for each $i \leq n, j \leq i$. RIM generates a new output permutation using the following procedure. We remind that we denote with $i \succ j$ when the alternative $i$ is ranked above $j$.

- At step 1 , the alternative $a_{1}$ is added to the output ranking.
- At step 2, the alternative $a_{2}$ is inserted either before or after $a_{1}$. The item $a_{2}$ is inserted above $a_{1}$ with probability $p_{2,1}$, generating the permutation $a_{2} \succ a_{1}$ and below $a_{1}$ with probability $p_{2,2}=1-p_{2,1}$, generating the permutation $a_{1} \succ a_{2}$.
- At step $i$, a permutation of alternatives $a_{1}, a_{2}, \ldots, a_{i-1}$ will be created and the alternative $a_{i}$ will eventually be inserted in position $j \leq i$ with probability $p_{i, j}$.
- After $n$ steps, the output ranking on the $n$ alternatives will be a (valid) permutation $\in \mathbb{S}_{n}$.

Remark 7.4.1 The insertion probabilities are independent of the ordering of the previously inserted alternatives.

Doignon showed that one could choose the $p_{i, j}$ appropriately in order to create a generative process that corresponds to the Mallows model.

Definition 7.4.1 - Repeated insertion function. Let $\pi=a_{1} \ldots a_{n}$ be a reference ranking. Let an insertion vector be any positive integer vector $\vec{j}=\left(j_{1}, \ldots, j_{n}\right)$ s.t. $j_{i} \leq i \forall i \in$ $[n]$. Consider the set $J$ of all possible such vectors. A repeated insertion function $F_{\pi}: J \rightarrow \mathcal{L}(A)$ (where $\mathcal{L}(A)$ is isomorphic to $\mathbb{S}_{n}$ ) maps an insertion vector $\vec{j}$ into a ranking $F_{\pi}(\vec{j})$ by placing each $a_{i}$, in turn, into rank $j_{i}$ for all $i \leq n$.

■ Example 7.1 For instance, consider the reference ranking $\pi=a_{1} \succ a_{2} \succ a_{3} \succ a_{4}$. For the insertion vector $(1,2,3,4)$ we get that $F_{\pi}(1,2,3,4)=a_{1} \succ a_{2} \succ a_{3} \succ a_{4}$ and for $(1,1,2,3)$ we get that $F_{\pi}(1,1,2,3)=a_{2} \succ a_{3} \succ a_{4} \succ a_{1}$.

Given the reference ranking $\pi$, there is a ' $1-1$ ' correspondence between rankings and insertion vectors. That is $F_{\pi}$ is a bijection between $J$ and $\mathbb{S}_{n}$.

Suppose we are given an insertion vector $\vec{j}$. What is the dislocation it creates?
It is easy to observe that whenever $a_{i}$ is inserted at position $j_{i}$, it creates $\left(i-j_{i}\right)$ pairwise misorderings with respect to alternatives $a_{1}, \ldots, a_{i-1}$. All pairwise misorderings can be accounted this way. Thus, summing over all $i \leq n$ gives the Kendall tau distance.

Lemma 7.4.2 For any insertion vector $\vec{j}=\left(j_{1}, \ldots, j_{n}\right) \in J$, we have that :

$$
\begin{equation*}
\sum_{i=1}^{n}\left(i-j_{i}\right)=d_{K T}\left(F_{\pi}(\vec{j}, \pi)\right) \tag{7.13}
\end{equation*}
$$

Suppose we are given an insertion vector $\vec{j}$ that is mapped to a ranking $r$ under $F_{\pi}$. What is the probability of generating $r$ under RIM?

Let $F_{\pi}(\vec{j})=F_{\pi}\left(j_{1}, \ldots, j_{n}\right)=r$. Then the probability to generate ranking $r$ under RIM is $\prod_{i=1}^{n} p_{i, j_{i}}$.

Theorem 7.4.3-RIM $\sim \mathcal{M}(\pi, \phi)$. By setting the insertion probabilities $p_{i, j}=$ $\frac{\phi^{i-j}}{1+\phi+\ldots+\phi^{i-1}}$ for $i \leq n, j \leq i$, the distribution induced by RIM with insertion function $F_{\pi}$ is identical to that of the Mallows model $\mathcal{M}(\pi, \phi)$.

Proof. Let $\mathcal{M}(\pi, \phi)$ be the Mallows model and $r$ be any ranking in $\mathbb{S}_{n}$. Let $\left(j_{1}, \ldots, j_{n}\right)$ be the insertion ranks s.t. $F_{\pi}\left(j_{1}, \ldots, j_{n}\right)=r$. If we multiply the factors $\phi^{i-j_{i}}$ across $i \leq n$, we get $\phi^{\sum_{i=1}^{n} i-j_{i}}=\phi^{d_{K T}(r, \pi)}$. This term is exactly the proportional probability to draw $r$ in Mallows model. The denominator of $\prod_{i=1}^{n} p_{i, j}=(1+\phi)\left(1+\phi+\phi^{2}\right) \ldots(1+$ $\left.\phi+\ldots+\phi^{m-1}\right)$, that is independent of $r$. This is exactly the normalization constant $Z(\phi, \pi)=Z(\phi)$ of the Mallows model.

### 7.5 Generalized Mallows Model

In 1986, Fligner and Verducci introduced a generalization of the simple Mallows model. In the KT distance section, we mentioned that each permutation is in '1-1'
correspondence with a vector of numbers, namely the decomposition vector. The idea behind the Generalized Mallows Model exploits this correspondence.

Let $\sigma, \pi \in \mathbb{S}_{n}$. We define $V_{j}(\sigma, \pi)$ to be the number of discordant alternative pairs involving alternatives $i<j$ and alternative $j$, that is, for $j \in[n]$,

$$
V_{j}(\sigma, \pi)=\sum_{1 \leq i<j} \mathbb{1}\{(\sigma(i)-\sigma(j))(\pi(i)-\pi(j))<0\}
$$

The generalized Mallows family of distribution is

$$
\mathcal{M}_{n}=\left\{\mathcal{P}_{\vec{\phi}, \pi_{0}}: \vec{\phi} \in[0,1]^{n}, \pi_{0} \in \mathbb{S}_{n}\right\}
$$

parametrized with central ranking $\pi_{0} \in \mathbb{S}_{n}$ and $n$-dimensional dispersion vector $\vec{\phi}=$ $\left(\phi_{1}, \ldots, \phi_{n}\right) \in[0,1]^{n}$.

The probability mass function is defined as :

$$
p_{\vec{\phi}, \pi_{0}}(\sigma)=\frac{1}{Z\left(\vec{\phi}, \pi_{0}\right)} \prod_{i=1}^{n} \phi_{i}^{V_{i}\left(\sigma, \pi_{0}\right)}
$$

It is clear that if $\phi_{i}=\phi$, we get the single parameter Mallows Model since $d_{K T}(\sigma, \pi)=\sum_{i=1}^{n} V_{i}(\sigma, \pi)$.

Another important property of the generalized Mallows Model is that, when the distance metric is the Kendall tau distance, the random variable $Y_{j}=V_{j}\left(\xi, \pi_{0}\right)$ where $\xi \sim \mathcal{P}_{\vec{\phi}, \pi_{0}}$ are independent.

This follows from the following decomposition lemma of the partition function $Z(\vec{\phi}):$

Lemma 7.5.1 $Z\left(\vec{\phi}, \pi_{0}\right)=Z(\vec{\phi})=\prod_{i=1}^{n} Z_{i}\left(\phi_{i}\right)=\prod_{i=1}^{n} \sum_{j=0}^{i-1} \phi_{i}^{j}$
The proof is completely similar to the normalization constant's proof in the single parameter Mallows Model by substituting each $\phi$ with a $\phi_{j}$.

Hence, one can write :

$$
p_{\vec{\phi}, \pi_{0}}(\sigma)=\prod_{i=1}^{n} \frac{\phi_{i}^{V_{i}\left(\sigma, \pi_{0}\right)}}{Z_{i}\left(\phi_{i}\right)}
$$

Studying the random variables $Y_{j}$
The random variables $Y_{j}=V_{j}\left(\xi, \pi_{0}\right)$ where $\xi \sim \mathcal{P}_{\vec{\phi}, \pi_{0}}$ are the sufficient statistics for the distribution $\mathcal{P}_{\vec{\phi}, \pi_{0}}$ when the central ranking is known. A very important question that arises is how each variable $Y_{j}$ is distributed. Observe that the probability mass of the random vector $\left(Y_{1}, \ldots, Y_{n}\right)$ equals :

$$
\mathbb{P}\left[Y_{1}=d_{1}, \ldots, Y_{n}=d_{n}\right]=\left(\frac{\phi_{1}^{d_{1}}}{Z_{1}\left(\phi_{1}\right)}\right) \cdots\left(\frac{\phi_{n}^{d_{n}}}{Z_{n}\left(\phi_{n}\right)}\right)=\prod_{i=1}^{n} \mathbb{P}\left[Y_{i}=d_{i}\right]
$$

Hence, it is clear how the above lemma decomposed the normalization constant in order to provide us with the desired independence of the random variables. If we
isolate the term $Y_{j}$, we can observe that the distribution of the random variable is quite similar with a geometric distribution. The main difference is that the geometric distribution has an infinite tail, while the tail of the distribution of $Y_{j}$ is finite. This distribution is known and is called a truncated geometric distribution.
Definition 7.5.1 - Truncated geometric distribution. A random variable $\xi$ follows the truncated geometric distribution $\mathcal{T} \mathcal{G}(\phi, k)$ with parameters $\phi \in[0,1]$ and $k \in \mathbb{N} \cup$ $\{\infty\}$ if it has the following probability mass function

$$
p_{\xi}(i)=\frac{\phi^{i}}{\sum_{j=0}^{k} \phi^{j}}, i \in\{0,1, \ldots, k\}
$$

with support $\{i: i \in\{0,1, \ldots, k\}\}$.

- Example 7.2 For $k=1, \mathcal{T} \mathcal{G}(\phi, 1)={ }_{D} B e\left(\frac{\phi}{1+\phi}\right)$ where the success probability $\frac{\phi}{1+\phi}=$ $1-p$ if $\phi=\frac{1-p}{p}$. For $k=\infty$ and $\phi<1, \mathcal{T} \mathcal{G}(\phi, \infty)={ }_{D} \operatorname{Geo}(\phi)$. Note that if we fix $k$, then $\mathcal{E}_{k}=\{\mathcal{T} \mathcal{G}(\phi, k): \phi \in[0,1]\}$ is an exponential family with natural parameter $\theta=\ln \phi$.

So, it is not difficult to see that :

$$
Y_{j}=V_{j}\left(\xi, \pi_{0}\right) \sim \mathcal{T} \mathcal{G}\left(\phi_{j}, j-1\right), \text { where } \xi \sim \mathcal{P}_{\vec{\phi}, \pi_{0}}
$$

A useful lemma
Consider the distribution $\mathcal{P}_{\vec{\phi}}$ to be the multivariate distribution $\left(Y_{1}, \ldots, Y_{n}\right)$, where $Y_{j} \sim \mathcal{T} \mathcal{G}\left(\phi_{j}, j-1\right)$. We need to link this distribution with the initial distribution $\mathcal{P}_{\vec{\phi}, \pi_{0}}$ when the central ranking $\pi_{0}$ is known.

Lemma 7.5.2 Let $\pi_{0} \in \mathbb{S}_{n}$ and $\vec{\phi} \in[0,1]^{n}$. Let $R_{\vec{\phi}}$ be the support of the distribution $\mathcal{P}_{\vec{\phi}}$ and let $R_{\vec{\phi}, \pi_{0}}$ the support of $\mathcal{P}_{\vec{\phi}, \pi_{0}}$. Then, there exists a bijective map $g: R_{\vec{\phi}, \pi_{0}} \rightarrow$ $R_{\vec{\phi}}$ s.t. for any $\sigma \in R_{\vec{\phi}, \pi_{0}}$, it holds that :

$$
\mathbb{P}_{\tau \sim \mathcal{P}_{\bar{\phi}, \pi_{0}}}[\tau=\sigma]=\mathbb{P}_{\vec{y} \sim \mathcal{P}_{\boldsymbol{\phi}}}[\vec{y}=g(\sigma)]
$$

Also, it holds that :

$$
\begin{gathered}
d_{T V}\left(\mathcal{P}_{\overrightarrow{\phi_{1}}, \pi_{0}}, \mathcal{P}_{\overrightarrow{\phi_{2}}, \pi_{0}}\right)=d_{T V}\left(\mathcal{P}_{\overrightarrow{\phi_{1}}}, \mathcal{P}_{\overrightarrow{\phi_{2}}}\right) \\
\text { and } \\
D_{K L}\left(\mathcal{P}_{\overrightarrow{\phi_{1}}, \pi_{0}} \| \mathcal{P}_{\overrightarrow{\phi_{2}}, \pi_{0}}\right)=D_{K L}\left(\mathcal{P}_{\overrightarrow{\phi_{1}}} \| \mathcal{P}_{\overrightarrow{\phi_{2}}}\right)
\end{gathered}
$$

Proof. The bijective mapping is given by the structure of the Generalized Mallows model, since one can define, for any $\sigma \in R_{\vec{\phi}, \pi_{0}}$ :

$$
g(\sigma)=\left(V_{1}\left(\sigma, \pi_{0}\right), \ldots, V_{n}\left(\sigma, \pi_{0}\right)\right)
$$

We have already seen that $\left(Y_{1}, \ldots, Y_{n}\right)$, where $Y_{j}=V_{j}\left(\xi, \pi_{0}\right)$, are independent if $\xi \sim \mathcal{M}\left(\pi_{0}, \vec{\phi}\right)$. Thus, the joint distribution of the $n$-dimensional random vector is equivalent to the probability mass of the Generalized Mallows model, that is :

$$
\mathbb{P}_{\left(y_{1}, \ldots, y_{n}\right) \sim \mathcal{P}_{\vec{\phi}}}[\vec{y}=g(\sigma)]=\mathbb{P}\left[Y_{1}=y_{1}, \ldots, Y_{n}=y_{n}\right]=\prod_{i=1}^{n} \frac{\phi_{i}^{V_{i}\left(\sigma, \pi_{0}\right)}}{Z_{i}\left(\phi_{i}\right)}=\mathbb{P}_{\tau \sim \mathcal{P}_{\vec{\phi}, \pi_{0}}}[\tau=\sigma]
$$

This bijective mapping preserves the mass and, hence, we get the other two equalities.

Remark 7.5.3 Note that if we consider the case where $\phi_{j}=\phi \forall j \in[n]$, the above results still hold for the single parameter Mallows model.

### 7.6 The Plackett - Luce Model

The Plackett - Luce probabilistic model is another model for permutations. The difference between the Mallows and the PL model is the way one creates the permutation. The intuition behind Mallows model could be the idea of the construction of a tournament as we referred to previous sections. The idea of PL model looks like a generalized version of repeated insertion model.

Firstly, we provide an examples of how a permutation will be generated by the PL model.

Assume that we have a box with $m$ balls. Each ball $a_{i}$ values $w_{i}$. We can normalize the values of the balls in order to get $\sum_{i=1}^{m} w_{i}=1$. We create a permutation of the $m$ balls in $m$ steps, as follows :

In each step, we choose a ball and we pick it out of the box. The probability for each remaining ball to be chosen equals its value over the sum of values of the remaining balls inside the box. The way to pick the $m$ balls induces a unique ranking of the items. We note that, in the first step, the probability to draw ball $i$ equals its value $0 \leq w_{i} \leq 1$.

Before formalizing the PL model, we introduce the fundamental idea behind Plackett-Luce model, that is due to the work of Duncan Luce in 1959.

> The Luce's choice axiom

Luce's choice axiom consists of two parts. Let $C$ be a choice set.

## Luce's Axiom 1

Assume that $C$ contains two elements $x, y$ such that $x$ is never chosen over $y$ when the choice is restricted to only $x$ and $y$. Without affecting any of the choice probabilities, $x$ can be deleted from $C$.

## Luce's Axiom 2

Assume that $S \subset C$. Then, the choice probabilities for the choice set $S$ are considered to be identical to the choice probabilities for the choice set $C$ conditional on $S$ having been chosen

$$
\mathbb{P}_{S}(\alpha)=\mathbb{P}_{C}(\alpha \mid S), \alpha \in S
$$

The axiom can be restated as, if we assign masses $w_{i}$ on the items, the probability of selecting item $i$ from a pool $S$ of $j$ items is :

$$
\mathbb{P}_{S}[i]=\frac{w_{i}}{\sum_{j \in S} w_{j}}
$$

This formula is completely similar to the known softmax function.

## PL model

Let $\mathcal{A}=\left\{a_{i} \mid i \in[m]\right\}$ the set of $m$ alternatives and let $W=\left\{\vec{w}=\left\{w_{i} \mid i \in[m], w_{i} \in\right.\right.$ $\left.\left.[0,1], \sum_{i=1}^{m} w_{i}=1\right\}\right\}$ be the set of all possible values of these alternatives. The $m$ values could be represented by a $m$-dimensional vector.

Remark 7.6.1 Since we require that the sum of values is fixed, we only need $m-1$ values, but for simplicity, we prefer to have a $m$-dimensional vector.

Given a value vector $\vec{w} \in W$, the probability to generate the ranking

$$
\sigma=a_{i_{1}} \succ a_{i_{2}} \succ \ldots \succ a_{i_{m}}
$$

equals to :

$$
\mathbb{P}[\sigma \mid \vec{w}]=w_{a_{i_{1}}} \cdot \frac{w_{a_{i_{2}}}}{\sum_{p>1} w_{i_{p}}} \cdot \ldots \cdot \frac{w_{a_{i_{m-1}}}}{w_{a_{i_{m-1}}}+w_{a_{i_{m}}}}
$$

Alternatives with a higher weight tend to occupy higher positions in the induced ranking. The most probable ranking can be obtained by sorting the alternatives in decreasing order with respect to their weight :

$$
\sigma^{*}=\arg \max _{\sigma \in \mathbb{S}_{n}} \mathbb{P}[\sigma \mid \vec{w}]=\operatorname{argsort}_{i \in[n]}\left\{w_{1}, \ldots, w_{n}\right\}
$$

Note that PL model is more flexible that the simple Mallows model since the parameter size is linear to the number of alternatives. There is a vaste collection of probabilistic models over rankings. In this chapter, we presented the two more fundamental noisy models, the Mallows model and the Plackett-Luce model. These two models are those that one first encounters when working on that topic. For sake of completeness, in the following section, we present some other probabilistic noisy models.

### 7.7 Other noisy models

In the previous sections, we have seen three noisy models-distributions: The single parameter Mallows model (Mallows, 1957, [Mal57]), the generalized Mallows model (Fligner \& Verducci, 1989, [Fli86]) and the PL model (Plackett, 1975, [Pla75]- Luce, 1959, [Luc59]). In the current section, we shortly introduce some other more rare noisy models for sake of completeness ([AEMP18], [YR08], [LDSR16]).

## The Babington Smith Distribution

The Babington Smith (BS) model was introduced in 1950 by B. Babington-Smith [BS50]. Consider a collection of $n$ alternatives $A=\left\{a_{1}, \ldots, a_{n}\right\}$. The probability of sampling the permutation $\sigma \in \mathcal{L}(A)$ equals :

$$
\mathbb{P}_{\theta}(\sigma)=\frac{1}{C(\theta)} \prod_{1 \leq i<j \leq n} p_{\sigma^{-1}(i), \sigma^{-1}(j)}
$$

where $p_{i, j}$ is the probability of observing the preference $a_{i} \succ a_{j}$ when comparing the two alternatives. The quantity $C(\theta)$ is just a normalization constant. The BS model is parametrized by $\theta$, which consists of all pairwise probabilities $p_{i, j}=1-p_{j, i}$. The parameter $\theta$ consists of $\binom{n}{2}$ values.

The BS distribution results from a process quite similar to the Condorcet-Mallows' model. The order of each pair of alternatives $a_{i}$ and $a_{j}$ is determined independently at random by flipping a $p_{i, j}$-biased coin $\sim B e\left(p_{i, j}\right)$. If these comparisons generate a valid and consistent ranking, the BS model outputs the induced permutation. Otherwise, we repeat the generating process.

It is not difficult to observe that BS model has a much richer parametrization, compared to the Mallows model and to the PL model. The parameter size of the single parameter Mallows model is far more restricted since it contains only two parameters $\pi_{0}, \phi$. The PL model is more flexible since the parameter size grows linearly to the size of alternatives. BS model is even more flexible since the parameter size grows quadratically with the number of elements in $A$.

## The Average-Precision Distribution

The Average-Precision (AP) model was introduces by Yilmaz, Aslam, and Robertson in 2008 [YR08]. In the area of information retrieval (IR), a fundamental part of the ongoing research is crucially linked to ranked lists of items. For instance, the output of search engines is a ranked list of documents. Thus, it is important to be able to compute the correlation between two ranked lists. One of the most commonly used statistics is the Kendall's tau statistic-distance. However, in the field of IR, it is quite common that inconsistencies among alternatives having higher rankings are far more important that those between low ranked items. A ranking mistake at high positions of a Google search should be penalized more than a ranking error in the third page of the same Google search. The Kendall's tau statistic is 'blind' in this property, since it make no distinction in the position of the mistake but just in the mistake
itself. Thus, it would be useful to introduce a statistic that penalizes in a different way errors at high rankings and at low rankings.

This is exactly why Yilmaz et al. introduced the AP distance. Consider a reference ranking $\pi \in \mathbb{S}_{n}$. The AP distance of a ranking $\sigma$ from the ranking $\pi$ is :

$$
d_{A P}(\pi, \sigma)=\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} E_{i j} \frac{n}{2(j-1)}
$$

where $E_{i j}=1 \Longleftrightarrow \pi(i)$ is ranked after $\pi(j)$ in $\sigma$. Otherwise, $E_{i j}=0(\Longleftrightarrow$ $\sigma(\pi(i))<\sigma(\pi(j)))$.

Remark 7.7.1 AP distance is not symmetric since it is computed with respect to a central ranking $\pi$.

Remark 7.7.2 AP distance constitutes a generalization of KT distance since if one replaces the weights $\frac{n}{2(j-1)}$ with 1 , one gets the KT distance (that is symmetric),

$$
d_{K T}(\pi, \sigma)=\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} E_{i j}=d_{K T}(\sigma, \pi)
$$

It is not difficult to observe that AP distance assigns weights to the inverted pairs in $\sigma$ with respect to $\pi$ which are dependent on their positions in $\pi$.. An inversion in $\sigma$ for the two alternatives $\pi(i)$ and $\pi(j)$ for $i<j$ costs $\frac{n}{2(j-1)}$.

The cost can be seen as $\frac{\frac{n}{2}}{j-1}$. Thus, the cost assigned by AP for $j<\frac{n}{2}+1$ is higher than 1 and the cost for $j>\frac{n}{2}+1$ is less than 1 .

The AP model corresponds to a probability distribution over the symmetric group $\mathbb{S}_{n}$, parametrized by a central ranking $\pi_{0}$ and a dispersion parameter $\beta>0$. The probability of drawing a ranking $\sigma$ is :

$$
\mathbb{P}\left[\sigma \mid \pi_{0}\right]=\frac{1}{Z(\beta)} e^{-\beta d_{A P}\left(\pi_{0}, \sigma\right)}
$$

where $Z(\beta)$ is a normalization constant.
Remark 7.7.3 The MLE of the simple Mallows model is NP-hard. The same holds for the AP case.

## Ap-MLE PROBLEM

Given a multiset $R$ of elements of $\mathbb{S}_{n}$, find the permutation $\pi_{A P}^{*} \in \mathbb{S}_{n}$ such that :

$$
\pi_{A P}^{*}=\arg \max _{\pi \in \mathbb{S}_{n}} \prod_{\sigma \in R} \mathbb{P}[\sigma \mid \pi]
$$

The Ap-mle problem is NP-hard too. The proof can be found to the complete version of [LDSR16].

## 8. Learning to rank from noisy information

As referred previously, a noise model defines the probability measure $\mathbb{P}$ of observing a ranking $\pi$ given an underlying true ranking $\pi_{0}$, that is $\mathbb{P}\left[\pi \mid \pi_{0}\right]$ for all $\pi, \pi_{0} \in \mathcal{L}(A)$. In this section, we will focus on the Mallows noise model.

### 8.1 Sample Complexity in Mallows Models

The main question in this section will be the following :
How many samples are needed by different voting rules in order to determine the true (hidden) ranking of a Mallows model with high probability?

Firstly, we need to describe a metric of 'counting samples'. We use as criterion the sample complexity to distinguish between voting rules.
Definition 8.1.1 - Accuracy of rule $r$. For any randomized voting rule $r$, true ranking $\pi_{0} \in \mathcal{L}(A)$, and $m$ samples $\in \mathbb{N}$, let :

$$
\begin{equation*}
A C C_{r}\left(m, \pi_{0}\right)=\sum_{\pi \in \mathcal{L}(A)^{m}} \mathbb{P}\left[\pi \mid \pi_{0}\right] \mathbb{P}\left[r(\pi)=\pi_{0}\right] \tag{8.1}
\end{equation*}
$$

Accuracy of rule $r$ is the probability that rule $r$ returns $\pi_{0}$ given $m$ samples from Mallows model with true ranking $\pi_{0}$.

In order to let $A C C_{r}\left(m, \pi_{0}\right)$ be independent of the true ranking $\pi_{0}$, we consider the worst case scenario that is :

$$
\begin{equation*}
A C C_{r}(m)=\min _{\pi_{0} \in \mathcal{L}(A)} A C C_{r}\left(m, \pi_{0}\right) \tag{8.2}
\end{equation*}
$$

That is rule $r$ returns the underlying true ranking with probability at least $A C C_{r}(m)$.

Let $\epsilon>0$, small enough. We need to define a quantity that denotes the required number of samples in order to get the true ranking from rule $r$ with high probability (that is at least $1-\epsilon$ ):

$$
\begin{equation*}
N_{r}(\epsilon)=\min \left\{m \mid A C C_{r}(m) \geq 1-\epsilon\right\} . \tag{8.3}
\end{equation*}
$$

We call $N_{r}(\epsilon)$ the sample complexity of rule $r$.

Claim : Kemeny rule (where ties are broken uniformly) requires the minimum number of samples from Mallows model to determine the true ranking with high probability.

This claim is not completely random. There is a profound reason why Kemeny rule is that 'strong'. Before we proceed, it is worth reminding that Kemeny rule is the maximum likelihood estimator for the true ranking given samples from Mallows model.

Given a profile $\pi=\left(\pi_{1}, \ldots, \pi_{m}\right) \in \mathcal{L}(A)^{m}$, where each sample is drawn independently from a Mallows distribution $\pi_{i} \sim \mathcal{P}_{\pi_{0}, \phi}$, the MLE $\tau$ of the true ranking is that ranking that maximizes the probability of drawing the profile $\pi$ :

$$
\arg \max _{\tau \in \mathcal{L}(A)} \mathbb{P}[\pi \mid \tau]=\arg \max _{\tau \in \mathcal{L}(A)} \frac{1}{Z^{m}} \prod_{1 \leq i \leq m} \phi^{d_{K T}\left(\pi_{i}, \tau\right)}=\arg \min _{\tau \in \mathcal{L}(A)} \sum_{1 \leq i \leq m} d_{K T}\left(\pi_{i}, \tau\right)
$$

The first equality follows from the independence of our samples and the second follows since $0<\phi<1$ and $x \mapsto \log x$ is an increasing function with $\log \phi<0$. This result is proved in detail in the beginning of the next chapter. We show that the Kemeny's rule is optimal as far as sample complexity is concerned for the Mallows model.

Theorem 8.1.1 - Optimality of Kemeny's rule. The Kemeny rule with uniform tiebreaking has the optimal sample complexity in Mallows model, that is, for any $\epsilon>0$, any number of alternatives $n$ and any randomized voting rule $r, N_{\text {KEMENY }}(\epsilon) \leq$ $N_{r}(\epsilon)$.

The above theorem arises two natural questions :

Are there any other rules that have the same asymptotic sample complexity as that of Kemeny's rule?

What is the value $N_{\text {KEMENY }}(\epsilon)$ ? That is how many samples Kemeny's rule requires?

Both questions will be answered in the following section.

### 8.2 PM-c Rules

Kemeny rule belongs to a large family of voting rule with optimal samples complexity. This family relies on the concept of pairwise-majority graph (PM graph) and of pairwise-majority consistent rules (PM-c rules).

Firstly, we should expand our intuition of a voting profile $\pi \in \mathcal{L}(A)^{m}$ to a graph theoretic concept. Consider a graph $G=(V, E)$ such that each vertex is just an alternative, that is $V=A$ and there is an edge from alternative $a$ to $b$ if $a$ is preferred to $b$ in a strong majority of the votes of $\pi$. That is $(a, b) \in E$ iff $\left|\sigma \in \pi: a \succ_{\sigma} b\right|>$ $\left|\sigma \in \pi: b \succ_{\sigma} a\right|$. In case of ties between alternatives, there is no edge between them. Note that there can never be an edge in both directions, but a PM graph can have directed cycles.

Thus, each voting profile $\pi$ generates a directed graph $G_{\pi}$, which is called the pairwise-majority graph ( PMg ).

Given a PM graph $G$, can we deduce a unique ranking from $G$ ?
When a PM graph is complete and acyclic, there exists a unique $\sigma \in \mathcal{L}(A)$ such that there is an edge $a \rightarrow b$ iff $a \succ_{\sigma} b$.

Then, we say that $G$ reduces to $\sigma$. Thus, there exists an isomorphism between a subset $C \cap A$ of PM graphs and the symmetric group $\mathbb{S}_{n}$, where $C \cap A=\{G: E(G)=$ $\binom{n}{2}$, acyclic, $\left.G \in P M g\right\}$.

Hence, a 'nice' voting rule $r$ would be one that agrees with the PM graph. That is given a voting profile $\pi$, which generates a PM graph that reduces to a ranking $\sigma$, then the 'nice' voting rule would give the same ranking $\sigma$. This is exactly the notion of PM-c rules.
Definition 8.2.1 - Pairwise-Majority Consistent Rules. Consider a profile $\pi$. A deterministic voting rule $r$ is called PM-c if $r(\pi)=\sigma$ whenever the PM graph of $\pi$ reduces to $\sigma$. A randomized voting rule is similarly called PM-c whenever $\mathbb{P}[r(\pi)=\sigma]=1$.

The main result of this section follows. We claim that PM-c rules have logarithmic sample complexity.

Theorem 8.2.1 - Sample Complexity of PM-c rules. For any given $\epsilon>0$, any PM-c rule determines the true ranking of the $n$ alternatives with probability at least $1-\epsilon$ given $O\left(\log \left(\frac{n}{\epsilon}\right)\right)$ samples generated from the Mallows model.

Before proving the theorem, we should note that the number of samples behaves naturally with $n$ and $\epsilon$. The increase of alternatives (increase of $n$ ) and the increase of the probability being correct (decrease of $\epsilon$ ) require more samples. As we will see, the $\log$ factor appears due to the inversion of the exponential generated by Hoeffding's inequality and $n$ appears when using the union bound technique.

Proof. Let $\pi_{0}$ be the hidden true ranking of the $n$ alternatives. We will show that, given $m=O\left(\log \left(\frac{n}{\epsilon}\right)\right)$ votes generated from the Mallows model, the corresponding PM graph reduces to $\pi_{0}$ with high probability (at least $1-\epsilon$ ).

Let $m$ samples drawn from Mallows models and let $V P \in \mathcal{L}(A)^{m}$ the voting profile. For any two alternatives $a, b$, we will count the number of votes in which $a$ beats $b$ and denote that counter with $n_{a b}$. Thus, $n_{a b}=\left|\left\{\sigma: a \succ_{\sigma} b, \sigma \in V P\right\}\right|$. Obviously, $n_{a b}+n_{b a}=m, \forall a, b \in A$.

The PM graph of the voting profile $V P$ reduces to $\pi_{0} \leftrightarrow \forall a, b \in A$ for which $a \succ_{\pi_{0}} b$, we have that $n_{a b}-n_{b a} \geq 1$.

In order to learn $\pi_{0}$ using $m$ samples, we need to provide an upper bound on $m$ s.t.

$$
\mathbb{P}\left[a \succ_{\pi_{0}} b \Rightarrow n_{a b}-n_{b a} \geq 1, \forall a, b \in A\right] \geq 1-\epsilon
$$

Equivalently, we have to upper bound the probability of the 'bad' event and then use the classical union bound technique.

For any $a, b \in A$ with $a \succ_{\pi_{0}} b$, we have that :

$$
\mathbb{P}\left[n_{a b}-n_{b a} \leq 0\right]=\mathbb{P}\left[\frac{n_{a b}-n_{b a}}{m} \leq 0\right]
$$

Set $X_{a b}=\frac{n_{a b}-n_{b a}}{m}$. Observe that if $p_{a \succ b}$ be the probability that $a \succ_{\pi} b$ in a random sample $\pi$, then $\mathbb{E}\left[X_{a b}\right]=p_{a \succ b}-p_{b \succ a}$, using the linearity of the expectation.

So,

$$
\mathbb{P}\left[n_{a b}-n_{b a} \leq 0\right]=\mathbb{P}\left[X_{a b} \leq 0\right]=\mathbb{P}\left[X_{a b}-\mathbb{E} X_{a b} \leq-\mathbb{E} X_{a b}\right] \leq \mathbb{P}\left[\left|X_{a b}-\mathbb{E} X_{a b}\right| \geq \mathbb{E} X_{a b}\right]
$$

The last inequality follows from the properties of the absolute value function.
Now, we have a classical tail inequality. We could use any known inequality that we have seen in the concentration inequalities section. We will use the Hoeffding's inequality 4.46 and get :

$$
\mathbb{P}\left[n_{a b}-n_{b a} \leq 0\right] \leq 2 \exp \left(-2\left(\mathbb{E} X_{a b}\right)^{2} m\right)
$$

In order to take a general upper bound, we pick the minimum value that expectation can take, setting $\delta_{\text {min }}=\min _{a, b \in A: a \succ \pi_{0} b} \mathbb{E} X_{a b}$ and getting :

$$
\mathbb{P}\left[n_{a b}-n_{b a} \leq 0\right] \leq 2 \exp \left(-2 \delta_{\min }^{2} m\right)
$$

We can use the union bound technique to upper bound the probability that 'bad' events happen :

$$
\mathbb{P}\left[\exists a, b \in A:\left\{a \succ_{\pi_{0}} b\right\} \cap\left\{n_{a b}-n_{b a} \leq 0\right\}\right] \leq\binom{ n}{2} 2 \exp \left(-2 \delta_{\min }^{2} m\right) \leq n^{2} e^{-2 \delta_{\min }^{2} m}
$$

We want that this probability is at most $\epsilon$ and, thus,

$$
\mathbb{P}\left[\exists a, b \in A:\left\{a \succ_{\pi_{0}} b\right\} \cap\left\{n_{a b}-n_{b a} \leq 0\right\}\right] \leq n^{2} e^{-2 \delta_{\min }^{2} m}<\epsilon \Rightarrow m \geq \frac{1}{2 \delta_{\text {min }}^{2}} \log \left(\frac{n^{2}}{\epsilon}\right)
$$

Hence,

$$
\begin{equation*}
m \geq \frac{1}{2 \delta_{\min }^{2}} \log \left(\frac{n^{2}}{\epsilon}\right) \tag{8.4}
\end{equation*}
$$

Additionally, we have to show that $\delta_{\min }=\Omega(1)$. Thus, it is lower bounded by a constant independent of $n$.

We have that, for any $a, b \in A$, s.t. $a \succ_{\pi_{0}} b$ :

$$
\delta_{a b}=p_{a \succ b}-p_{b \succ a}=\sum_{\pi \in \mathcal{L}(A): a \succ_{\pi} b} \mathbb{P}\left[\pi \mid \pi_{0}\right]-\sum_{\pi \in \mathcal{L}(A): b \succ_{\pi} a} \mathbb{P}\left[\pi \mid \pi_{0}\right]
$$

Now, recall the swap increasingness section from the introductory chapter 3.1.3. We can unify this two sums into one using the $\pi_{a \leftrightarrow b}$ permutation by simply observing that:

$$
\delta_{a b}=\sum_{\pi \in \mathcal{L}(A): a \succ \pi b}\left(\mathbb{P}\left[\pi \mid \pi_{0}\right]-\mathbb{P}\left[\pi_{a \leftrightarrow b} \mid \pi_{0}\right]\right)
$$

By the swap increasing property,

$$
\delta_{a b} \geq(1-\phi) p_{a \succ b}
$$

But, since $\delta_{a b}=p_{a \succ b}-p_{b \succ a}$ and $p_{a \succ b}+p_{b \succ a}=1$, we get that:

$$
\delta_{a b} \geq \frac{1-\phi}{1+\phi}
$$

and this holds for all $a, b \in A$ with $a \succ_{\pi_{0}} b$. Thus, it holds for $\delta_{\min }$ too, and this completes the proof. Notice that the equality holds when $a, b$ are adjacent.

The following result states that no randomized voting rule can do better. Hence, we provide a matching lower bound and, so, PM-c rules can learn the central ranking with $\Theta\left(\log \left(\frac{n}{\epsilon}\right)\right)$ samples with high probability.

Theorem 8.2.2 - Matching lower bound. For any $\epsilon \in\left(0, \frac{1}{2}\right]$, any randomized voting rule requires $\Omega\left(\log \left(\frac{n}{\epsilon}\right)\right)$ samples generated from the Mallows model to determine the true central ranking with probability at least $1-\epsilon$.

Proof. Consider any voting rule $r$. Assume that for some $n \in \mathbb{N}, A C C_{r}(m) \geq 1-\epsilon$. We would like to show that $m=\Omega\left(\log \left(\frac{n}{\epsilon}\right)\right)$. Obviously, for any $\sigma \in \mathcal{L}(A), A C C_{r}(m, \sigma) \geq$ $1-\epsilon$ since accuracy considers the worst case scenario.

Let $\sigma \in \mathcal{L}(A)$. We will call a permutation $\pi$ a neighboor of $\sigma$ if $d_{K T}(\pi, \sigma)=1$. Let $\mathcal{N}(\sigma)$ be the set of all neighboors of $\sigma$. Firstly, from the triangle inequality, we have that, if $\sigma^{\prime} \in \mathcal{N}(\sigma)$ and $\pi \in \mathcal{L}(A)$ :

$$
d_{K T}(\pi, \sigma) \leq d_{K T}\left(\pi, \sigma^{\prime}\right)+d_{K T}\left(\sigma^{\prime}, \sigma\right)=d_{K T}\left(\pi, \sigma^{\prime}\right)+1
$$

Hence, $\phi^{d_{K T}(\pi, \sigma)} \geq \phi^{d_{K T}\left(\pi, \sigma^{\prime}\right)+1}$, since $\phi<1$.
Thus, for any $\sigma^{\prime} \in \mathcal{N}(\sigma)$ and a voting profile $V P=\left(\pi_{1}, \ldots, \pi_{m}\right) \in \mathcal{L}(A)^{m}$ of $m$ i.i.d. votes, we get that :

$$
\mathbb{P}[V P \mid \sigma]=\prod_{i=1}^{m} \frac{\phi^{d_{K T}\left(\pi_{i}, \sigma\right)}}{Z} \geq \prod_{i=1}^{m} \frac{\phi^{d_{K T}\left(\pi, \sigma^{\prime}\right)+1}}{Z}=\phi^{m} \mathbb{P}\left[V P \mid \sigma^{\prime}\right]
$$

Now,

$$
\begin{gathered}
A C C_{r}(m, \sigma)=\sum_{\pi \in \mathcal{L}(A)^{m}} \mathbb{P}[\pi \mid \sigma] \mathbb{P}[r(\pi)=\sigma]=\sum_{\pi \in \mathcal{L}(A)^{m}} \mathbb{P}[\pi \mid \sigma](1-\mathbb{P}[r(\pi) \neq \sigma]) \\
=1-\sum_{\pi \in \mathcal{L}(A)^{m}} \mathbb{P}[\pi \mid \sigma] \mathbb{P}[r(\pi) \neq \sigma]
\end{gathered}
$$

The probability that $r(\pi) \neq \sigma$ is less than the probability that $r(\pi)$ returns one of the neighbors of $\sigma$.

Thus,

$$
A C C_{r}(m, \sigma) \leq 1-\sum_{\pi \in \mathcal{L}(A)^{m}} \mathbb{P}[\pi \mid \sigma]\left(\sum_{\sigma^{\prime} \in \mathcal{N}(\sigma)} \mathbb{P}\left[r(\pi)=\sigma^{\prime}\right]\right)
$$

Then, using the derived inequality,

$$
\begin{aligned}
& A C C_{r}(m, \sigma) \leq 1-\sum_{\sigma^{\prime} \in \mathcal{N}(\sigma)} \sum_{\pi \in \mathcal{L}(A)^{m}} \phi^{m} \mathbb{P}\left[\pi \mid \sigma^{\prime}\right] \mathbb{P}\left[r(\pi)=\sigma^{\prime}\right] \\
& =1-\phi^{m} \sum_{\sigma^{\prime} \in \mathcal{N}(\sigma)} A C C_{r}\left(m, \sigma^{\prime}\right) \leq 1-\phi^{m}(n-1)(1-\epsilon)
\end{aligned}
$$

The last inequality follows because $A C C_{r}(m) \geq 1-\epsilon$ and $|\mathcal{N}(\sigma)|=n-1$.
Hence, in order to obtain an accuracy $\geq 1-\epsilon$, we need :

$$
1-\phi^{m}(n-1)(1-\epsilon) \geq 1-\epsilon \Rightarrow m=\Omega\left(\log \left(\frac{n}{\epsilon}\right)\right)
$$

### 8.3 Non-Robustness of PM-c Rules

In this section, we will study how robust are PM-c voting rules under noise.

## Informal Theorem

There exist profiles in which the PM-c graph is acyclic and all edge weights are large (the difference between pairwise preferences is large), but the noisy profile will, with high probability, have an acyclic PM-c graph too, that reduces to a different ranking.

We firstly introduce the setting to the reader. As always, suppose that we have a set of $n$ alternatives $A$ and that preferences over this set are permutations on $A$, that is each sample will be a ranking $\sigma \in \mathcal{L}(A)$. Given a preference profile $\pi=$ $\left(\sigma_{1}, \ldots, \sigma_{m}\right) \in \mathcal{L}(A)^{m}$ of $m$ votes, we say that $a \in A$ beats $b \in A$, that is $a \succ b$ when :

$$
\left|\left\{i \in[m]: a \succ_{\sigma_{i}} b\right\}\right|>\frac{m}{2}
$$

Hence, $a$ beats $b$ in pairwise majority comparison, when the strong majority of voters prefers $a$ over $b$.

In previous sections, we referred to the concept of PM-c graph. Now, we will expand that notion to the weighted PM-c graph. The weight of the directed edge $a \rightarrow b$ is just the difference of votes where $a \succ b$ and the votes where $b \succ a$.

Definition 8.3.1 - Weighted PM-c Graph. The profile $\pi=\left(\sigma_{1}, \ldots, \sigma_{m}\right) \in \mathcal{L}(A)^{m}$ induces the weighted pairwise majority graph $G_{\pi}=(V, E, w)$, where :

- $V=A$
- $a \rightarrow b \in E \Longleftrightarrow a \succ b, \forall a, b \in A, a \neq b$ and the weight of the edge will be equal to

$$
w_{(a, b)}(\pi)=\left|\left\{i \in[m]: a \succ_{\sigma_{i}} b\right\}\right|-\left|\left\{i \in[m]: b \succ_{\sigma_{i}} a\right\}\right|
$$

Under a PM-c voting rule, given a voting profile $\pi$, when the weighted PM-c graph is a tournament and, furthermore, is acyclic, it reduces uniquely to a ranking $\tau$. This output ranking is simply the topological ordering of the PM-c graph $G_{\pi}$.

We claim that there exist profiles in which the PM-c graph is acyclic and all edge weights are large (the difference between pairwise preferences is large), but, with high probability, the noisy profile has an acyclic PM-c graph too, that reduces to a different ranking. This implies that any PM-c rule is not robust under noise, since it would return a different ranking when applied to the true and to the noisy profiles.

Theorem 8.3.1 For all $\delta>0, \phi \in(0,1)$ and $m \in \mathbb{N}$ with $n \geq 3, \exists n_{0} \in \mathbb{N}$ s.t. $\forall n \geq n_{0}, \exists$ a voting profile $\pi^{*} \in \mathcal{L}(A)^{n}$ s.t. $G_{\pi^{*}}$ is acyclic and all edges have weight $\Omega(n)$, but, with probability at least $1-\delta$, one could sample a noisy profile $\pi$, where $G_{\pi}$ is acyclic and there is a pair of alternatives on which the unique rankings induces by $G_{\pi^{*}}$ and $G_{\pi}$ disagree.

The intuition of the theorem is that even if a PM-c rule provides big gaps between alternatives, that is the pairwise preference differences (which are expressed via graph weights) are significant, some alternatives will possibly flip under that rule with high probability. Extended results concerning the robustness of PM-c rules and of other rules, such as Borda's count, can be found in [AK19].

### 8.4 Learning the parameters of Mallows model

The Mallowss model can be parametrized by the set of distributions

$$
\mathcal{M}_{1}=\left\{\mathcal{P}_{\phi, \pi_{0}} \mid \phi \in[0,1], \pi_{0} \in \mathbb{S}_{n}\right\}
$$

with probability mass function $p_{\phi, \pi_{0}}(\pi)=\frac{\phi^{d}{ }_{K T}\left(\pi, \pi_{0}\right)}{Z}$, where $\phi$ and $\pi_{0}$ are the parameters of the model. If we fix the permutation parameter $\pi_{0}$, the family $\mathcal{M}_{1}\left(\pi_{0}\right)=$ $\left\{\mathcal{P}_{\phi, \pi_{0}} \mid \phi \in[0,1]\right\}$.

In this section, we will try to answer the following question :
What is the sample complexity for learning the parameters $\phi, \pi_{0}$ of a single distribution $\mathcal{P}_{\phi, \pi_{0}} \in \mathcal{M}_{1}$, given i.i.d. samples $\pi_{1}, \ldots, \pi_{m}$ ?

## Learning the central ranking $\pi_{0}$

In section 8.2, we have shown that given $\Theta\left(\log \frac{n}{\epsilon}\right)$ samples, one can learn the hidden central ranking with high probability.

We restate the central ranking learning theorem :
Theorem 8.4.1 For any $\pi_{0} \in \mathbb{S}_{n}$ and any $\phi \in[0, \gamma)$, there exists a polynomial time estimator $\pi^{*}$ s.t. given $m=\Theta\left(\frac{1}{\gamma} \log \frac{n}{\epsilon}\right)$ i.i.d. samples $\pi_{1}, \ldots, \pi_{m} \sim \mathcal{P}_{\phi, \pi_{0}}$ satisfies

$$
\mathbb{P}_{\vec{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{m}}\left[\pi^{*} \neq \pi_{0}\right] \leq \epsilon
$$

Moreover, if $m=o\left(\log \frac{n}{\epsilon}\right)$ then for any estimator $\pi^{*}$ these exists a distribution $\mathcal{P}_{\phi, \pi_{0}}$ s.t.

$$
\mathbb{P}_{\vec{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{m}}\left[\pi^{*} \neq \pi_{0}\right]>\epsilon .
$$

It is worth noticing that the sample complexity is a function of the error parameter $\epsilon$ (where the smaller the probability of being mistaken, the larger the samples needed) and of the size of the permutation $n$.

Now, it remains to estimate the parameter $\phi$.

## Learning the spread parameter $\phi$

Having learned the central ranking, one wants to further discover what the spread parameter is. But, since in general $\phi \in[0,1]$, the probability to learn exactly its value is 0 . So, we introduce an additional estimation error $\epsilon$, that controls the interval in which the predictor will be correct. So, for the learning of the spread parameter, our learning algorithm is an $\epsilon, \delta$ algorithm, similar to the classical PAC learning concept, and the sample complexity is a function of these two parameters and of the size of the permutation.

Theorem 8.4.2 In the case where $\pi_{0}$ is known, for $\phi \in[0, \gamma), \epsilon, \delta>0$ there exists an estimator $\phi^{*}$ that can be computed in polynomial time s.t. given $m$ i.i.d. samples $\vec{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{m}$ with $m \geq \Omega\left(\frac{1}{n \epsilon^{2}} \log \frac{1}{\delta}\right)$

$$
\mathbb{P}_{\vec{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{m}}\left[\left|\phi-\phi^{*}\right| \leq \epsilon\right]=\mathbb{P}_{\vec{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{m}}\left[\phi^{*} \in[\phi-\epsilon, \phi+\epsilon]\right] \geq 1-\delta
$$

- $\epsilon$ controls the boundaries of the accuracy of the $\phi$ estimator. The higher the $\epsilon$, the larger the accepted deviation from the correct values and thus the less the required samples.
- $\delta$ controls the error probability. As $\delta$ grows, the probability of being mistaken grows and thus the number of samples required drops down.

Proof. The proof uses similar techniques to the proof of theorem 8.6.1. Hence, for the complete proof, we refer the reader to [RBF19].

Thus, combining the above results :

Theorem 8.4.3 For any $\pi_{0} \in \mathbb{S}_{n}, \phi \in[0, \gamma), \epsilon, \delta>0$ there exist estimators $\pi^{*}, \phi^{*}$ that can be computed in polynomial time s.t. given $m$ i.i.d. samples $\vec{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{m}$ with $m \geq \Omega\left(\frac{\log n}{\gamma}+\frac{1}{n \epsilon^{2}} \log \frac{1}{\delta}\right)$, then

$$
\mathbb{P}_{\vec{\sim} \sim \mathcal{P}_{\phi, \pi_{0}}^{m}}\left[\left(\pi^{*}=\pi_{0}\right) \wedge\left(\phi^{*} \in[\phi-\epsilon, \phi+\epsilon]\right)\right] \geq 1-\delta
$$

## Learning with 1 sample

How well one would estimate the spread parameter given only one sample? From the above theorem, requiring that $m=1$, one could let the probability $\delta$ of being mistaken free and lock the boundary of the estimation :

$$
\frac{1}{n \epsilon^{2}} \log \frac{1}{\delta}=1 \Rightarrow \epsilon=\sqrt{\frac{1}{n} \log \frac{1}{\delta}}
$$

Thus, one gets the following :
Theorem 8.4.4 In the case where $\pi_{0}$ is known, any $\phi \in[0,1], \delta>0$ there exists an estimator $\phi^{*}$ that can be computed in polynomial time from one sample $\pi \sim \mathcal{P}_{\phi, \pi_{0}}$ s.t.

$$
\mathbb{P}_{\pi \sim \mathcal{P}_{\phi, \pi_{0}}}\left[\phi^{*} \in[\phi-\epsilon, \phi+\epsilon]\right] \geq 1-\delta, \text { where } \epsilon=O\left(\sqrt{\frac{1}{n} \log \frac{1}{\delta}}\right)
$$

### 8.5 Learning Mallows model in TV Distance

In this section, we provide a lower bound for learning in TV distance in the setting of the simple single parameter Mallows model.

We will use the Fano's inequality mentioned in the information theory section 5.1.3. We will show that, fixing a bad spread parameter $\phi^{*}$, there is a central ranking $\pi_{0}$, such that, whatever we sample from the distribution $\mathcal{P}_{\phi^{*}, \pi_{0}}$, given that the number of samples is small, then the distribution that we will construct cannot be close to the initial in total variation distance.

Theorem 8.5.1 Let $\phi^{*}=\frac{1}{2}$. Then $\exists \pi_{0} \in \mathbb{S}_{n}$, s.t. if one samples a voting profile $\pi=\left(\sigma_{1}, \ldots, \sigma_{m}\right) \sim \mathcal{P}_{\phi^{*}, \pi_{0}}^{m}$, where $\sigma_{i}$ are i.i.d. samples and if $m=o(\operatorname{logn})$, then any distribution $\mathcal{P}(\pi)$ has to satisfy :

$$
\mathbb{P}_{\pi \sim \mathcal{P}_{\phi^{*}, \pi_{0}}^{m}}\left[d_{T V}\left(\mathcal{P}(\pi), \mathcal{P}_{\phi^{*}, \pi_{0}}\right) \geq \frac{1}{16}\right] \geq \frac{1}{3}
$$

Proof. We have to consider an appropriate family of distributions in order to apply the Fano's inequality. Pick $\phi=1 / 2$. Consider the following collection of permutations with $l=\lfloor n / 2\rfloor$.

$$
\pi_{1}=(12), \pi_{2}=(34), \ldots, \pi_{l}=((n-1) n)
$$

Above we used the cycle notation for the permutation. Informally, the first ordering swaps the two first elements, the second swaps the third and the fourth, etc. Thus,
we study the family $\mathcal{F}$ of distributions parameterized by these permutations and dispersion $\phi^{*}$,

$$
\mathcal{F}=\left\{\mathcal{P}_{\phi, \pi_{i}}\right\}_{i=1}^{l}
$$

whose size is obviously $\lfloor n / 2\rfloor$.
Now, we have to upper bound KL divergence and to lower bound the TV distance.
For any pair of the above family,

$$
D_{K L}\left(\mathcal{P}_{\phi, \pi_{i}} \| \mathcal{P}_{\phi, \pi_{j}}\right)=\sum_{\sigma \in \mathbb{S}_{n}} \frac{\phi^{d_{K T}\left(\sigma, \pi_{i}\right)}}{Z} \ln \frac{\phi^{d_{K T}\left(\sigma, \pi_{i}\right)}}{\phi^{d_{K T}\left(\sigma, \pi_{j}\right)}}=\ln (\phi) \sum_{\sigma \in \mathbb{S}_{n}} \frac{\phi^{d_{K T}\left(\sigma, \pi_{i}\right)}}{Z}\left(d_{K T}\left(\sigma, \pi_{i}\right)-d_{K T}\left(\sigma, \pi_{j}\right)\right)
$$

Hence,

$$
D_{K L}\left(\mathcal{P}_{\phi, \pi_{i}} \| \mathcal{P}_{\phi, \pi_{j}}\right)=\ln \left(\frac{1}{\phi}\right) \mathbb{E}_{\sigma \sim \mathcal{P}_{\phi, \pi_{i}}}\left[d_{K T}\left(\sigma, \pi_{j}\right)-d_{K T}\left(\sigma, \pi_{i}\right)\right]
$$

Applying the triangle inequality, we get that

$$
d_{K T}\left(\sigma, \pi_{j}\right) \leq d_{K T}\left(\sigma, \pi_{i}\right)+d_{K T}\left(\pi_{i}, \pi_{j}\right)
$$

But, $d_{K T}\left(\pi_{i}, \pi_{j}\right)=2$, which indicates the reason we chose that collection of permutations. Thus,

$$
D_{K L}\left(\mathcal{P}_{\phi, \pi_{i}} \| \mathcal{P}_{\phi, \pi_{j}}\right) \leq 2 \ln 2
$$

since we chose $\phi=\frac{1}{2}$.
In order to lower bound the TV distance, we use the following result from Liu and Moitra, [LM18] :

Lemma 8.5.2 For any $\pi \neq \sigma \in \mathbb{S}_{n}$ and any $\phi_{1}, \phi_{2} \in[0,1-\gamma]$, we have that

$$
d_{T V}\left(\mathcal{P}_{\phi_{1}, \pi}, \mathcal{P}_{\phi_{2}, \sigma}\right) \geq \frac{\gamma}{2}
$$

Proof. Let $\phi_{2} \geq \phi_{1}$. Since $\pi \neq \sigma$, there is at least one pair of elements $a, b$ that $a \succ_{\pi} b$ and $b \succ_{\sigma} a$. Hence, the total variation distance is at least the difference between the probabilities that $a$ is ranked higher than $b$, say this event $A$, that is :

$$
d_{T V}\left(\mathcal{P}_{\phi_{1}, \pi}, \mathcal{P}_{\phi_{2}, \sigma}\right) \geq\left|\mathcal{P}_{\phi_{1}, \pi}(A)-\mathcal{P}_{\phi_{2}, \sigma}(A)\right|=\frac{1}{1+\phi_{1}}-\frac{\phi_{2}}{1+\phi_{2}} \geq \frac{\gamma}{2}
$$

where the event $A=\left\{\tau: a \succ_{\tau} b\right\}$ is an element of the $\sigma$-algebra $\mathcal{F}$ of our probability space and, by definition, the TV distance equals the supremum over the elements of $\mathcal{F}$.

Hence, it follows that :

$$
d_{T V}\left(\mathcal{P}_{\phi, \pi_{i}}, \mathcal{P}_{\phi, \pi_{j}}\right) \geq 1 / 4
$$

Also, notice that :

$$
\ln |\mathcal{F}|=\ln (n)-\ln 2
$$

Hence, by Fano's inequality 5.1.3,

$$
R_{n}(\mathcal{F}) \geq \frac{1}{8}\left(1-\frac{m 2 \ln 2+\ln 2}{\ln (n)-\ln 2}\right)
$$

If $m=o(\operatorname{logn})$, it follows that $R_{n}(\mathcal{F}) \geq \frac{1}{16}$ and, consequently, we cannot learn $\mathcal{P}_{\phi, \pi_{0}} \epsilon$-close in TV distance unless $m=O(\log n)$.

Lemma 8.5.3 A result similar to the above lemma is the following : Consider two Mallows models $M_{1}=\mathcal{M}\left(\phi_{1}, \pi\right)$ and $M_{2}=\mathcal{M}\left(\phi_{2}, \pi\right)$ with the same central ranking on $n \geq 2$ alternatives. If $\left|\phi_{1}-\phi_{2}\right| \leq \frac{\sigma^{2}}{10 n^{3}}$, then $d_{T V}\left(M_{1}, M_{2}\right) \leq \sigma$.

### 8.6 Learning Mallows model in KL Divergence

Finally, we provide a sufficient sample complexity lower bound in order to learn in KL divergence (and as we see in TV distance) in the setting of simple Mallows model. We claim that if enough samples are given, where the samples complexity depends on the permutation size $n$, on the accuracy parameter $\epsilon$ and on the confidence parameter $1-\delta$, we can learn the distribution of the generating noisy model, with high probability/confidence $1-\delta$, and with small error both in KL divergence and in TV distance.

Theorem 8.6.1 For any $\pi_{0} \in \mathbb{S}_{n}, \phi \in[0,1], \epsilon, \delta>0$ there exist estimators $\pi^{*}$, $\phi^{*}$ that can be computed in polynomial time from $m$ i.i.d. samples $\vec{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{m}$ such that if $m \geq \Omega\left(\frac{1}{\epsilon^{2}} \log \frac{1}{\delta}+\log n\right)$, then

$$
\mathbb{P}_{\vec{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{m}}\left[D_{K L}\left(\mathcal{P}_{\phi^{*}, \pi^{*}} \| \mathcal{P}_{\phi, \pi_{0}}\right) \leq \epsilon^{2}\right] \geq 1-\delta
$$

and hence

$$
\mathbb{P}_{\vec{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{m}}\left[d_{T V}\left(\mathcal{P}_{\phi^{*}, \pi^{*}}, \mathcal{P}_{\phi, \pi_{0}}\right) \leq \epsilon\right] \geq 1-\delta
$$

Firstly, it is easy to notice that the TV distance result follows from the Pinsker's inequality, mentined in the mathematical foundations chapter 2.2 .3 . For the sake of completeness, we remind it below :

$$
d_{T V}(\mathbb{P}, \mathbb{Q}) \leq \sqrt{\frac{1}{2} D_{\mathrm{KL}}(\mathbb{P} \| \mathbb{Q})}
$$

Hence, if $D_{K L}(\mathbb{P} \| \mathbb{Q}) \leq 2 \epsilon^{2}$, it implies that $d_{T V}(\mathbb{P} \| \mathbb{Q}) \leq \epsilon$. This is why Pinsker's inequality is very significant in learning theory. Learning well in KL divergence, implies that one also learns well in TV distance. This link is thanks to the above inequality. At the same time, if one cannot learn in TV distance ( $d_{T V} \geq \epsilon$ ), then she cannot even learn in KL divergence $\left(D_{K L} \geq 2 \epsilon^{2}\right)$. This can be applied to the previous section 8.5.

In order to prove theorem 8.6.1, we have to introduce the notion of exponential families.

## Exponential families

Let $\mu$ be a measure of $\mathbb{R}^{d}, h: \mathbb{R}^{d} \rightarrow \mathbb{R}_{\geq 0}$ and $\mathbf{T}: \mathbb{R}^{d} \rightarrow \mathbb{R}^{k}$. Suppose that both functions are measurable.
Definition 8.6.1 - Logarithmic partition function. The logarithmic partition function with parameters $h, \mathbf{T}$ is a mapping $\alpha_{\mathbf{T}, h}: \mathbb{R}^{k} \rightarrow \mathbb{R}_{\geq 0}$ where :

$$
\alpha_{\mathbf{T}, h}(\eta)=\ln \int h(x) \exp \left(\eta^{T} \mathbf{T}(x)\right) d \mu(x)
$$

The variable $\eta$ is usually referred as natural parameters and is a vector in $\mathbb{R}^{k}$. We are interested for the space where the logarithmic partition function exists (is finite). Thus, we define the following space :
Definition 8.6.2 - Range of natural parameters. The range of natural parameters for the logarithmic partition function $\alpha_{\mathbf{T}, h}$ is the space :

$$
\mathcal{H}_{\mathbf{T}, h}=\left\{\eta \in \mathbb{R}^{k}: \alpha_{\mathbf{T}, h}(\eta)<\infty\right\}
$$

Thus, we can define a family of distributions parametrized by $\eta$. (that is why $\eta$ is called natural parameters). This kind of family will be called an exponential family.
Definition 8.6.3 - Exponential family. The exponential family $\mathcal{E}(\mathbf{T}, h)$ with sufficient statistics $\mathbf{T}$, carrier measure $h$ and natural parameters $\eta$ is the family of distributions :

$$
\mathcal{E}(\mathbf{T}, h)=\left\{\mathcal{P}_{\eta}: \eta \in \mathcal{H}_{\mathbf{T}, h}\right\}
$$

where the probability distribution $\mathcal{P}_{\eta}$ has density :

$$
p_{\eta}(x)=h(x) \exp \left(\eta^{T} \mathbf{T}(x)-\alpha(\eta)\right)
$$

- Example 8.1 - Single parameter Mallows Model. The Mallows $\phi$-distribution is a parametrized distance-based probability distribution that belongs to the family :

$$
\mathcal{M}_{1}=\left\{\mathcal{P}_{\phi, \pi_{0}}: \phi \in[0,1], \pi_{0} \in \mathbb{S}_{n}\right\}
$$

with probability mass function

$$
p_{\phi, \pi_{0}}(\pi)=\frac{1}{Z(\phi)} \phi^{d_{K T}\left(\pi, \pi_{0}\right)}=\frac{1}{Z(\phi)} e^{d_{K T}\left(\pi, \pi_{0}\right) \ln \phi}
$$

The parameters correspond to a two dimensional vector $\left(\phi, \pi_{0}\right)$. Observe that the family of distributions as stated is not an exponential family because of the central ranking parameter $\pi_{0}$.

If we fix the central ranking, then the family

$$
\mathcal{M}_{1}\left(\pi_{0}\right)=\left\{\mathcal{P}_{\phi}: \phi \in[0,1]\right\}
$$

is an exponential family with natural parameter $\theta=\ln \phi$. Then, the sufficient statistic is $T(\pi)=d_{K T}\left(\pi, \pi_{0}\right)$ and the logarithmic partition function is $a(\theta)=\ln Z\left(e^{\theta}\right)=$ $\ln Z(\phi)$.

Lemma 8.6.2 Let $\mathcal{E}(\mathbf{T}, h)$ be an exponential family with sufficient statistics $\mathbf{T}$ and carrier measure $h$. For any $\mathcal{P}_{\eta} \in \mathcal{E}(\mathbf{T}, h)$, let $\mathcal{D}_{\eta}$ be the distribution of the corresponding sufficient statistics $\mathbf{T}(x)$ when $x \sim \mathcal{P}_{\eta}$. Then for all $\eta, \eta^{\prime} \in \mathcal{H}_{\mathbf{T}, h}$

$$
\begin{gathered}
d_{T V}\left(\mathcal{P}_{\eta}, \mathcal{P}_{\eta^{\prime}}\right)=d_{T V}\left(\mathcal{D}_{\eta}, \mathcal{D}_{\eta^{\prime}}\right) \\
\& \\
D_{K L}\left(\mathcal{P}_{\eta} \| \mathcal{P}_{\eta^{\prime}}\right)=D_{K L}\left(\mathcal{D}_{\eta} \| \mathcal{D}_{\eta^{\prime}}\right)
\end{gathered}
$$

Proof. We postpone the proof for the end of the chapter Proof-8.6.2.
For any $\alpha, \beta \in \mathbb{R}^{d}$, let $\mathcal{L}(\alpha, \beta)=\left\{c \in \mathbb{R}^{d}: c=p \alpha+(1-p) \beta, p \in[0,1]\right\}$. For the one dimensional case, this space corresponds to the closed interval $[\min (\alpha, \beta), \max (\alpha, \beta)]$ and for $d=2$, this definition corresponds to the parametric representation of a line.

Lemma 8.6.3 Let $\mathcal{E}(\mathbf{T}, h)$ be an exponential family parametrized by $\eta \in \mathbb{R}^{k}$ with sufficient statistics $\mathbf{T}$ and carrier measure $h$. Let $\alpha$ be the logarithmic partition function of the family. For all $\eta \in \mathcal{H}_{\mathbf{T}, h}$, it holds that :

$$
\begin{gathered}
\mathbb{E}_{x \sim \mathcal{P}_{\eta}}[\mathbf{T}(x)]=\nabla \alpha(\eta) \\
\operatorname{Var}_{x \sim \mathcal{P}_{\eta}}[\mathbf{T}(x)]=\nabla^{2} \alpha(\eta) \\
\mathbb{E}_{x \sim \mathcal{P}_{\eta}}\left[\exp \left(s^{T} \mathbf{T}(x)\right)\right]=\exp (\alpha(\eta+s)-\alpha(\eta)), s \in \mathbb{R}^{d}
\end{gathered}
$$

Also, for all $\eta, \eta^{\prime} \in \mathcal{H}_{\mathbf{T}, h}$ and for some $\xi \in \mathcal{L}\left(\eta, \eta^{\prime}\right)$, it holds that :

$$
D_{K L}\left(\mathcal{P}_{\eta} \| \mathcal{P}_{\eta^{\prime}}\right)=-\left(\eta^{\prime}-\eta\right)^{T} \nabla \alpha(\eta)+\alpha\left(\eta^{\prime}\right)-\alpha(\eta)=\left(\eta^{\prime}-\eta\right)^{T} \nabla^{2} \alpha(\xi)\left(\eta^{\prime}-\eta\right)
$$

Proof. We postpone the proof for the end of the chapter Proof-8.6.3
We continue with the proof of the main theorem.
Proof. 1. Observe that we can use $O\left(\log \frac{n}{\delta}\right)$ samples to learn the central ranking $\pi_{0}$.
2. We remind that $\phi$ is the true unknown dispersion, that we want to estimate. Once we know the central ranking, we can assume that our samples are coming from the distribution $\mathcal{P}_{\phi}$ and that we want to learn $\mathcal{P}_{\phi}$ in KL divergence. This is due to the lemma 7.5 .2
3. Applying the lemma 8.6.2, we can assume sample access to the distribution $\mathcal{D}_{\phi}$ of the sufficient statistics of $\mathcal{P}_{\phi}$.
4. We have that $\mathcal{D}_{\phi}$ is a distribution in a single parameter exponential family with natural parameter $\theta=\ln \phi$. Let $\alpha$ be the logarithmic partition function of the family.
5. From lemma 8.6.3, the KL divergence between a distribution $\mathcal{D}_{\phi^{\prime}}$ parametrized by a dispersion parameter $\phi^{\prime}$ and the true distribution $\mathcal{D}_{\phi}$ equals :

$$
D_{K L}\left(\mathcal{D}_{\phi^{\prime}} \| \mathcal{D}_{\phi}\right)=-\left(\theta^{\prime}-\theta\right) \dot{\alpha}(\theta)+\alpha\left(\theta^{\prime}\right)-\alpha(\theta)
$$

This KL divergence can be seen as a function of $\theta^{\prime}$. Consider the function

$$
f(x)=-(x-\theta) \dot{\alpha}(\theta)+\alpha(x)-\alpha(\theta)
$$

6. Analyzing the function $f$, it is easy to see that $f$ is convex with minimum at $x=\theta$. Hence, $f \downarrow\{x \leq \theta\}$ and $f \uparrow\{x \geq \theta\}$.
7. Note that $\alpha(\theta)=\ln Z\left(e^{\theta}\right)=\ln Z(\phi) \geq 0, \forall \theta \in(-\infty, 0]$, since $Z(\phi) \geq 1$. Then it is easy to observe that :

$$
\lim _{x \rightarrow-\infty} f(x)=+\infty=\lim _{\phi^{\prime} \rightarrow 0} D_{K L}\left(\mathcal{D}_{\phi^{\prime}} \| \mathcal{D}_{\phi}\right)
$$

and

$$
\lim _{\phi^{\prime} \rightarrow \infty} D_{K L}\left(\mathcal{D}_{\phi^{\prime}} \| \mathcal{D}_{\phi}\right)=+\infty
$$

when $\phi<\infty$.
8. Define the set

$$
Q=\left\{\theta \in \mathbb{R}: D_{K L}\left(\mathcal{D}_{\phi^{\prime}} \| \mathcal{D}_{\phi}\right) \leq \epsilon\right\}
$$

Since $f$ is convex, the space $Q$ is an interval s.t. $\theta=\ln \phi \in Q$. Define

$$
\theta^{-}=\inf Q, \theta^{+}=\sup Q
$$

Because of the limits observed before, $Q$ is a closed interval with $Q=\left[\theta^{-}, \theta^{+}\right] \subset$ $(-\infty,+\infty)$. Define $\phi^{\{-,+\}}=\exp \left(\theta^{\{-,+\}}\right)$.
9. From the above, we have that :

$$
D_{K L}\left(\mathcal{D}_{\phi\{-,+\}} \| \mathcal{D}_{\phi}\right)=\epsilon
$$

10. Once the central ranking is known the distribution is an exponential family and let $T(\pi)$ be its sufficient statistics. From the lemma 8.6.3, we know that $h(\theta)=$ $\mathbb{E}_{\pi \sim \mathcal{P}_{\phi^{\prime}, \pi_{0}}}[T(\pi)]=\dot{\alpha}(\theta)$. Thus, $h$ is an increasing function with respect to $\theta$. and the better we estimate $\mathbb{E}_{\pi \sim \mathcal{P}_{\phi^{\prime}, \pi_{0}}}[T(\pi)]$, the better we estimate $\phi$. So, the estimation of the true parameter $\theta=\ln \phi$ is equivalent to the estimation of the image of the function $h$.
11. Since $h$ is injective, given any real number $r$ in the image of $h$, we can find $\theta^{*}$ s.t. $\left|\theta(r)-\theta^{*}\right| \leq \epsilon$, where $\theta(r)$ is well defined from the equation $h(\theta(r))=r$.
12. Suppose that we sample $\vec{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{m}$. In order to get an estimation for the true $\theta$, it suffices to find a real value $r(\vec{\pi})$ s.t.

$$
h(\theta(r(\vec{\pi})))=r(\vec{\pi}) \wedge|\theta-\theta(r(\vec{\pi}))| \leq \epsilon .
$$

13. We have to choose an estimator for $r$. Notive that $h(\theta)$ is expressed as an expected value. Thus, it seems logical to choose

$$
r=\frac{1}{m} \sum_{i=1}^{m} T_{i}\left(\pi_{i}\right)
$$

We need to bound the probability that this estimation is far from the expected value of the sufficient statistic $T$ when drawing a random sample, that is :

$$
p=\mathbb{P}_{\vec{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{m}}\left[\frac{1}{m} \sum_{i=1}^{m} T_{i}\left(\pi_{i}\right) \geq \mathbb{E}_{\pi \sim \mathcal{P}_{\phi^{\prime}, \pi_{0}}}[T(\pi)]\right]
$$

We will try to prove the $\geq$ case. The case $\leq$ can be handled similarly.
14. We will use the Markov's inequality to upper bound $p$. Choose $s>0$. Then, we get that :
$p=\mathbb{P}_{\vec{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{m}}\left[\exp \left(s \cdot \sum_{i=1}^{m} T_{i}\left(\pi_{i}\right)\right) \geq \exp \left(s \cdot m \cdot \mathbb{E}_{\pi \sim \mathcal{P}_{\phi^{\prime}, \pi_{0}}}[T(\pi)]\right)\right] \leq \frac{\mathbb{E}_{\pi_{i} \sim \mathcal{P}_{\phi, \pi_{0}}}\left[\exp \left(s \cdot \sum_{i=1}^{m} T_{i}\left(\pi_{i}\right)\right)\right]}{\exp \left(s \cdot m \cdot \mathbb{E}_{\pi \sim \mathcal{P}_{\phi^{\prime}, \pi_{0}}}[T(\pi)]\right)}$
By the independence of our samples, we have that:

$$
p \leq\left(\frac{\mathbb{E}_{\sigma \sim \mathcal{P}_{\phi, \pi_{0}}}[\exp (s \cdot T(\sigma))]}{\exp \left(s \cdot \mathbb{E}_{\pi \sim \mathcal{P}_{\phi^{\prime}, \pi_{0}}}[T(\pi)]\right)}\right)^{m}
$$

From lemma 8.6.3, the RHS becomes :

$$
p \leq \exp \left(-m\left(s \dot{\alpha}\left(\phi^{\prime}\right)-\alpha(\phi+s)+\alpha(\phi)\right)\right)
$$

Now, we have to find the minimum value for the RHS by seeing it as a function of $s$. It is not difficult to see that we get the optimal bound for $s=\phi^{\prime}-\phi$. Hence, again by lemma 8.6.3,

$$
p \leq \exp \left(-m \cdot D_{K L}\left(\mathcal{P}_{\phi^{\prime}} \| \mathcal{P}_{\phi}\right)\right)
$$

15. Thus, for any upper and lower estimations $\theta^{-}$and $\theta^{+} \leq 0$,

$$
\mathbb{P}_{\vec{\pi} \sim \mathcal{P}_{\theta, \pi_{0}}^{m}}\left[r(\vec{\pi}) \notin\left[h\left(\theta^{-}\right), h\left(\theta^{+}\right)\right]\right] \leq 2 \exp \left(-m \min _{\theta^{*} \in\left\{\theta^{-}, \theta^{+}\right\}} D_{K L}\left(\mathcal{P}_{\theta^{*}} \| \mathcal{P}_{\theta}\right)\right)
$$

or equivalently, by the monotonicity of $h$,

$$
\mathbb{P}_{\vec{\pi} \sim \mathcal{P}_{\theta, \pi_{0}}^{m}}\left[\theta(r(\vec{\pi})) \notin\left[\theta^{-}, \theta^{+}\right]\right] \leq 2 \exp \left(-m \min _{\theta^{*} \in\left\{\theta^{-}, \theta^{+}\right\}} D_{K L}\left(\mathcal{P}_{\theta^{*}} \| \mathcal{P}_{\theta}\right)\right)
$$

16. From step 9,

$$
\mathbb{P}_{\vec{\pi} \sim \mathcal{P}_{\theta, \pi_{0}}^{m}}[\theta(r(\vec{\pi})) \notin Q] \leq 2 \exp (-m \cdot \epsilon)
$$

Now, we pick the estimation $\phi(r(\vec{\pi}))=\exp (\theta(r(\vec{\pi})))$ and we get that :

$$
\mathbb{P}_{\vec{\pi} \sim \mathcal{P}_{\theta, \pi_{0}}^{m}}\left[D_{K L}\left(\mathcal{D}_{\phi(r(\vec{\pi}))} \| \mathcal{D}_{\phi}\right) \geq \epsilon\right] \leq 2 \exp (-m \cdot \epsilon)
$$

and going back to the distribution $\mathcal{P}$ :

$$
\mathbb{P}_{\vec{\pi} \sim \mathcal{P}_{\theta, \pi_{0}}^{m}}\left[D_{K L}\left(\mathcal{P}_{\phi(r(\vec{\pi})), \pi_{0}} \| \mathcal{P}_{\phi, \pi_{0}}\right) \geq \epsilon\right] \leq 2 \exp (-m \cdot \epsilon)
$$

Hence, we want $2 \exp (-m \cdot \epsilon) \leq \delta$ and we solve for the number of samples $m$. To that result, we have to add the samples we need to learn the central ranking.

By reversing the result, we get that with $m \geq \Omega\left(\frac{1}{\epsilon^{2}} \log \frac{1}{\delta}+\log n\right)$, we get the desired bound :

$$
\mathbb{P}_{\vec{\pi} \sim \mathcal{P}_{\phi, \pi_{0}}^{m}}\left[D_{K L}\left(\mathcal{P}_{\phi^{*}, \pi^{*}} \| \mathcal{P}_{\phi, \pi_{0}}\right) \leq \epsilon^{2}\right] \geq 1-\delta
$$

### 8.7 Appendix

Let $\mathcal{E}(\mathbf{T}, h)$ be an exponential family with sufficient statistics $\mathbf{T}$ and carrier measure $h$. For any $\mathcal{P}_{\eta} \in \mathcal{E}(\mathbf{T}, h)$, let $\mathcal{D}_{\eta}$ be the distribution of the corresponding sufficient statistics $\mathbf{T}(x)$ when $x \sim \mathcal{P}_{\eta}$. Then for all $\eta, \eta^{\prime} \in \mathcal{H}_{\mathbf{T}, h}$

$$
d_{T V}\left(\mathcal{P}_{\eta}, \mathcal{P}_{\eta^{\prime}}\right)=d_{T V}\left(\mathcal{D}_{\eta}, \mathcal{D}_{\eta^{\prime}}\right)
$$

\&

$$
D_{K L}\left(\mathcal{P}_{\eta} \| \mathcal{P}_{\eta^{\prime}}\right)=D_{K L}\left(\mathcal{D}_{\eta} \| \mathcal{D}_{\eta^{\prime}}\right)
$$

Proof. We will only prove for the TV distance for the discrete case. The proof for the KL divergence and for continuous distributions is similar. Let $S$ be the support of the exponential family, let $S_{\mathbf{T}}=\{y \mid \exists x \in S: \mathbf{T}(x)=y\}$ be the range of sufficient statistics $\mathbf{T}$ and $N_{y}=\sum_{x \in S} \mathbb{1}\{\mathbf{T}(x)=y\}$.

Then,

$$
d_{T V}\left(\mathcal{P}_{\eta}, \mathcal{P}_{\eta^{\prime}}\right)=\frac{1}{2} \sum_{x \in S}\left|p_{\eta}(x)-p_{\eta^{\prime}}(x)\right|=\frac{1}{2} \sum_{x \in S}\left|h(x) \exp \left(\eta^{T} \mathbf{T}(x)-\alpha(\eta)\right)-h(x) \exp \left(\eta^{\prime T} \mathbf{T}(x)-\alpha\left(\eta^{\prime}\right)\right)\right|
$$

The summation over the support is equivalent to the following :

$$
\begin{aligned}
& d_{T V}\left(\mathcal{P}_{\eta}, \mathcal{P}_{\eta^{\prime}}\right)=\frac{1}{2} \sum_{y \in S_{\mathbf{T}}} \sum_{x: \mathbf{T}(x)=y}\left|h(x) \exp \left(\eta^{T} \mathbf{T}(x)-\alpha(\eta)\right)-h(x) \exp \left(\eta^{\prime T} \mathbf{T}(x)-\alpha\left(\eta^{\prime}\right)\right)\right| \\
& \quad=\frac{1}{2} \sum_{y \in S_{\mathbf{T}}} N_{y}\left|h(x) \exp \left(\eta^{T} \mathbf{T}(x)-\alpha(\eta)\right)-h(x) \exp \left(\eta^{\prime T} \mathbf{T}(x)-\alpha\left(\eta^{\prime}\right)\right)\right|= \\
& \quad=\frac{1}{2} \sum_{y \in S_{\mathbf{T}}}\left|N_{y} h(x) \exp \left(\eta^{T} \mathbf{T}(x)-\alpha(\eta)\right)-N_{y} h(x) \exp \left(\eta^{\prime T} \mathbf{T}(x)-\alpha\left(\eta^{\prime}\right)\right)\right|
\end{aligned}
$$

But this is exactly the TV distance of the sufficient statistics distributions. Thus,

$$
d_{T V}\left(\mathcal{P}_{\eta}, \mathcal{P}_{\eta^{\prime}}\right)=\frac{1}{2} \sum_{y \in S_{\mathbf{T}}}\left|d_{\eta}(y)-d_{\eta^{\prime}}(y)\right|=d_{T V}\left(\mathcal{D}_{\eta}, \mathcal{D}_{\eta^{\prime}}\right) .
$$

Let $\mathcal{E}(\mathbf{T}, h)$ be an exponential family parametrized by $\eta \in \mathbb{R}^{k}$ with sufficient statistics $\mathbf{T}$ and carrier measure $h$. Let $\alpha$ be the logarithmic partition function of the family. For all $\eta \in \mathcal{H}_{\mathbf{T}, h}$, it holds that :

$$
\begin{equation*}
\mathbb{E}_{x \sim \mathcal{P}_{\eta}}[\mathbf{T}(x)]=\nabla \alpha(\eta) \tag{8.5}
\end{equation*}
$$

Also, for all $\eta, \eta^{\prime} \in \mathcal{H}_{\mathbf{T}, h}$ and for some $\xi \in \mathcal{L}\left(\eta, \eta^{\prime}\right)$, it holds that :

$$
\begin{equation*}
D_{K L}\left(\mathcal{P}_{\eta} \| \mathcal{P}_{\eta^{\prime}}\right)=-\left(\eta^{\prime}-\eta\right)^{T} \nabla \alpha(\eta)+\alpha\left(\eta^{\prime}\right)-\alpha(\eta)=\left(\eta^{\prime}-\eta\right)^{T} \nabla^{2} \alpha(\xi)\left(\eta^{\prime}-\eta\right) \tag{8.6}
\end{equation*}
$$

Proof. The log-partition function is defined as :

$$
\alpha(\eta)=\log \int h(x) \exp \left(\eta^{T} \mathbf{T}(x)\right) d \mu(x)
$$

In the range of natural parameters, $g(\eta)=e^{\alpha(\eta)}$ is continuous and has continuous derivatives of all orders, which can be computed under the integration sign. Let $\eta \in \mathbb{R}^{k}$. Then,

$$
e^{\alpha(\eta)} \frac{\partial \alpha(\eta)}{\partial \eta_{j}}=\int \frac{\partial}{\partial \eta_{j}} h(x) \exp \left[\sum_{i=1}^{k} \eta_{i} T_{i}(x)\right] d \mu(x)=\int T_{j}(x) h(x) \exp \left[\sum_{i=1}^{k} \eta_{i} T_{i}(x)\right] d \mu(x)
$$

But, we have that $p_{\eta}(x)=h(x) \exp \left(\eta^{T} \mathbf{T}(x)-\alpha(\eta)\right)$. Thus, for a single dimension,

$$
\frac{\partial \alpha(\eta)}{\partial \eta_{j}}=\int T_{j}(x) p_{\eta}(x) d \mu(x)=\mathbb{E}_{x \sim \mathcal{P}_{\eta}}\left[T_{j}(x)\right]
$$

So,

$$
\nabla \alpha(\eta)=\mathbb{E}_{x \sim \mathcal{P}_{\eta}}[\mathbf{T}(x)]
$$

For equation (8.6), one has :

$$
\begin{gathered}
D_{K L}\left(\mathcal{P}_{\eta} \| \mathcal{P}_{\eta^{\prime}}\right)=\int p_{\eta}(x) \ln \frac{p_{\eta}(x)}{p_{\eta^{\prime}}(x)} d \mu(x) \\
=\int p_{\eta}(x)\left(\left(\eta-\eta^{\prime}\right)^{T} \mathbf{T}(x)+\alpha\left(\eta^{\prime}\right)-\alpha(\eta)\right) d \mu(x)=\left(\eta-\eta^{\prime}\right)^{T} \mathbb{E}_{x \sim \mathcal{P}_{\eta}} \mathbf{T}(x)+\alpha\left(\eta^{\prime}\right)-\alpha(\eta)
\end{gathered}
$$

But, from (8.5), $D_{K L}\left(\mathcal{P}_{\eta} \| \mathcal{P}_{\eta^{\prime}}\right)=-\left(\eta^{\prime}-\eta\right)^{T} \nabla \alpha(\eta)+\alpha\left(\eta^{\prime}\right)-\alpha(\eta)$.
From the multidimensional Taylor's theorem, there is some $\xi \in \mathcal{L}\left(\eta, \eta^{\prime}\right)$ s.t.

$$
D_{K L}\left(\mathcal{P}_{\eta} \| \mathcal{P}_{\eta^{\prime}}\right)=\left(\eta^{\prime}-\eta\right)^{T} \nabla^{2} \alpha(\xi)\left(\eta^{\prime}-\eta\right)
$$

which completes the proof.

## 9. Finding the maximum likelihood ranking

In this chapter, we will ignore the sample complexity and focus on the idea of solving the maximum likelihood ranking estimator problem. That is, given $r$ samples drawn from the hidden central ranking, we have to find which element from the symmetric group maximizes the probability of being given those $r$ permutations. We will refer to the solution of the MLE as the maximum likelihood permutation.

### 9.1 The goal, a technique and a promise

## Goal

Suppose that we are given $r$ i.i.d. samples drawn from a Mallows model. Our goal is to find the maximum likelihood permutation $\hat{\pi}^{*}$ given the samples observed, that is :

$$
\begin{equation*}
\hat{\pi}^{*}=\arg \max _{\pi^{*}} \prod_{i=1}^{r} \mathbb{P}\left[\pi_{i} \mid \pi^{*}\right]=\arg \max _{\pi^{*}} \prod_{i=1}^{r} \frac{e^{-\beta d_{K T}\left(\pi_{i}, \pi^{*}\right)}}{Z(\beta)} \tag{9.1}
\end{equation*}
$$

But, thanks to the exponential structure of the model, the above product can be converted into a sum :

$$
\hat{\pi}^{*}=\arg \max _{\pi^{*}} \prod_{i=1}^{r} \frac{e^{-\beta d_{K T}\left(\pi_{i}, \pi^{*}\right)}}{Z(\beta)}=\arg \max _{\pi^{*}} \frac{1}{Z(\beta)^{r}} \exp \left(-\beta \cdot \sum_{i=1}^{r} d_{K T}\left(\pi_{i}, \pi^{*}\right)\right)
$$

Firstly, we can just ignore the normalization constant for the optimization problem. Also, using the fact that $x \mapsto \ln x$ is an increasing function, the problem reduces to the following :

$$
\hat{\pi}^{*}=\arg \max _{\pi^{*}} \ln e^{-\beta \cdot \sum_{i=1}^{r} d_{K T}\left(\pi_{i}, \pi^{*}\right)}=\arg \max _{\pi^{*}}\left(-\beta \cdot \sum_{i=1}^{r} d_{K T}\left(\pi_{i}, \pi^{*}\right)\right)
$$

Hence, since $\beta>0$,

$$
\begin{equation*}
\hat{\pi}^{*}=\arg \min _{\pi^{*}} \sum_{i=1}^{r} d_{K T}\left(\pi_{i}, \pi^{*}\right) \tag{9.2}
\end{equation*}
$$

The Kemeny's voting rule is the Maximum Likelihood Estimator $\hat{\pi}^{*}$ for the underlying hidden truth of the Mallows model.

## Technique

The problem of finding the MLE given $r$ samples is reduced to the one of finding the median for $r$ permutations in the metric space $\left(\mathbb{S}_{n}, d_{K T}\right)$. One could think geometrically that the permutations create a polytope inside that metric space. It is well known that we cannot attack this problem in a straightforward way since the problem is NP-hard, as mentioned in a previous chapter NP-hard-Kemeny. Of course, the solution to the problem will be one of the $n$ ! permutations in the symmetric group. We have to choose the correct one. Obviously, an exhaustive search approach is not a good choice since, besides the computational inefficiency, we do not exploit the knowledge offered from the $r$ samples. It would be a good idea to somehow deduce a ranking from these $r$ samples that will be 'close' to the one that we are looking for. An obvious idea would be to aggregate those rankings. This is exactly the technique that we will use. Specifically, we are going to create the so-called average permutation $\bar{\pi}$, that will map each alternative to the position she appeared on average in these $r$ samples. We will break ties uniformly. We will show that this average permutation is not completely bad. Afterwards, the idea is that we will find a value $\rho$ and create a ball $\mathcal{B}(\bar{\pi}, \rho)$ of center $\bar{\pi}$ and radius $\rho$ in the metric space $\left(\mathbb{S}_{n}, d_{K T}\right)$. This ball will contain with high probability the maximum likelihood permutation. Our exhaustive search will be executed only inside this ball, whose size will be significantly smaller than the order of $n$ ! and the search will be quite fast.


Figure 9.1: Slicing the solution space of the $\mathbb{S}_{3}$-permutohedron with a ball $\mathcal{B}(\bar{\pi}, \rho)$.
For instance, in order to visualize the above technique, if we sample rankings of size 3, the permutohedron will be the 2-dimensional convex hull of the 6 points.

Suppose that the average permutation is the ranking (213). Then, the solution space will be reduced to the collection of rankings only inside the circle with center the average ranking and appropriate radius $\rho$, that will be explained in the next sections. The visualization is provided in the above figure.

## Promise

The main result, trying to solve the Mallows Reconstruction Problem, is the following. One can compute the maximum likelihood permutation, with high probability, in time $T(n)$, where $n$ is the size of the permutations.

Theorem 9.1.1 There exists a randomized algorithm such that if $\left\{\pi_{i}\right\}_{i=1}^{r}$ be rankings on $n$ elements independently generated by Mallows model with parameter $\beta>0$, and let $\alpha>0$. Then a maximum probability order $\pi^{m}$ can be computed in time :

$$
T(n)=O\left(n^{1+O\left(\frac{\alpha}{\beta r}\right)} 2^{O\left(\frac{\alpha}{\beta}+\frac{1}{\beta^{2}}\right)} \log ^{2} n\right)
$$

and error probability $<n^{-\alpha}$.
The parameter $\alpha$ controls the error probability. As $\alpha$ increases, the error probability falls, and, consequently, the time $T(n)$ increases.

As $r$ grows, the algorithm tends to almost linear. This remarkably different than anything one sees in other fields of algorithms. In classical algorithmic theory, as the input grows, the algorithm usually becomes slower. Now, in the theoretical machine learning concept, as the input grows and, thus, the provided information is larger, one can note that the algorithm accelerates as the number of samples grows.

In the next section, we will prove that one can find the MLE in a computationally efficient way. Then, another question naturally arises.
Suppose that we have found the MLE ranking $\hat{\pi}^{*}$. How close it will be to the original ranking $\pi_{0}$ ?

### 9.2 Mallows' Reconstruction Problem

We will begin with some notation :

- Each permutation has size $n$ and the set of elements of the permutation $A$ is isomorphic to $[n]$.
- $\pi_{0}$ is the initial hidden ranking and $\beta=\ln \frac{1}{\phi}$, where $\phi$ is the (unknown) dispersion.
- $\left\{\pi_{i}\right\}_{i=1}^{r}$ are the $r$ noisy samples drawn from the Mallows model $\mathcal{M}\left(\pi_{0}, \beta\right)$ with distribution $\mathcal{P}_{\pi_{0}, \beta}$
- $\bar{\pi}=\operatorname{Avg}(\pi)$ denotes the 'average' ranking, which we will explain later.
- $\hat{\pi}^{*}$ is the MLE ranking we want to find.

Under the Mallows probabilistic model $\mathcal{M}\left(\pi_{0}, \beta\right)$, the probability of drawing the ranking $\pi$ equals :

$$
\mathbb{P}\left[\pi \mid \pi_{0}\right]=\frac{e^{-\beta d_{K T}\left(\pi, \pi_{0}\right)}}{Z(\beta)}
$$

### 9.2.1 Computing the MLE ordering

As a first step, we show that, under this model, the locations of individual elements $j \in[n]$ are distributed geometrically. That is, the probability that the element $j$ is transposed 'far away' from its original positions decreases exponentially, as the length of the transposition grows linearly.

Thanks to the relabeling property discussed in the introductory chapter, one can assume that $\pi_{0}=i d$.

Lemma 9.2.1 Suppose that $\pi_{0}=i d$ and let $k \in[n]$. Obviously, $\pi_{0}(k)=k$. Then, for a ranking $\pi \sim \mathcal{P}_{\pi_{0}, \beta}$, we have that:

$$
\mathbb{P}[|\pi(k)-k| \geq i]<2 \frac{e^{-\beta i}}{\left(1-e^{-\beta}\right)}, \forall i .
$$

Proof. From the RIM process, it is already known that $\pi$ can be sampled by inserting the elements $1, \ldots, n$ into the ordering one-by-one, each time conditioning on the order so far. Hence, for the $k$ th element, suppose we have sampled the relative ranking of the first $(k-1)$ alternatives under $\pi$ and we want to insert $k$. By the definition of the Mallows model, the probability that $k$ is mapped to position $k-i$ is bounded by $e^{-\beta i}$. This indicates the truncated geometric distribution we have already mentioned. During the insertion of the elements $k+1, \ldots, n$, the location of $k$ may only increase. Hence,

$$
\mathbb{P}[\pi(k) \leq k-i]<\sum_{j=i}^{\infty} e^{-\beta j}=\frac{e^{-\beta i}}{1-e^{-\beta}}
$$

Hence, by symmetry of the dislocation, we get the factor 2 for the wanted upper bound.

Secondly, we construct the 'average' ranking given $r$ samples and create a similar lemma for the locations of the individual elements of the average permutation.

Suppose that the permutations $\pi_{1}, \ldots, \pi_{r} \sim \mathcal{P}_{\pi_{0}, \beta}^{r}$. Consider $k \in[n]$ and let $\pi_{0}=i d$. Let $\overline{\pi(k)}$ be the average index of $k$ under the samples drawn, that is:

$$
\overline{\pi(k)}=\frac{1}{r} \sum_{i=1}^{r} \pi_{i}(k) .
$$

Lemma 9.2.2 Suppose that $\pi_{0}=i d$ and let $k \in[n]$. Then, for the average ranking $\bar{\pi}$, constructed by the aggregation of $r$ samples $\pi_{1}, \ldots, \pi_{r} \sim \mathcal{P}_{\pi_{0}, \beta}^{r}$, we have that :

$$
\mathbb{P}[|\overline{\pi(k)}-k| \geq i] \leq 2\left(\frac{(5 i+1) e^{-\beta i}}{1-e^{-\beta}}\right)^{r}, \forall i
$$

Proof. We will study the item $k$. In each one of the $r$ samples, suppose that its dislocation is at most $d_{i}$, for $i \in[r]$. We choose $d_{i} \geq 0$. Consider the dislocation
vector $\vec{d}=\left(d_{1}, \ldots, d_{r}\right)$. We consider the event $E(\vec{d})$ that is $\pi_{i}(k) \leq k-d_{i}$, for $i \in[r]$. From the previous lemma, we get that:

$$
\mathbb{P}[E(\vec{d})] \leq \frac{\exp \left(-\beta \sum_{i=1}^{r} d_{i}\right)}{\left(1-e^{-\beta}\right)^{r}}
$$

We have that, for the event $D_{i}=[\overline{\pi(k)} \leq k-i]$ :

$$
D_{i} \subset \bigcup_{\sum_{j=1}^{r} d_{j}=r i} E(\vec{d}) \Rightarrow \mathbb{P}[\overline{\pi(k)} \leq k-i]<\mathbb{P}\left[\bigcup_{\sum_{j=1}^{r} d_{j}=r i} E(\vec{d})\right]
$$

By union bound, we get that :

$$
\mathbb{P}[\overline{\pi(k)} \leq k-i]<\#\left\{\vec{d}: \sum_{j=1}^{r} d_{j}=r i\right\} \frac{e^{-\beta r i}}{\left(1-e^{-\beta}\right)^{r}}
$$

But, the cardinality of this set is exactly the number of ways to place $r i$ balls into $r$ bins, that equals $\binom{r i+r-1}{r-1}$. Hence,

$$
\mathbb{P}[\overline{\pi(k)} \leq k-i]<\binom{r i+r-1}{r-1} \frac{e^{-\beta r i}}{\left(1-e^{-\beta}\right)^{r}}
$$

and, using a known binomial coefficient inequality, we get that:

$$
\mathbb{P}[\overline{\pi(k)} \leq k-i]<(5 i+1)^{r} \frac{e^{-\beta r i}}{\left(1-e^{-\beta}\right)^{r}}
$$

Working for the symmetric event $D_{i}^{\prime}=[\overline{\pi(k)} \geq k+i]$, we get the desired 2 factor and the desired concentration bound for the average ranking.

We assume that $r$ is fixed. From the above lemma, we can easily get the following result, that bounds the probability of the 'bad' event, that is that it will exist some element $k$ that, in the average ranking, it will make a jump of length at least $\Theta(\log n)$. Thus, with high probability, each element in the average ranking will be $\Theta(\log n)$-close to its original position.

Lemma 9.2.3 Let $\pi_{0}=i d$ and let $\alpha>0$. Fix the number of samples $r$. Then, for sufficiently large $n$,

$$
\begin{equation*}
\mathbb{P}\left[\exists k:|\overline{\pi(k)}-k| \geq \frac{\alpha+2}{\beta r} \log n\right]<n^{-\alpha} \tag{9.3}
\end{equation*}
$$

Note that the error margin for each element decreases proportionally to $r$.
We have shown that, with high probability, the average ranking will be close to the original ranking.

Result 1: The average ranking $\bar{\pi}$ is more likely $\Theta(\operatorname{logn})$-close to the original $\pi_{0}$.

We continue by showing that the maximum likelihood ranking is close to the original. Suppose that we would be able to prove that, with high probability, the MLE $\bar{\pi}^{*}$ is $\Theta(\log n)-$ close to the original $\pi_{0}$. Then, it would be $\Theta(\log n)$-close to the average permutation too. This is our goal and we will try to prove it afterwards. A good question would be why prove that? How this will help find the MLE? The idea is that we could get the MLE ranking from the average ranking, using as a black box a sorting algorithm. Specifically, there is an dynamic programming algorithm, that given a pre-sorted ranking, can sort it fast to a desired one. The notion of pre-sorting corresponds to the idea that each element in the given ranking will be at most $k$ positions away from the correct position. Note that, if $k=\Theta(\log n)$, we could say that the average ranking is a pre-sorted ranking for the MLE goal permutation. This idea is not yet completely clear, but it will be soon. But it must be clear that we should prove that the maximum likelihood ranking is close to the original, and, hence, to the average one.

Before proceeding we introduce some notation. We define the score of a permutation as the value it attains when used on the MLE, as follows :
Definition 9.2.1 - Ranking score metric. The Mallows reconstruction problem can be restated as follows :

$$
\begin{equation*}
\hat{\pi}^{*}=\arg \min _{\pi^{*}} \sum_{i=1}^{r} d_{K T}\left(\pi_{i}, \pi^{*}\right)=\arg \min _{\pi^{*}} \sum_{i<\pi^{*} j}\left|\left\{k: \pi_{k}(i)>\pi_{k}(j)\right\}\right| \tag{9.4}
\end{equation*}
$$

Thus, we try to minimize the pairwise disagreements. We will denote with :

$$
q(i<j)=\left|\left\{k: \pi_{k}(i)<\pi_{k}(j)\right\}\right|
$$

Then, MRP is equivalent to :

$$
\begin{equation*}
\hat{\pi}^{*}=\arg \max _{\pi^{*}} \operatorname{Score}\left(\pi^{*}\right)=\arg \max _{\pi^{*}} s\left(\pi^{*}\right)=\arg \max _{\pi^{*}} \sum_{i<\pi^{*} j} q(i<j) \tag{9.5}
\end{equation*}
$$

Hence, we try to maximize the pairwise agreements.
For simplicity, we will let $\pi_{0}=i d$ and let

$$
L=\max \left(6 \frac{\alpha+2}{\beta r} \log n, 6 \frac{\alpha+2+\frac{1}{\beta}}{\beta}\right)
$$

Intuitively, $L$ controls the margin that we proved before for the length of the jump of an element under the average permutation $\bar{\pi}$. Also, consider a error parameter $a>0$.

Lemma 9.2.4 Except with probability $n^{-a}$ we have that for any $i, j$ s.t. $j-i \geq L$,

$$
q(i<j)>\frac{2 r}{3}
$$

that is, less than $1 / 3$ of the permutations $\pi_{1}, \ldots, \pi_{r}$ order $i$ and $j$ incorrectly.
Proof. Suppose that $j-i \geq L$. We study the probability that a sample ranking $\pi_{v}, v \in[r]$ swaps this pair.

$$
\mathbb{P}\left[j \succ_{\pi_{v}} i\right]=\mathbb{P}\left[\pi_{v}(j) \leq \pi_{v}(i)\right]
$$

Now, notice that in order to swap these elements, it must hold either the event $\left[\pi_{v}(j) \leq j-\frac{L}{2}\right]$ or the event $\left[\pi_{v}(i) \geq i+\frac{L}{2}\right]$. If neither of them holds, the swap is impossible. By union bound, we get :

$$
\mathbb{P}\left[j \succ_{\pi_{v}} i\right] \leq \mathbb{P}\left[\pi_{v}(j) \leq j-\frac{L}{2}\right]+\mathbb{P}\left[\pi_{v}(i) \geq i+\frac{L}{2}\right]
$$

By the lemma 9.2.1, we can upper bound each term :

$$
\mathbb{P}\left[j \succ_{\pi_{v}} i\right] \leq 2 \frac{e^{-\beta \frac{L}{2}}}{\left(1-e^{-\beta}\right)} \leq n^{-3(a+1) / r}
$$

for sufficiently large $n$. There are two cases :

- If $r \leq \operatorname{logn}$, the probability of having at least $\frac{r}{3}$ samples having swapped $i, j$ is bounded by $n^{-(a+1)} 2^{r}<n^{-a}$.
- If $r>\operatorname{logn}$, we have that : $\mathbb{P}\left[j \succ_{\pi_{v}} i\right] \leq n^{-3(a+1)}$ and, hence, the probability of having at least $\frac{r}{3}$ samples having swapped $i, j$ is bounded by $n^{-3(a+1) \frac{r}{3}} 2^{r}<$ $e^{-a r}<n^{-a}$.

Now, we are capable of analyzing the proximity of the MLE $\hat{\pi}^{*}$ to the original ranking $\pi_{0}$.

Lemma 9.2.5 Except with probability $<2 n^{-a}$, for any optimal $\hat{\pi}^{*}$ and for all $k$, we have

$$
\left|\hat{\pi}^{*}(k)-\pi_{0}(k)\right| \leq 32 L
$$

Proof. Let $p_{0}=i d$. Firstly, we make the assumption that our samples $\left\{\pi_{i}\right\}_{i=1}^{r}$ satisfy the previous lemma with probability $<n^{-a}$. Suppose that $\exists k:\left|\hat{\pi}^{*}(k)-k\right|=M>32 L$. We will get a contradiction.

Without loss of generality, let $\hat{\pi}^{*}(k)=k+M$. Our goal is to find a permutation that scores higher than the MLE optimal and, thus, get a contradiction.

Let $T \geq M / 4-L>7 L$. We will show that there must be at least $T i$ 's from below $k$ that are mapped above the $k$-th position by $\hat{\pi}^{*}$. That is :

$$
\left|i: i<k \cap \hat{\pi}^{*}(i) \geq k\right| \geq T
$$

Define the set of items that are mapped between position $k$ and $k+M$ by the MLE optimal, $S:=\left\{j: k \leq \hat{\pi}^{*}(j)<k+M\right\}$.

It must hold :

$$
\begin{equation*}
\sum_{j \in S}(q(j<k)-q(j>k))>0 \tag{9.6}
\end{equation*}
$$

Otherwise, the permutation that maps $k$ to $k$ scores better.
Now, we partition $S$ into three disjoint subsets $S=S_{1} \cup S_{2} \cup S_{3}$, where :

- $S_{1} \rightarrow(j<k),\left|S_{1}\right|<T$
- $S_{2} \rightarrow(k<j<k+L),\left|S_{2}\right|<L$
- $S_{3} \rightarrow(j \geq k+L)$

Now, we study the above equation (9.6), by breaking the sum into sums over the three partitions :

$$
\begin{aligned}
& \sum_{j \in S}(q(j<k)-q(j>k))=\sum_{j \in S_{1} \cup S_{2} \cup S_{3}}(q(j<k)-q(j>k)) \\
< & r\left|S_{1}\right|+r\left|S_{2}\right|-\frac{r}{3}\left|S_{3}\right|<r(T+L)-\frac{r}{3}(M-T-L) \Rightarrow T>7 L
\end{aligned}
$$

So, we get the desired :

$$
\left|i: i<k \cap \hat{\pi}^{*}(i) \geq k\right| \geq T \geq M / 4-L>7 L
$$

So, there must exist at least $T i$ 's with $i \geq k$ and $\hat{\pi}^{*}(i)<k$. We, then, define the sets $T_{1}=\left\{i<k: \hat{\pi}^{*}(i) \geq k\right\}$ and $T_{2}=\left\{i \geq k: \hat{\pi}^{*}(i)<k\right\}$.

We now are able to create a ranking $\pi^{m}$ obtained by the OPT by concatenating its restriction to $\{1, \ldots, k-1\}$ with its restriction to $\{k, \ldots, n\}$. Next, we count the pairs $i<j$ on which the two permutations disagree.

- Case $A:|i-j|<L$. To get a disagreement, either $i$ or $j$ has to belong to $T_{1} \cup T_{2}$ and in each case we have at most $L$ choice for the other. So, $\left|P_{1}\right|<2 T L$.
- Case $B:|i-j| \geq L$. Note that $q(i<j)>2 r / 3$. Each $t \in T_{1}$ participated in such a pair with each $t^{\prime} \in T_{2}$ except $\left|t-t^{\prime}\right|<L$. Thus, $\left|P_{2}\right| \geq T(T-L)$.
Finally, we show that $\pi^{m}$ will score higher than the MLE optimal.

$$
\begin{gathered}
s\left(\pi^{m}\right)-s\left(\hat{\pi}^{*}\right)=\sum_{P_{1}}(q(i<j)-q(j<i))-\sum_{P_{2}}(q(i<j)-q(j<i))> \\
>(-r)\left|P_{1}\right|+(r / 3)\left|P_{2}\right| \geq(-r)(2 T L)+(r / 3) T(T-L)
\end{gathered}
$$

But, we have that $T>7 L$ and, hence, we get that:

$$
s\left(\pi^{m}\right)>s\left(\hat{\pi}^{*}\right)
$$

that is a contradiction.
Result 2: The MLE ranking $\hat{\pi}^{*}$ is more likely $\Theta(\operatorname{logn})$-close to the original $\pi_{0}$.
Thus, combining results 1 and 2 , one gets that:

Result 3: The MLE ranking $\hat{\pi}^{*}$ is, with high probability, $\Theta(\operatorname{logn})-$ close to the average ranking $\bar{\pi}$.

Now, we are able to perform the pre-sorting trick that we mentioned before. Our goal is to find the MLE ranking. We know the average permutation $\bar{\pi}$ and, additionally, we proved something remarkably useful. We have shown that these two permutations are close. That is we can create a ball $\mathcal{B}(\bar{\pi}, \rho)$ of center $\bar{\pi}$ and radius $\rho$ in the metric space $\left(\mathbb{S}_{n}, d_{K T}\right)$. We will pick radius $\rho=\Theta(\log n)$. This ball will contain with high probability the maximum likelihood permutation $\bar{\pi}^{*}$, that we want to find.


Figure 9.2: Ball $\mathcal{B}(\bar{\pi}, \rho)$ reducing the solution space of the $\mathbb{S}_{4}$-permutohedron.
A $3 D$ visualization of this concept is provided in the above figure. Also, we provide a layout of the figure, that is a projections to the $x y$ plane.


Figure 9.3: $x y$-projection of the ball $\mathcal{B}(\bar{\pi}, \rho)$ and of the $\mathbb{S}_{4}$-permutohedron.

Now, we will execute an exhaustive search only inside this ball. Our search will try to maximize the score function defined above. The permutation that maximizes the score is obviously the requested MLE ranking. Thus, we design a sorting algorithm, based on dynamic programming that exploits Result 3.

## Sorting an almost sorted list

Lemma 9.2.6 Let $[n]$ be a set of $n$ elements together with a scoring function $q$. Suppose that we are given that there is an optimal ordering $\sigma(1), \ldots, \sigma(n)$, that maximizes the score $s(\sigma)=\sum_{i<_{\sigma} j} q(i<j)$, such that $|\sigma(i)-i| \leq k$ for all $i$. Then we can find such an optimal $\sigma$ in time $O\left(n \cdot k^{2} \cdot 2^{6 k}\right)$.

Remark 9.2.7 A brute force approach over all possible solutions would require time $k^{\Theta(n)}$, whereas a dynamic programming approach reduces the time complexity. Notice that when $k$ is small $(o(\log n))$, the algorithm tends to be linear.

Proof. Let $i<j$ be any pair of indices. Then, the optimal ranking $\sigma$ maps the interval $[i, j]$ into the elements $I=\sigma([i, j])=\{\sigma(i), \ldots, \sigma(j)\}$. This set of elements, by the assumption that $|\sigma(i)-i| \leq k$, satisfies the following subset coverings :

$$
I^{-}=[i+k, j-k] \subset I \subset I^{+}=[i-k, j+k]
$$

All the elements inside $I^{-}$are obligated to be contained in $I$ and each element of [ $i, j$ ] is mapped at most $k$ positions apart by the optimal ordering.

By these two conditions, the set $S_{I}=\{\sigma(i), \ldots, \sigma(j)\}$ contains $j-i+1$ elements. Thus, a possible selection of such a set requires choosing $j-i+1$ containing the elements of $I^{-}$and be contained in $I^{+}$. Since the set $I^{-}$contains $j-i+1-2 k$ elements, it remains to pick $2 k$ elements from the collection $I^{+} \backslash I^{-}=[i-k, \ldots, i+$ $k-1] \cup[j-k+1, \ldots, j+k]$, which contains $4 k$ elements. Thus, the number of possible $S_{I}$ 's is at most $2^{4 k}$.

Let $I$ be an interval and denote by $L H(I)$ and $R H(I)$ the left and right half of the interval. Without loss of generality, we choose the number of elements be $n=2^{m}$ for some $m \in \mathbb{N}$. Let $I_{0}$ denote the interval containing all the elements, $I_{1}=\operatorname{LH}\left(I_{0}\right)$, $I_{2}=R H\left(I_{0}\right), I_{3}=L H\left(I_{1}\right), \ldots, I_{n-2}=I_{2^{m-2}}=R H\left(I_{2^{m-1}-2}\right)$. In total, we have $n-1=2^{m}-1$ intervals, where there are $2^{m-1}$ intervals of length $2, \ldots, 2^{m-j}$ of length $2^{j}$ and 1 of length $2^{m}=n=\left|I_{0}\right|$.

For each such interval $I_{t}=[i . . j]$, let $S_{t}$ be the possible sets of the elements $J_{t}=[\sigma(i), \ldots, \sigma(j)]$. We will use dynamic programming to store an optimal ranking $\sigma^{\prime}$ of each such $J_{t} \in S_{I}$. In total, the number of $J_{t}$ 's is at most $\left(\# I_{t}\right) \cdot\left(\# S_{t}\right)<n \cdot 2^{4 k}$. The optimal ordering satisfies the assumption : $\left|\sigma^{\prime}(i)-i\right| \leq k$ for all $i$. Hence, the score of an optimal ranking $\sigma^{\prime}$ and a processed interval $J_{t}$ :

$$
s\left(J_{t}, \sigma^{\prime}\right)=\sum_{\sigma^{\prime}\left(i^{\prime}\right)<\sigma^{\prime}\left(j^{\prime}\right)} q\left(i^{\prime}<j^{\prime}\right)=\sum_{\sigma^{\prime}\left(i^{\prime}\right)<\sigma^{\prime}\left(j^{\prime}\right), i^{\prime}<j^{\prime}<i^{\prime}+2 k} q\left(i^{\prime}<j^{\prime}\right)+\sum_{j^{\prime} \geq i^{\prime}+2 k} q\left(i^{\prime}<j^{\prime}\right)
$$

Now, notice, from the optimality of $\sigma^{\prime}$, that the second term in the RHS is independent of $\sigma^{\prime}$. Thus, we can define a score $s^{\prime}$ that is the sum over pairs $i^{\prime}, j^{\prime} \in J_{t}$ that are less than $2 k$ apart. These are the only pairs that may get swapped. Hence,

$$
s\left(J_{t}, \sigma^{\prime}\right)=s^{\prime}\left(J_{t}, \sigma^{\prime}\right)+\sum_{j^{\prime} \geq i^{\prime}+2 k} q\left(i^{\prime}<j^{\prime}\right) \Rightarrow \max _{\sigma^{\prime}} s\left(J_{t}, \sigma^{\prime}\right)=\max _{\sigma^{\prime}} s^{\prime}\left(J_{t}, \sigma^{\prime}\right)
$$

We apply the dynamic programming technique from $t=n-1 \rightarrow t=0$, producing and storing an optimal ordering for each possible $J_{t}$.

1. If $n-1 \leq t \leq \frac{n}{2}$, the length of $J_{t}$ is 2 and, thus, the optimal ordering can be found in $O(1)$ steps.
2. If $t<\frac{n}{2}$, we have to find an optimal ordering of a given $J_{t}=[i, i+2 s-1]$ for some appropriate $s>0$. In order to achieve this, we study the two halves $L H\left(J_{t}\right)$ and $R H\left(J_{t}\right)$ and sort them independently.

- For the $L H\left(J_{t}\right)$ : It must contain all the elements in $J_{t}$ that come from $[1, \ldots, i+s-1-k]$ and must be contained in $[1, \ldots, i+s-1+k]$. Thus, there are at most $2^{2 k}$ choice for the elements of $L H\left(J_{t}\right)$.
- The choice of the elements of $L H\left(J_{t}\right)$ determined uniquely the elements of $R H\left(J_{t}\right)$.
- For each of the $2^{2 k}$ choices, we search for an optimal ordering for the two halves, that we have already stored in the dynamic programming table. From the possible choices for the left half, we pick the best one. This is done by recomputing the score $s^{\prime}$ for the joined interval and takes at most $O\left(k^{2}\right)$ time. The only new pairs $(i, j):|i-j|<2 k$ are along the boundary between $L H\left(J_{t}\right)$ and $R H\left(J_{t}\right)$.
Hence, the total cost is :

$$
\sum_{d=1}^{\operatorname{logn}} \sum_{j:\left|I_{j}\right|=d} \operatorname{cost}_{D P}\left(I_{j}\right)=\sum_{d=1}^{\log n} O\left(\frac{n \cdot 2^{4 k}}{2^{d}} \cdot 2^{2 k} k^{2}\right)=O\left(n \cdot k^{2} \cdot 2^{6 k}\right)
$$

## Sorting the almost sorted average ranking $\bar{\pi}$

We have shown that the known average ranking is pointwise close with $k=33 L$ to the MLE ranking, with high probability. Thus, we can apply the pre-sorting algorithm presented above for appropriate $k$ and get the following theorem.

Theorem 9.2.8 There exists a randomized algorithm such that if $\left\{\pi_{i}\right\}_{i=1}^{r}$ be rankings on $n$ elements independently generated by Mallow's model with parameter $\beta>0$, and let $\alpha>0$. Then a maximum probability order $\pi^{m}$ can be computed in time :

$$
T(n)=O\left(n^{1+O\left(\frac{\alpha}{\beta r}\right)} 2^{O\left(\frac{\alpha}{\beta}+\frac{1}{\beta^{2}}\right)} \log ^{2} n\right)
$$

and error probability $<n^{-\alpha}$.

### 9.2.2 Proximity between the MLE ordering and the original ranking

Right now, we have fulfilled half of our promises. We have shown that we can find the MLE computationally fast via a pre-sorting technique on the average permutation. But, we have talked nothing about how close the MLE is compared to the central ranking $\pi_{0}$. This is our final goal.
$\rightarrow$ We have to prove that the $l_{1}$ norm between the MLE ranking and the original permutation is of order $n$. The $l_{1}$ norm corresponds to the so-called Average proximity.
$\rightarrow$ We have to prove that the $l_{\infty}$ norm between the MLE ranking and the original permutation is of order $\operatorname{logn}$. The $l_{\infty}$ norm corresponds to the so-called Pointwise proximity.

## Equivalent setting

In order to prove the the two results, we need to modify our setting by viewing our samples as noisy comparisons. Suppose there is a hidden ordering $\pi_{0}$ on $n$ alternatives. Specifically, the input is no more an ordering of $n$ alternatives but a collection of $\binom{n}{2}$ queries $q(i, j)$ for $i<j$. These queries are expressed as binary signals such that, for a constant $\lambda>0$,

$$
\begin{equation*}
q(i, j)=\{+,-\} \text { with probability }\left(\frac{1}{2}+\lambda\right) \text { if }\left\{\pi_{0}(i)>\pi_{0}(j), \pi_{0}(i)<\pi_{0}(j)\right\} \tag{9.7}
\end{equation*}
$$

that is, the probability the signal has the correct sign is higher than $50 \%$. It is assumed that the signals are independent. The parameter $\lambda$ controls the bias of our noisy model. The higher the value of $\lambda$, the more robust to the true order our signals are. For each pair, the correct order is observed with probability greater than $\frac{1}{2}$. This idea is completely similar to the directed graph idea presented in the Condorcet-Mallows model 7.2 .

For each unordered pair $\{x, y\}$, we receive a signal $s_{x, y}=s_{y, x}$. The signal distribution $\mathcal{D}$ for the pair $\{x, y\}$ depends on how these alternatives are ordered in the true hidden ranking $\pi_{0}$. Thus,

$$
D=\mathbb{1}\left(\pi_{0}(x)<\pi_{0}(y)\right) D_{x<y}+\mathbb{1}\left(\pi_{0}(y)<\pi_{0}(x)\right) D_{y<x}
$$

Signals are independent conditioned on the true order. The mass that the distribution $\mathcal{D}$ is assigned to the signal $s_{x, y}$ depends only on the position of $x, y$ in the true ranking. Choose a set of pair of indices $I=\left\{\left(i_{1}, j_{1}\right), \ldots,\left(i_{|I|}, j_{|I|}\right)\right\}$ such that $(x, y) \notin I$ and define the $|I|$-dimensional signal vector $\vec{s}=\left(s_{i_{1}, j_{1}}, \ldots, s_{i_{|I|}, j_{|I|}}\right)$. Then,

$$
\mathcal{D}\left[s_{x, y}=* \mid \pi_{0}, \vec{s}\right]=\mathcal{D}\left[s_{x, y}=* \mid \mathbb{1}\left(\pi_{0}(x)<\pi_{0}(y)\right)\right]
$$

Definition 9.2.2 - Noisy Signal Aggregation (NSA). Given the signals $s_{i, j}$ for all pairs $\{i, j\} \in[n]$, the NSA is the maximum likelihood permutation $\hat{\pi}^{*}$, assuming uniform prior. Thus,

$$
\hat{\pi}^{*}=\arg \max _{\pi^{*}} \mathbb{P}\left[\left\{s_{i, j}\right\} \mid \pi^{*}\right]=\prod_{i, j: \pi^{*}(i)<\pi^{*}(j)} D_{i<j}\left(s_{i, j}\right)
$$

We have already defined the mass assigned by the signal distribution. We define the signal ratio, assuming uniform prior, for the signal $s_{x, y}$ and a ranking $\sigma$

$$
\frac{D_{x<y}\left(s_{x, y}\right)}{D_{y<x}\left(s_{x, y}\right)}=\frac{\mathbb{P}\left[x<_{\sigma} y \mid s_{x, y}\right]}{\mathbb{P}\left[y<_{\sigma} x \mid s_{x, y}\right]}
$$

Using this ratio, we can define the score $q(x<y)$ with the decision to rank $x$ to below $y$ as the log-ratio :

$$
q(x<y)=\log \frac{D_{x<y}\left(s_{x, y}\right)}{D_{y<x}\left(s_{x, y}\right)}
$$

Note that $q(x<y)=-q(y<x)$. Observe that this log-ratio reminds the KL divergence and thus by Gibbs' inequality 4.34 , we have that

$$
\mathbb{E}[q(x<y) \mid \sigma(x)<\sigma(y)] \geq 0
$$

Definition 9.2.3 - From NSA to Score. The NSA is equivalent to the problem of finding a ranking $\sigma$ such that

$$
\begin{equation*}
\sigma=\arg \max _{\sigma} s_{q}(\sigma)=\arg \max _{\sigma} \sum_{x, y: \sigma(x)<\sigma(y)} q(x<y) \tag{9.8}
\end{equation*}
$$

Main result
The main task it remains to point out is that the MLE optimal ranking and the true ranking are close in two norms, the $l_{1}$ and the $l_{\infty}$. The following result holds.

Let $\pi_{0}$ be the true hidden ranking. Consider the NSA problem on biased signals parametrized by a bias $\lambda>0$ and let $\hat{\pi}^{*}$ be any MLE optimal order. Let $\alpha>0$ be a confidence parameter. Then, there exist two constants $c_{i}(\alpha, \lambda)$ for $i=1,2$ such that except with probability $O\left(n^{-\alpha}\right)$ the following inequalities hold:

$$
\begin{gather*}
\left\|\hat{\pi}^{*}-\pi_{0}\right\|_{1}=\sum_{i=1}^{n}\left|\hat{\pi}^{*}(i)-\pi_{0}(i)\right| \leq c_{1} n  \tag{9.9}\\
\left\|\hat{\pi}^{*}-\pi_{0}\right\|_{\infty}=\max _{i}\left|\hat{\pi}^{*}(i)-\pi_{0}(i)\right| \leq c_{2} \log n \tag{9.10}
\end{gather*}
$$

Hence, we can see that the MLE ranking with high probability will be close to the central ranking. The proofs of the two inequalities can be found in [BM09].

## 10. $k$ - Set Sampling

### 10.1 Setting \& Idea

In this thesis, we have analyzed in depth the field of rankings learning using noisy samples. This well-studied setting implies that one is given (independent) samples that are permutations of $n$ alternatives, generated by a distribution, which corresponds to a noisy probabilistic model such as Mallows Model (MM) and Plackett-Luce Model (PL). Afterwards, one could ask questions concerning the sample complexity to learn the parameters of the model, the ability to learn the generating distributions in various $f$-divergence metrics (TV distance, KL divergence) and the concept of maximum likelihood estimation.

In our work, we chose to reduce the information provided by our samples and try to answer similar questions. This information reduction idea will be clear shortly. Firstly, we will introduce some helpful notation and, afterwards, we will present our results.

## $k$-Set Sampling

Let $A=\left\{a_{1}, \ldots, a_{n}\right\}$ be the set of our alternatives. We are now ready to explain how to choose to reduce the information provided by our samples. We will use the single parameter Mallows Model as an example. Our main question remains to learn the central ranking $\pi_{0}$ in $\mathcal{L}(A)$. Our samples are still generated by a Mallows distribution $\mathcal{M}_{1}\left(\pi_{0}, \phi\right)$, but we do not have full access to the permutation sampled.

Our sampling will be parameterized by a natural number $0<k<n$. In the previous chapter, we were observing a ranking $\pi_{j} \sim \mathcal{M}_{1}\left(\pi_{0}, \phi\right)$ of the $n$ alternatives. Now, we again sample $\pi_{j}=a_{i_{1}} \succ a_{i_{2}} \succ \ldots a_{i_{k}} \succ a_{i_{k+1}} \succ \ldots a_{i_{n}}$ but we cannot access the sampled ranking. We can only access the $k$ top ranked alternatives in an unordered way, that is, our sample is a set $S_{j}$ of size $k$ with the top $k$ alternatives :

$$
S_{j}=\left\{a_{i_{1}}, a_{i_{2}}, \ldots, a_{i_{k}}\right\}
$$

The study of top $k$ lists was already researched in various works such as [FS03]. The innovative part appears in the set theoretic version of our sampling.

Thus, our samples will be the sets $S_{1}, \ldots, S_{r}$ and, for instance, we question whether we can learn what the central ranking $\pi_{0}$ is.

A real-life application of this sampling method is the classical voting (with a cross $\dagger$ next to the names) of our preferred $k$ out of $n$ alternatives in a voting procedure. Each vote is just a set of our $k$ top preferred alternatives, without specifying the order of our preferences.

## An important remark

The way we have converted the nature of our samples is crucial. In the classical setting, one can easily observe that both input and output live in the symmetric group $\mathbb{S}_{n}$. They are both permutations. However, in our setting, we have not respected this property. The input consists of a collection of sets and the desired output is a permutation. This problem can be generalized to the quite interesting problem where the input and the output live in different metric spaces and one should create an interconnection between these spaces.

### 10.2 Notation

Let $A=\left\{a_{1}, \ldots, a_{n}\right\}$ be the set of our alternatives. A ranking $\pi \in \mathcal{L}(A)$ will be a bijection from $A$ to itself.

We will denote with $r$ the number of samples drawn from a distribution. Each sample will be a set $S$ of size $k$ and will be generated by a distribution $\mathcal{S}_{k} \mathcal{P}_{\phi, \pi_{0}}$, where firstly we draw a sample ranking from the distribution $\mathcal{P}_{\phi, \pi_{0}}$ and, afterwards, applying a $k$-set filtering $\mathcal{S}_{k}$.

In the next section, we will work with two probability measures. We will denote with $\mathbb{P}_{M M}$ the distribution of the single parameter Mallows model $\mathcal{M}_{1}\left(\pi_{0}, \phi\right)$ and with $\mathbb{P}_{P L}$ the distribution of the Plackett-Luce model. We have to expand the definition of these two measures from permutations to sets. Before that, we introduce the following notation. Each sample is a set of $k$ alternatives. Thus, given $r$ samples, one could aggregate them and get a vote counter random variable for each alternative. This vote-counter will be denoted by

$$
v_{a}=\sum_{i=1}^{r} \mathbb{1}\left\{a \in S_{i}\right\}, \forall a \in A
$$

Obviously, $0 \leq v_{a} \leq r$ and $\sum_{a \in A} v_{a}=r \cdot k$. Note that, if we define $p_{a}=\mathbb{P}[a \in S]$, $v_{a} \sim \operatorname{Bin}\left(r, p_{a}\right)$, where $S$ is drawn from $\mathcal{S}_{k} \mathcal{P}_{\phi, \pi_{0}}$.

Suppose that we have the sequence of vote-counters $\left\{v_{a}\right\}_{a \in A}$. We will be interested with the ranking of the $n$ alternatives sorted in decreasing order of their vote-counters. This ranking will be denoted by $\operatorname{argsort}_{i \in[n]}\left\{v_{1}, \ldots, v_{n}\right\}$

Also, given a set $S$ of size $k$, we will denote by $g(S)$ the set of $k$ ! permutations generated by the elements of the set. The set $g(S)$ will be called the generator of $S$.

Finally, given $A_{1} \subset A$ and two permutations $\pi \in \mathcal{L}\left(A_{1}\right), \sigma \in \mathcal{L}\left(A \backslash A_{1}\right)$ of sizes $\left|A_{1}\right|$ and $n-\left|A_{1}\right|$, we will denote by $\pi \uplus \sigma$ the concatenated permutation of size $n$.

Now, we are ready to expand the definition of the two probability measures defined above for the $k$-set setting. Let $S$ be a set of size $k$ and let $R=A \backslash S$. We denote the probability measures as follows :

- $\mathbb{P}_{M M}$ : Simple Mallows Model (on Rankings)
- $\mathbb{P}_{S M}$ : Set Mallows Model (on Sets)
- $\mathbb{P}_{P L}$ : Set Plackett-Luce Model

The probability to draw a sample $S$ in the $S M$ setting is :

$$
\mathbb{P}_{S M}\left[S \mid \pi_{0}\right]=\sum_{\pi_{S} \in g(S)} \sum_{\pi_{R} \in g(R)} \mathbb{P}_{M M}\left[\pi_{S} \uplus \pi_{R} \mid \pi_{0}\right]=\sum_{\pi_{S} \in g(S)} \sum_{\pi_{R} \in g(R)} \frac{\phi^{d_{K T}\left(\pi_{S} \uplus \pi_{R}, \pi_{0}\right)}}{Z(\phi)}
$$

Notice that the normalization constant is the same since the space of $n$ ! possible permutations is decomposed to $\binom{n}{k}$ possible sets, each of which generates a collection of $k!(n-k)$ ! permutations and each pair of such collections will be disjoint. Let $\mathcal{S}_{k}$ be the collection of all possible $k$-sets among $n$ elements.

$$
Z_{S M}=\sum_{S \in \mathcal{S}_{k}} \sum_{\pi \in g(S)} \sum_{\sigma \in g(R)} \phi^{d_{K T}\left(\pi \uplus \sigma, \pi_{0}\right)}=\sum_{\pi \in \mathcal{L}_{A}} \phi^{d_{K T}\left(\pi, \pi_{0}\right)}=Z_{M M}=Z(\phi)
$$

We remind that we represent a ranking as a bijection $\sigma:[n] \rightarrow[n]$, where $\sigma(a)$ is the rank or position of the alternative $a$ in the ranking. For $i \in[n], \sigma^{-1}(i)$ is the alternative that is ranked at position $i$.

For the PL setting, we have that, given a value vector $\vec{w} \in W$ :

$$
\mathbb{P}_{P L}[S \mid \vec{w}]=\sum_{\sigma \in g(S)}\left(\prod_{i \in[k]} w_{\sigma^{-1}(i)}\right)\left(\prod_{i=1}^{k} \frac{1}{\sum_{j=i}^{n} w_{\sigma^{-1}(j)}}\right)
$$

Notice that the values product $\prod_{i \in[k]} w_{\sigma(i)}$ are the same in each term of the sum $\sum_{\sigma \in g(S)}$, since it only permutes the elements of the set $S$ and, hence, the above formula can be written :

$$
\mathbb{P}_{P L}[S \mid \vec{w}]=\left(\prod_{i \in S} w_{i}\right) \sum_{\sigma \in g(S)}\left(\prod_{i=1}^{k} \frac{1}{\sum_{j=i}^{n} w_{\sigma^{-1}(j)}}\right)
$$

### 10.3 MLE Analysis

## Mle-MM-k-Set

Input : $r$ independent sets $S_{1}, \ldots, S_{r}$ of size $k$.
Output : $\quad \pi^{*}=\arg \max _{\pi} \mathbb{P}_{S M}\left[S_{1}, \ldots, S_{r} \mid \pi\right]$

Chapter 10. $k-$ Set Sampling
Theorem 10.3.1 The solution to the MLE-MM-K-SET is the $\operatorname{argsort}_{i \in[n]}\left\{v_{1}, \ldots, v_{n}\right\}$


Figure 10.1: Our proposed MLE for the MLE-MM- $k$-Set problem

Proof. The $k$-Set Mallows probability measure is defined as:

$$
\mathbb{P}_{S M}\left[S \mid \pi_{0}\right]=\sum_{\pi_{S} \in g(S)} \sum_{\pi_{R} \in g(R)} \mathbb{P}_{M M}\left[\pi_{S} \uplus \pi_{R} \mid \pi_{0}\right]=\frac{1}{Z} \sum_{\pi_{S} \in g(S)} \sum_{\pi_{R} \in g(R)} \phi^{d_{K T}\left(\pi_{S} \uplus \pi_{R}, \pi_{0}\right)}
$$

Suppose that we are given $r$ set samples. We define the product of these $r$ terms (where each term contains $k!(n-k)$ ! summands) as score of the ranking.

We claim that the permutation $\pi^{m}=i_{1} \succ i_{2} \succ \ldots \succ i_{n}$, s.t. $i_{j}=\arg \underset{w \in[n] \backslash\left\{i_{1}, \ldots, i_{j-1}\right\}}{ } v_{w}$ (decreasing sequence of votes) is the MLE optimal ranking.

We proceed via contradiction using the swap-increasingness of the KT distance. Suppose that $\pi^{m}$ is not the optimal ranking. Then, there exists another ranking, say OPT, that scores higher than $\pi^{m}$. Then, there must be some indexes $i, j$ such that $i \succ_{O P T} j$ and $v_{i}<v_{j}$. We analyze two cases (inductively) :

Case 1. Say that $i, j$ are adjacent. The MLE score of the OPT solution is then given by :

$$
\operatorname{score}(O P T)=\prod_{i=1}^{r} \mathbb{P}_{S M}\left[S_{i} \mid O P T\right]
$$

There are 4 distinct cases for the $r$ sets drawn from the $k$-set Mallows model. There is a collection $C_{1}$ of $r_{1}$ sets that contain both $i$ and $j$, a collection $C_{2}$ of $r_{2}$ sets that contain neither $i$ nor $j$ and collections $C_{3}$ and $C_{4}$ of $r_{3}$ and $r_{4}$ sets that contain only $i$ and only $j$ respectively. Obviously, $r_{1}+\ldots+r_{4}=r$ and $r_{4}-r_{3}=v_{j}-v_{i}>0$. Hence,

## Case 1



Figure 10.2: Case 1 : A possible OPT MLE for the Mle-MM- $k$-Set problem.
the score that be expressed as :

$$
\operatorname{score}(O P T)=\prod_{i=1}^{4} \prod_{S \in C_{i}} \mathbb{P}_{S M}[S \mid O P T]
$$

Notice that if a set $S$ contains both $i$ and $j$,

$$
\mathbb{P}_{S M}[S \mid O P T]=\mathbb{P}_{S M}\left[S \mid \pi^{m}\right]
$$

The same holds for sets of the collection $C_{2}$.
Intuitively, this means that we cannot deduce preference over the alternatives $i$ and $j$ if we vote in the $k$-election system both $i$ and $j$ or neither of them.

Now, we study how sets of the collection $C_{3}$ behave on the score of the OPT. Notice that

$$
O P T=\pi_{i \leftrightarrow j}^{m}
$$

Thus, for $S \in C_{3}$,

$$
\mathbb{P}_{S M}[S \mid O P T]=\frac{1}{Z} \sum_{\pi_{S} \in g(S)} \sum_{\pi_{R} \in g(R)} \phi^{d_{K T}\left(\pi_{S} \uplus \pi_{R}, O P T\right)}
$$

Let $\sum_{\pi \in g(S) \cup g(R)} f(\pi)=\sum_{\pi_{S} \in g(S)} \sum_{\pi_{R} \in g(R)} f\left(\pi_{S} \uplus \pi_{R}\right)$ be the sum of $k!(n-k)!$ summands. Remind that $i \succ_{\sigma} j \forall \sigma \in g(S) \cup g(R)$. Then, by the swap-increasingness property of the KT distance and the fact that $i, j$ are adjacent :

$$
d_{K T}\left(O P T_{i \leftrightarrow j}, \sigma\right)==_{i \succ_{\sigma} j} d_{K T}(O P T, \sigma)+1
$$

Hence, since $O P T_{i \leftrightarrow j}=\pi^{m}$,

$$
\mathbb{P}_{S M}\left[S \mid \pi^{m}\right]=\frac{1}{Z} \sum_{\sigma \in g(S) \cup g(R)} \phi^{d_{K T}\left(\sigma, \pi^{m}\right)}=\frac{1}{Z} \sum_{\sigma \in g(S) \cup g(R)} \phi^{d_{K T}\left(\sigma, O P T_{i \leftrightarrow j}\right)}=i_{i, j \text { adjacent, } i \succ_{\sigma j} j, i \succ O P T j}
$$

$$
={ }_{i, j} \text { adjacent, } i \succ_{\sigma} j, i_{\succ O P T} j \frac{1}{Z} \sum_{\sigma \in g(S) \cup g(R)} \phi^{d_{K T}(\sigma, O P T)+1}=\phi \mathbb{P}_{S M}[S \mid O P T]
$$

Similarly, for $S \in C_{4}$ :

$$
\mathbb{P}_{S M}[S \mid O P T]={ }_{i, j \text { adjacent }} \phi \mathbb{P}_{S M}\left[S \mid \pi^{m}\right]
$$

Hence, since $r_{4}-r_{3}=v_{j}-v_{i}>0$,

$$
\operatorname{score}(O P T)=\operatorname{score}\left(\pi_{i \leftrightarrow j}^{m}\right)=\phi^{v_{j}-v_{i}} \operatorname{score}\left(\pi^{m}\right)<\operatorname{score}\left(\pi^{m}\right)
$$

We have reached a contradiction.
Case 2. Suppose that OPT is any ranking with $d_{K T}\left(O P T, \pi^{m}\right)=d>1$. Then, there is a finite sequence (of length $d$ ) of adjacent Case 1 swaps of elements that finally gives OPT. In each swap, from Case 1, the MLE decreases. Let $O P T^{(i)}$ be the candidate optimal ranking after $i$ swaps from $\pi^{m}, i=1,2, \ldots, d$. Obviously, $O P T^{(d)}=O P T$ and set $\pi^{m}=O P T^{(0)}$. The pairs $\left(\pi^{m}, O P T^{(1)}\right),\left(O P T^{(1)}, O P T^{(2)}\right), \ldots,\left(O P T^{(d-1)}, O P T^{(d)}\right)$ all belong to Case 1 .

Hence, if we consider the sequence $\left(a_{i}, b_{i}\right)_{i=1}^{d}$ with $v_{b_{i}}>v_{a_{i}}$ and $a_{i}$ adjacent to $b_{i}$ in the pair of rankings $\left(O P T^{(i-1)}, O P T^{(i)}\right)$ for all $i \in[d]$, we get that:

$$
\operatorname{score}\left(O P T^{(i)}\right)=\operatorname{score}\left(O P T_{a_{i} \leftrightarrow b_{i}}^{(i-1)}\right)=\phi^{v_{b_{i}}-v_{a_{i}}} \operatorname{score}\left(O P T^{(i-1)}\right), i \in[d]
$$

Hence :

$$
\operatorname{score}(O P T)=\phi^{\sum_{i=1}^{d}\left(v_{b_{i}}-v_{a_{i}}\right)} \operatorname{score}\left(\pi^{m}\right)<\operatorname{score}\left(\pi^{m}\right)
$$

Cases 1 and 2 provide the optimality of the proposed MLE $\operatorname{argsort}_{i \in[n]}\left\{v_{1}, \ldots, v_{n}\right\}$.

Remark 10.3.2 Notice that we have a closed form for the ratio of how the MLE score is changed for each proposed ranking $\sigma$ with respect to the optimal solution.

Afterwards, we provide a TV distance result between the measure $\mathcal{S}_{k} \mathcal{P}_{\phi, \pi}$ and the measure $\mathcal{P}_{\phi, \pi}$. We denote $\sum_{\pi \in g(S) \cup g(R)} f(\pi)=\sum_{\pi_{S} \in g(S)} \sum_{\pi_{R} \in g(R)} f\left(\pi_{S} \uplus \pi_{R}\right)$.

Lemma 10.3.3 For any $\pi_{i}, \pi_{j} \in \mathcal{L}(A), d_{T V}\left(\mathcal{S}_{k} \mathcal{P}_{\phi, \pi_{i}}, \mathcal{S}_{k} \mathcal{P}_{\phi, \pi_{j}}\right) \leq d_{T V}\left(\mathcal{P}_{\phi, \pi_{i}}, \mathcal{P}_{\phi, \pi_{j}}\right)$
Proof. Let $A_{k}$ be the set collection that contains all the possible $\binom{n}{k}$ sets of size $k$.

$$
\begin{gathered}
d_{T V}\left(\mathcal{S}_{k} \mathcal{P}_{\phi, \pi_{i}}, \mathcal{S}_{k} \mathcal{P}_{\phi, \pi_{j}}\right)=\frac{1}{2} \sum_{S \in A_{k}}\left|\mathcal{S}_{k} \mathcal{P}_{\phi, \pi_{i}}(S)-\mathcal{S}_{k} \mathcal{P}_{\phi, \pi_{j}}(S)\right| \\
=\frac{1}{2} \sum_{S \in A_{k}}\left|\sum_{\pi \in g(S) \cup g(R)} \frac{\phi^{d_{K T}\left(\pi, \pi_{i}\right)}}{Z_{M M}}-\sum_{\pi \in g(S) \cup g(R)} \frac{\phi^{d_{K T}\left(\pi, \pi_{j}\right)}}{Z_{M M}}\right| \leq \\
\leq \frac{1}{2} \sum_{S \in A_{k}} \sum_{\pi \in g(S) \cup g(R)}\left|\frac{\phi^{d_{K T}\left(\pi, \pi_{i}\right)}}{Z_{M M}}-\frac{\phi^{d_{K T}\left(\pi, \pi_{j}\right)}}{Z_{M M}}\right|=\frac{1}{2} \sum_{\pi \in \mathcal{L}(A)}\left|\mathbb{P}_{M M}\left[\pi \mid \pi_{i}\right]-\mathbb{P}_{M M}\left[\pi \mid \pi_{j}\right]\right|=d_{T V}\left(\mathcal{P}_{\phi, \pi_{i}}, \mathcal{P}_{\phi, \pi_{j}}\right)
\end{gathered}
$$

Remark 10.3.4 When we want to learn the whole ranking $\pi_{0}$, we can just consider $k<\frac{n}{2}$. When solving the problem $k$-Set with samples $S_{1}, \ldots, S_{m}$ and $k>\frac{n}{2}$, then it is equivalent to solve the problem $(n-k)$-Set with samples $[n] \backslash S_{1}, \ldots,[n] \backslash S_{m}$.

## MLE-PL-K-SET

Setting: There are $n$ objects $\left\{o_{i}\right\}_{i=1}^{n}$ with unknown values $\left\{w_{i}\right\}_{i=1}^{n}$. We generate samples from the PL-K-SET Model and we want to determine the elements ranking with respect to their value. Hence, our goal is to be able to answer the $\binom{n}{2}$ pairwise comparisons $\left\{w_{i}>w_{j}\right\}$.
Input : $r$ independent sets $S_{1}, \ldots, S_{r}$ of size $k$, each one containing $k$ objects.
Output : $\quad \vec{w}_{\pi}^{*}=\arg \max _{\vec{w}_{\pi}} \mathbb{P}_{P L}\left[S_{1}, \ldots, S_{r} \mid \vec{w}_{\pi}\right]$
Theorem 10.3.5 The solution to the MLE-PL-K-SET is the $\vec{w}^{*}=w_{\pi^{-1}(1)} \geq w_{\pi^{-1}(2)} \geq$ $\ldots \geq w_{\pi^{-1}(n)}$ where $\pi=\operatorname{argsort}_{i \in[n]}\left\{v_{1}, \ldots, v_{n}\right\}$

Proof. The likelihood function we want to maximize can be written as :

$$
\mathcal{L}\left(\left\{S_{1}, \ldots, S_{r}\right\} \mid \vec{w}\right)=\prod_{m=1}^{r}\left(\prod_{i \in S_{m}} w_{i}\right) \sum_{\sigma \in g\left(S_{m}\right)}\left(\prod_{i=1}^{k} \frac{1}{\sum_{j=i}^{n} w_{\sigma^{-1}(j)}}\right)
$$

The space that our maximization problem is defined is the following :

$$
\mathbb{S}_{W}=\left\{\vec{w}_{\pi}=w_{\pi^{-1}(1)} \geq w_{\pi^{-1}(2)} \geq \ldots \geq w_{\pi^{-1}(n)} \mid \pi \in \mathbb{S}_{n}, \sum_{i} w_{i}=1\right\}
$$

We do not care about the value of each object but only to determine between any pair of objects which is the most valuable. Of course, according the PL model, the values have to satisfy the normalization condition $\sum_{i=1}^{n} w_{\pi^{-1}(i)}=1$.

Hence, we want to solve the optimization problem :

$$
\vec{w}_{\pi}^{*}=\arg \max _{\vec{w} \in \mathbb{S}_{W}} \mathcal{L}\left(\left\{S_{1}, \ldots, S_{r}\right\} \mid \vec{w}\right)
$$

Firstly, we have to gain some intuition, we can simplify the above expression by using the log-likelihood function and get :

$$
\begin{gathered}
\log \mathcal{L}\left(\left\{S_{1}, \ldots, S_{r}\right\} \mid \vec{w}\right)=\sum_{m=1}^{r}\left\{\log \left(\prod_{i \in S_{m}} w_{i}\right)+\log \left(\sum_{\sigma \in g\left(S_{m}\right)}\left(\prod_{i=1}^{k} \frac{1}{\sum_{j=i}^{n} w_{\sigma^{-1}(j)}}\right)\right)\right\}= \\
=\sum_{m=1}^{r} \sum_{i \in S_{m}} \log \left(w_{i}\right)+\sum_{m=1}^{r} \log \left(\sum_{\sigma \in g\left(S_{m}\right)}\left(\prod_{i=1}^{k} \frac{1}{\sum_{j=i}^{n} w_{\sigma^{-1}(j)}}\right)\right)
\end{gathered}
$$

We have to maximize this function.

The first term can be rewritten as:

$$
R H S_{1}=\sum_{m=1}^{r} \sum_{i \in S_{m}} \log \left(w_{i}\right)=\sum_{i=1}^{m} v_{i} \log \left(w_{i}\right)
$$

Hence, it seems logical to think that $\operatorname{argsort}_{i \in[n]}\left\{v_{1}, \ldots, v_{n}\right\}$ is the MLE we are looking for. Return to the first likelihood function. We have to maximize the following function :

$$
\mathcal{L}\left(\left\{S_{1}, \ldots, S_{r}\right\} \mid \vec{w}\right)=\prod_{m=1}^{r}\left(\prod_{i \in S_{m}} w_{i}\right) \sum_{\sigma \in g\left(S_{m}\right)}\left(\prod_{i=1}^{k} \frac{1}{\sum_{j=i}^{n} w_{\sigma^{-1}(j)}}\right)
$$

Notice that :

$$
\prod_{m=1}^{r}\left(\prod_{i \in S_{m}} w_{i}\right)=\prod_{i=1}^{m} w_{i}^{v_{i}}
$$

For the part after that product in the likelihood function, consider the function :

$$
\begin{aligned}
f\left(x_{1}, \ldots, x_{n}\right) & =\sum_{m=1}^{r} \log \left(\sum_{\sigma \in g\left(S_{m}\right)}\left(\prod_{i=1}^{k} \frac{1}{\sum_{j=i}^{n} x_{\sigma^{-1}(j)}}\right)\right) \\
\exp \left(f\left(w_{1}, \ldots, w_{n}\right)\right) & =f_{1} \ldots f_{r}=\prod_{m=1}^{r} \sum_{\sigma \in g\left(S_{m}\right)}\left(\prod_{i=1}^{k} \frac{1}{\sum_{j=i}^{n} w_{\sigma^{-1}(j)}}\right)
\end{aligned}
$$

Suppose that we score $A>0$ if we order the weights according to the appearances $v_{i}$. Now, suppose that this is not optimal. Then, suppose that we change the elements with appearances $v_{i}>v_{j}$. We will show that this choice decreases the score. We choose a vector with $w_{j}>w_{i}$. We will show that is choice scores less than setting $w_{i}>w_{j}$.

Let $I, J$ be the collections of the sets where the elements $o_{i}$ and $o_{j}$ appear respectively. Then, $|I|=v_{i},|J|=v_{j},|I \cap J|=t \leq v_{j}$. Then, the likelihood function can be partitioned into four disjoint products :

$$
f_{1} \ldots f_{r}=\left(\prod_{S_{v} \in\left\{S_{1}, \ldots, S_{r}\right\} \backslash I, J} f_{v}\right)\left(\prod_{S_{v} \in I \cap J} f_{v}\right)\left(\prod_{S_{v} \in I \backslash J} f_{v}\right)\left(\prod_{S_{v} \in J \backslash I} f_{v}\right)
$$

The first two terms remain the same after the swap. The first term contains neither $i$ nor $j$ and, thus, there is no impact in the score. The second remains the same since we have all the permutations over the elements contained in the sets $S \in I \cap J$ and, hence, each element goes around all possible positions. Thus, there is a symmetry between the appearances of $i$ and $j$. The third product has $v_{i}-t$ terms and the last $v_{j}-t$, and there is the score difference we want to observe,

We can show that :

$$
f_{1} \ldots f_{r}\left(v_{i}>v_{j} \wedge w_{i}<w_{j}\right)<A
$$

Obviously, if $f, g>0$ and increasing in an interval $I$, then $f \cdot g$ will also be increasing. We study the function that is the product of $k$ terms :
$f\left(x_{1}, \ldots, x_{k}\right)=\prod_{i=1}^{k} \frac{1}{\sum_{j=i}^{n} x_{j}}=\prod_{i=1}^{k} \frac{1}{1-\sum_{j=1}^{i-1} x_{j}}=\frac{1}{1-x_{1}} \frac{1}{1-x_{1}-x_{2}} \frac{1}{1-x_{1}-\ldots-x_{k-1}}$
For $\vec{x} \in[0,1]^{k}, f$ is increasing. If we fix the $k-1$ values and let one variable run free, then :

$$
0<x<y<1 \Rightarrow f\left(x \mid w_{1}, \ldots, w_{k-1}\right)<f\left(y \mid w_{1}, \ldots, w_{k-1}\right)
$$

The same holds for $F\left(x \mid w_{1}, \ldots, w_{k-1}\right)=\sum_{\sigma \in g\left(S_{m}\right)} f\left(x \mid w_{1}, \ldots, w_{k-1}, \sigma\right)$.
For a set $S=\left\{i, i_{1}, \ldots, i_{k-1}\right\}$, let $\vec{w}_{S \backslash\{i\}}=\left\{w_{i_{1}}, \ldots, w_{i_{k-1}}\right\}$. Hence, by picking $w_{j}>w_{i}$ :

$$
\begin{aligned}
& \underbrace{\left\{\prod_{S \in I \backslash J} F\left(w_{i} \mid \vec{w}_{S \backslash\{i\}}\right)\right\}}_{\left(v_{i}-t\right) \text { terms }} \underbrace{\left\{\prod_{S \in J \backslash I} F\left(w_{j} \mid \vec{w}_{S \backslash\{j\}}\right)\right\}}_{\left(v_{j}-t\right) \text { terms }}<v_{i}>v_{j}, w_{j}>w_{i} \\
& <\left\{\prod_{S \in I \backslash J} F\left(w_{j} \mid \vec{w}_{S \backslash\{i\}}\right)\right\}\left\{\prod_{S \in J \backslash I} F\left(w_{i} \mid \vec{w}_{S \backslash\{j\}}\right)\right\}=A
\end{aligned}
$$

Note that the weights can only be swapped because the sum should remain fixed to 1.

So, any swap that does not respect the relation between $v_{i}$ and $v_{j}$ for any pair $i, j$, will only decrease the score of the MLE. Hence, the MLE optimizer is the values ranking $\operatorname{argsort}_{i \in[n]}\left\{v_{1}, \ldots, v_{n}\right\}$, that is to assign values in decreasing order of the appearance frequency of the alternatives.

### 10.4 The Mallows $k$-Gap Filling Model

Finally, we propose another noisy sampling model. Here, we draw a ranking $\pi \sim$ $\mathcal{P}_{\phi, \pi_{0}}$ and afterwards apply a uniform filtering in order to hide $k$ elements. Thus, in the given sample, we will only access $(n-k)$ elements and in the positions of elements missing we see $\mathrm{a} \star$ symbol. Suppose that the given ranking that is missing $k$ elements is drawn from a distribution $\mathcal{U}_{k} \mathcal{P}_{\phi, \pi_{0}}$. At first, we will define the appropriate probability measure $\mathbb{P}_{G F}$.

Denote by $\mathbb{S}_{n, k}$ the set of all rankings of size $n$, that are missing $k$ elements. Given a $\tau \in \mathbb{S}_{n, k}$, we define the set $\mathcal{M}_{\tau}$ of the missing elements. Obviously, $g\left(\mathcal{M}_{\tau}\right)$ contains all the possible permutations of the $k$ missing elements. Define a filling function $f: \mathbb{S}_{n, k} \times g(\mathcal{M}) \rightarrow \mathbb{S}_{n}$, which fills a partial ranking $\tau$ with $(n-k)$ fixed objects and $k$ stars, with the $k$ missing items from $\mathcal{M}_{\tau}$, according to a ranking from $g\left(\mathcal{M}_{\tau}\right)$. For instance, if $\tau=1 \succ \star \succ 2 \succ \star, \mathcal{M}_{\tau}=\{3,4\}$ and $3 \succ 4 \in g\left(\mathcal{M}_{\tau}\right)$. Hence, $f(\tau, 3 \succ 4)=1 \succ 3 \succ 2 \succ 4$. Now, we have the necessary notation to proceed to the definition of the measure :

$$
\mathbb{P}_{G F}\left(\pi_{\star} \mid \pi_{0}\right)=\sum_{\sigma \in g\left(\mathcal{M}_{\pi_{\star}}\right)} \frac{\phi^{d_{K T}\left(f\left(\pi_{\star}, \sigma\right), \pi_{0}\right)}}{Z_{G F}}
$$

For simplicity, let $G F\left(\pi_{\star}\right)$ be the set $\left\{f\left(\pi_{\star}, \sigma\right) \mid \sigma \in g\left(\mathcal{M}_{\pi_{\star}}\right)\right\}$.

$$
\mathbb{P}_{G F}\left(\pi_{\star} \mid \pi_{0}\right)=\sum_{\sigma \in G F\left(\pi_{\star}\right)} \frac{\phi^{d_{K T}\left(\sigma, \pi_{0}\right)}}{Z_{G F}}
$$

The set $G F\left(\pi_{\star}\right)$ contains $k$ ! permutations and, hence, generates all the possible samples drawn from the distribution $\mathcal{P}_{\phi, \pi_{0}}$ before applying the filter $\mathcal{U}_{k}$.

In order to understand this sum, we have to study the cardinality of the $\mathbb{S}_{n, k}$ (the set of all possible samples drawn from the distribution $\mathcal{U}_{k} \mathcal{P}_{\phi, \pi_{0}}$ ).

The size of $\mathbb{S}_{n, k}$ is

$$
\left|\mathbb{S}_{n, k}\right|=\operatorname{supp}\left(\mathcal{U}_{k} \mathcal{P}_{\phi, \pi_{0}}\right)=\binom{n}{k}\binom{n}{n-k}(n-k)!=\frac{(n!)^{2}}{(k!)^{2}(n-k)!}
$$

since, at first, we can place $k$ stars and, then, for the remaining $n-k$ positions, choose $n-k$ among the $n$ elements and create all the possible rankings. For instance, for $n=4,\left|\mathbb{S}_{4,2}\right|=72$, whereas $\left|\mathbb{S}_{4}\right|=24$.

As far as the normalization constant is concerned, in this case, there is no $1-1$ correspondence between the samples and the times each ranking of size $n$ will be appeared. For instance, in the $(n, k)=(4,2)$ case, the ranking $1 \succ 2 \succ 3 \succ 4$, can be generated from many samples such as $\star \succ 2 \succ 3 \succ \star, 1 \succ \star \succ 3 \succ \star$, etc. In the 2 -set case, the only generator was the set $\{1,2\}$. Now, the normalization constant can be expressed as :

$$
Z_{G F}=\sum_{\pi_{\star} \in \mathbb{S}_{n, k}} \sum_{\sigma \in G F\left(\pi_{\star}\right)} \phi^{d_{K T}\left(\sigma, \pi_{0}\right)}
$$

This sum contains $\frac{(n!)^{2}}{(k!)^{2}(n-k)!} k!=n!\binom{n}{k}$ summands and, thus, it offers us a hint of how many times each permutation of size $n$ appears in the sum. Notice that each of the $n$ ! possible permutations appears in the sum the same number of times (due to symmetry) and the number of appearances is $\binom{n}{k}$. Hence,

$$
Z_{G F}=\sum_{\pi_{\star} \in \mathbb{S}_{n, k}} \sum_{\sigma \in G F\left(\pi_{\star}\right)} \phi^{d_{K T}\left(\sigma, \pi_{0}\right)}=\binom{n}{k} \sum_{\pi \in \mathbb{S}_{n}} \phi^{d_{K T}\left(\pi, \pi_{0}\right)}=\binom{n}{k} Z_{M M}
$$

It is easy to verify the extreme cases $k=1$ and $k=n$.

## Geometric Intuition

In this setting, we would like to apply a generalized version of the techniques applied in Chapter 9. Thus, we consider crucial to obtain a geometric intuition of our samples. Firstly, notice the recursive structure of the permutations and permutohedra. If one fixes a coordinate of a permutation of size $n$, then one gets a permutation of the
remaining $n-1$ elements. Similarly, for fixing some $k$ elements of the permutation. Thus, the same geometric intuition holds for the $\mathbb{S}_{n}$-permutohedra. For instance, if $n=4$, the corresponding permutohedron is constructed via the $S_{1}$-permutohedra (trivially), the $S_{2}$-permutohedra (fixing two elements) and the $S_{3}$-permutohedra (fixing one element). Notice, in the following figure, that the edge between (123) and (132) is a $\mathbb{S}_{2}$-permutohedron, that corresponds to the sample $4 \succ 1 \succ \star \succ \star$.


Figure 10.3: For $n=4$, the sample $4 \succ * \succ * \succ *$ corresponds to the green subspace, that is one of the $\mathbb{S}_{3}$-permutohedron sides of $\mathbb{S}_{4}$-permutohedron.

Now, suppose that we are given a sample $\pi$, drawn by the $k$-Gap Filling Model $\mathcal{U}_{k} \mathcal{P}_{\phi, \pi_{0}}$. This sample contains $k$ stars, put uniformly at random among the $n$ elements. Hence, our sample is just a 'side', a projection of our $\mathbb{S}_{n}$ polytope. This 'side' is a $\mathbb{S}_{k}$-permutohedron, lives in the space $\mathbb{R}_{k-1}$ and corresponds to the collection of the $k$ ! possible permutations of the missing elements.

Finally, we provide a TV distance result between the measure $\mathcal{U}_{k} \mathcal{P}_{\phi, \pi}$ and the measure $\mathcal{P}_{\phi, \pi}$.

Lemma 10.4.1 For any $\pi_{i}, \pi_{j} \in \mathcal{L}(A), d_{T V}\left(\mathcal{U}_{k} \mathcal{P}_{\phi, \pi_{i}}, \mathcal{U}_{k} \mathcal{P}_{\phi, \pi_{j}}\right) \leq d_{T V}\left(\mathcal{P}_{\phi, \pi_{i}}, \mathcal{P}_{\phi, \pi_{j}}\right)$
Proof.

$$
\begin{gathered}
d_{T V}\left(\mathcal{U}_{k} \mathcal{P}_{\phi, \pi_{i}}, \mathcal{U}_{k} \mathcal{P}_{\phi, \pi_{j}}\right)=\frac{1}{2} \sum_{\sigma \in \mathbb{S}_{n, k}}\left|\mathcal{U}_{k} \mathcal{P}_{\phi, \pi_{i}}(\sigma)-\mathcal{U}_{k} \mathcal{P}_{\phi, \pi_{j}}(\sigma)\right| \\
=\frac{1}{2} \sum_{\sigma \in \mathbb{S}_{n, k}}\left|\sum_{\pi \in G F(\sigma)} \frac{\phi^{d_{K T}\left(\pi, \pi_{i}\right)}}{\binom{n}{k} Z_{M M}}-\sum_{\pi \in G F(\sigma)} \frac{\phi^{d_{K T}\left(\pi, \pi_{j}\right)}}{\binom{n}{k} Z_{M M}}\right| \leq \\
\leq \frac{1}{2} \sum_{\sigma \in \mathbb{S}_{n, k}} \sum_{\pi \in G F(\sigma)}\left|\frac{\phi^{d_{K T}\left(\pi, \pi_{i}\right)}}{\binom{n}{k} Z_{M M}}-\frac{\phi^{d_{K T}\left(\pi, \pi_{j}\right)}}{\binom{n}{k} Z_{M M}}\right|=\frac{1}{2} \sum_{\pi \in \mathcal{L}(A)}\left|\mathbb{P}_{M M}\left[\pi \mid \pi_{i}\right]-\mathbb{P}_{M M}\left[\pi \mid \pi_{j}\right]\right|=d_{T V}\left(\mathcal{P}_{\phi, \pi_{i}}, \mathcal{P}_{\phi, \pi_{j}}\right)
\end{gathered}
$$

### 10.5 Future Work

As a future step, we propose the following three different directions. Firstly, it is an interesting question to expand our learning framework concerning problems whose input and output belong to different metric spaces. Secondly, we have thought a connection between a classical NP-hard problem and our $k$-set sampling setting. The problem is called Min Sum Set Cover (MSSC). Our idea links the learning problems we are interested in with the optimal solution (or a good approximation) of the MSSC problem. The MSSC is a problem related both to the classical min set cover problem and to the linear arrangement problems and is defined as follows :

## Min Sum Set Cover

Input : A hypergraph $H(V, E)^{1}$, a linear ordering, that is a bijection $f: V \mapsto$ $\{1, \ldots,|V|\}$. We, then, define for a hyperedge $e$, the cost $f(e):=\min _{v \in e} f(v)$.

Output : $f^{*}=\arg \min _{f} \sum_{e \in E} f(e)$
It is well known that the greedy algorithm approximates MSSC within a ratio no worse than 4 , and that this is the best possible approximation, that this for every $\epsilon>0$, it is NP-hard to approximate MSSC within a ratio of $4-\epsilon$. This result can be found in [UFT02]. Another good source is the [Im16]. How this problem is linked to our $k$-set sampling? The problem's structure is quite similar to our learning framework. Note that the linear ordering $f$ is just a ranking of the elements of the set $V$. Thus, we are given sets (of different sizes) and we want to learn a ranking. This is quite similar to our $k$-set sampling setting if we do not fix $k$. It would be interesting to see MSSC as a learning problem. However, there are some difficulties one has to deal with. For instance, if one chooses to cover a vertex $v$, we should afterwards delete all the hyperedges covered by this vertex. Thus, each choice we make, causes a deletion of a subset of our sets.

Another interesting direction would be to be able to answer towards the following kind of questions : Suppose that there are two models, a single parameter Mallows model $\mathcal{M}_{1}$ and a generalized Mallows model $\mathcal{M}_{n}$. Let $\pi$ be a voting profile of size $r$ generated by one of the these models. Can we determine from which distribution we have drawn our samples, and, if so, how many samples are needed? These are some potential directions for study in the field of learning theory for ranking distributions. Finally, another fascinating problem is to bound the fluctuations of the length of the longest increasing subsequence of a sample $\pi$, drawn from a Mallows distribution. [CM11], [NB14].
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[^0]:    ${ }^{1}$ The correct notation would be $\mathbb{P}\left[\pi \mid \pi_{0}, \phi\right]$, but for simplicity reasons, we omit $\phi$. The majority of the related literature makes this assumption too.

[^1]:    ${ }^{1}$ Let S be a set of points and $\mathcal{F}=\left\{S_{1}, \ldots, S_{r}\right.$ be a collection of subsets of $S$. The hyperedges of $H$ correspond to the points in the set system and the vertices of $H$ correspond to the subsets. Note that $E$ is a a set of non-empty subsets of $V$ and constitutes a generalization of the classical edge (that is a two-set).

