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Anayopebeton 1 aviypopr), amodixeuon xon Stavoun Tne mapoloug pyaciog, €€ ohoxAripou
1) TWAUATOS AUTAHS, Yia EUTOPXG oxomd. Emitpénetar 1 avatinwmon, amotiixeuor xal Slavour
YL OXOTO U] XEEOOOXOTUNG, EXTOUOELTIXAC 1 EQELYNTIXC PUOTS, LUTO TNV Tpolnddeor va
AVOUPERETAL 1) TINYT) TEOEAELOTG %o Vo SLaTneeiton To Topdy prvupa. EontAuata tou agopoldy
™ yeNon e epyaciog Y xEpdooXOTUIXG OXOTO TEETEL Vo ameudivovToL TEOG TOV CUY-
Youpéa.

Ou amdelc xan To. CUUTERAOUATO TOU TEPLEYOVTOL GE AUTO TO £YYRUPO EXPEALOUV TOV GUY-
YeupEa xou DEV TEETEL VoL EpUNVELDEL OTL avTiTpoowTelouy Tig enionueg Yéoeig Tou Edvixold
Metoofou IloAuteyveiou.



ITepiindn

YtV mapoloa dimhwuoatixy epyacto, tapouctdlouye 1o ‘Aucoo IpdBAnua Erdyiotou Adpoio-
uotog Kéudne Xuvérou (Online Min-Sum Set Cover), éva dueco (online) avdhoyo tou
neoBhiuatoc EAdytotou Atpoiopatoc Kdhupne Xuvéorou (Min-Sum Set Cover), mou npo-
dinxe amd Toug Feige, Lovasz, Tetali. To mpéfinua Erdyiotou Adpolouatoc Kdrudng
Yuvohou propel va yenotgoroindel 6t woviehomolnon TeoBANUdTLY SLETaE N BLUdLXTUOXMY
OMOTEAEOUATOY, 6ToU amoTtehéouata ovalATNoNG 1 EVNUEPWOELS OO To XOWMVIXE X TuX
yeewdleton Vo efvan o€ BLdTagn TEOCUPUOCUEVT) GTIC TEOTYWNOELS Tou YenoTn. Ta Siadtuoxd
amoteAéoaTo UTopoly Vo Yewenioly o uio Aota and otoryeio xou ol ypRoTtee kg clvola
QUTOY TV 0ToLYEIWY, ToU TPOXUTTOLY antd TI TEOTWHoELS Touc. To {nToluevo Tou TEOBAN-
uotog etvan vor moporyOet pior Bidtoadn tng AMloTog Tou vo ehayloToTolel To UEGO YEOVO ETAPNC
(hitting time) twv ouvorwv. O ypbdvog emagnc oplletan ¢ 1 V0T Tou TEWTOL GTOLYEOU
ot ST, mou Peloxeton 6To chvoro. Autd To TAaiclo uovTEAOTOLEL TO YPOVO TOU amanTEl-
ToL oo €vor Yo VoL OXaVApEL TN AMOTA AMOTEAEOUATWY OO AV TEOG TA XTG YLl VoL
Beel To mpdTo emtiupuntéd amotéreoua. Tlop” Gha autd, To TEOBANUL EAdyiotou Adpolouatoc
Kdiudmne Xuvdrou vnodéter oL 6ha Tor olvola divovton €€ apyfc. "Eva pealiotind oevdplo
elvo 1) ooy OUEVY) BLATALT) AMOTEAECUATWY VO AVOVEWVETAL TOXTIXY, XIS Ve GUVOAAL -
paviCovtan émelta and evépyeleg mou xdvouy ol yerotec. To Aueco IpdPinua Exdyiotou
Adpolopatoc Kdhune Xuvohou emyetpel va emhdoel autd 1o TEOBANUa UToVETOVTaSC OTL
o0 6UVONaL €pyovTon aTodLoxd, Ue dueco (online) tpdmo.

‘Eva mo amhé npdBAnua, oto onolo evtoniCouue clvdeor Ye 1o TEOBANua yag von to
oA Yvwo 16 TlpbBinua HpbdoPuone Alotag (List Accessing Problem), émou ototyeia, xau
Oyt oUvoha, épyovton online. H Souvkeid pag Bastletan xuplng oto tpdPinua pbdofaong Alo-
ToC Xt aTOV 2-ovTorywvioTixd (2-competitive) vietepuviotind aiyoprduo Move-To-Front.
Amodeixvioupe éva xdte gedypo A 41 — % Yl T0 Aoyo avtaywviouol (competitive
ratio) xde vretepuvio ol olyopiduou, 6mouv A eivan 1 péon TANOXOTNTA TV GUVOLGY
Tou dlvovtan wg eloodog xon [ o uixog tng Aotag. Emmhéov, npoteivouue tpeg alyopil-
HOUC EUTVEUCUEVOUG amd Tov ahybprduo Move-To-Front, toug MoveFront, MoveLast xo
MoveSet. Actyvouue 6tL o MoveFront etvar | — A 4 1-competitive xou oo MoveLast,
MoveSet axpifog I-competitive. YLtny meplntowon twv mbavotixwy odyoplduwy, delyvouue
OTL oL mpotewvouevol alyopriuol Randomized Static xou Randomized Move-To-Front dev
TOEEYOLY XdTOLL EYYUNOT) UTOYRUUULXOL AdYoU avTaywviouol. ‘Olol autol o ahyopriuol
elvon Ywpl§ pvnun, dnhady| ov anogdoelc toug Pocilovial amoxAEloTIXd G0TO GUVOAO TOU
goyeton xde popd xou oTic VEoES TwV oTotyelwy Tou otn Alota. Katahrfyouue 6tt tétoleg
TEUXTIXES OYEDLOUOU ahyopliumy ywelc uviAun dev arnodidouv yia to Apcco [TpdBhnua
Eldyiotou Adpolopatoc Kdiudng Xuvorov.

Aé€eig xhewdid: Ayecor Alyopriuol, Avtaywviotixr Avdiuor, TlpéBinua Eidyio-
Tou Avpolopatoc Kdhulne Xuvorou, HedBrnua [pdofacne Alotog, Yvoocwudtwon meo-
Tinoeny, HpoBAruato didtadng






Abstract

In this thesis, we introduce the Online Min-Sum Set Cover Problem, an online counterpart
of the Min-Sum Set Cover Problem, introduced by Feige, Lovasz and Tetali. Min-Sum
Set cover can be used to model web ranking problems, where web search results or social
networks feed need to be placed in an order adapted to the user’s preferences. Web results
can be modeled as a list of elements, whereas users can be represented as sets over these
elements. The objective of Min-Sum Set Cover is to induce an ordering in the list of
elements that minimizes the average hitting time of sets, where hitting time is defined
as the the first time step in which an element from the set is scheduled. Such setting
models the time overhead of a user to scan a list of results from top to bottom in order to
find the first result in which he/she is interested. However, Min-Sum Set Cover assumes
that sets are given offline. A realistic scenario is that the results ordering is updated
frequently, under the arrival of new set requests induced by actions of users. The Online
Min-Sum Set Cover attempts to resolve this problem with the assumption that sets are
given online.

A simpler online problem with which we detect relation is the well-known List Ac-
cessing Problem, where the online requests are single elements instead of sets. Our work
is primarily motivated by the List Accessing and the tight 2-competitive Move-To-Front
deterministic algorithm. We obtain a lower bound of A+ 1 — A(fflrl) for the competitive
ratio of any deterministic algorithm, where A is the average set cardinality of request
sequence and [ the list length. Also, we propose three Mowve-To-Front-like algorithms,
MoveFront, MoveLast and MoveSet. We show that MoveFront is [— A+ 1-competitive
and MoveLast, MoveSet are tight [-competitive. For the randomized case, we show that
proposed algorithms Randomized Static and Randomized Move-To-Front do not provide
sublinear guarantees for their competitiveness. These algorithms are memoryless, i.e.
their decisions are based only on the current requested set and its elements’ position in
the list. We conclude that such memoryless policies perform poorly for Online Min-Sum
Set Cover.

Keywords: Online Algorithms, Competitive Analysis, Min-Sum Set Cover, List Ac-
cessing, Preference Aggregation, Ranking Problems






Euyapiotisg

H nopovoo Simhwuatiny epyacia anotehel 1o 1€hog Tou dpduou plag mopeiog €L UTEPOY WV
ETWV. Xe auTtd Ta ypovia epado mdpo TOANE, e&ehlyUnxo xon €lnoa auéTenTeS OUOPYES
OTIYHES. MNUAVTIXOTERO amd OAa Ouwe ATy ot dvdpwTol Tou elyo TN ToOYTN Vol YVepiow,
VoL B0y TG amd oUTOUE XOL VoL CUUTORELT®. Oa Hleda vo euyaplothow Boaditota Tov x.
Poytdnen Yo Ty xadodHyNoT, TN UEYAAN UTOUOVY X0l XATavoToT) ToU €8EIEE XaTd TNV TopEia
¢ Otmhwpatxhc. Tov euyoplote Vepud we ddoxaro yio o xivrtea xon Ty euxotplor Tou
HOL €BwoE Vo LUNU® 6Tov x6oUo TV ahyopliuwy xa tng Oswentixic IIAnpogophc. e
QUTAY TNV ayamnuévn oyéon e tnv Emotiun Troloyiotdv cuvéfokay tor U€yloTo oL X.
Hanaontpov, x. Iloyouptlhc xou x. Zdyoc. Toug euyopioted yiotl anotélecoy mpdTUTA
daoudAwv Yl péva. Emlong, euyopliotd mold ta moudid andé to Corelab. Tov Aouxd yio
N ouvepyaola xou Ti¢ oLNTAOES Hog Tdvew oToug online odyopliuous. Tov Ntpouth yia
™ Sudrdeon xou To dueco evdlapépov ou €deile va Boninoel oe onotadnrote anopia. Tov
Horvoryted T yior To YLoUpop xou TNV avaAagen SLecT) Tou EXAVE VoL ETIXQEUTEL 0TO EQYAOTHELO.

OENn v eLY PO THOW amd Tor Badn TS XaEBLAC LoV TNV OWOYEVELX LOU XL TOUS QIAOUC
uov. Euyoplotd tov matépa oy, Tou ATOTEAECE TOV UEYSAO UOU DACHUAO XL UE EXAUVE
VoL ayamow To pordnuotid. Euyoaeiotd tnv untépa pou yio T auéelotn oThelln ot xdie
eninedo OAa autd Tar Ypovia. Euyaplote tov I'dvvn B. xow Kwota Z. mou elvon mévtor dimAa
uou amd Tar ToAD okl yeovia. Eva ueydho euyaplote yio Toug xoholg pou gpihoug Koota
M., ANégn X., Adavaota I'., Tévvn I1., Néyw K., Twopyo T., EafBiva A., Pouéo To.,
Kooud . yur to mavépopga gortnuixd yeovia mou mepdoope. By mapakeider apxetoic,
vt To meprimpto tng oeAldag dev emapxel. Toug evyvouove dloug. XN oyoly, elya TNV
eutuylol Vor CUUTIOPEUT® oL VoL BIOUY T TOAAY TEAYUOTA UO UEXETOUS GUUQOLTNTES UOU.
Toug ebyouar xdde xohd oo emopeva Bridoto uetd T oyohr. Télog, ogeilw €va tepdo-
TI0 LY AP0 TG oTNY AAeEdvVOpa Yo TNV TERAC TIOL UTOMOVY) X0 TNV opéploTn oThelln Tne o
ovoxoheg otiyuéc. Xwplg authy, dev Vo elyo xatapépel TOMG Oho auTd To yeovia. Eu-
YUELO TG GAOUG TOUG TOEATIAVE Yt GAAT) Uil Qopdl, YTl ToTEVOY O UEVAL OTAY G TUUATONCN
Vo IO TEV® oTov eautd pou. ‘Onwe agepwvouv xou ot Alan Borodin, Ran El-Yaniv cto
BBAto Online Computation and Competitive Analysis, axoua xow av 0V Umope vor meof3-
D o YENhov, E€ow Twe umop® v otnpiCopot og E0dC.

Moaveing



“Things turn out best for the people who make
the best of the way things turn out”
-John Wooden
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Chapter 1
Extetopévn EAAnvixn Tlepiindn

Y10 xe@dAo ouTO, oLUVOPILOUPE TO TEPIEYOUEVO TNG TOEOUCUS OITAWUATIXAC, OlvovTag
Baowolg oplopolc xon Vemphuata, ywelc amodellelc.

1.1 Ewoaywyn

H 8idtadn SLabutuaxmy amoTeAeoudtwy Ue BAoT TIC TEOTYHAOELS TV YeNoToY Tollel onuoy-

X6 POAO OTN) GYEDLUTT) EQPAPUOYHOV PUAX®Y TEOG To YeYioTn. Lo mopddetyua, oTic Thot-
POPUES HOWVOVIXGY OLXTUMY, EVOLUPEQOUAOTE Vo BOVUE AMOTEAEOUATA ATd AOYUELAGUOUS
YENOTWV UE TOUC OToloUC AAANAETIOPOVUE TEPIGOOTERD.  XTo xonuepvd feed edrioewy,
Véhoupe vor AaBdvoulE EVNUEROOELS YLt VEUATO TOU AV TATOXEIVOVTOL GTOL EVOLUPEQOVTAL UG,
Yie pla 1o tooehda, umopel Vo GUVAVTHCOUUE BLUPNUIOELS OYETINES UE TIC AVAYHES UG, UTO EVal
oUVORO BUVIT®Y BLECUwY. TN GUYYEOVY ETOYY|, TANEOYORLES Yol TOL EVOLUPEQOVTA TV
YENOTOV CUYXEVTROVOVTAL A6 TIC EVERYELEC XAUE YeNoTT, TO 16 Topix6 emoxéewy, Ta clicks
%TA. UE oxomd TNV e€aywyr EVOC TROQIA Yior Tov YeroTn xou Ty dnuioupyio plac mpoow-
Tomotnuévne dtadwtuvaxhc avalhtnone. Kdmow amoteréouata otic unyavée avalhtnong
umopolv mhéov va epgoviCovtar Slatetaypéva Ue Bdon Tic TEOTWACES Tou xdle yprot.
‘Evog and toug moAlole oToy0oue aUTAS TNS CUCCWUATWONS TEOTWHCEWY O pla SLdTodN
elvon var geoel Ty mpoomdielor Tou yeNoTh Vo Beel amoTEAECUUTO TOU TOV EVOLUPEQOUV.
Kodoe o yplotne oxavdper pla Aot amotereoudtony and méve Teog To x4Tw, oUTh 1
mpoondieio unopel vo tocotixononiel e Tov yedvo mou yeeldleTon 0 YeroTng va dlodoet
Toe amotehéoyuata ovalATnong péyet Vo Beel To TEWTO AMOTEAECUA TIOU TOV EVOLUPEQEL.

Mia apaipeon autol 1o mpofifuatog eivon 1 oxdhoudn: Alvetan pio AMoto and otolyela,
Tou avtis Totyel ota miavd aroteAéopota avalrtnong. Abvovtor eniong odvolo amd oTotyel
auTHC TG AloTag Tou @Tévouy e (WVTAVE YEOVO, TOU OVTIOTOLYOLY OE ATMOTEAECUATO VLo
T0 omolol EVOLUPERETAL O YEHOTNG. AVOAOYWS TNV EQUEUOYT, auTd Ta cOVOAA UTopoly Vo
AVAUPEQOVTUL OE EVOL HOVO YENOTN, TOU TEOXVUTTOLY amd OLdPOpES EVERYELES xou Tioveg
TEOTOTIOLACELS OTOL EVOLUPEQOVTA TOU, OTWG GTA XOWWVIXA dixTua, €ite o ToAAATAOUC
YPNOTES, OTWE GTNV MEpiTTWo plog unyavic avalhtnone. Mag evilagpépet hoimoy vor oyedid-
GOUPE OAYORIIUOUE TTOU ETOVABLATTACOLY ToL ATOTEAEUUTA XAV OS VEX GOVORXL YENO TV E0YOV-
TOL, UE OXOTO VoL UEWWOOLUE TO YPOVO TEOCRAOTS Yo UEAAOVTIXG GUVOAA YENOoTHOVY Tou Yo
¢otouv. ‘Eva tétolo oevdplo unopel va povtehomomnlet and to Aupeoo IlpdépAnua Exdyiotov
Afpoiouaros Kilvpns Xuvélov (Online Min Sum Set Cover), tou topouctdlouye o€ auth
T otmhwpatd). H undpyouvoa douleio oyetind ye 1o mpdlAnua pag agopd to TeoBAnuU



EAdyiotov Apoiouaros KdAvypng Xuvédov (Min-Sum Set Cover). Yto mpdéBinuo autd
VYewpeltar 6Tt Ohat Toe cOvVoha divovtan eCopync, T.y Tpocpyoueva and log files ypnotwy. Xe
€va pEOMOTIXG OEVERLO TOU Tar GUVORaL €pyovtat aTodloxd, €youue Ty dueon (online) ex-
doyn Tou mEoPAfuatog Tou Ylyouue €dw. EmmAov, to mpdfAnua uag amoteAel yeixeuon
Tou TpoPAuatoc TlpdoBaons Aiotag (List Accessing), ato onolo avti yio alvoha, épyovto
otouyela pe dueco teoéno. Baolouacte oe teyVinéG and To TEOBANU auTO Yiar vor BydAouue
AATOLAL ATOTEAECUATOL Yiot TO TEOBANUOL oG,

1.2 "Apescol Alydpriuol

‘Evoc dueoog (online) ahydprduoc hopfdver we eloodo pla oxoloudio el0680u g Lop®hc
o= o0(l1),0(2),...,0(n). Kdde tuApo cio6dou/oitnua teénet va e&unnpetniel and tov
oAYOEWIUO UE TN OELRE EUPAVIONS TOU, XATd TN oTiyUr Tou ot €oyeTon. ‘Otay o ahydpriuog
eCunnpetel To oftnuo o(t), dev €yel xopior yvoon yior o owthporte o(t'), vt > ¢, ahhd
Yvopllet ko ta outhpata o ('), yiot' < t. Emmiéov, to uéyedoc n tng axohoutdiog uropel vo
unv ebvan yvwoté. Kdde altnuoa tpoxahet €vo xdotog 1y x€pdog yio Tov ahyoptiuo. Avoldywg
T0 TPOPANUY, 0 6TOYOC lvar va ehaytoToroinlel To GUYOAIXS xOGTOC 1 Vo YeyioToTotdel
TO GUVOAXO XEEDOC TOU TPOXVTTEL A6 OAOXANEN) TNV eloodo/axoloudia AUTNUATODV.

Eivou mpogavég 6Tt auth 1) U ohoxhneouévn exdva Tng elo660L pall e TIG amoQdoeLg Tou
madpvel o alyoprduog Yo xde xouudTt €l0080U UTopel Vo uny emitpédouy oTov alyopLiuo
Vo pTdoel ot BEATIoTn Abon oto Téhog Trg extéheong. ‘Eva Baocxd pmtnua dnutovpyeiton:
e pyetpdue v emtidoon evog tétotou ahyoplduou Ty amdvinon divel 1 avtaywriotikn
avdAvon (competitive analysis), évac 6poc mou mpotddnxe and touc Karlin et. al [37]
xou ovothinxe and touc Sleator xar Tarjan [54]. Katd to competitive analysis, n éZob6og
evoc online ohyopiduou cuyxpiveton pe auth Tou Bértiotou offline ayoptiuou. Autdc
elvor 0 akyopripog mou €yl YVmoT Yo oAdxhnen Ty axohoudio €1cOd0L amd TV aEyY)
e extéleong Tou xou anovtdel Bértiota oto xde altnua. To competitive analysis dev
xdver xapio utdVeoT yior THY xoTavour| Tou axoloudel 1 elcodoc. Avtiveta, etvan plo poppn
AVIAUOTNC YELROTEPNC TERITTWOTNG, UE TNV €vvola OTL évag ahyopriuog Yewpeiton xahog dTov
amod{dEL xUAd oTY YELROTERT duVATY €loodo, auTH dnAadY Tou dnuloupYel YeYdAo x6GTOg
yto Tov online ahydprduo, adhd uxed x6cTtog Y Tov Bértioto offline. Ilapovoidlouue Toug
a6 oudoug optopole:

Optopde 1. Ia pia axodovdia ewdédov o, éotw ALG (o) kat OPT (o) ta kéoTn tou online
kai offline aAyopiOuov avtiotorya. O online akydpiduog Aéyetar c-competitive av vndpye
otalepd a téroa ote ya kdle axolovdia o:

e ALG(0) < c-OPT(0)+ a, oe mpdpAnua ekayiotonoinong

o ALG(0) > —-OPT(0) — a, g€ mpdfAnua peyioonoinons

(S N

Av a <0, o adydpifuog Aéyetar strictly c-competitive.

Opwowog 2. To infimum dAwv twv Tudy ¢ ya T omoles o online akydpiduos eivai c-
competitive ovoudletar Adyos avtaywviopol (competitive ratio) tov online akyopiduov
ka1 ouppoliletar wg R(ALG).



Ye mepintwon mou yenowonotolue xdroov mdavotixd online alyodprduo, tn Véorn Tou
ALG(0) nafpvel to E[ALG(0)], dnhadn 1o avopevouevo x6otog tou ALG médve oTic Tuyoles
ETAOYEC TOU XAVEL 0 aAYOpLIUOC.

To online mpoBifuato cuvavtody TOAAEG €opuoYEC oTo interactive computing, oTig
OOMES DEDOUEVWY, OTIC DUXTIUXES EPUPUOYES, GTO OYEdLIOUO xivnong, oTa TpoArjuoTa dpo-
HOAGYNONG, OTN OLUYElPLOT) UTOAOYLO TIXMY TOPWY Xl G TOAY dAAa. Mepixd moA) yvwoTd
TeoBhAua etvon to mpdBinuo Ski Rental [37], to npdBinue Paging [54] xou to mpdBinua
k-server [41].

1.3 To IlgdBAnuoa EAdyictouv Adpolopatog Kdaudng
> LUVOAOL

To npdPinua cuotddnxe ond touc Feige, Lovasz, Tetali [27][28]. Aiveton éva oOvolo
ototyeiov E = {x1,29,...,2,} xou pio cuMOYYH amd UTOCGUVOAY AUTWY TWV GTOLYElWY
S = {51,5,...,5,}. Eotww pio yetddeon m wwv ototyeiov tov E. Tn petddeon avth
UTOPOUUE VO T1 QAUVTUCTOVUE OGS Lol OLodaciar DpooAdY oG TV oToLyElwY, dnhady| To
otoyeio otn Véom ¢ Vewpolue mwe dpoporoyelton Tn yeovixy| otiyur 7. Opilouue we ypdro
kdAvns f evés ouvdlou S; tn ypovixh otryur ¢ xatd Ty onolo m(i) € S; dnhadK:

f(8;) = min 7(i)

i€[n]:z;€8;

O otoyoc ebvar va Beolue pio petddeon m wote va ehaytotonolel o dpoloua yedvwy
#(hudng TV GUVOLWY, ONAAUDN:

= arg;nian(s)

SES

To mpoBhnua €yel anodeyVel 6Tt ebvon NP-Hard. Evoc amhéc npoceyylotinde alydpriuog
elvan 0 e€fic dmAnotog alyopLrdpog:

Ye kdOe xpovikn) otiyun, €méleée to oTolY€lo TOU KAAUTTEl Ta TEPIOTOTEPA evamoueivavta
axdAvnta ovvola.

O Feige, Lovész, Tetali [27][28] édeilav Tic axdhoudec npotdoeic:
Ocwenua 1. 1. O dmAnotos alydpifuog éyer Adyo mpooéyyiong 4.
2. Eivax NP-Hard va tpooeyyiotel to Min-Sum Set Cover ue Adyo mpooéyyons 4 — e,
yia kdOe € > 0.
H onpacia tng évvolag Eldyiotou ABpolouatog gaivetar amd tny Uapdn TOAMGOY OYETIXOVY
TEOBANUATOV:
e [IpdpAnua Eddxiotov Afpoiouatos KdAvyng Kopupdy oe éva ypdgo. [28] [27]
o llpéPAnua Edyrotov Apoiouatos Xpwpatiopol evog yedegpou. [15]
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o IlpéPAnua EAdxrotouv Alpoiouatos KdAvyng Yurddov ye meplopiogolsc tng Hop@ng
‘10 ototyelo z; mpénet va mponyeiton Tou ototyelou z; otn ddtaln (precedence con-
straints). [43]

o ['evikevpuévo llpdpAnua Eddyiotov Apoiouatos KdAvng Yuvdlov, 6mou o ypdvog
xdhudng evog ototyetou oplletan g 1 yeovixn oTiypr Tou dpouolioyeiton To k-0016
ototyeio Tou cuvéhou. [12]

o IlpépAnua Submodular Adra&ng, émou avti yio GUVola UTEEYOUV HOVOTOVES 1) 0pV-
ntéc submodular cuvapTtroelc f; o ¢ yeovog xdhudng oplleton 1 ypovixn otiyun
t Tou fi({eﬂ(l), En(2) - - - ,eﬂ(t)}) =1. [11]

1.4 To IeoAnua IlpbcBaocng Alotag

Y10 IlpéPAnua HpdoPaons Aiotag pog diveton plor un toavounuévn AMota e | otoryeto xon plo
oxohoulio amd outhpota oTolyelny Tng AloTag mou €pyeton ue online tpdémo. O otdyoc eivan
VoL OYEBLGTONY aAYOPLIOL TOU UEWWVOUY Ta x60TN TpdoBaong oty AMota amd puehhovtind
UTHUXTA OTOLYELWY. BUYXEXPUIEVY, EVag ahyoptiuog TANPOVEL Eva kéoToS Tpdopfaocns (oo
ue t V€omn Tou oToyelou Tou {nTeltan 0T AMoTO. X TN CUVEYELN, UTOPEL VoL TPy LU TOTOLAOEL
AV TWETHVETELS BLodOYIX®Y oToLyElwY 0T MoTta pe 600 BlUPOPETIXOUE TEOTOUC:

o Awpedv avuipretatiéoes: O ahyodpriuog duxonolton vor petoxvioel To {ntoluevo cTotycio
ooeg Veoeg emupel o unpootd ot Mota, ywels vo mhnpwoet titota.

o Avtiuetatéoes ue mAnpowun: O olyopriuog dixonolton Vo avTiueTodéoel 0cudY|moTe
oldoyxd ototyela ot Mota pe xo6otog 1 yio xdde avtetdieon. To xdcTOC QWTO
ovoudletal K60TOS HETAKIVNOTS.

'Etol, 0 ot6y0¢ eivon vo ehaylotonotniel 1o GuVoxd dipoloua amd To X600 TN TEOCEUoNS
xL ©OO TN UETAXIVNONG, TTOU EMAYETOL OO 0AOXANEN TNV axoloudia elo6d0L.

Kdmow Bacixd anoteréopata ota onolo Bactlopacte yio TNV e€aywY T ATOTEAEOUATWY GTO
pbBAnuo EXdyiotou Adpolopatoc Kdhudne Xuvorou nopadétovton mopoxdte.

To mptto onuavtind anotéAeopa anodideton otoug Karp xou Raghavan émwe avagpépetar oo
[34]. Agopd évar xdte @pdyua yioo To competitive ratio xée vietepuviotixol ahyopityuov.

2

Oewpnua 2. Kdle vreteppurvionikds akydpiijos éxer competitive ratio tovddyotor 2— 2,

omouv | etvar to péyetog tng Aiotag.

H 18¢a tne anoédelng Baotletar oto va dnutoupyricoupe pio axoroudio €160 ToU Vo
ETULPEQREL UEYANO xOGTOC GTOV ahybprduo, cuyxexpuéva uropel va {nteiton mévta To TEAEL-
tafo oToyelo g MoTag, Ty B Kpa Tou To x66T0¢ Tou BéhTioTou offline oAyopliuou va
pedooeton dvew and ula tocotnto. H mocdtnra auty|, otn cuyxexpevn nepintwor, ebvon
70 Y€oo x60To¢ TV static offfine odyoplduwy mou umopel va utoloyiotel exoha. Static
offline ovopdlovtar ot alyopriuol Tou TANEMOVOLY Eva aPYIX6d *XOGTOS UETOXIVIONS Yol Vo
avadLatdgouvy ) AMota o uio amd Tic Il duvatée Blatdlelc xou Bev xdvouv xoplar ahhory
xadOAn TNV axoloudia €l0650L.

‘Evag online alyépripog mou mpoxdntel ToAd @uowd etvar o axdhoudog:
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Mowve-To-Front (MTF): Metd v npdofacn oto atoiyeio tng Motog mou {ntrinxe,
uetoxtvnoe To otolyelo otny xopuer Tne Alotag, ywelc va ahhdele TIC oyYETIXEC VECELS
OTIOWVONTOTE GAAWY GTOLYElWY.

O Sleator xou Tarjan anédeiay 61t 0 MTF ebvan 2 — 1-ovtoyoviotide [54]. Boototnxay
otnv TeEYV) potential function mou yenowonotcitoaw and v Amortized Analysis, mou
npotéddnxe ané tov Tarjan [56]. H Amortized Analysis eivou pio avéhvon péong nepintwong,
xatd TNy omola To anotéAecya plog TeEdln evoc akyoplduou alloloyeitaw 6To GUVOAO TwV
TEAEEWY TOU ohyYopidUoU Xou Oyl UELOVWPEVA TN GTLYUT Tou Yivetar auTh 1 TEd&T.

Apyotepa, o Irani [34] anédeile 6t o MTF éyel competitive ratio axpiBde (oo pe to
AATO PEAYUA TOU TEOTYOUUEVOL VEWEHUATOS. LUYXEXQUIEVOL €Y OUUE:

2 _

I competitive, omov | elvar to

Ocwenua 3. O alydpifuos Move-To-Front efvar 2 —
péyetos tng Aiotag.

To IpdPAnua pboBacnc Alotac €xel yehetniel extevadg otny online BSAoypapio. Kdmola
ATOTEAECHUATO TTOU OEV otVohDOUNE €O Elval:

e To offline tpdéBinua €yel omodeydel ond tov Ambuhl 6t etvon NP-Hard [9].

e To xahitep0 dTw QEdyua UEyeL onucpa Yo To competitive ratio miavotinmv akyo-
elduwy etvon 1.5 xar €yel anoderyVel and tov Teia [57].

e O xahitepog mbavotindg akydprduog péyet ofjuepa €yel competitive ratio ico ue 1.6
xou €yet amodetydei and toug Albers et. al [§].

1.5 To 'Apeco IpbBAnpa EAdyiotou Adgoiocuatog
Kéiuvdne Xuvdiou

To Ayeco IpoBrnua EXdyiotou Adpoiouatoc Kdhulne Yuvéhou umopolue va to dolue
elte w¢ pla online éxdoomn tou mpoPAfuatoc EAdyiotou Adpolouatoc Kdiudmne Xuvorou
(tor alvoha épyovtan ue online tp6m0), lte W plo TOAUBLEGTOTY €XB0OT TOU TEOBAAULTOC
HpboBaone Alotoag (avtl yio otowyela, épyovton obvolo e online tpéno). Xe €va online
TEOBANUA OTIKC TO DO oG, TEETEL Vo ETITEEPOUUE GE Evary A YOEIIUO VoL XAVEL AvaBLATAEELS
oTn MoTa UE OX0TO VoL TPOCUPUOLETOL OTIC VEEC ELOOBOUC X0l VO ELWVEL TO XOGTOC TPOO-
Baong pehhovtinwy (nTtoduevey ocuvorwy. TEvog tétolog alyopripog emouévne meénel va
€yel TV eheutepio va umopel vo emhéyel mold ototyela Tou exdoTote {NTOUUEVOLU GUVOROU
TEETEL VoL TPOOTEAJGEL xou (0w Vo petonavioel otn Mot ‘Etol, cav kdéotos mpdofaons
yioe xéde {ntoduevo chvoho ou €pyetar online opiCouue T ueyahbtepn Véorn Tou oToLyeiou
ot MoTa, amd To oToLyElo Tou GUVOAOL Tou 0 akybprluog TpayUaToToinoe Tpdofact. XN
OLVEYELL O ahYOEWIIOC, UTOREl Var XdveL avTIUETAUETELS DLy OV oToLyElwY oTn AoTa ue
0Lo TEOTOUC:

4 / 4 4 4 4 . 4 4
o Awpedv avtiuetatéoes: Av o ahydprduoc mhfpnmoe x60T0C TEdcBAcNS @ AoYw EVOC
oToyelou Tou cuvohou oTn V€on aUTH, UTOPEl Vo UETUXIVACEL OTOLUONTOTE GTOLyEla
xj, Tou cuvohou, ue k < i, doec Véoelg emuyel o unpooTd ot AloTa.

o Avuipetatéoes pe mnpwun: O alyoprduoc dixonolTon vor avTETHIEGEL 06U\ TOTE
dldoyxd ototyela ot AMota pe xootog 1 yio xdde avtietdieon. To xdoTOg QWTO
ovoudletal K60TOS HETAKIYNOTS.



'Etot, 10 x6070¢ Tpdoucnc o xde {ntoduevo cUVoAo eivon O1aleUkTiKd, Ue TNV Evvola
OTL €yXELToL GTOV OAYOELIUO TO OGO Yo EMAELEL VoU TANPOOEL HOTE Var €yel TNV eheuepia
VoL TV OEL ToL avdAoya oTotyela dwpedy. O o6Ttoyoc enopévee eivan va ehaytototounidet
TO GUYOAIXO %00TOG amd To XOOTY TEOCPBACNE X XO0TH UETaXivNoTNg, Tou endyetan amd
olOXANEN TNV axohovdio elcbdou.

Hopoxdte napatétouue ywpelc anddelln o ATOTEAEOUATO oG VLo TO TEOBANUOL.

IIpbtaomn 1. Ia axolovlies eioédov pe péon mAntikétnta ouvvdlov A oe uia Aota
peyédous 1, kdle vreteppurvioticog akydpiduog éyer competitive ratio touddyiotor A + 1 —
A(A+1)

+1

To Yedpnua autéd Bactleton oTnyv averaging ey vixy| Tov GUINTACUUE OTO XUTC PEAYUL
Yoo vieTepUvo ToUg alyoplduoug oto IpdBinua Hpdolacng Alotag. ‘Onwe Brénouye,
umdipyel pio e&dptnom and Ty mapdueteo A. Xnv mepintwon mou avalntdue Evay avtay-
OVOTIXG aAYOELIUO Ylor OAeg TIC BuVATEG axohouldieg €loddov, Yo TNV Twrh Tou A Tou
UEYLIOTOTOLEL TNV TUQUTAVE TOCOTNTA TOPVOUE:

ITpbtaom 2. Evag vreteppuviotikés alydpiijog mov 6éyetal dAes s Ouvatég akolovdieg
awddov éyer competitive ratio (1/4).

H npdtaon auty| elvon onuavtixy. Kdde ahyodpriuog elvon tetpyuuéva [-competitive.
Enopévwg, 10 xaAUTEPO TOU UTOPOUUE VO XEVOUUE EVOL VO YEQPUEWGOUUE TO YRUUULXO
oLdo TN (ﬁ, l] oo competitive ratio. To anotéheopo autéd dNAGVEL TS EVE ato [TpdBAnuo
HpooPaong AloTag mou (ntelton évar otoryeio xdle popd, umopolue va Bpolue 2-competitive
alyoprduo, 6Tav 1) €lcod0g UETATEETETHL O GUVOL GToLyElWwY oTolLdHTOTE Yeyedoug, deV
umdpyel alyopriuog mou unopel va TETUYEL XUAUTERO and Yyeouuixd competitive ratio. I'a
T0 AOYO QUTO Uog AmaoyohoOY ahyoeiol Tou VoL amodiBouY XoAd XL Yol CUYXEXPWEVES
TWée e mopopéteou A, mpooTaddvIAC Vo TANCIAGOUUE TNV TWH TOU X3Tw QEdYUATOS
A+1— A(A+D

I+1

11N oLVEYEL, TEOTEIVOUUE TEELC VIETEPUVIG TWOUS ahyopliuoug, Baclouévoug Tov oh-

yoerduo Move-To-Front amd to mpdfinua Hpdofacne Alotoc. Autol etvor ot axdrouvdot:

e MowveFront (MF): Kéve npéofacr 610 mp@to ototyelo Tou cuvolou 6Tn AoTto xou
uetoxlvnoe 1o otny xopuen Tng AoTag.

e MoveLast (ML): Kéve npdofacr oto teleutaio ototyeio tou cuvéhou otn Aota
xan UeToxivnoe To 0TV xopuEY| TS AoToc.

e MoveSet (MS): Kdve npbofucn oto teleutaio otoryeio tou cuvéhou ot Aota
xan petoxivnoe Ol T oToLyElol TOU GLUYOAOU GTNY XOPLYPY| TNG AMoTag, BLATNEWVTAS TN
oyeTNY OLdTadT TOUG.

O olybprdyoc MF oxohudel tny 1d€a 6TL 10 Tp@OTO oTolyelo Tou cuVOAOU oTN AMoTa av-
TImPooKTEVEL T GUVOAO oTOTE TpéNel va Petanavniel unpootd. Actlope tnv axdroudrn npod-
OO

ITpotaom 3. O MoveFront efvar | — A + 1-competitive yia axolovlies ewddov e péon
mAnthkétnta A > 2.



O ahyoprdpoc ML Baoiletar 610 6TL T0 Teheutaio oTolyeio Tou cuvolou oTn AloTa ebvor
ouT6 Tou Umopel var EmpEpEL TO UEYAADTERO xO0TOC TEGGBacTC Yol aUTO TO GUVOAO OTOTE
meénet va petanavniel urpootd. Iaporautd, naipvouue to axdhouvdo anotéheoyor

ITpbtaom 4. O MoveLast efvar akpipas I-competitive yia akolovdies eioéoov jue jéon
mAnthkétnta A > 2.

Agol o ML mAnpe@vel TdvTa yiot T Te6oBaoT Tou TEAeUTa{ou 6TolyEloL ToU GUVOAOU GTN
Mota, unopel vor UETaxvAcEL OO TO GUYOAO UTPOCTA UE UNBEVIXO XOOTOG, OIS OPICUUE YLa
TIc dwpedy avtetadéoeic. Autd xdvel o ahyopriuoc MS. ‘Ouwe, nalpvouue tnv axdrouin
TEOTUON:

ITpbtaom 5. O MoveSet eivar akpifas [-competitive ya axolovlies ewoddov pe jéon
mAnthkétnta A > 2.

H anédeiln twv napamdve teotdoeny Baclleton oTny 16€a OTL UTOPOVUE TEVTOL VoL XOTOUGHEVS-
coude pla axoroudio €l0680U TOL ETLPEREL UEYHAO x6GTOC avd {ntoluevo cUvolo, T.y
Cntedvtog mévta ot xde ohvoho To tekeutalo oTotyelo TN Ao Tag xou emmAgoy éva oTadepd
otoyelo Tng Mo tag mou eugaviletar o xde {nroluevo ohvoro. To otaepd ototyeio autd
umopel o BéATioTog alybprduog va to petaxivioel €€ apyric oty xopu@n TG AloTag xon 6T
OLVEYEL Vo TANPOVEL Yo xdde cUVoAo xboTo¢ (oo e 1. 'Etot, To competitive ratio unopel
VoL YiveL UEYEAO.

Emunifov, peretrioaue toug mopoxdte 60o mdavotxois ahyopliuoug:

e Randomized Static: Emilele pe opoldpoppo tuyaio Teomo Wwiar apytxy| SdTaln TnNg
AMotog. Xe xde {nrolduevo olvolo, mApwoe TN V€0 Tou TE®TOL GToLEloL TOU
ouvohou ot MoTa xou unv xdvelg tinoto.

e Randomized Move-To-Front (RMTF): ¥e xdie {nroluevo cbvolo, enilele pe ouoLoy-
egpa Tuyalo TEOTO TO oToEld TOU GLUVOROL TEOC TEOGRUOT XU UETAXiVNOE TO GTNY
x0puT| TNg AoTog.

"o tov Randomized Static 6et€ope v oxdrovdn tpdtoaon:

Meétaoy 6. O Randomized Static éyer competitive ratio o moAd HL yia axodovdieg

At1’
ouvélwr mAntikétntag A.

"o tov Randomized Move-To-Front, pog amacydinoe 1 cuuneptpopd Tou yio oOvola dixpng
mAndwotnToc. ‘Etol detlope otu:

IMpoétaocy 7. O Randomized Move-To-Front éxer competitive ratio (1/4), yia axodovdieg
€10600V e oUvoda peyétous 2.

Hopoatnpolue 6Tl €VH TO VIETEPUVIOTNO %ATw Qedyud i A = 2 elvon ovolaoTixd 3,
nopd T yenon mavotitwy, o RMTF biver competitive ratio ypouuixé €2(1/4).

To Boaocind cuunépacua Tng Tapamdve SOVAELS elva 6Tt TeyVInég Tng Aoyxric Move-To-Front
0EV BVOUV ATOTEAEOUATA XOVTE GTO XATw PEdyHa oL amodelloue. AuTtol ol adydprduot etvor
XWPIS VNN, Ol AmOQACELS TOUC ONADY| EEUPTMVTAL AOXAEIGTIXG amd TO ToEdY {NTOVUEVO
obvoho xou Ty mapovoa Aota. Emouévee, mopéyouue évay d&ova yia EAAOVTIXT DOUAELS
Tdve o€ ahyoplduoug Tou Vo GUYUTOAOYILOUV OTIC ATOQPAGELS TOUS ot GTOyEld amd Ta
coUvoha Tou fipday 610 TaPEADOY.






Chapter 2

Introduction

Web search ranking plays an important role in the design of user-friendly web applications
that interact with the users’ preferences. For example, in social media platforms, we are
interested in viewing the latest posts from page accounts with which we interact mostly.
In our daily news feed, we want to receive updates on subjects that reflect our preferences.
When accessing a website or web application, advertisements relative to web results that
we searched in the past may pop up. Nowadays, it is the canon that web search engines
and modern applications try to gather information from users’ previous actions, clicks and
searches in order to extract a user profile and induce a more personalized user experience.
On the other hand, some web applications keep a global ordering of data, for example
latest trends in videos or music, with which users interact mostly. All these problems
lie in the field of preference aggregation that aims to set web data in a particular order
that satisfies a specific goal. One such objective is to minimize the user effort to find
information relevant to the user’s interest. As the user scans web results from top to
bottom, this effort can be considered as the amount of time it takes to find the first
relevant result appeared in the list of web results.

One abstraction that can be used to model this problem is the following: A list of
elements is given, representing the list of possible subject results. Sets of elements from
this list, that represent results relevant to a user’s interests and preferences, arrive in real
time. Depending on the application, this sequence of sets may correspond to either one
user, for example in case of social media feed, where each set may arrive on every time
a user performs some new actions that perhaps modify existing preferences or introduce
new ones, or in multiple users, like in the top trend case and web search results mentioned
above. In these settings, we are interested in designing algorithms that reorder web results
‘on the fly’, in order to reduce access time in the arrival of future sets. Such setting can
be modeled by the Online Min-Sum Set Cover Problem which we introduce in this thesis.
To understand the problem, we first need to describe the terms online and Min-Sum Set
Cowver.

Online Algorithms

Online Min-Sum Set Cover is an online problem. In contrast to the traditional framework
for algorithm design, in an online problem the input is not complete or available from the
beginning of execution, but is revealed gradually in parts. On every arriving piece of data,
the online algorithm must respond with an action before processing the next piece, based
on the partial knowledge of pieces that have arrived so far. Any algorithm is completely



unaware of future inputs. The goal of an online algorithm is to optimize an objective
function as if it had all the input from the beginning. One well-studied measure of
performance for online algorithms is the competitive ratio studied by competitive analysis,
introduced by Sleator and Tarjan [54] and Karlin et. al [37]. The competitive ratio
measures the performance of an online algorithm compared to that of the optimal offline
solution OPT. Most important, it is a worst-case measure, i.e. an algorithm is considered
‘good’ if it performs ‘well’ on the hardest input instances. We thus say that an online
algorithm ALG is c-competitive if for any sequence of input requests o, there exists a
constant b such that ALG < ¢- OPT + b, in case of a minimization problem.

The online setting models a great number of problems that input arrives gradually
and response need to be immediate. Many problems of that nature occur in the field of
interactive computing, data structures, networks, motion planning, resource allocation
and more [21] [5] [35]. For example, the online setting occurs naturally in the problems
below.

o Ski Rental Problem: [37] Each day, we have to decide whether to rent a given good
for this day or buy it for the rest of all days. Yet, we do not know the number of
days in advance.

e k-server Problem: [41] We have k mobile servers and requested points in a metric
space appear online. A point is served if a server is moved to it. We are interested
in making a schedule of servers that minimizes the distance covered to serve all
incoming requests. Nothing is known for the future requested points.

e Paging: [54] Which pages need to be evicted from a fast memory unit on the
arrival of requested memory pages, in order to reduce future page faults? Pages
arrive online.

Min-Sum Set Cover Problem

On the other hand, Min-Sum Set Cover Problem, introduced by Feige, Lovasz, Tetali
[27], provides a theoretical framework for many problems that aim to satisfy multiple
demands under the goal of minimum total latency. It can be considered as a latency
version of Min Set Cover. Specifically, a number of sets are given that jointly cover a
number of elements. The goal is to find a scheduling for these elements such that the
sum of cover times is minimized. The cover time of a set is defined as the first time
step in which an element from the set is scheduled. The problem is NP-Hard. Feige et.
al [27][28] proposed a 4-approximate greedy algorithm, also proving that the algorithm
achieves a tight approximation ratio, unless P = NP. The greedy algorithm is very
simple, namely on each time step schedule the element that hits the most uncovered sets.
What is interesting is the analysis of the algorithm. The authors use a clever pricing
technique along with a histogram argument.

Since then, many applications and variants of Min-Sum Set Cover have been proposed.
Azar et. al [12] introduced the Multiple Intents Re-Ranking problem, motivated by
applications in web search ranking based on search intents of different users. Each user
is modeled by a subset of search results, relevant to its own preferences and a particular
profile weighted vector over the elements of given subset, that models the user’s intents
of searching. The user scans the results from top to bottom, paying an overhead that
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depends on the position of the results in user subset. The goal is to provide a linear
order of search results, so that the sum of total weighted cover time of sets is minimized.
The authors note that in case where all profile vectors have the form < 1,0,...,0 >, the
problem is equivalent to Min-Sum Set Cover. These users are navigational, meaning that
they are interested in the first search result that is relevant to their preferences. Another
model that meets applications in web ranking is Submodular Ranking, studied by Azar
and Gamzu [11], where instead of sets, there are non-negative monotone submodular
functions that are ‘covered” when they ‘reach’ value 1. The work in [12] assumes that the
user sets are taken from user log files that are provided offline. This constructs the basic
motivation of this thesis: What if the user sets arrive online? This idea captures a real
scenario when web search results need to be rearranged online as new sets arrive. This
is the concept behind Online Min-Sum Set Cover.

List Accessing

In Online Min-Sum Set Cover, we are interested in designing an algorithm that performs
rearrangements in a list of elements in order to reduce the access costs (time overhead)
incurred by future set requests. However, an algorithm that performs rearrangements
needs to pay a cost for such element moves, as well. The goal thus becomes to minimize
total sum of rearrangement costs and access costs incurred by the arriving sequence of sets.
An algorithm is given the freedom to move elements from the set, in the rearrangement
process, as long as it pays the necessary cost to access them.

In the above scenario, we are motivated by the idea that web search results are
scanned from top to bottom. For this reason, we can imagine this super set of results
to be organized in a list data structure. The list data structure has the property that it
can only be accessed sequentially from its head. Thus, the Online Min-Sum Set Cover
can be represented by a list of elements, for which set requests arrive online. A simpler
scenario of the above is the famous List Accessing problem, one of the most well-studied
problems in online literature. In this problem, a list of elements is given and requests of
single elements arrive in online manner. The goal is to perform suitable rearrangements
as data arrive in order to reduce future access costs. This is a simple problem scenario
that motivates self-organizing data structures, i.e. design algorithms that maintain an
‘efficient’, according to accesses, data structure.

The problem was first studied under competitive analysis by Sleator and Tarjan [54].
Three natural heuristics for List Accessing are Transpose, the requested element is trans-
posed with the element that is one position prior to it, Frequency Count, the elements are
kept in decreasing order of their frequencies and Move-To-Front (MTF), the requested
element is moved to the front of the list. The first two of them are proved to be ©(1)-
competitive. In contrast, MTF was proved to be 2-competitive by Sleator and Tarjan
by deploying a potential function argument. The potential function method is a tool of
amortized analysis, introduced by Tarjan [56] as a framework to measure the impact of
each action or operation over the whole sequence of operations. What is interesting with
MTEF is that it is tight to the existing lower bound for deterministic algorithms, thus it
is optimal in the deterministic case. This lower bound is proved by using an averaging
technique [21], namely the optimal offline cost is bounded by the average cost of a known
set of offline algorithms. In case of randomized algorithms, the best known randomized
algorithm is due to Albers et. al [8] and achieves 1.6-competitive ratio. The best known
lower bound for randomized algorithms is 1.5 and was proved by Teia [57].
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Thesis Purpose

The goal of this thesis is to introduce the Online Min-Sum Set Cover and motivate
further research work. We provide some results on both deterministic and randomized
case. Most of our work is motivated by the work conducted in List Accessing. We
prove a lower bound on the competitive ratio of deterministic online algorithms equal
to A+1— A(lflrl), where A is the average set cardinality of request sequence and [ is
the list length, by deploying the averaging technique and comparing the total cost of
optimal offline solution to the average cost of static offline algorithms. Fine tuning on
parameter A gives a lower bound of ©(1/4) for any deterministic algorithm that performs
for all values of A. We propose three MT F-like algorithms: MoveFront, MoveLast and
MoveSet and prove their competitive ratios. MoveFront is shown to be tight [ — A+ 1-
competitive, while MoveLast and MoveSet are tight [-competitive. We construct proper
adversarial request sequences that always incur worst-case costs, while optimal offline
solution pays only a small cost for it. Finally, we show that two proposed algorithms,
Randomized Static and Randomized Move-To-Front do not provide sublinear guarantees
for their competitive ratios. A randomized lower bound is left as future work. These
results are far enough from the proved deterministic lower bound, taking into account
that any algorithm is at least [-competitive. All the above algorithms are memoryless, i.e.
their decisions are based only on the current requested set and its elements’ position in the
list. We thus conclude that such memoryless policies do not help in designing competitive
algorithms close to the proved lower bound and provide motivation for future work.

Chapters Overview

In Chapter 3, we make a brief introduction to Online Computation. We present the notion
of online problems and algorithms along with the basic measure of their performance,
competitive analysis. We discuss the use of randomization in online algorithms and how
it can affect their performance against different types of adversaries. We also provide
some famous online problems and their applications.

In Chapter 4, we present the offline Min-Sum Set Cover. We focus primarily on the proof
of 4-approximate greedy algorithm as presented by Feige et. al [27]. We also enclose a
bibliographic report on Min-Sum variants and their applications.

In Chapter 5, we discuss the List Accessing Problem. In particular, we present the av-
eraging technique used for proving the deterministic lower bound of 2 — 1%1 Then, we
discuss competitiveness of algorithms TRANS and FC', before proceeding with an ana-
lytic proof that MTF is strictly 2-competitive. Prior to this, we make a brief reference on
amortized analysis, introduced by Tarjan [56] and discuss the potential function method
in the setting of online algorithms. Finally, we make a comprehensive presentation of

List Accessing through results, proposed algorithms and variants over the years.

In Chapter 6, we provide a formal definition of the Online Min-Sum Set Cover Prob-
lem and discuss its detected relations to Min-Sum Set Cover and List Accessing. We
then present our results. First, we present a deterministic lower bound for the problem.
Second, we present algorithms MoveFront, MoveLast and MoveFront, motivated by
algorithm Move-To-Front in List Accessing and prove their competitive ratios. Then, we
discuss on the competitiveness of two simple randomized algorithms Randomized Static
and Randomized Mowve-To-Front. We finally take some space to draw some conclusions
on the current results.
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Chapter 3

Online Computation

In computer science, a traditional framework for algorithm design is the following: Given
an input I for a problem P, design an algorithm that produces an output O(I) that
satisfies the goal and restrictions defined by P. However, in many real applications, the
entire input may not be given from the beginning, but rather may be revealed gradually.
In this setting, an algorithm has to take an irrevocable decision on every incoming piece
of input without knowledge of the future, based only on the partial sequence of input
pieces revealed up to the current point of time. Such algorithms that must perform under
uncertainty of partial input knowledge are called online algorithms and the problems they
deal with, online problems.

In this chapter we make a brief introduction in the theoretical framework of online
algorithms and competitive analysis. We also present some historic problems in the field,
that help in the understanding of online algorithms and their significant presence in many
real world applications.

3.1 Online Algorithms and Competitive Analysis

An online algorithm receives the input as a sequence of requests o = o(1),0(2),...,0(n).
Every request must be served by the algorithm in order of occurrence and at the time
of arrival. When serving request o(t), the online algorithm has knowledge of requests
o(t"), for ¢ < t, but has no knowledge of requests o(t'), for ¢’ > t. Also, the size n of
the request sequence may not be known in advance. Serving each request incurs a cost
or profit. Depending on the problem, the goal is to minimize the total cost or maximize
the total profit incurred by the entire input sequence.

It becomes obvious that this incomplete image of the input instance along with the
irrevocable decisions on every request may not allow the online algorithm to reach the
optimum value at the end of execution. A basic question arises naturally: How can we
measure the performance of an online algorithm? The most well-known performance
measure for analyzing online algorithms is Competitive Analysis, a term that was first
coined by Karlin et al. [37] and introduced by Sleator and Tarjan [54]. In Competitive
Analysis, the output of an online algorithm is compared to the output of the optimal
offtine algorithm. This is the algorithm that has knowledge of the entire input sequence
from the beginning of its execution and performs optimally on that sequence. Competitive
Analysis makes no assumptions on the statistical distribution of input data. It is a type
of Worst-Case Analysis in the sense that we judge an algorithm only by its performance
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on the worst-case input, i.e. the input that brings the greatest imbalance between the
outputs of online and optimal offline algorithm respectively. This imbalance is formulated
by Competitive Ratio. More specifically, we introduce the following definitions:

Definition 3.1. Given a request sequence o, let ALG(0) and OPT (o) denote the costs
of online and optimal offline algorithm, respectively. The online algorithm is called c-
competitive if there exists constant a such that for every request sequence o:

o ALG(0) <c-OPT(0)+ a, in a minimization problem

o ALG(o) >

ol

-OPT (o) — a, in a mazimization problem

If a <0, the algorithm is called strictly c-competitive.

Definition 3.2. The infimum over all values ¢, such that the online algorithm is c-

competitive, is called competitive ratio of the online algorithm and is denoted by
R(ALG).

The value of ¢ can be a function of problem parameters, but must be independent of
online input parameters, for example the size of the request sequence.

We can see that the competitive ratio for online algorithms is an extension of approx-
imation ratio for offline algorithms. In fact, a strictly c-competitive algorithm is also a
c-approzimate algorithm for the offline problem, but with partial knowledge of input.

3.2 The Power of Randomization

Competitive Analysis introduces an alternative point of view for online algorithms, that
of a request-answer game between an online player and an adversary [18]. The online
player uses the online algorithm to respond on every request created by the adversary.
The adversary’s role is to produce the worst-case request sequence that maximizes the
competitive ratio.

An online algorithm can be either deterministic, i.e. on identical request sequences
it will have the same response on every request, or randomized, i.e. its decisions are
random results from a probability distribution. In case of a deterministic algorithm, the
adversary knows the online algorithm, we can imagine it reading the algorithm’s code,
so it can know the exact response of the online player on every request. Thus, it is able
to produce the entire worst-case input in advance. The adversary and the optimal offline
algorithm are often referred as the offline player or oblivious adversary.

By deploying randomization, an online algorithm is able to reduce the competitive
ratio in comparison to acting only in deterministic case. This happens because part of the
algorithm’s actions are now concealed under uncertainty. The adversary has knowledge
of the algorithm’s description and the probability distribution, but cannot be sure of the
exact actions of the algorithm because they are randomized. Thus, the worst-case input
sequence is not one and only and depends on the algorithm’s random choices.

Based on the adversary’s knowledge for the online decisions and its ability to exploit
them, a distinction can be made on the adversary models towards which the online player
competes. As mentioned before, every adversary model knows the online algorithm and
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the probability distribution used. Also, the competitive ratio needs to be redefined for
the randomized case as the ratio of expected online cost to ‘adversary cost’. In general,
we have the following:

Definition 3.3. A randomized online algorithm ALG is called c-competitive against
adversary ADV if there exists constant a, such that for every request sequence o:

E[ALG(c) —c- ADV(0)] < a

where E is the expected cost of ALG taken over the random choices it makes. For a
maximization problem, the definition is altered analogously.

The expected competitive ratio of ALG against adversary ADV is defined as the
infimum over all values ¢, such that the online algorithm is c-competitive and is denoted
by RApv(ALG)

The three adversary models, presented in [18], are described below:

e Oblivious Adversary (OBL): Constructs the request sequence in advance and
pays the optimal offline cost.

e Adaptive Online Adversary (ADON): Constructs the request sequence in
online fashion: serves the current request before the online player, then generates
the next request based on the online algorithm’s previous actions.

e Adaptive Offline Adversary (ADOF): Constructs the request sequence in
online fashion: generates the next request based on the online algorithm’s previous
actions, but pays the optimal offline cost for the entire generated request sequence.
Randomization cannot help against this adversary.

Both OBL(c) and ADOF (o) are the optimal offline cost OPT(c). ADOF(o) and
ADON (o) are random variables, as ¢ is a random variable whose construction depends
on the random choices of ALG. Since OBL constructs the sequence in advance, it is not
dependent of the random choices of ALG, thus definition of c-competitiveness for OBL
can be simplified to E[ALG(0)] — ¢- OPT(0) < a. The adversaries above were sorted by
their power. That is what the next theorem says:

Theorem 3.1. Given a problem and a randomized online algorithm, it holds that Ropr(ALG) <
Ripon(ALG) < Rapor(ALG)

Also, in [18] the following two theorems are proved:

Theorem 3.2. If there is a randomized algorithm that is c-competitive against any adap-
tive offline adversary, then there also exists a c-competitive deterministic algorithm.

Theorem 3.3. If A is a c-competitive randomized algorithm against any adaptive online
adversary, and there is a randomized d-competitive algorithm against any oblivious ad-
versary, then A is a randomized (c- d)-competitive algorithm against any adaptive offline
adversary.
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3.3 Examples of Online Algorithms

Online algorithms provide a useful framework for problems that deal with an input arriv-
ing in pieces and the response needs to be immediate. Such problems occur naturally in
the fields of interactive computing, data structures, network applications, motion plan-
ning, scheduling, resource management and many more. We present some famous online
problems, as presented in [21] [5] [35] [48].

3.3.1 A Warmup: The Ski Rental Problem

The Ski Rental Problem is a toy example that helps in understanding the basic concepts
of online computation. It also provides a general study framework for problems that
involve decisions between paying a small repeating cost per time unit (rent) or switching
to paying a larger one-time cost (buy) with no further payment. This cost tradeoff, the
rent/buy problem as it is called, find applications in real problems such as snoopy caching,
TCP acknowledgement and scheduling.

The problem can be modeled under the following simple scenario: A skier is going for
ski for d days in total. Each day he has two options: Rent the ski equipment for today
with cost R dollars or buy the ski equipment and use it for the rest of the days with a
cost of B > R dollars. In an offline problem the answer is easy, if dR < B then rent
every day, else buy the equipment from the first day. However, in the online setting, d is
not known in advance, for example the ski resort may close unexpectedly.

So, the skier must follow a strategy of the form ‘rent for a days, then buy’, paying a

total cost of B+ aR. However, for every choice of a, the skier may have made a very bad
decision, when the d days finally pass. For example, he could have decided to buy on day
7 and on day ¢ + 1 the ski resort would close without knowing it prior to his decision. In
that case, it would be best for him to have rented on day 7 or to have bought some days
before i. Such scenarios describe the optimal offline solution. So, can he predict such
scenarios? The answer is no. What he can do however is to minimize the total cost of a
decision, that in the end, may prove to be the worst among all other decisions he could
have made. This is the concept of competitive analysis.
The ratio of online to offline cost is %. We are interested in finding a to minimize
the maximum value of this ratio, i.e. the ratio on the worst-case scenario. Obviously,
a < d, so the maximum value is %. This is the competitive ratio and describes
the aforementioned worst-case scenario: skier buys on day a+ 1, which is the unexpected
last day. The ratio is minimized when B = (a+1)R — a = % — 1, giving a value of 2 — %
and subsequently a strictly 2-competitive strategy. Thus, the skier’s optimal strategy in
terms of competitive analysis is to rent until the day when renting again incurs a total
cost that exceeds the cost of having bought from the first day.

The deterministic 2-competitive ratio was proved by Karlin et al. in [37]. Also,
in [36], a randomized algorithm was proposed that achieves a competitive ratio of %
against an oblivious adversary. Day ¢ is chosen as the day of buying with probability
P = (%)b’im, for ¢+ < b, where the buying cost equals b and the renting cost
equals 1. '
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3.3.2 The Paging Problem

The Paging Problem, one of the first and most well-studied problems in online literature,
was first motivated by computer architecture and operating systems. A two-level memory
system is given, consisting of a large slow memory (e.g. a hard disk) and a small fast
memory (e.g. RAM). Each level stores a number of fixed-size memory units called pages,
let N pages for slow memory and k pages for fast memory. A request sequence of pages is
given in online fashion. If the requested page is in fast memory, it is served immediately
and if not, a page fault occurs. In that case, the requested page needs to be loaded
from slow memory into fast memory, resulting in the eviction of a page from the fast
memory. The online paging algorithm must design an eviction strategy such that the
number of page faults is minimized. Different algorithms had been studied extensively
under specific distribution of the input sequence. Sleator and Tarjan were the first to
study paging under competitive analysis [54].

Contrary to most online problems, the optimal offline algorithm for paging is known,
which is proved to be helpful in the analysis of online paging algorithms. Belady [17]
proved that the algorithm of evicting on a fault the page whose next request occurs
furthest in the future is the optimal offline algorithm and was called MIN. Sleator
and Tarjan [54] proved a deterministic lower bound of k. They also proved that LRU,
namely evicting on a fault the page that was requested least recently and FIFO, i.e.
evicting on a fault the page that has been in fast memory longest, are k-competitive.
These two algorithms are part of a general class of algorithms called marking algorithms,
that introduce the technique of phase partitioning. For marking algorithms, the request
sequence is partitioned in phases according to the following. In the start of each phase,
all pages in the memory system are unmarked. When a page is requested, it is marked.
On a fault, only unmarked pages can be evicted. The phase ends when all pages in fast
memory are marked and a page fault occurs. Then, all marks are erased and a new phase
begins. Later, Torng [58] showed that any marking algorithm is k-competitive.

In case of randomization, Raghavan and Snir [49] proved that no randomized algo-
rithm can do better that k-competitiveness against an adaptive online adversary. Fiat
et al. [29] proved a lower bound of Hy (the kth Harmonic number) against oblivious
adversaries and proposed a randomized marking algorithm that is 2Hg-competitive. In
particular, on fault, a page is chosen uniformly at random from the set of unmarked pages
in the fast memory and is evicted. Finally, optimal Hj-competitiveness was proved for
algorithms proposed by McGeoch and Sleator [44] and later by Achlioptas et al. [1].

3.3.3 The k-server Problem

In the k-server Problem, a metric space S and k mobile servers, represented as points in
S, are given as standard input. A request sequence is provided in online fashion, where
each request is also a point in S. Each time a request arrives, the online algorithm must
move a server to the requested point, unless there is already one there. When a server is
moved from point = to point y, it incurs a cost of d,,, i.e. the distance between z and
y. The goal is to minimize the total distance covered by all servers for the entire request
sequence. The problem draws a lot of attention because it abstracts a large number of
problems such as paging, caching, motion planning and more. It has also been a living
field of applying novel techniques in online computation.
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The problem was introduced by Manasse and McGeoch in [41]. The authors proved
a lower bound of k for any deterministic algorithm in arbitrary metric space and they
posed the famous k-server conjecture, according to which there exists a deterministic
algorithm that is k-competitive. The conjecture was proved for special cases (tree metrics,
resistive spaces, special values of k), before Koutsoupias and Papadimitriou [38] prove
that the Work Function Algorithm, a general technique for online problems, is (2k — 1)-
competitive in the general case, the closest result to the conjecture so far. Work function
w(X) attempts to follow the optimal offline solution and represents the minimal cost of
serving request sequence o and ending in the configuration of servers X. When a new
point o(t) = r arrives and the current configuration of servers is X, the algorithm will
move that server s;, located in current point x;, which minimizes w(X;) + d,,., where
X; =X —{x;} +{r}. As of today, the conjecture remains open.

In case of randomized algorithms, a lower bound of Q(logl‘;% fgk
trary metric spaces against an oblivious adversary by Bartal et al. [16]. The randomized
k-server conjecture states that there exists a randomized ©(log k)-competitive algorithm
against an oblivious adversary. In 2017, Lee [39] proved a O(log® k)-competitive random-
ized algorithm for any metric space.

) was proved for arbi-
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Chapter 4

The Min-Sum Set Cover Problem

The Min-Sum Set Cover Problem was introduced by Feige, Lovész, Tetali [27][28]. It
can be considered as a version of Set Cover Problem with latency. In every time step,
exactly one set of elements over a collection of sets is chosen. In that way, every element
is covered for the first time at a particular time step. The goal is to schedule the sets so
that the sum of first time steps over all elements is minimum. It is a general scheduling
problem that motivates applications from the fields of distributed resource allocation,
web search ranking, query processing and others. Also, it introduces a general framework
for many other problems. As mentioned in [32], Min-Sum Set Cover and its variants
are related to all problems that involve multiple demands under the objective of overall
minimum latency. Feige, Lovéasz, Tetali [27][28] provided a simple greedy algorithm that
achieves a 4-approximation ratio. Moreover, no algorithm for the general instance can
achieve a better ratio, unless P = N P, thus the algorithm is tight.

In this chapter, we formulate the problem and emphasize on the analysis of the 4-
approximate algorithm. We also provide a short reference on related problems and their
applications.

4.1 Problem Definition

4.1.1 Set Representation

In the Min-Sum Set Cover (MSSC) we are given as input a collection of sets S =
{S1,Ss,...,5,}, whose union equals the universe of elements £ = {ey,es,...,€e,}. The
objective is to schedule the sets, one at a time, such that the total cover time of the
elements is minimized. More formally, given a permutation of sets 7: [n] — [n], we
define the cover time of element e; as the earliest time step ¢ at which e; € 7 (i), i.e.

. 1/
€;) = min 1
f( j) iE[n}:e]-ESiW ( )

The goal is to find a permutation 7*: [n] — [n] such that:

T = arg minz f(e)

eckE

By 7(i) = j we mean that the ith left-most set in permutation is S;. From the problem
definition, it becomes clear that every element induces an amount of latency, the number
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of time steps it takes to be covered. We want to find a linear order of the sets in order
to cover all elements “as soon as possible”, i.e. minimizing the total latency induced by
elements. Equivalently, the goal is to minimize the average cover time of elements, since
the total sum of cover times is minimized in that case and vice versa.

4.1.2 Hypergraph Representation

An equivalent representation is that of a Min-Sum Vertex Cover in hypergraphs. The hy-
pergraph representation is equivalent to set representation for MSSC, just like the Hitting
Set Problem to the Set Cover Problem. Now, the permutations are over the vertex set
of a hypergraph. Given a hypergraph H(V, E) with vertex set V' = {vy,vq,...,0,},

hyperedge set E = {ej,eq,...,e,} and a permutation 7: [n] — [n] we define the
cover time of hyperedge e; as the earliest time step ¢ for which 7 (i) € e;, i.e.
fle) = min 7(3)

i€[n]:v;€e;

The goal is to find a permutation 7*: [n] — [n] such that:

= arg;ninz f(e)

ecE

This representation seems easier to understand, since the ordering objects are single
entities, i.e. vertices, rather than collections of elements. For the rest of the thesis,
we make use of this representation. For simplicity, we use the notation sets instead of
hyperedges and elements instead of vertices. Thus, we are searching for the optimal linear
ordering of elements that covers sets. Finally, in the following, we are free to omit from
the output permutation those last elements that, when scheduled, all sets have already
been covered.

4.1.3 Differences with Set Cover

The MSSC problem is NP-Hard. Apart from inherent similarities with the Set Cover
problem, the results and techniques used both in MSSC and its variants reveal a quite
different problem that needs different approach than Set Cover.

For instance, MSSC does not hold the property that the optimal solution is a combina-
tion of the optimal solutions of disjoint sub-instances. A simple example provided in [27]
can be seen in Fig.4.1. Consider graph G, comprising of graphs G; and G5. The MSSC
instances for graphs G; and Gs independently give optimal solutions (u, vy, va,vs,v4)
with a total of 18 (Fig.4.1a) and (yi, 2, y3) with a total of 6 (Fig.4.1b) respectively,
while the MSSC instance for graph G gives the optimal solution (vy, vq, v3, V4, Y1, Y2, Y3)
with a total of 38 (Fig.4.1c). As it can be seen, vertices of G; are scheduled dif-
ferently in the G instance. In G, instance, u is responsible for covering first edges
(u,v1), (u,v9), (u,v3), (u,v4), while in G instance u has no covering impact (and it is
omitted from output). If vertices were scheduled just like in G; and G, instances, one
after the other, the total cover time would be 39.

Another interesting property is that no polynomial time algorithm is known for simple
graph instances such as trees, in contrast to the Vertex Cover problem. The authors in
[27] detect different properties among the hardest instances of MSSC and Set Cover.
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1 2 3
(b) Go

Figure 4.1: Optimal solution in G is not a combination of optimal solutions in G; and
G

4.2 The Greedy Algorithm

As mentioned before, MSSC is NP-Hard. Feige, Lovész, Tetali [28] [27] provided an
algorithm that achieves 4-approximation ratio, also proving that this algorithm is tight.
Their algorithm follows a very simple greedy rule, namely at each time step schedule the
element that covers the largest number of uncovered sets.

Algorithm 1 Greedy Algorithm
Input: Elements E, Sets S jointly covering F
Output: Linear order of elements F

1: Initialize + = 1
2: while S # @ do
3: Select e; € E to be the element that covers the largest number of sets in S
4: E:E\{el},S:S\USJ
Sjoe;
5: 1=1+1
6: end while

Two main results hold:

Theorem 4.1. 1. The greedy algorithm approrimates Min-Sum Set Cover within ratio
of 4.
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2. It is NP-Hard to approrimate Min-Sum Set Cover within ratio of 4 — €, for every
e > 0.

The proof of (2) is based on a modifying reduction from Maz-3SAT-5 to Maz-k-
Coverage and is not presented here, as it goes beyond the purposes of this thesis.

In the following, we present the proof of (1) as shown in [27]. Each set is priced with
a particular value according to the linear ordering produced by greedy and then a clever
histogram argument is used. This proof is a simplification of the proof in the conference
version of this paper [28]. The original proof is based on a primal-dual approach. MSSC
is formulated as an integer program and then relaxed to a linear program. The value of
the dual program is a lower bound for opt, for every feasible assignment of dual variables.
The authors prove that greedy < 4dual through a specific assignment of dual variables
based on the output of greedy algorithm. The reader is prompted to study the proof
for a better understanding of the idea behind the pricing and histogram argument. We
proceed with the simplified proof.

Proof. At each time step i, the greedy algorithm picks an element from E and places it
in the ith position at the linear ordering. For every 1 < i < n let:

X; = {s € S| first covered in time step i by greedy}
i—1

R, =S\ U X,; ={s € S| not covered prior to time step i by greedy}
j=1

_ |Ri]

X
ps = P, for every s € X;

P

Also, let greedy, opt be the values of the respective solutions and price = ) ps. It is
ses
easy to prove the following:

greedy = ZZ|XZ| = Z |R;| (4.1)
i=1

i=1

price = Zps = Z | X;| P = Z | X "ill‘ = Z |R;| = greedy (4.2)
i=1 i=1 =l

ses

An intuition for (4.1) is the following, the contribution of every set to greedy value
can be measured by two ways. Either each set increases the value of greedy by i units,
when scheduled at time step i, or by one unit for every time step at which it remains
uncovered (total ¢ time steps). Now, charging ps on every set s € X; is a third way of
measuring this contribution (4.2): at time step i, greedy is increased by |R;| units and
| X;| sets are covered, so sets in X; are selected to be charged this increase uniformly.
Most important, the sum of these prices remains equal to the total value of greedy. This
alternative pricing of each set’s contribution will help in the proof.

From (4.1), (4.2) it suffices to show that opt > price/4.

The analysis is based on the histograms described below. The key idea is to draw
two histograms with total areas the price of opt and price respectively and then prove
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that, by shrinking the area of the price-histogram by a factor of 4, the area of the shrunk
histogram is not larger than that of opt-histogram.

In opt-histogram (Fig.4.2a), sets are placed on z-axis in the order that they were
covered by opt and each one has width 1. y-axis shows the time step at which every set
was covered. For that reason, the heights of the |S| columns are non-decreasing integer
values. Obviously, the area underneath the histogram equals the value of opt.

In price-histogram (Fig.4.2b), sets are placed on z-axis in the order that they were
covered by greedy and each one has width 1. y-axis shows the value p, of each set s € S,
as defined by the greedy process. The heights of the |S| columns can be positive non-

monotone rational numbers. Also, area = > | X;|P; = >  ps , thus the area underneath

=1 ses
the histogram equals the value of price
t Ps
4
3
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Figure 4.2: Histograms of opt, price, price*

For the proof, the price-histogram is under-scaled on both axes by a factor of 2, thus
leading to a new price*-histogram with area equal to price/4. Price*-histogram is aligned
to the right of opt-histogram, thus its columns lie on the interval [|S|/24 1, |S|] of z-axis
(Fig. 4.2c). To show that the area of price* is smaller than the area of opt, it suffices to
prove that the price*-histogram fits completely within opt-histogram. This means that
by picking any point g in price-histogram, the projected point ¢* in the right-aligned
price*-histogram must lie within opt.

Let ¢ belong to set s covered at time step ¢ by greedy. Let h,h* r,r* be the height
and right hand side distance of these points respectively. Then:
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| R ps R
h<p, = pr< s o 4,
SPEx T S T (43)
d<|Rj| = d*< ”‘;”‘ (4.4)

Now, what condition must hold for ¢* to lie within opt-histogram? Since column
heights in opt are non-decreasing and ¢* has height h*, ¢* must be located somewhere
inside the region of columns with heights [h*]| or greater. Thus, the boundary at the
start of this region must be at the left of ¢*, i.e. it must have right hand side distance at
least [d*]. In the MSSC notation, this means that exactly before time step [h*], at least
[d*] sets must have not be covered by opt yet.

Now, the greedy solution makes its appearance. The greedy algorithm picked the
element at time step 7 that covers the largest number of elements from |R;|, i.e. |X;|. Thus,
in |A*| time steps (remember, ‘exactly’ before time step [h*]) opt could have covered from

“3) |R; R; ‘ R;|. (44)
R; at most [A*||X;| < L2||X||J|XZ] < L| 5 |j sets, leaving at least [l 5 |1 > [d*] sets
from R; uncovered, hence the z1"esu1t. Thus, ¢* lies within opt-histogram and the proof is

complete. n

4.3 Min-Sum Variants

The Min-Sum framework appears in many different contexts. Generally, this setting finds
many applications in web page ranking, distributed resource allocation problems, data
base query processing, peer to peer networks and many more. The common objective for
minimization is the overall (or average) latency. We make a brief presentation of some
well-studied Min-Sum versions.

Min-Sum Set Cover has been studied under precedence constraints [43], i.e. the output
permutation must satisfy a feasible set of constraints e; < e;, meaning that e, must
precede e; (77'(i) < 7 1(j)). The problem meets applications in software test case
prioritization, when the test suite constructed for fault detection needs to be scheduled
under dependency constraints between test cases. Along with other results, the authors
describe a greedy algorithm that is within 4\/Eﬁppr0ximation ratio and prove that
there is no poly-time algorithm that approximates the problem within ratio O(|E |ﬁ_€),
for € > 0. Ideas such as histogram analysis and a greedy approach similar to that for
MSSC are used.

Min-Sum Vertex Cover (MSVC) is a special case of Min-Sum Set Cover, also studied
in [28][27]. In hypergaph representation, the hypergraph is a graph G(V, E). The goal is
to find a linear ordering of vertices V' that minimizes the total cover time of the edges
E. MSVC is used as heuristic in solving semidefinite programs faster. It is proved that
the greedy algorithm used for MSSC cannot approximate MSVC within a ratio better
than 4. Instead, formulating MSVC as an integer program and using proper randomized
rounding for its linear relaxation proves to achieve an approximation ratio of 2. Finally,
it is proved that there exists a constant p > 1 such that it is NP-Hard to approximate
MSVC within ratio better that p.
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Min-Sum Coloring (MCS) was studied extensively prior to MSSC and motivated its
study. [15]. The objective is to find a vertex coloring in a given graph G such that the sum
of color numbers assigned to vertices is minimized. The problem can model distributed
resource allocation problems that impose resource conflicts among computational nodes,
i.e. they cannot execute their tasks simultaneously. Conflicts among tasks can be modeled
as edges connecting vertices in a conflict graph. The goal is to minimize the average time
of task response. MCS is NP-Hard. The authors prove that it is NP-Hard to approximate
MCS within a factor of n'=¢, for any € > 0. They also show that the greedy algorithm of
finding iteratively a maximum independent set gives a 4-approximation solution that is
lower bounded by 2.

In Generalized Min-Sum Set Cover (GMSSC), the cover time of set S; is defined
as the earliest time step at which at least k; elements from S; have been scheduled.
Again, the goal is to minimize the total cover time. Hence, MSSC is a special case of
GMSSC when k; = 1, for every i € [S]. GMSSC meets applications in web page ranking,
where the goal is for a search engine to re-rank web search results, based on user query
logs, in order to minimize average user effort in finding the web pages that satisfy their
preferences. The problem was first introduced as Multiple Intents Re-Ranking in [12].
The authors made use of a shrunk histogram argument similar to that for MSSC to prove
a greedy O(log max; k;) approximation. Later, Bansal et al. [14] proved a constant 485-
approximation algorithm, using a linear program relaxation strengthened with knapsack
cover constraints and a randomized rounding scheme proceeding in stages. In [53] the
approximation was improved to around 28, by modifying the previous rounding process
using concepts from a-point scheduling. In [33], by using a different linear program and
a modified a-rounding scheme, the approximation was further improved to 12.4. Proving
a 4-approximation algorithm for GMSSC remains an open problem.

Submodular Ranking (SR) is a more general problem that includes GMSSC as a special
case. A non-negative monotone submodular function f; : 2/El — [0,1] with f;(F) = 1
is given, instead of each set S;. The cover time of f; is defined as the earliest time step
t at which fi({exq),ex(2),.--.€ex@r)}) = 1. SR applies to mobile network broadcasting
and web search ranking, where the submodular function models the information that
every receiver/user gains from any subset of transmitting data segments/search results.
Submodularity is compatible with the idea that pieces of information needed for each
agent to complete its goal need not be disjoint. Azar and Gamzu [11] prove a greedy
O(log(1/¢)-approximation algorithm, where € is the minimum marginal positive increase
of any function f;. Histogram analysis is used in the proof. They also prove NP-Hardness
in approximating the problem within ratio of cln(1/¢), for some ¢ > 0, thus proving the
optimality of the algorithm up to constant factors.
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Chapter 5

The List Accessing Problem

Suppose we have an unsorted list data structure, that implements the dictionary abstract
data type, i.e. supporting operations of access, insertion and deletion of an element in
the structure. To perform each operation, the list needs to be accessed from its head
and searched sequentially, one by one, until the desired position of the element subject
is found. Each requested operation takes some time equal to the number of searched
elements in the list. One major goal is to maintain an efficient list, i.e. the elements
in list are ordered in such way so that requested operations are executed quickly. For
example, frequently requested elements must be closer to the head of list. The intriguing
point is that requests arrive online. We are thus interested in designing algorithms that
reorganize the list as data arrive, in order to reduce future search costs. The goal, as
always, is to minimize total search and reorganization costs. The above setting is modeled
by the List Accessing Problem or List Update Problem, one of the most classic and well-
studied problems in online literature.

The problem was first studied under competitive analysis by Sleator and Tarjan [54].
It provides a theoretical framework for modeling problems on self-organizing data struc-
tures, motivating more efficient data structures such as splay trees [55], while it finds
applications in designing efficient data compression algorithms [2] and computing convex
hulls [19].

In this chapter, we make a brief introduction in the List Accessing problem and
present some basic results on the deterministic case. We focus primarily on techniques
and algorithms that motivate our work in Chapter 6. Finally, we present some of the
research work that has been done in the field of List Accessing in the past 40 years.

5.1 Problem Definition

Let L be an unsorted list of [ elements x1,x,,...,2; and ¢ = 01,09, ...,0, be an online
sequence of requests on elements of the list. Each request for an element is associated with
an access cost, that of the element’s position in L. Any algorithm is allowed to reorganize
the list by performing transpositions of consecutive elements. For these transpositions
the algorithm must pay a mowving cost according to the following:

e free transpositions: Immediately after accessing an element, it can move the re-
quested element to any position closer to the front of the list with no extra cost.

e paid transpositions: At any time, it can perform any number of transpositions
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between consecutive elements and pay a cost of 1 for each transposition.

The goal is to find an algorithm that minimizes the total cost incurred by o. More
formally, let L; be the list configuration after the algorithm has processed request o;.
We define as L the initial list configuration. On the arrival of oy, every algorithm pays
an access cost equal to the position of oy in L;_q, denoted by L, (o), performs some
free transpositions and pays a moving cost move(L;_1, L;), by using paid transpositions.
Then, the goal is to find:

min Z[Lt,l(at) + move(L;_q, Ly)]

t=1

under the problem constraints defined above.

The above definition formulates the static list accessing model. If, apart from accesses,
insertions or deletions are permitted in the list, we have the dynamic list accessing model.
The access cost of every deletion is the element’s position in the list and of every insertion
of a new element is [ + 1, where [ is the current list length, before insertion. For the rest
of the thesis, the static model will be used. Most of the results expand on the dynamic
model.

The definition is motivated by the unsorted linked list data structure. In accessing
the element in ¢th position, we traverse the list from the beginning and pay a cost of 1
for comparison with each preceding element. Insertion and deletion costs come naturally,
too. Free transpositions are justified by the fact that, having accessed an element, we
can keep a pointer at the preferred location along the way and insert the element there
at no cost. The definition of paid transpositions is not well-justified. For example, any
two consecutive elements are allowed to be transposed but are dismissed from paying a
cost for accessing them. We should not forget that list accessing problem is used many
times as an abstraction for other problems.

5.2 A Deterministic Lower Bound

In any online problem, proving a lower bound for the competitive ratio of any online
algorithm is a strong argument that shows the limits of how well any algorithm can
perform for that problem.

One simple method to prove lower bounds is the averaging technique, which is used
here for proving a lower bound for any deterministic algorithm on the list accessing
problem. The technique is based on that, though we do not know the optimal offline cost
for an arbitrary request sequence, we can be sure that it will be at most the average cost
of a particular known set of offline algorithms whose total cost can be computed easily.
The following result is due to Karp and Raghavan, as reported in [34].

Theorem 5.1. For the static list accessing problem with a list of | elements, any deter-
ministic online algorithm has a competitive ratio of at least 2 — l%

Proof. To maximize the cost incurred by the list accessing, the adversary constructs
an input sequence ¢ that, on every time step, requests the last element of the current

list configuration. Remember, on the deterministic case, the adversary knows exactly the
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actions of the online algorithm, hence it can always request the last element. It is obvious
that any worst-case sequence must have the above property. So, the online algorithm pays
an access cost of [ for each request, thus for a worst-case sequence of arbitrary length n,
it will pay a total cost of at least nl (including any paid transpositions).

Now, consider the set of static offline algorithms, i.e. an initial permutation of the list
is chosen and remains unchanged by the end of execution. There are ! permutations of
the list, each one corresponds to one distinct static offline algorithm. The algorithm pays
an initial cost for paid transpositions, in order to configure the initial permutation and
then only pays the access cost for each request. The cost for initial paid transpositions
is a constant b = O(I?).

We can find the total cost of these ! static algorithms for the entire request sequence.
We first pick a single request and compute the total cost over all static algorithms.
For this, we count the permutations in which the requested element appears on the ith
position. Considering the element in fixed position ¢, there are [ — 1 positions in which
the rest [ — 1 elements can be placed. Thus, there exist (I — 1)! such permutations, that
each one of them will incur an access cost of i. So, the sum of access costs for a single
request over all permutations is:

Zi(l— )= (I - 1)!1(%2%1) _ (121)!

=1

Hence, the sum of total costs for the entire request sequence o of arbitrary length n over
all permutations is at most:

|
n@ nmn

The averaging technique says that there exists a permutation 7 with total cost at most
the average cost of static algorithms. Obviously, the optimal cost will be at most the cost
of this static algorithm, i.e.

GO e 1
OPT(0) < Static(0) < % = §n(l +1)+0b

Finally, for any deterministic online algorithm ALG we have:

ALG (o) S nl n—oo, ALG(0) S l 2

RIALG) > 2 — —2—
OPT(0) = Tn(l+ 1)+ OPT(0) = Tt 1)~ ALG) 22 =7

]

Another simple method to prove lower bounds is by upper bounding the unknown
optimal offline cost with the cost of a known offline algorithm that can be computed easier.
We present an alternative proof for the above lower bound, based on this technique.

Proof. (Alternative) We use the static offline algorithm A that reorders the list according
to the frequency count of elements in the request sequence. For this reordering, the
algorithm pays an initial moving cost of b = O(I?). Let xy,xs,...,7; be the reordered
list configuration with frequencies f; > fo > --- > f,, respectively. Then, the offline
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algorithm will pay a total access cost of costy = Zﬁzl if;. Let costq = Zli:l(l +1—14)f:.
It holds that costs < costar, because on cost, we perform in a greedy way and assign
the smaller costs to elements with larger frequencies. Alternatively, we can see that
ifi + (L1 —9) fiyrms < (L+1—14)fi +ifi1, for every i < 2L Thus, we have:

l l l l
S ifi <> (U+1—i)fi 2> ifi <> (I+1)fi=n(l+1) — costs < %n(l—i— 1)
=1 i=1 i=1

i=1

Along with the moving cost, we have proved that there is an offline (static) algorithm
with total cost at most %n(l +1)+b. The rest follows exactly the analysis of the previous
proof.

m

5.3 Transpose, Frequency Count

Two basic algorithms that have been proposed for List Accessing are Transpose and
Frequency Count. They use only free transpositions. Prior to competitive analysis, these
algorithms were used as natural heuristics for self-organizing lists.

Transpose (TRANS): After accessing an element in position i, transpose it with the
element in position ¢ — 1. If element is in the 1st position, do nothing.

Frequency Count (FC): Keep a frequency counter for every element, initialized to 0.
After accessing an element, increment its counter by 1. Then, reorganize the list so that
the elements are ordered in nonincreasing order of their frequencies.

For an online algorithm we can prove lower bounds for its competitive ratio by analyz-
ing its performance on a specific input. The competitive ratio, as a worst-case measure,
cannot be lower than its value on this specific input.

Theorem 5.2. Algorithm Transpose has competitive ratio at least %l, for a list of length
L.

Proof. An adversarial sequence o could request, on every time step, the last element
of the current list configuration, so that TRANS pays a cost of [ for each request.
Obviously, TRANS transposes the last two elements of the list repetitively. On the
other hand, the optimal offline algorithm OPT can move these two elements in the first
and second position of the list by paid transpositions, paying an initial moving cost of
(I —1)+ (I —2) = 2] — 3 and then paying a cost of 3 on every two requests. Assuming a
sequence of arbitrary even length n, the competitive ratio for that sequence will be:

TRANS() nl . 21
OPT(0) 32+ (20— 3) R(TRANS) 2 3

]

Theorem 5.3. Algorithm Frequency Count has competitive ratio at least 1+le for a list
of length .
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Proof. Let xq,xs,...,x; be the initial list configuration and let £ > [. We construct an
adversarial sequence o of the form Ay, A, ..., A;, where segment A; requests k+1—i times
element x;. F'C will not make any changes in the order of elements, as x; is requested
more times than z;,,. Thus, F'C’s total cost will be:

FC(o) =Y ik +11) = W; Dae . £)

On the other hand, OPT could pay the access cost of i for the first time that element
x; is requested and then move it to the front of the list, by free transpositions, paying a
cost of 1 for the rest k — ¢ requests. Thus, OPT"’s cost will be:

l

OPT(o) =Y [i+ (k—i)] = ki

=1

This implies that:

k(1 1(1-12
FCo) _ MG +15H % pRC) > (+1)
OPT(0) = Kkl ="

]

It is easy to see that any algorithm that does not perform paid transpositions is at
least [-competitive. This observation comes from the argument that on arbitrary request
sequence of length n, any algorithm will pay at most nl, while the optimal solution will
pay at least n. As we saw, both Transpose and Frequency Count achieve a competitive
ratio of (7). In that thinking, we can say that both algorithms perform poorly. Perhaps,

we can find a better algorithm that performs closer to the lower bound of 2 — l%l

5.4 Move-To-Front

Another natural algorithm for List Accessing is Move-To-Front (MTF). Sleator and Tar-
jan [54] were the first to use amortized analysis for online problems and proved that
MTF is strictly 2-competitive, by using the potential function method. The algorithm
uses only free transpositions. As we will see, MTF' is in fact the optimal online algorithm
for List Accessing in the deterministic case.

Mowve-To-Front (MTF): After accessing an element, move it to the front of the list,
without changing the relative order of any other elements.

Before we proceed with the proof, we present the concept of amortized analysis in
online algorithms and the potential function method.

5.4.1 Amortized Analysis - The Potential Function Method

The lower bounds shown for TRAN S and FC in 5.3 provide a guarantee that they achieve
a large competitive ratio for List Accessing. We are still in need of a better algorithm.
But, how can we prove that such algorithm performs well? In that case, we need to prove
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an upper bound of its competitive ratio for any input. The simplest argument that we
can use is to find an upper bound for the total cost of our algorithm and a lower bound
for OPT. However, most of the times OPT is not known, so we might come up with
some trivial lower bound, for instance in our problem, we have OPT(c;) > 1 for each o;.
Such argument seems that it cannot bring strong results.

We can think of another strategy. For example, if we want to prove that our algorithm
ALG is c-competitive we can possibly show that ALG(0;) < ¢- OPT(0;) for all i. But
this may do not hold for all i, OPT may pay a large cost in the beginning for actions
that may significantly reduce its cost on future requests, when ALG would be enforced,
by a worst-case input, to pay large costs. However, perhaps we could try to prove some
kind of argument which guarantees that, if ALG performs an action that pays a large
cost for a request now, it will pay significantly smaller costs in the future or if not, then
OPT will also have to pay a large cost. Obviously, such action, though it seems costly
in the current time, is proved to be beneficial in the future. For this reason, perhaps a
‘discount’” should be made to the incurred cost. This discounted cost is called amortized
cost and the idea behind lies in the field of Amortized Analysis, introduced by Robert
Tarjan in [56]. In Tarjan’s words, amortized complexity is described as “averaging the
running times of operations in a sequence over the sequence”. Amortized Analysis is an
average-case analysis that was proved to be very helpful and efficient in analyzing data
structures and online algorithms in comparison with worst-case analysis over a single
input.

One tool of Amortized Analysis is the potential function method, which is presented
here in terms of proving competitiveness of an online algorithm, following the presentation
in [21].

Let an online algorithm ALG and the optimal offline algorithm OPT. We can assume
that ALG and OPT process request sequence o independently, with each one performing
a number of specific actions on the arrival of every request. Thus, each algorithm is
associated with a particular sequence of actions over the request sequence. We combine
these two sequences into one sequence with the actions of two algorithms in any order,
with the only restriction of keeping the chronological order of actions per request, i.e.
actions for request o;;; cannot appear before actions for request o; have finished. This
grand sequence is called event sequence and each segment of it is called event. The
partition of the sequence in events is free to be chosen in any way that can simplify the
proof.

We also define the configuration Sape of an algorithm ALG as its state with respect
to the problem parameters. For instance, ALG’s configuration for List Accessing is the
current order of the list maintained by the algorithm. Obviously, the configuration can
change on every request by ALG’s actions. We can imagine ALG and OPT performing
their actions in their own configurations independently, i.e. ALG does not interfere with
Sopr and vice versa. The event sequence only serializes their actions in the order they
are considered by the proof.

The potential function ® is defined as a mapping of configurations Sarg and Sopr
to a real number, i.e. ®: Sarg X Sopr — R. We are interested in defining a potential
function that satisfies certain conditions with respect to the event sequence ey, es, ..., e,,.
In particular, let ®; be the value of ® just after event e;. We define &, to be a constant
depending on the initial configurations of ALG and OPT before the start of the request
sequence. Based on the problem and selection of ®, there are two popular ways to prove
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competitiveness of ALG"

First Way: Amortized Costs

Let ALG; and OPT; be the actual costs incurred by the respective algorithms during event
e;. We define the amortized cost a; of ALG for event e;:

a; = ALGZ + q)z — CDZ',l
Then, ALG is c-competitive if for any request sequence o:
1. a; < c-OPT;, for each e;

2. There exists constant b independent of o such that ®; > b, for each e;

The above argument is proved in the following:

Proof. From above definitions, it holds that:

m

i=1 i=1 i=1

i=1
From (1) and (2) and the previous equality we have:
ALG(0) <¢Y OPT;+ ®y—b— ALG(0) < c- OPT(0) + o — b
i=1

So, ALG is c-competitive.
]

It becomes obvious now that the aforementioned ‘discount’ is the value A®; = &, —
®; 1. We can consider the potential function as a measure of similarity between ALG
and OPT configurations. The less value ® has, the more similar they are. If A®; < 0,
ALG ‘approaches’ O PT’s configuration, so it receives a discount for the actual cost of its
actions on event e;.

Second Way: Interleaving Mowves

Let ALG; and OPT; be the actual costs incurred by the respective algorithms during event
e;. Then, ALG 1is c-competitive if for any request sequence o:

1. AD;, =&, — &, < c-OPT;, for each e; in which only OPT performs actions
2. A®; =P, — &, < —ALG,, for each e; in which only ALG performs actions

3. There exists constant b independent of o such that ®; > b, for each e;.

We have the following proof:
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Proof. We partition the actions on request o; into events e;,,, and e;, ., in which only
actions of ALG and OPT exist, respectively. We have:

)1(2)
Z Ad; = Zl DPiopr +A TALG 1§2 21 -OPT; — ALG%)
3

— Dy, — Py < c¢-OPT(0) — ALG(0) — ALG(0) < c¢-OPT (o) + Py —b

So, ALG is c-competitive.

O
We can proceed with the proof of 2-competitiveness now.
5.4.2 Strictly 2-competitiveness
The following result was proved by Sleator and Tarjan in [54]. The amortized cost method,

as presented in 5.4.1, is used in the proof.

Theorem 5.4. Let a list of length . Then, Move-To-Front is (2 — %)—competz’tive.

Proof. We define the potential function ®; as the total number of inversions in MTF’s
list configuration with respect to OPT’s list configuration. Inversions are defined as
the number of pairs of elements which are in one relative order in MTF’s list and in
reverse order in OPT"’s list. This number is also called Kendall tau distance and formally
is defined as |(z;, z;) : Sarc(zi) < Sarc(z;) A Sopr(z;) < Sopr(x;)|, where Sara, Sopr
are the list configurations for ALG and OPT', showing the positions of elements x; and
x; in respective lists. Kendall tau distance is a very common distance metric between
two lists/permutations, so it can fit to the role of potential function ®. By definition, it
holds ®; > 0 for every 2. We can also assume that list configurations of OPT and MTF
are the same at the beginning of request sequence o, so ®; = 0.

We define three types of events in the event sequence taking place on the ith request,
each one having their own summing impact on A®;:

1. free transpositions performed by MTF, inducing A®;,
2. free transpositions performed by OPT, inducing A®,,
3. paid transpositions performed by OPT', inducing A®,,

The goal is to prove a; < c¢- OPT;, where a; is the amortized cost. Let z; be the
requested element on the ith request, w.l.o.g located at position j in OPT’s list and at
position k in MTF’s list. Let v be the number of inversions that correspond to elements
that are located before x; in MTF’s list and after z; in OPT’s list. Then, &k —v — 1
elements precede x; in both lists. Since z; is in jth position in OPT’s list, this means
that k—v—-1<j57—-1—=k—v <.

First, MTF pays an access cost of k, thus MTF; = k. We examine now event e;,,
i.e. MTF’s contribution to A®;. MTF moves z; to the front of its own list. This means
that v existing inversions are eliminated and k& — v — 1 new inversions are created. So,

Ad; =(k—v—1)—v=k—2v—1
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Secondly, it is the turn for OPT to perform its actions on request 7, on its own list.
OPT pays an access cost of j, so it can move z; closer to the front by using some free
transpositions, which we do not know, let them be f in number. Since z; has already been
moved to the front in ALG’s list, such transpositions will eliminate f existing inversions.
Thus, A®,, = —f. Also, OPT may have performed some paid transpositions, let them
be p in number. Each one of them can induce a cost of at most 1. Thus, Ad®,;, < p.
Finally, the total cost of OPT for the ith request is OPT; = j + p. So, we have:

a; = MTF, + Ad;, + AD,, + AD,, <k+(k—2v—1)—f+0p
=2k—v)—14+p—f<2j—1+p—f
<2(j+p) —1—=a <20PT; -1

Summing up over an entire request sequence o of arbitrary length n we instantly receive
that MTF(0) < 20PT (o) — n. Obviously, OPT(c) < nl, so finally we get:

MTF(o) < (2 — %)OPT(U)
]

It can be shown that MTF matches exactly the deterministic lower bound of (2— l%),
proved in 5.2. The proof was given by Irani in [34], using the list factoring technique
that will be discussed in 5.5. Thus, MTF is the optimal deterministic algorithm for
List Accessing in terms of competitive analysis. Finally, we have to mention that this
result is quite impressing. MTF' achieves strictly 2-competitiveness, that is a constant
2-approximation for the offline problem, but with the input arriving online!

5.5 Short Bibliographic Note

The List Accessing problem has been studied extensively throughout the years. We make
a brief presentation of only some techniques, algorithms and variants that have appeared
in List Accessing literature. For a more analytic list of references, the reader can refer to
[21] [46].

The List Factoring Technique

One technique that is extensively used in List Accessing problems is the List Factoring
Technique. This method enables the analysis to be reduced in lists of size 2. Such
invention is proved to be helpful because many arguments can be simplified when applied
to pairs of elements. For example, the optimal offline algorithm for a list of length 2 is
known, i.e. on a run of at least two consecutive requests for element x, O PT must move
x to the front, if not already there, after the first request, using one free transposition.
The description of the method below is taken from [21].

The technique is based on the partial cost model, according to which the access cost
for element x in position ¢ is ¢ — 1, motivated by the ¢ — 1 elements that block the access
to xz. If ALG*(0) is the cost of ALG, an algorithm that does not use paid transpositions,
within the partial cost model, it can be proved that:
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ALGH (o) = > ALG; (o)
{z,y}CL,a#y

where ALG?, (o) is the number of times that x is in front of requested element y plus the
times that y is in front of requested element x, in request sequence o.

The projection of o over elements x and y is defined as the request sequence o, with
only x and y, keeping their relative order. Also, the projection of list L over elements x
and y is defined as the two-element list L,,, that contains only = and y. Then, ALG*(0,,)
is defined as the total partial cost of ALG for serving oy, in list L,,. ALG is said to
satisfy the pairwise property if:

ALG*(0,y) = ALGE, (o)

Alternatively, according to pairwise property lemma, ALG satisfies the pairwise prop-
erty iff for every request sequence o, when ALG serves o, the relative order of every two
elements x and y in L is the same as their relative order in L,,, when ALG serves oy,.

Finally, the factoring lemma can be proved, according to which if online algorithm
ALG does not use paid transpositions, satisfies the pairwise property and ALG*(0,,) <
¢ - OPT*(o,,) holds, for every ¢ and every pair {z,y} C L, then ALG is strictly c-
competitive. The proof is based on the above two equations. The reader can refer to [21]
for an analytic description of the list factoring technique.

Finally, for an algorithm that makes decisions independent of the cost model, like
MTF, TRANS and FC, it can be proved that c-competitiveness in the partial cost
model induces c-competitiveness in the full cost model.

Indicatively, we present some historic results drawn in List Accessing with the use of
list factoring. The method was introduced by Bentley and McGeoch in [20]. Irani [34]
used the technique to prove that MT'F’s competitiveness is indeed tight to the determin-
istic lower bound of 2 — 1%1 and provide the first randomized algorithm for List Accessing,
called SPLIT. Albers [4] proposed improved randomized algorithm TIM EST AM P and
Albers et al. [8] gave an even better randomized algorithm, called COM B. Also, Teia
[57] proved a strong result on the randomized lower bound against oblivious adversaries.
For the rest of this chapter, we will make no further reference on the list factoring tech-
nique. However, the reader should be aware that most of the results make either implicit
or explicit use of this method.

The Offline Problem

Many results not demand any knowledge of the optimal offline algorithm. For example,
as we saw in 5.4.2, algorithm OPT was considered as a black box, we did not know
anything about its decisions on free or paid transpositions, yet the potential function
method led to a strong result. However, better understanding of the offline case may be
helpful in the design of better online algorithms. In the offline case, all requested elements
are known in advance and must be served in order. The offline List Accessing problem
was proved to be NP-Hard by Ambuhl [9], by performing a reduction from the minimum
feedback arc set problem. One of the proposed algorithms for OPT' is by Reingold and
Westbrook [51], running in O(2!(I — 1)!n) time and O(1!) space. The authors improved
the previous O((I!)?n) result of Manasse et. al [41], by showing that instead of checking
on each request all ! possible list rearrangements, they can be restricted to at most 2!
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of them, called subset transfers. The best optimal offline algorithm as of today runs in
O(I*(I—1)!n) and has been proposed by Divakaran [25]. The work was based on a similar
idea to that of subset transfers, to prove that optimal rearrangements can be restricted
to only element transfers of the requested element.

Randomization

Much research has been conducted on randomized algorithms for the List Accessing
problem. The first randomized algorithm for List Accessing was SPLIT, proposed by
Irani [34]. SPLIT maintains for each element z, a pointer p(z) to some element in list
and is initialized to x. With probability 1/2, requested element z is moved to the front,
else with probability 1/2, it is inserted in front of p(z). p(x) is then set to the first element
in list. SPLIT was proved to be 31/16-competitive against an optimal offline adversary,
breaking the deterministic lower bound of 2.

Algorithm BIT was then proposed by Reingold et. al [52]. BIT initializes for each
element x, independently and uniformly at random, a bit b(x). When x is requested,
b(x) is complemented. Then, if b(z) = 1, x is moved to front, else it remains unchanged.
The algorithm was proved to be strictly 7/4-competitive, by using the potential function
method. The algorithm is a special case of COUNTER(s,S), according to which a
mod s-counter ¢(z) is initialized randomly for each element z. On each access of x, ¢(z)
is decremented by 1 mod s. If ¢(z) € S, then « is moved to front. The authors prove that
a modification of COUNTFER with a random reset process and appropriate parameters
s, S can yield an improved v/3-competitive ratio against an oblivious adversary. Albers
and Mitzenmacher [7] used a specific mixture of two COUNTER algorithms to prove a
12/7-competitive ratio.

Later, Albers [4] proposed TIMESTAMP(p) (T'S) algorithms. T'S was more com-
plicated than the previous algorithms. On access of element xz, with probability p, it is
moved to front and with probability 1 — p, it is moved in front of y, where y is the first
element in list such that either it was not requested since the last request for x or it was
requested exactly once since the last request for x and that request was served by TS
using the 1 — p scenario. If such y does not exist or x is requested for the first time, the
algorithm does nothing. Fine tuning on p giave a (1 + v/5)/2-competitive ratio against
optimal offline adversary. It is also interesting that deterministic algorithms 7°S(0) and
T'S(1) were proved to be strictly 2-competitive. Especially, 7'S(1) is the MTF' algorithm,
hence an alternative proof was given for 2-competitiveness and 7°'S(0) was only the second
deterministic algorithm that achieved 2-competitiveness.

Finally, COM B, proposed by Albers et. al [8], is the best-known randomized algo-
rithm. COM B selects algorithm BIT with probability 4/5 and algorithm 7'S(0) with
probability 1/5 for serving the entire request sequence. COM B was proved to be 1.6
competitive.

As for lower bounds, the best-known lower bound is 1.5 — l% against an oblivious
adversary, proved by Teia [57]. Later, Ambuhl et. al [9] proved an improved lower bound
of 1.50084 assuming the partial cost model.

Miscellaneous

Many different types of analyses, assumptions, cost models and algorithms have been
proposed for List Accessing.
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Due to their numerous applications, List Accessing algorithms have been studied in
practice under request sequences produced from empirical data or proobability distribu-
tions. The results are not unanimous and some of them appear to be in contrast with
the theoretical competitive results. To mention only some of these researches, Bentley
and McGeoch [20] noticed that F'C outperfroms TRANS and MTF usually outperforms
FC for request sequences that are taken from text files, while Bachrach and El Yaniv
in [30] and Bachrach et. al in [13] made an extensive study on a large number of deter-
ministic and randomized algorithms, taking data from benchmarks used for testing the
performance in dictionary maintenance and compression, also examining the influence of
data locality.

To mention only some of the variants, Albers [3] studied the List Accessing problem
with lookahead i.e. on every time step, the algorithm has knowledge of some future
requests according to two different models: the weak, where the next m requests are
known and the strong, where m pairwise distinct elements are known. Another interesting
variant is that of List Accessing with locality of reference, studied in [6] [10] [26], providing
theoretical models that represent locality of reference in data such that theoretical and
empirical results match. MT'F was shown to be superior to other algorithms in that case.
Also, List Accessing has been studied under a relaxed cost model [24], in which access
to element x; costs ¢; < ¢;11, for all i, a setting of providing advice for unknown parts
of input [22], using temporary memory-buffering [45], in double linked lists [50] and in
particular types of request sequences [47]. The classic cost model has received criticism
and more realistic cost models have been proposed [42] [31].
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Chapter 6

The Online Min-Sum Set Cover
Problem

In section 4.3, we discussed the Generalized Min-Sum Set Cover or Multiple Intents
Re-Ranking. The problem is motivated by web search ranking. Azar and Gamzu [12]
mention the importance of ranking web pages based on the interests of different users.
Each user is represented as a subset of search results that projects a particular profile
type. The profile type is defined as a weighted vector over the elements of given subset
and models the intents of searching for that particular user. The user scans the results
from top to bottom, paying an overhead that depends on the position of the results in
user subset. The goal is to provide a linear order of search results, so that the sum of total
weighted cover time of sets is minimized. The authors note that in case where all profile
vectors have the form < 1,0,...,0 >, the problem is equivalent to Min-Sum Set Cover
discussed in Chapter 5. Such profile vectors represent navigational users, interested in
only the first relevant search result. However, their work is based only on user logs, i.e.
offline data stored from web engines in order to produce an optimal ordering of results.
However, such scenario is restricted in time and space. There exists a realistic need for
changing the ordering as users access the results online. Motivated by this problem, we
propose the Online Min-Sum Set Cover Problem.

In this chapter, we introduce the Online Min-Sum Set Cover Problem and present
the first deterministic and randomized results. Our current work is based basically on
techniques and algorithms presented for the List Accessing problem in Chapter 5.

6.1 Problem Definition

Let L be an unsorted list of [ elements x1,xs,...,2; and a collection of sets S =
S1,59,...,5, over the elements of L. Let ¢ = 01,09,...,0, be an online request se-
quence of sets in S, i.e. 0; = S;, with S; € §, for every i € [n]. On every set request,
an online algorithm performs access to the set by accessing at least one of the elements
in set. Then, the algorithm is associated with an access cost, i.e. among the accessed
elements in set, that of the element’s position that is furthest from the head of L. The
algorithm is allowed to reorganize the list by performing transpositions of consecutive
elements. For these transpositions the algorithm must pay a mowving cost according to
the following:

42



o free transpositions: Immediately after accessing set ¢;, and paying an access cost
of i, for x; € 0j, it can move any element z;, € o; that is preceding z; in the list,
including x;, to any position closer to the front of the list with no extra cost.

e paid transpositions: At any time, it can perform any number of transpositions
between consecutive elements in L and pay a cost of 1 for each transposition.

The goal is to find an algorithm that minimizes the total cost incurred by o. More
formally, let L; be the list configuration after the algorithm has processed set request
0. We define as Ly the initial list configuration. Also, let L, 1(z;) denote the position
of z; € o, in current list configuration L;_;. On the arrival of oy, every algorithm can
select any element from o; to access. This access cost is denoted by disjunctive cost func-
tion \/ L,;_1(z;). Then, the algorithm performs some free transpositions on elements

Tj;E0t
permitted by the constraint defined above. Finally, it may perform paid transpositions,
denoted by move(L;_1, Ly). Then, the goal is to find:

min Z[ \/ L1 (xj) + move(Li—q, L))

t=1 TjE0L

under the problem constraints defined above.

We make some observations on the problem definition. List Accessing notation is
used extensively. In fact, the problem can be interpreted as a multidimensional version
of List Update Problem. Instead of element requests we have set requests over elements
in the list.

However, the cost model is motivated by the Min-Sum Set Cover problem, presented
in Chapter 4. In the offline Min-Sum Set Cover, all set requests are known and the goal
is to find a static linear ordering of the elements that minimizes total sum of hitting
times of sets. In the offline case, no moving costs are accounted, we only want to find the
optimal linear ordering, without caring about the moving costs from initial configurations.
Without any transpositions, paid or free, the disjunctive cost function gives naturally its
place to the cost of first element’s position in set in optimal static ordering L, i.e. in
the optimal static ordering we have no reason to pay for accessing elements in greater
positions. Hence, the previous objective function takes exactly the form presented in
4.1.2.

In the online counterpart, studied in this chapter, it is necessary to define a problem
in which algorithms can adapt to incoming sets. This is the reason why we allow trans-
positions. The setting of how to cost these transpositions is already provided by List
Accessing. The disjunctive cost function is initiated by the need to provide the algorithm
with freedom of performing rearrangements, in order to reduce future accesses. In the
setting of web search ranking, we said that we are interested in reducing future access
costs to the element in set that occurs first in the ordering. Yet, the rest of elements in
set may have some importance for future requests, so the algorithm is left free to select
up to which element it needs to perform access.

It becomes obvious that the exact offline counterpart of our problem is that of sets
arriving in sequential order, but all of them are known in advance. Also, the results
of this thesis are proved against an optimal offline adversary and not restricted in the
optimal static solution, which is Min-Sum Set Cover. Yet, Min-Sum Set Cover provides
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a theoretical framework that can be used in the future for algorithms that perform well
against an optimal static adversary, since in that case we have a better understanding for
the unknown value of OPT and a constant greedy approximation for it. We thus adopt
the term Online Min-Sum Set Cover for our problem.

6.2 Our Results

We focus primarily on the deterministic case of Online Min-Sum Set Cover. We prove
a deterministic lower bound and present algorithms MoveFront, MoveLast, MoveSet,
motivated by Move-To-Front from List Accessing. On the randomized case, we present
some simple arguments over two proposed algorithms, Randomized Static and Random-
1zed Mowe-To-Front, to draw conclusions on their competitiveness. In this section, we
make use of the following definitions.

Definition 6.1. A request sequence o is called A-regular when every set o; € o has
cardinality of A, i.e. |o;| = A. The sets of that sequence are called A-regular sets.

Definition 6.2. A request sequence o is called irregular when there is no positive con-
stant A such that o is A-reqular. The sets of that sequence are also called irreqular sets.

Trivially, the List Accessing Problem receives only 1-regular sequences as input.

6.2.1 A deterministic lower bound

Using the averaging technique, as seen in 5.2, we prove a lower bound for the competi-
tiveness of deterministic algorithms.

Proposition 6.1. (A-regular sets) For an A-reqular request sequence on a list of length

l, any deterministic online algorithm has a competitive ratio of at least A+ 1 — %.

Proof. First, the adversary creates an A-regular request sequence such that on every
request, the requested set contains the A last elements of the current list configuration.
Every online algorithm ALG pays an access cost of at least [[ — (A —1)] for each request,
this is the position of the closest element to the front of the list. Thus, for an adversarial
request sequence o of arbitrary length n, it will hold that ALG(¢) > n(l — A + 1),
including any paid transpositions.

We consider the set of static offline algorithms. First, they pay for an initial cost
b = O(I?) of paid transpositions for configuring the static permutation. Then, every
algorithm pays for an access cost equal to the position of the element that is closer to
the front of the list among elements in the set, for each set request. Since no reorderings
are made, every static algorithm does not benefit from paying larger access costs, e.g.
the position of the second closer element to the front, hence it pays the least possible on
every request.

Now, consider an A-regular set request. First, we intend to find the total cost of the [!
algorithms for this request. To do this, we will count the permutations that have access
cost of 4, for every 1 < ¢ < [. For such counting, we use the combinatorial arguments
below in the following order:
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1. For a permutation that pays an access cost of 7, it follows that, from the elements
in requested set, the one closer to the front of the list is located in position ¢ and no
other element from the set is located in a position preceding i. Moreover, position
7 can be occupied by any of the A elements.

2. The rest A— 1 elements of set can choose among [ — i positions to be ordered. Thus

we have A — l-permutations of [ — i, i.e. P(Il—i,A—1) = % ways to do
that.

3. Having placed and ordered these A elements in positions from i to [, the rest [ — A
elements of the list are left to be ordered. This can be done in (I — A)! ways.

4. It must hold that ¢ <[ — (A — 1), since in the extreme case, the elements from the
set will occupy the last A positions in permutation.

Gathering the above, we conclude that there are ATA)JLI),(Z — A)! permutations
that pay an access cost of ¢ for a single request. Thus, the sum of access costs over all

permutations is:

E:iAa_y:QilﬂU—Aﬂ:AKLUM!E:i(i:a)

:ma—A»afIﬁa+Ua—A+m<AiJ
(I+1)!
A+

Hence, the sum of total costs for the entire request sequence o of arbitrary length n over
all permutations is at most:

(1+1)
A

+1b
The optimal cost will be at most the average cost of static algorithms, i.e.

(!
+l'b I+1
OFT(0) < “% = Y

Finally, for any deterministic algorithm ALG, it will hold:

ALG(o) _ n(l=A+1) noe ALG(0) _1-A+1 A4+ D)
> N > S CAA+Y

OPT(0) = nylg+b OPT(0) = L% = R(ALG) > A+ 1= ——
O

As we can see, the above generalizes the deterministic lower bound for List Accessing.
Setting A = 1 we get R(ALG) > 2 — l+1, that is exactly the result in 5.2. Also we notice
that setting A = [, we get a lower bound of 1. In that case, all elements are requested
from the set, so an algorithm accessing the first element of the list is trivially optimal.

The previous result addressed only to regular input. For an irregular input sequence,
we have the following proposition.
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Proposition 6.2. (Irreqular sets) Let an irreqular request sequence o = oy,09,...,0y,

with respective cardinalities Ay, As, ..., An, on a list of length l. Then, any deterministic
online algorithm has a competitive ratio of at least n(l_—AHf, where A = =i s the
D5 7 57) n

average cardinality of set requests.

Proof. An adversarial sequence could be just like the one in proof of Proposition 1, i.e.
for request o;, the adversary requests the A; last elements in the list, thus incurring a
cost of at least [ — A; + 1. Similar to previous proof, the sum of access costs for the single
request o; over all static offline algorithms is (Xj)ll So, from the averaging technique we
get that for any deterministic algorithm ALG, it holds:

S=Ai+1)  n(i—A+1)
(+Dixm)  +HDE 2m)

R(ALG) >

]

We are interested in finding a general lower bound for our problem, that holds for
all types of request sequences. The previous result depends on the values of A;. Can
we find an adversarial irregular request sequence that increases the lower bound over
A+1-— %? The answer is no.

Proposition 6.3. (General) For an arbitrary request sequence with average set cardinal-
ity A on a list oé(lingl};fh [, any deterministic online algorithm has a competitive ratio of
+

at least A +1 — -

Proof. We assume that A is a positive integer w.l.o.g. If the request sequence is A-
regular, the proposition is true, as we already saw in Proposition 1. What we want to
find is whether there exists a particular form of irregular request sequence that induces a
greater lower bound. Let request sequence o = o1, 09, ..., 0, with respective cardinalities

Ay, Ay, ..o A, Given average cardinality A, maximizing value #‘% is equal to

minimizing » . ﬁ. From Cauchy-Schwarz inequality we have:

S D0 2 (VAT

%

)n(A+1)] = n*

A +1

—)Z 1 > n2
—~Ai+1 7 n(A+1)

1 n
— >
;Ai—f—l - A4+1

Equality can hold only if A; = A; for every 4, j. This means that A; = A for every 7, i.e.
equality holds only when the request sequence is A-regular! Thus, replacing back 447 to
lower bound, we obviously receive the result of Proposition 1:

R(ALG)EM:fH—l—M
I+ D4 [+1
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]

From the formal definition, the competitive ratio should be independent of values
related to the request sequence. Breaking this law, we presented the previous results
dependent on A, either it holds for the constant cardinality of a regular request sequence,
either for the average cardinality of an irregular request sequence. Such results can be
seen as the limits of an online algorithm, when it is restricted to perform against sequences
of a given price of A. But, since we study online algorithms under worst case, we would
like to find the price of A that maximizes this lower bound. In that way, we can get a
more comprehensive description of our lower bound. This is provided by the following
corollary:

Corollary 6.1. For arbitrary request sequences on a list of | elements, any deterministic
online algorithm for Online Min-Sum Set Cover has competitive ratio of Q(i)

Proof. We can see that A + 1 — % is maximized for A = % — 1. For that value,
5(5+2)

competitive ratio becomes
[+1

In this point, we make two important notes on the previous results:

1. In above propositions, we drew a lower bound for any deterministic algorithm ALG,
such that ALG(0) > n(l — A+ 1). This is the general guarantee we can have for
the access cost of ALG in an adversarial request sequence. For a specific algorithm
that may not pick for access the first element in the list among the elements in set,
but succeeding elements, this lower bound can grow. For example, for an A-regular
request sequence, if an algorithm performs access to the ith closer element to the
front of the list and further, then the stronger inequality ALG(c) > n(l — A + 1)

will hold, inducing a lower bound of (A + 1) — 444D with ¢ < A.

2. From the corollary, we can conclude that there is no algorithm that can achieve
sublinear competitiveness for all values of A. Also, every deterministic algorithm
is trivially at least [-competitive. Thus, the best we can do is to find an algo-
rithm that is O(%)-competitive, bridging the linear gap between (%,1]. This result
is quite impressing: in List Accessing where a single element is requested every
time, there exists a constant 2-competitive algorithm, but if the request sequence
is composed by sets of elements of arbitrary cardinality, we cannot do better than
O(l)-competitiveness scaled by up to a constant of 4. For this reason, we can allow
the quest for algorithms that perform well on specific values /?(Ex 4)and not all of

+

them, aiming to achieve results close to lower bound A +1 = ===

6.2.2 MoveFront

When a set request arrives, any algorithm has a choice on which elements to access and
pays the cost according to the cost model defined in 6.1. One algorithm that occurs
naturally is to select and move the element that is at the front of the requested set in
current list to the front of the list. This element is somewhat representative of the set,
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since its position is the least cost any algorithm has to pay for accessing the set. This is
algorithm MowveFront and uses only free transpositions.

MowveFront (MF): After accessing the first element (front) of the set request in current
list configuration, move it to the front of the list, without changing the relative order of
any other elements.

Before we proceed with the result, we prove the lemma below, that will help us in the
following.

Lemma 6.1. Given a collection T' of n natural numbers with average value ¢ € Q%, there
exists a collection R of n natural numbers with average value q, such that each number is
at least |q].

Proof. Let T' = {x1,x9,...,2,}, such that % = ¢. Let the partition of T" into subsets
Ty = {x; € Te; < |q]}, Ty = {z; € Tlx; = |q|} and T3 = {x; € T|z; > |q]}.
Also, let the ‘complementary’ sets T = {y;|y; = |q] — x;,Vo; € T} and T = {yily; =
x; — |q],Vz; € T3}. We have that:

Sy it Yo, Tt Sy T ] > orla) = wi) + g i+ 2y (i + L))

n n

> |q]

nLQJ + ZT’ Yi — ZT’ Yi
- : > g =D =)
" 7 T

Due to the last inequality, we can take ZTé Yi — ZT{ y; units from the surplus of T}
and eliminate the deficit of 7. This means that we can construct a new collection R,
where each x; € T} is increased by y; such that x; +y; = |¢| and for T3, we can distribute
the decrease of ZTg Yi — ZT{ y; units accordingly such that each x; € T3 remains at least

|q] after the decrease. In that way, each number in R is at least |¢].
O]

We now prove the following proposition for M F'.

Proposition 6.4. Let a request sequence of average set cardinality A > 2, on a list of
length l. Then, MoveFront is | — A+ 1-competitive against an optimal offline adversary.

Proof. On every set request o;, access to the first element of the set in the current ordering
induces an access cost of at most [ — A; + 1. Trivially, the optimal offline solution O PT
induces an access cost of at least 1 per request. Thus, for any request sequence o of
length n, we get:

MFo) _ S(l=A+1) _n(l=A+1)

OPT(o) n-1 n

R(MF)<1—A+1

Now, we want to prove a lower bound of [ — A + 1 for R(MF), so it suffices to generate
a specific request sequence for which M F' achieves this competitive ratio. Let the initial
list configuration L = [x1,2s,...,7;]. Supposing that there exists an (infinite) request
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sequence of average cardinality A > 2, from Lemma 6.1, the adversary can construct
a sequence o = 01,09, ...,0, with respective cardinalities A, Ao, ..., A,, with A; > 2,
for every ¢, in which the last A; elements in current configuration are requested every
time. With that input, M F' always moves to front the current element located in position
l—A;+1,s0acost of | — A; + 1 is induced per request.

Hence, since A; > 2, the last element x; remains unchanged in its position for the
entire process and belongs to every requested set. An optimal offline solution for that
sequence can be at least as good as the solution that initially moves z; to the front of the
list, by paid transpositions of total cost [. Since element x; appears in every set request,
after moved to the front, this solution will pay a cost of 1 on every request. Thus:

MF(o) _ Sl —Ai41) n(l—A+1) o
> i _ s ROMF) > 1 — A+1
OPT(0) — n-1+1 nt R(ME) 21=A+

From the two proven inequalities, we get that M F' is | — A + 1-competitive.
m

We have to note that the proposition holds for any rational number A > 2 that can
stand as the average cardinality of an infinite sequence of sets. This restriction comes
from the need to construct an adversarial sequence with sets of cardinality at least 2, in
order to induce at least one unchanged element, so that optimal solution can move it to
the front. If a set of cardinality 1 occurs in the sequence, then we cannot apply the above
argument of fixed element. But, if A > 2 then from Lemma 6.1, we can construct another
sequence with that property. For A < 2, we cannot make modifications and produce such
sequence.

This machinery was invented in order to include irregular sequences in our theorem:.
We can always construct an adversarial A-regular sequence for which MF is | — A + 1-
competitive, just request the last A elements every time like in proof. But, if A is a
rational number, we have to find particular values for A;. So, given an existed sequence
of average cardinality A, with Lemma 6.1 we generate another sequence of the same
average cardinality for which M F' performs worst.

Obviously, we are not interested in A = 1, the List Accessing case, since MTF
projects a constant 2-competitiveness. We notice that M F performs better for large
values of cardinality A. A large value of A intuitively means that the first element of
the set in ordering is at smaller positions, so there cannot be large incongruities between
access costs per request for OPT and MF. For this reason, performance of MF for
sequences of small A is poor. A simple intuition is that M F' always pays a large cost for
accessing an element that is far away from the head of list, while OPT is able to select
and move elements that are even further in order to pay small costs for future requests.
Overall, as lower bound in 6.2.1 can be written as (’HI)Z(JIF—IAJFI), we conclude that M F is
not tight by a factor of %.

M F has also another drawback. Being unable to access elements other than the front
one, it is vulnerable to an adversarial sequence in which optimal value is obtained by
moving to the front an element, that is never moved by M F' despite its great importance,
hitting all the requested sets. In such request sequences, M F' is unable to converge and
follow the optimal solution.
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6.2.3 MovelLast

Algorithm MoveLast is an attempt to react to configurations of optimal solution as re-
quests arrive and adapt to them. MoveLast is motivated by the idea of reducing the
largest cost incurred by accessing the requested set, that is the last element in list config-
uration among the elements in set. In that way, MoveLast makes a somewhat repairing
move that MoveFront cannot. Like MoveFront, it makes only free transpositions.

MowveLast (ML): After accessing the last element of the set request in current list
configuration, move it to the front of the list, without changing the relative order of any
other elements.

However, we receive the following proposition for M L.

Proposition 6.5. Let a request sequence of average set cardinality A > 2, on a list of
length . Then, MoveLast is l-competitive against an optimal offline adversary.

Proof. On every set request, accessing the last element of the set in current ordering
induces a cost of at most [. Trivially, the optimal offline solution induces a cost of at
least 1 per request. Thus, for any request sequence o of length n, we get:

ML(o) nl
< — R(ML) <l
OPT(c) " n-1 (ML) <
We are searching for a lower bound of R(ML) now. Let the inital list configuration
L = [x1,x9,...,7y]. For any A > 2 that can stand as average set cardinality of a
sequence of sets, we can construct an adversarial sequence for which A; > 2, for every
1, from Lemma 6.1. We consider a request sequence ¢ = 01,09, ,0, and an arbitrary

element x;, such that z; is fixed in every o;, i.e. z; € oy, for every j. Also, every o;
contains the current element located in position [ of the list. The rest of elements in set,
if any, can be arbitrarily chosen. In the request that z; is located in position [, we can
arbitrarily choose all other elements, too. Clearly, on every request, M L pays an access
cost of [ for the last element in list.

Hence, elements x;, x;_1,...,r1 pass from position [ of the list, one after the other as
requests arrive, and then are moved to the front of the list by M L, repetitively.

On the other hand, for sequence o, optimal offline solution OPT can be at least as
good as the solution that initially moves element x; to the front, by paid transpositions
of total cost b = O(l). Since z; appears in every set request, after moved to the front,
this solution will pay a cost of 1 per request. So:

ML(o) S nl

n—oo
ML) >1
OPT(oc) " n-1+0D RML) =

This completes our proof that ML is [-competitive.
O

As we see, M L performs worse than M F' in the worst case. Indeed, the argument of
fixed element in every set request that we used for constructing the adversarial request
sequence for M F' can still be used, but this time the fixed element x; does not stay
unmoved throughout the process. Though this is the most important element, since it
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hits every requested set, the access cost is incurred by the element that is in the last
position of the list every time.

ML makes a ‘repairing’ move of moving to the front the element that induces the
largest access cost, yet the cost it pays is always that large and may appear to be un-
necessary. In our example, moving z; to the front would have proved to be the optimal
choice.

However, we should note the following. In the end of section 6.2.1, we mentioned that
for an A-regular sequence, an algorithm that accesses the ith element of set in ordering

and further, cannot do better than Z2(A + 1) — 245D M1, moves always the Ath

I+1 I+l
. : A+1)l
element in ordering on request o;, so the lower bound can become ( lil) . We conclude

that ML is not tight by a factor of %. This is exactly the factor that we got for M F.
In that thinking, we can say that M L is not worse than M F', simply the lower bound for
an algorithm that accesses the last element on every request, like M L, is larger and M L
does not manage to lower this factor.

6.2.4 MoveSet

MoveLast pays the cost of accessing the last element of requested set and moves it to
the front of the list by free transpositions. But in such case, the cost model defined in 6.1
permits further free transpositions for all elements in set. Algorithm M oveSet uses these
transpositions to move the elements in set to the front of the list. We examine whether
moving the entire set achieves better ratios.

MowveSet (MS): After accessing the last element of the set request in current list con-
figuration, move all the elements in set to the front of the list, without changing their
relative order and without changing the relative order of the rest elements in list.

For M S the proposition below holds:

Proposition 6.6. Let a request sequence of average set cardinality A > 2, on a list of
length [. Then, MoveSet is l-competitive against an optimal offline adversary.

Proof. On every set request, accessing the last element of the set in current ordering
induces a cost of at most [. Trivially, the optimal offline solution induces a cost of at
least 1 per request. Thus, for any request sequence o of length n, we get:

MS(o) nl
< R(MS) <1
OPT(U)_H'1—> (MS) <
Let the inital list configuration L = [z1,xs,...,2;]. Like before, from Lemma 6.1, given

a sequence of average cardinality A > 2, we can construct an adversarial sequence of sets
for which A; > 2, for every i. Our adversarial argument and analysis is exactly the same
with M L. This is a request sequence o = 01,09, -+ ,0, for which there is an arbitrary
element z;, such that z; € g;, for every j and the current element located in position [ of
the list is contained in every set. The rest of elements in each set, if any, can be arbitrarily
chosen. Thus, on every request, M S pays an access cost of [ for the last element in list.

On the other hand, for sequence o, optimal offline solution OPT can be at least as
good as the solution that initially moves element x; to the front, by paid transpositions
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of total cost b = O(l). Since z; appears in every set request, after moved to the front,
this solution will pay a cost of 1 per request. So:

MS (o) S nl

OPT(oc) " n-1+0 R(MS) 21

This completes our proof that MS is [-competitive.
]

Finally, M S does not make any improvement in competitiveness. Again, it is vulnera-
ble to a fixed point argument. Despite the fact that M S moves the entire set to the front
of the list, thus also moving x; to positions closer to the front, it is still bound to pay for
that movement the position of the last element in set. By an adversarial sequence, this
cost can be large enough, [ per request, while O PT can initially move z; to the front and
then pay a very small cost. M.S obviously fails to distinguish z; among the elements of
every requested set, thus it cannot benefit from its movement to positions at the front of
the list.

6.2.5 Randomized Static

Our first randomized algorithm is Randomize Static, a ‘dumb’ algorithm of picking uni-
formly at random an initial static permutation of the list. This is our first attempt to
receive randomized results and see an improvement in the competitive ratio in comparison
with the proposed deterministic algorithms.

Randomized Static (RandStatic): Pick uniformly at random an initial static permu-
tation of the list. On every requested set, pay for access the position of the top element
of set in the static ordering.

We prove the following proposition:

Proposition 6.7. Let an A-regular sequence on a list of length l. Then, Randomized

Static has competitive ratio R(RandStatic) < % against an oblivious adversary.

Proof. As we have seen in the proof for the deterministic lower bound 6.2.1, the sum of

. . . 1+1)! . .
access costs for a single request over all permutations is ( A++i . Since, the static permu-

tation is selected uniformly at random, the expected access cost for one request will be

% = 1%11. Thus, for any sequence o of length n, by linearity of expectation and also
including the initial moving cost O(I?), we get E[RandStatic(o)] < "X—Ll) +1%. This is ex-

actly the expression that we found for the average cost of static algorithms in Proposition
1. Trivially, optimal offline O PT pays at least 1 per request, so we have:

. n(l+1) 2
E[RandStatic(o)] _ i T noeo = , [+1
< dStatic) < ——
OPT (o) - n-1 R(RandStatic) < A+1

]

RandStatic performs better for large values of A, more elements from the requested
set are located closer to the front with higher probability, thus a smaller access cost is
induced on average. In general, RandStatic achieves a better competitive ratio than
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MF and ML for any value of A. Without any intricate arguments, we can see that
competitive ratio is improved with the use of randomization.

We did not include irregular request sequences in our theorem. The reason is that
in such case, following steps of the proof in Proposition 2, we would get the expression
HTI > ﬁ. Function ), ﬁ is a convex function, so it is maximized in the extreme
points. For that reason, we can get a rather complicated expression on irregular sequences
that does not say a lot for the expected competitive ratio. In fact, this technique fails
to provide an upper bound guarantee for irregular sequences. We prefer to restrict to A-
regular sequences that provide a compact result which shows the power of randomization.

6.2.6 Randomized Move-To-Front

Algorithm Randomized Move-To-Front picks an element from requested set uniformly at
random and moves it to the front. By this way, it can pay on average smaller access cost
for a requested set in comparison with MoveLast, while it responds on the fixed element
argument used for constructing adversarial sequences, like in MoveFront.

Randomized Move-To-Front (RMTF): On every set request, access uniformly at
random an element from the set and move it to the front of the list, without changing
the relative order of any other elements.

RandStatic showed that it performs well for large values of A on average. We are in-
terested in finding whether RMTF performs well for small values of A. Avoiding the
machinery for getting an exact result, we provide the following intuitive proof for showing
that RMTF does not perform well either.

Proof. (Sketch) Consider the case of a 2-regular sequence and let L = [y, 2o, ..., 2] be
the initial list configuration. We consider the request subsequence o’ = o,0%,...,0, 4,
where o} = {x1, 2,41} (instead of x; we can fix any element). The adversarial sequence o
is constructed as an infinite repetition of o’.

For an element z in position j, the expected access cost for set {z1,x} is at least %,
because x; may be located in position greater than 1. In first repetition, when set o/ is
requested, element z; is located in position 4, because 07,0}, ...,0!_; contain elements

that are located prior to z; in list. Thus, for the first repetition we have E[RMTF(o")] >
=

14(i+1) _ (I=1)(44)
D e I

i=1

In next repetitions of ¢/, we do not know the position of each x; in list, so the above
argument does not hold. However, we can make the following rough computation. Given
the current position of z;, we want to find its new expected position before the arrival of
requested set o} = {z1,x;} in a new repetition of ¢’. Let j be the position of z; before
o} in kth repetition. Then, by the arrival of o} in (k + 1)th repetition, all sets of ¢’ will
have been requested. On request o/ in kth repetition, for x; we have:

1. With probability 1/2, x; is moved to the front. During the rest [ — 2 requests,
before the arrival of o in (k + 1)th repetition, an expected number of 52 elements
(excluding z) is moved to the front. So, in that case, the new expected position

!

. =2 _ 1
for z; is 1 + 5= = 3.

2. With probability 1/2, x; remains in position j, since z; is moved to front in that
case. During the rest [ — 2 requests, its new expected position can depend only on
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the set requests that contain elements located in greater positions than z;. These
elements are [ — 7 in number, thus the expected number of elements that will move

to the front is l%] In that case, the new expected position for x; is 7 + 177] = HTJ

Overall, the new expected position will be:

L, l4j .
2t 5 L
2 2 4
Thus, on new request o} in (k + 1)th repetition, the expected cost will be at least

1+(é2+i) = L+ Z+ 1 This means that RMTF pays an expected access cost of (I/4) per
request. Trivially, optimal offline algorithm O PT keeps element x; in the front of the list
and pays a cost of 1 per request, as x; hits every requested set. Thus, we conclude that
RMTF achieves an expected competitive ratio of €(1/4) for 2-regular request sequence.

]

We remind that for A = 2, the deterministic lower bound is 3 — z%' Even the
randomized algorithm RMTF' did not manage to induce a sublinear expected competitive
ratio. Though the above computations are not exact, the previous proof provides an
intuition on that even if RMTF picks an element from set uniformly at random, the
expected cost incurred is not decreased significantly and remains linear in relation to list

length [.

6.2.7 Conclusion

The analysis we followed for proving competitive ratios of MoveFront, MoveLast, MoveSet
was very simple. In contrast, as we saw in 5.4.2 for List Accessing, MTF was proved
to be 2-competitive by deploying a potential function argument. However, the upper
bounds for competitiveness of our proposed algorithms in Online Min-Sum Set Cover
were based on trivial inequalities, specifically O PT was taken to pay at least a cost of 1
per request. Despite this naive approach, we managed to draw adversarial sequences for
which the algorithms achieved competitive ratio tight to the respective upper bounds.
Perhaps, this is an indication that we may come up with more subtle algorithms.

We have to note again that these memoryless algorithms were proved to perform
poorly, e.g. M F'is [-competitive when any algorithm can achieve such competitiveness.
As we saw, none of them manages to handle the case of an element that covers each
requested set. Such element should be moved closer to the front and incur small costs on
future requests. A good algorithm perhaps should access this element without perform-
ing access to elements that are far from the front of the list and incur large costs. Also,
Randomized Move-To-Front did not make significant improvements in terms of compet-
itiveness. For example, the deterministic case for A = 2 gives a constant lower bound
of 3, yet even the proposed randomized algorithm gives an expected ratio of )(/) scaled
down by a constant factor.

The above arguments indicate that Online Min-Sum Set Cover is a radically different
problem from List Accessing and needs different approach. The foremost reason for this
is the defined cost model. In Online Min-Sum Set Cover, the cost is a disjunctive function
of the positions of elements, i.e. any algorithm has the freedom to select which element
in set to access and pay for its respective position in list. There exists a tradeoff of
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access cost and available free transpositions that the algorithm must handle. Moreover,
we saw that the size of sets A is a significant parameter that any algorithm must take into
account. If we are interested to design an algorithm that performs well for every value of
A, then the lower bound explodes to @(ﬁ). Just for comparison, the List Accessing has
a constant lower bound.

In the beginning of this chapter, we discussed some obvious connections between
the offline case of Online Min-Sum Set Cover and Min-Sum Set Cover. Yet, in our
current work we did not make use of the theory and methods developed for Min-Sum
Set Cover. The competitive ratios of the algorithms we applied hold against an optimal
offline adversary. If we restrict to an optimal static adversary, then Min-Sum Set Cover
can prove to be helpful, regarding knowledge of OPT'. In any case, the greedy approach
based on ‘frequencies’ of elements in given sets may lead to a new competitive online
counterpart. This is basically our direction for future work.
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Chapter 7
Future Work

In this thesis, we defined the Online Min-Sum Set Cover Problem and drew the first
results for the deterministic and randomized case. Our goal was to present and track the
inherent difficulties of this problem. We hope that our work was the first attempt for
introducing the problem and motivating future research.

For the deterministic case, one major goal is to find an algorithm that achieves com-
petitive ratio tight to the proven lower bounds. One potential direction is the deployment
of greedy algorithm used in offline Min-Sum Set Cover for designing a novel online coun-
terpart. Such algorithm may track for each element the number of sets that it hits. These
frequencies need to be dependent on each other, e.g. if two elements hit many sets in
common, then one of them must be of small significance. We believe that some kind of
dynamic programming technique or a work function algorithm can help in this direction.

In List Accessing, in 5.5, we discussed the list factoring technique that was om-
nipresent in the proofs of many results throughout presented bibliography. The design
of a list factoring technique for our problem is a challenging task that, if possible, may
have great impact in future analysis.

Moreover, the theorems provided for the proposed deterministic algorithms were re-
stricted in values A > 2. Perhaps, there exits some argument that generalizes the results
for all values of A, including the case A =1 of List Accessing.

Another direction can be the improvement of deterministic lower bound. The proof
was based on a simple averaging technique. It is possible that a more complicated argu-
ment can provide a greater lower bound.

For the randomized case, there are many open problems. First and foremost, proving
a randomized lower bound against some adversary model is a significant challenge. We
made no reference in Yao’s principle that is usually used in these proofs. Furthermore, a
rigorous proof for competitiveness of RMTF for different values of A needs to be given,
avoiding the intuition that we provided for the case of A = 2. Of course, many other
ideas, either new or from current bibliography in List Accessing and Min-Sum Set Cover,
may be deployed for the design of competitive randomized algorithms.
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