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In this diploma thesis, turbomachinery blade shape aerodynamic optimization methods are applied in the open case of TU Berlin's compressor stator. The purpose of this diploma thesis is to validate results computed by the PUMA CFD flow solver against experimental measurements performed at the TU Berlin and present solutions of the shape optimization performed by the Evolutionary Algorithm software EASY and the Continuous Adjoint Method. The optimization process is based on software entirely developed by PCOpt/NTUA, such as the CFD solver PUMA which runs on GPUs, the parameterization software GMTurbo which provides a complete representation of the blade, the Evolutionary Algorithm optimization software EASY, the Continuous Adjoint solver, the Reverse Parameterization Tool (RPT) that converts from a node-parameterized to an equivalent GMTurbo-parameterized blade and the surface Grid Adaptation Tool (GAT) which adjusts the initial surface CFD grid to the GMTurbo geometry, converting the GMTurbo-based blade representation to a CFD grid to perform CFD simulations. Next to them, codes for the purpose of handling the case's manufacturing constraints and the post processing are programmed.

At first, the Metamodel-Assisted Evolutionary Algorithm workflow is structured in order to optimize the shape of the blades of TU Berlin compressor stator. The optimization process is confined by manufacturing constraints. Shape optimization solutions for both the unconstrained and constrained cases are presented. The optimization provides satisfying improvements to the objective function values of the case by taking the computational budget allocated to this diploma thesis into consideration.

Then, the continuous adjoint method to the PUMA CFD software is used to provide the sensitivity map that shows the way to change the blade shape and to optimize the shape of the blades of TU Berlin compressor stator with significantly less computational cost compared to Evolutionary Algorithms.
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## Chapter 1

## Introduction

### 1.1 Thermal Turbomachines

A thermal turbomachine is a device in which mechanical energy, in the form of shaft work, is transferred either to or from a continuously flowing fluid by the interaction with rotating blade rows. Interaction between the fluid and blades results in aerodynamic forces. A turbomachine produces change in total enthalpy of the fluid passing through it.

Thermal turbomachines are classified into two categories; compressors and turbines. From a different point of view, depending on the direction of the flow while entering, passing through and leaving the machine, there are:

- Axial turbomachines, where the flow direction is almost parallel to the shaft axis,
- Radial turbomachines, where the flow direction is almost vertical to the shaft axis,
- Mixed flow turbomachines, where the direction of the flow is neither purely axial nor purely radial.


## Axial Compressor:

An axial compressor stage consists of a row of rotor blades followed by a row of stator blades and the working fluid traverses them without significant change in radius. The energy level of the fluid is increased by the action of the rotor blades, which exert torque on the fluid. A single stage axial compressor has a relatively low pressure ratio with a higher mass flow rate compared to a radial compressor. Flow enters axially and discharges almost axially. The blade passages diverge from inlet to exit and, hence, the flow decelerates. The compression of the fluid is done by first accelerating the fluid and then diffusing it to increase pressure. The fluid is accelerated by the row of rotating blades, the rotor, and diffused by the row of stationary blades, the stator. The diffusion in the stator converts the velocity increase gained in the rotor to increase in pressure.

A compressor usually consists of multiple stages. The air passes from one stage to the next with each stage raising the pressure. One additional row of fixed blades, the socalled inlet guide vanes, is frequently used at the compressor inlet to ensure that air enters the first-stage rotors at the desired angle. In addition to the stators, an additional diffuser at the exit of the compressor further diffuses the fluid and controls its velocity when entering the combustors.

A sketch of a multi-stage axial compressor is given in Fig. 1.1.


Figure 1.1: Sketch of an axial flow compressor, from [17].

### 1.2 Parameterization and Optimization of Bladings

Methods for the design and optimization of bladings, based on aerodynamic criteria, are a key research topic in turbomachines. In order to design and optimize the shape of a blading, geometrical representation is crucial. This is done by parameterization techniques. Parameterization is the process of composing a geometry according to an algorithm, by firstly determining a set of design variables that correspond to the input to this algorithm. Different sets of parameters produce different shapes. In order to parameterize the blading, CAD based methods are frequently used and this is the case in this diploma thesis, too. A blade is described with one or more NURBS surfaces controlled by their control points. Blade shapes can be modified by displacing the control points. The number of design variables is reduced in comparison with other methods, while the use of parametric geometry guarantees a smooth result. The method for parameterizing blade shapes used in this thesis is based on the parameterization software GMTurbo as described in detail in Section 4.1. In this thesis, the blading geometry is provided as a CFD grid, hence the Reverse Parameterization Tool (RPT), described in Section 4.2, is used to convert the CFD grid into a set of geometric parameters compatible with the GMTurbo input parameters. Such CAD-based methods have to be followed by a surface grid generator or morpher before generating the $3 D$ CFD grid and running a CFD simulation. For this purpose, a surface Grid Adaptation Tool (GAT), described in Section 4.3 , is used. The initial volume grid is deformed to fit the updated geometry using $2 D$ and $3 D$ spring analogy techniques. The method described before is included in an optimization loop as seen in Fig. 1.2. The optimization is carried out using stochastic methods such as Evolutionary Algorithms or gradient-based methods supported by the continuous adjoint method. These two main categories are presented in Section 1.3. The optimization methods used in this diploma thesis are described in detail in Sections 5.1 and 5.2.


Figure 1.2: Shape optimization of a turbomachinery blade. Flowchart of the tasks that should be completed during the evaluation of a single individual, if stochastic optimization is performed, or an optimization cycle, if gradient-based methods are used. The initial geometry can be provided either in GMTurbo format or CFD grid format. In the common case in which the CFD grid is available, the pre-processing of the optimization includes the conversion of the geometry from grid format to the GMTurbo format.

### 1.3 Stochastic and Deterministic Optimization Methods

Optimization methods are classified into two major categories.

- Stochastic Optimization Methods

Stochastic optimization methods can be used in optimization problems of all kinds. Modern stochastic methods with basic representative the Evolutionary Algorithms choose randomized candidate solutions, by taking advantage of the evaluation of formerly computed solutions and the process of evolution, finally producing solutions that lead to convergence of the optimization process. Furthermore, the initial values of the variables in an EA do not affect the ability of finding the optimal solution. Hence, EAs are able to locate the global extremum of an objective function for every possible initialization. However, stochastic search methods require a large number of function evaluations. As a result, the computational cost of those methods scales with the number of design variables. For more information, the reader is referred to [11], [15].

- Deterministic or Gradient-Based Optimization Methods

The deterministic optimization methods use information on the direction of reduction or increase of the objective function by computing or approximating the first or the second order derivatives of the objective function with respect to the design variables. Solutions are updated until the convergence of the process to an extremum. Basic disadvantage of the deterministic methods is that the extremum in which the process will converge may be local, failing that way to spot the global minimum or maximum of the objective function. Contrary to the stochastic methods, the initialization affects the ability of finding the optimal solution. Furthermore, programming a method to efficiently compute the derivatives for the deterministic method is more time consuming and more difficult to reform for another objective function than the stochastic methods. However, gradient-based optimization can be used in order to have significantly fewer function calls, making this method less expensive than the stochastic methods. The computational cost of some of the gradient-based methods is independent to the number of design variables. This enables the optimization of complex geometries described parametrically using parametric analytic geometries such as Bézier surfaces. The most common deterministic methods are steepest descent, quasi-Newton and Newton methods. The derivatives of the objective function with respect to the design variables can be computed using various methods such as the continuous or discrete adjoint method. Further details are given in [12], [15].

The engineer is called to evaluate and decide on the optimization tools according to each case's characteristics.

### 1.4 Constrained and Unconstrained Optimization

Mathematically speaking, optimization is the minimization or maximization of a function subject to constraints. The following notation is used:
$\vec{b}$ is the vector of design variables, also called unknowns or optimization parameters, $F$ is the objective function that will be maximized or minimized and $\vec{c}$ is the vector of constraints that solutions must satisfy. Both $F$ and $c$ are functions of $\vec{b}$. The number of components in $\vec{c}$ is the number of constraints that have to be satisfied. The optimization problem can then be written as:

$$
\min _{\vec{b} \in \mathrm{R}^{n}} F(\vec{b}) \text { subject to }\left\{\begin{array}{c}
c_{i}(\vec{b})=0, i \in \mathcal{E}  \tag{1.1}\\
c_{i}(\vec{b}) \geq 0, i \in I
\end{array}\right.
$$

where $F$ and each $c_{i}$ are scalar-valued functions of the variables $\vec{b}$ and are given as equality and inequality constraints. $I, \mathcal{E}$ are sets of indices.

Problems with the general form presented above can be classified according to the nature of the objective function and constraints, the number of variables, the smoothness of the functions in differentiable or non-differentiable and so on. Possibly the most important distinction is between problems that have constraints on variables and those that do not.

Unconstrained optimization problems arise directly in some applications. If there are natural constraints on the variables, it is sometimes safe to disregard them and to assume that they have no effect on the optimal solution. Unconstrained problems arise also as reformulations of constrained optimization problems, in which the constraints are replaced by penalization terms in the objective function to discourage constraint violations.

Constrained optimization problems may arise from models that include explicit constraints on the variables. These constraints may be simple bounds, more general linear constraints, or nonlinear inequalities that represent complex relationships among the variables. The TU Berlin stator case [16] studied in this diploma thesis possesses manufacturing constraints which are presented in Section 6.1. Results for the constrained and unconstrained optimization using Evolutionary Algoritms are presented in Section 8.2 and for the unconstrained gradient-based optimization in Chapter 9. More details on constrained and unconstrained optimization are given in [12].

### 1.5 Outline of this Diploma Thesis

The chapters of this diploma thesis are the following:

- Chapter 2: Presentation of the data and objectives of the TU Berlin stator case.
- Chapter 3: Presentation of the governing equations and of PUMA CFD solver.
- Chapter 4: Presentation of GMTurbo, RPT and GAT software used for blade parameterization and grid adaptation.
- Chapter 5: Presentation of the optimization methods used in this thesis. The Evolutionary Algorithm software EASY and the Continuous Adjoint method developed by the PCOpt/NTUA are presented.
- Chapter 6: Presentation of the methods for quantifying the manufacturing constraints of the problem and imposing them to the optimization process.
- Chapter 7: CFD Analysis of the TU Berlin stator case and validation of the CFD solver's results against experimental data.
- Chapter 8: Two shape optimizations are carried out using Evolutionary Algorithms with and without imposing manufacturing constraints.
- Chapter 9: The Continuous Adjoint method is used to provide the sensitivity map that shows potential changes in the shape of the blade and to optimize the blade shape without imposing manufacturing constraints.
- Chapter 10: Conclusions and a couple of proposals for future work.


## Chapter 2

## The TU Berlin's Case

The TurboLab Stator [16] is a stator in a measurement rig at the Technical University of Berlin, in the TurboLab at the Chair for Aero Engines. The initial stator geometry has been designed based on a representative stator geometry used in modern jet engine compressors. In this diploma thesis, the initial geometry, shown in Fig. 2.1 is optimized to reduce the total pressure losses and the flow angle deviation from the axial direction. Details of the CFD domain, flow boundary conditions, optimization requirements and manufacturing constraints are stated below.

## CFD Domain:

Inner radius: 147.5 mm
Outer radius: 297.5 mm
Inlet axial position: $\mathbf{- 1 8 0} \mathrm{mm}$
Outlet axial position: 540 mm
The axial positioning of the blades is shown in Fig. 2.2. The zero position of the machine axis is defined by the LE as seen in Fig. 2.1.

## Fluid Properties:

The working fluid is air, assumed as a perfect gas with the following properties:

- Ratio of specific heats $\gamma=1.4$
- Gas constant $R=287 \mathrm{~J} / \mathrm{kg} \cdot \mathrm{K}$
- Dynamic viscosity $\mu=1.785 \cdot 10^{-5} \mathrm{~kg} / \mathrm{m} \cdot \mathrm{s}$


## Optimization requirements:

Two optimization objectives are used, stated in points (1) and (2) below, leading to a two-objective optimization problem.

1) Minimization of the total pressure loss coefficient between the inlet to the CFD domain and its outlet, under the constraint of keeping the mass flow at $9.5 \pm$ $0.1 \mathrm{~kg} / \mathrm{s}$, full annulus. The total pressure loss coefficient is defined as:

$$
\begin{equation*}
\omega=\frac{p_{t 1}-p_{t 2}}{p_{t 1}-p_{1}} \tag{2.1}
\end{equation*}
$$

where $p_{t 1}$ is the inlet total pressure, $p_{t 2}$ is the outlet total pressure and $p_{1}$ is the inlet static pressure.

All $p_{*}$ in Eq. 2.1 are mass-averaged values defined as:

$$
\begin{equation*}
p=\frac{\sum_{A} \dot{m}_{i} p_{i}}{\sum_{A} \dot{m}_{i}} \tag{2.2}
\end{equation*}
$$

where $\dot{m}_{i}$ is the mass flow that passes through the $i^{t h}$ element of the area A, which is the inlet or the outlet.
2) Minimization of the mass-averaged flow angle deviation from the axial direction at the CFD outlet. The mass-averaged exit angle is:

$$
\begin{equation*}
a_{E}=\sqrt{\frac{\sum_{A} \dot{m}_{i} a_{i}^{2}}{\sum_{A} \dot{m}_{i}}} \tag{2.3}
\end{equation*}
$$

where $a_{i}$ is the total flow angle at the $i^{\text {th }}$ part of the CFD outlet defined as follows:

$$
\begin{equation*}
a=\cos ^{-1}\left(\frac{\overrightarrow{\vec{V}} \cdot \vec{i}}{|\vec{V}|}\right)=\cos ^{-1}\left(\frac{w}{\sqrt{u^{2}+v^{2}+w^{2}}}\right) \tag{2.4}
\end{equation*}
$$

where $(u, v, w)$ are the three Cartesian velocity components.
The inlet whirl angle is given in radial distribution. The average value of inlet whirl angle is allowed to vary by $\pm 5^{\circ}$. Thus, three operating points are considered. The design point DP - OP1 with average value of $42^{\circ}$ inlet whirl angle and two off design points, OP2 with average value $42+5=47^{\circ}$ and OP3 with $42-5=37^{\circ}$.


Figure 2.1: Initial blade geometry (top) and axial positioning (bottom), including the yellow domain for the end wall profiling and manufacturing constraints (bottom), from [16].


Figure 2.2: Axial positioning of the stator blades, from [16].


Figure 2.3: Manufacturing constraints for the casing fixture, from [16].

The assembly of the TU Berlin compressor stator is given in Fig 2.4.


Figure 2.4: Assembly of the TU Berlin stator, from [16].
As it can be seen in Fig 2.4, the hub and shroud are cylinders and their radii remain constant during the optimization.

## Experimental Setup

The experimental setup of the TU Berlin stator is presented in Fig 2.5.


Figure 2.5: Experimental setup of the TU Berlin stator - 3D-annular low-speed compressor stator cascade, from [16].

The measurement section, seen in flow direction, is presented in Fig. 2.6.


Figure 2.6: Measurement section, seen in flow direction with traversed grid, from [16].

The grid used in the measurement's procedure is given in Fig 2.7.


Figure 2.7: Measurement grid, from [16].

The same measurement grid, seen in Fig 2.7, was used for all inflow and wake measurements. For inflow measurements, the grid was mirrored at the $y$-axis.

The measurement position for both inflow and wake is given in Fig. 2.8.


Figure 2.8: Measurement positions, from [16].
As seen in Fig. 2.8, the plane of inlet measurement is 264.1 mm upstream of the LE of the blade which corresponds to $140 \%$ of chord length upstream of the LE and the plane of outlet - wake measurement is in 295.9 mm downstream of the LE which corresponds to $60 \%$ of chord length behind the TE. The validation of the CFD solver against the measurements is made in the positions presented in Fig. 2.8.

The experimental data include values of total pressure $P_{t}$ in Pa , static pressure $P_{s t}$ in Pa , absolute velocity magnitude $V$ in $\mathrm{m} / \mathrm{s}$, Mach number, whirl angle $\alpha$ in degrees, pitch angle $\beta$ in degrees and the three Cartesian velocity components in $m / s$ both over the inlet and outlet measurement planes, for all three inlet whirl angles. The comparison of the CFD results with the experimental data is made using massaveraged values plotted in the radial section. Hence, a radial grid, as seen in Fig. 2.7, is created in order to interpolate the CFD results in radial sections.

## Chapter 3

## Governing Equations \& CFD Solver

In this chapter, the flow equations with their boundary conditions that are solved in the TU Berlin stator case of this thesis, using the CFD software PUMA developed by the PCOpt/NTUA [2], [3], [5], are presented.

### 3.1 Governing Equations

## Compressible Flow Equations

Let a coordinate system $O\left(x_{1}, x_{2}, x_{3}\right)$ be defined. The Reynolds-Averaged NavierStokes equations for the viscous flow of a compressible fluid through the stator are expressed as:

$$
\begin{equation*}
\frac{\partial U_{n}}{\partial t}+\frac{\partial f_{n k}^{i n v}}{\partial x_{k}}-\frac{\partial f_{n k}^{v i s}}{\partial x_{k}}=0 \tag{3.1}
\end{equation*}
$$

where $U_{n}$ stands for the conservative flow variables namely $U_{n}=\left[\rho \rho u_{1} \rho u_{2} \rho u_{3} \rho E\right]$, with $\rho$ being the fluid density, $u_{m}(m=1,2,3)$ being the Cartesian velocity components with reference to the absolute/inertial frame of reference and $E$ the energy per unit mass.

The inviscid fluxes $f_{n k}^{i n v}$ and viscous fluxes $f_{n k}^{v i s}$ are defined as:

$$
f_{n k}^{i n v}=\left[\begin{array}{c}
\rho u_{k}  \tag{3.2}\\
\rho u_{1} u_{k}+p \delta_{1 k} \\
\rho u_{2} u_{k}+p \delta_{2 k} \\
\rho u_{3} u_{k}+p \delta_{3 k} \\
\rho h_{t} u_{k}
\end{array}\right], f_{n k}^{v i s}=\left[\begin{array}{c}
0 \\
\tau_{1 k} \\
\tau_{2 k} \\
\tau_{3 k} \\
u_{l} \tau_{l k}+q_{k}
\end{array}\right]
$$

where $p$ stands for the static pressure, $\delta_{i j}$ is the Kronecker symbol, $h_{t}$ is the total enthalpy and $q_{k}$ is the heat flux.

The stress tensor is given by:

$$
\begin{equation*}
\tau_{k m}=\frac{\mu+\mu_{t}}{R e}\left(\frac{\partial u_{k}}{\partial x_{m}}+\frac{\partial u_{m}}{\partial x_{k}}-\frac{2}{3} \delta_{k m} \frac{\partial u_{l}}{\partial x_{l}}\right) \tag{3.3}
\end{equation*}
$$

where $\mu_{t}$ the turbulent viscosity computed by the turbulence model, as described later in this chapter and $R e$ the Reynolds number resulting from the nondimensionalization of the equations.

## Low Mach Number Preconditioning

The software for solving Eq. 3.1 is reliable for flows with Mach numbers approximately higher than 0.3 . In various cases, a wide range of velocity values appears in the flow field which results in high and low values of Mach number. For instance, during the analysis of the flow around a blade, areas where the flow can be considered as incompressible may appear while, in other areas, compressibility phenomena are important. Hence, the algorithms for solving compressible flows when Mach number is close to zero appear to face convergence difficulties by even damaging the accuracy of the solution. The difficulty of numerically solving the equations is connected with the major difference between the velocity of the fluid and the velocity of the acoustic waves.

Aiming at possessing a single CFD analysis software for all flow speeds, the lowMach number preconditioning is applied to an existing software for the solution of the compressible flow equations. It ensures faster convergence for very low Mach numbers, allows the solution even in cases in which the non-preconditioned equations fail and provides smooth solution at singular areas such as in the vicinity of the leading and trailing edges. Hence, Eq. 3.1 is altered and given by:

$$
\begin{equation*}
\Gamma_{n m}^{-1} \frac{\partial U_{m}}{\partial t}+\frac{\partial f_{n k}^{i n v}}{\partial x_{k}}-\frac{\partial f_{n k}^{v i s}}{\partial x_{k}}=0 \tag{3.4}
\end{equation*}
$$

where $\Gamma_{n m}$ is the preconditioning matrix, given in Eq. 3.5, used to stabilize the system of PDEs and lead to a robust numerical solution, by giving appropriate values to the parameters $\alpha^{\prime}$ and $\beta^{\prime}$.

$$
\Gamma_{n m}=\left[\begin{array}{ccccc}
1+\frac{1}{2}|\vec{u}|^{2} \kappa & -\kappa u_{1} & -\kappa u_{2} & -\kappa u_{3} & -\kappa  \tag{3.5}\\
\frac{1}{2}|\vec{u}|^{2} \kappa u_{1} & 1-\kappa u_{1}^{2} & -\kappa u_{1} u_{2} & -\kappa u_{1} u_{3} & -\kappa u_{1} \\
\frac{1}{2}|\vec{u}|^{2} \kappa u_{2} & -\kappa u_{1} u_{2} & 1-\kappa u_{2}^{2} & -\kappa u_{2} u_{3} & -\kappa u_{2} \\
\frac{1}{2}|\vec{u}|^{2} \kappa u_{3} & -\kappa u_{1} u_{3} & -\kappa u_{2} u_{3} & 1-\kappa u_{3}^{2} & -\kappa u_{3} \\
-\frac{1}{2}|\vec{u}|^{2}[1-\delta] & {[1-\delta] u_{1}} & {[1-\delta] u_{2}} & {[1-\delta] u_{3}} & -\delta
\end{array}\right]
$$

where $\kappa=(\gamma-1) \beta^{\prime}, \delta=\alpha^{\prime}+\frac{1}{2}|\vec{u}|^{2}(\gamma-1) \beta^{\prime}, \alpha^{\prime}=\min \left(1, M^{2}\right), \beta^{\prime}=\frac{-(1-\alpha \prime)}{c^{2}}, M$ is the Mach number and $c$ is the speed of sound.

For further details on this topic, the reader is referred to [8] and [11].

## Incompressible Flow Equations

In incompressible flows, the flow speed is insignificant compared with the speed of sound of the fluid medium, $V \ll c$. This results in:

$$
\begin{equation*}
M=\frac{V}{c} \stackrel{V \ll c}{\Longrightarrow} M \ll 1 \tag{3.6}
\end{equation*}
$$

For low values of the Mach number, high velocity variations are required to produce a variation in the density, thus the flow tends to be incompressible. Practically, the incompressible behavior of the flow occurs for $M<0.3$ which corresponds to a change in density lower than $10 \%$. In fluid mechanics, incompressible flow refers to a flow in which the material density $\rho$ is constant in an infinitesimal volume that moves with the flow velocity, called fluid parcel. Incompressible flow does not imply that the fluid itself is incompressible. Even compressible fluids at low speeds can, to a good approximation, be modeled by an incompressible flow model.

Additionally, the flow is assumed to be isothermal and the last of Eqs. 3.1, the energy equation, is identically satisfied. Hence, the terms of Eq. 3.2 become:

$$
f_{n k}^{i n v}=\left[\begin{array}{c}
u_{k}  \tag{3.7}\\
u_{1} u_{k}+\frac{p}{\rho} \delta_{1 k} \\
u_{2} u_{k}+\frac{p}{\rho} \delta_{2 k} \\
u_{3} u_{k}+\frac{p}{\rho} \delta_{3 k}
\end{array}\right], f_{n k}^{v i s}=\left[\begin{array}{c}
0 \\
\tau_{1 k} \\
\tau_{2 k} \\
\tau_{3 k}
\end{array}\right]
$$

The unknown flow variables are: $U_{n}=\left[\frac{p}{\rho} u_{1} u_{2} u_{3}\right]$ where $p / \rho$ is the kinematic pressure, if density is assumed constant and $u_{m}(m=1,2,3)$ are the velocity components.

The stress tensor is now expressed as:

$$
\begin{equation*}
\tau_{k m}=\frac{v+v_{t}}{R e}\left(\frac{\partial u_{k}}{\partial x_{m}}+\frac{\partial u_{m}}{\partial x_{k}}\right) \tag{3.8}
\end{equation*}
$$

since the velocity divergence vanishes due to the continuity equation. $v$ is the kinematic viscosity and $v_{t}$ the eddy viscosity. For further details, the reader is referred to [2] and [8].

## The k- $\omega$ SST Turbulence Model

In this diploma thesis, all applications are simulated using the $\mathrm{k}-\omega$ SST [9], [10] turbulence model, implemented in the PUMA solver. The PUMA solver also supports other turbulence models such as the Spalart-Allmaras [19]. The k- $\omega$ SST turbulence model is a two-equation eddy-viscosity model. The eddy viscosity is given by:

$$
\begin{equation*}
v_{t}=\frac{\mu_{t}}{\rho}=\frac{a_{1} k}{\max \left(a_{1} \omega, S F_{2}\right)} \tag{3.9}
\end{equation*}
$$

where $k$ is the turbulent kinetic energy:

$$
\begin{equation*}
\frac{\partial(\rho k)}{\partial t}+\frac{\partial\left(\rho u_{j} k\right)}{\partial x_{j}}=\bar{P}_{k}-b^{*} \rho k \omega+\frac{\partial}{\partial x_{j}}\left[\left(\mu+\sigma_{k} \mu_{t}\right) \frac{\partial k}{\partial x_{j}}\right] \tag{3.10}
\end{equation*}
$$

and $\omega$ is the specific dissipation rate:

$$
\begin{equation*}
\frac{\partial(\rho \omega)}{\partial t}+\frac{\partial\left(\rho u_{j} \omega\right)}{\partial x_{j}}=\frac{a}{v_{t}} \bar{P}_{k}-b \rho \omega^{2}+\frac{\partial}{\partial x_{j}}\left[\left(\mu+\sigma_{\omega} \mu_{t}\right) \frac{\partial \omega}{\partial x_{j}}\right]+2\left(1-F_{1}\right) \frac{\rho \sigma_{\omega 2}}{\omega} \frac{\partial k}{\partial x_{i}} \frac{\partial \omega}{\partial x_{i}} \tag{3.11}
\end{equation*}
$$

Auxiliary relations are given below:

$$
\begin{equation*}
F_{2}=\tanh \left[\left[\max \left(\frac{2 \sqrt{k}}{b^{*} \omega y}, \frac{500 v}{y^{2} \omega}\right)\right]^{2}\right] \tag{3.12}
\end{equation*}
$$

A production limiter is used in the SST model to prevent the build-up of turbulence in stagnation regions:

$$
\begin{gather*}
\bar{P}_{k}=\min \left(P_{k}, 10 b^{*} \rho k \omega\right)  \tag{3.13}\\
P_{k}=\mu_{t} \frac{\partial u_{i}}{\partial x_{j}}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right)  \tag{3.14}\\
F_{1}=\tanh \left\{\left\{\min \left[\max \left(\frac{\sqrt{k}}{b^{*} \omega y}, \frac{500 v}{y^{2} \omega}\right), \frac{4 \rho \sigma_{\omega 2} k}{c D_{k \omega} y^{2}}\right]\right\}^{4}\right\} \tag{3.15}
\end{gather*}
$$

$F_{1}$ is equal to zero away from the surface and switches over to one inside the boundary layer.

$$
\begin{equation*}
C D_{k \omega}=\max \left(2 \rho \sigma_{\omega 2} \frac{1}{\omega} \frac{\partial k}{\partial x_{i}} \frac{\partial \omega}{\partial x_{i}}, 10^{-10}\right) \tag{3.16}
\end{equation*}
$$

where $y$ is the distance from the field point to the nearest wall and $S$ is the invariant measure of the strain rate.

Each of the constants is a blend of an inner, 1 , and outer, 2, constant using:

$$
\begin{equation*}
\varphi=\varphi_{1} F_{1}+\varphi_{2}\left(1-F_{1}\right) \tag{3.17}
\end{equation*}
$$

Coefficients are given bellow:

$$
\begin{gather*}
a_{1}=\frac{5}{9}, \quad a_{2}=0.44, \quad b_{1}=\frac{3}{40}, \quad b_{2}=0.0828, \quad b^{*}=\frac{9}{100}  \tag{3.18}\\
\sigma_{k 1}=0.85, \quad \sigma_{k 2}=1, \quad \sigma_{\omega 1}=0.5, \quad \sigma_{\omega 2}=0.856
\end{gather*}
$$

## Boundary Conditions

In order to solve the system of PDEs of Eqs. 3.1, 3.11 and 3.12, appropriate boundary conditions should be defined and implemented. The GPU solver is equipped with a wide range of boundary condition options. In this section, the boundary conditions used in the numerical prediction of flows through stator blades are presented.

Along pairs of periodic boundaries, appropriate periodic conditions are imposed. In case of peripheral rows, two points are periodically paired if their projections on the meridional plane coincide and their circumferential position differs by the blade row pitch. Between paired points all scalar quantities are the same, while every vector and tensor quantity is rotated by the row pitch. Wall, inlet and outlet boundary conditions are analyzed separately as follows.

## Wall Boundary Conditions:

The velocity is set equal to the wall velocity which is zero for a stator:

$$
\begin{equation*}
u_{k}=0, k=1,2,3 \tag{3.20}
\end{equation*}
$$

The boundary wall conditions used for the turbulence model [9], [10] are given by:

$$
\begin{gather*}
\omega_{\text {wall }}=10 \frac{6 v}{b_{1} y_{w}^{2}}  \tag{3.21}\\
k_{\text {wall }}=0 \tag{3.22}
\end{gather*}
$$

where $y_{w}$ is the distance between the wall and the first node off the wall.

## Inlet Boundary Conditions:

At the inlet of the domain, total pressure $P_{t}$, total temperature $T_{t}$ and inlet velocity direction are specified as radial distributions. The inlet velocity direction is given in terms of angles $\alpha$ and $\beta$ in a cylindrical coordinate system. The inlet velocity components are written in the form:

$$
\begin{gather*}
u_{1}=|V| \sin \alpha \\
u_{2}=|V| \cos \alpha \sin \beta  \tag{3.23}\\
u_{3}=|V| \cos \alpha \cos \beta
\end{gather*}
$$

Thus, angles $\alpha, \beta$ and the velocity magnitude $V$ are specified by the user. $u_{1}$ is the radial velocity $u_{r}, u_{2}$ is the peripheral $u_{\theta}$ and $u_{3}$ the axial $u_{z}$. In the PUMA solver, the flow equations are solved with reference to the Cartesian coordinate system. Hence, the velocity components in cylindrical coordinates ( $r, \theta, z$ ) of Eq. 3.23 are transformed to Cartesian. Specifically, Finally, turbulence intensity $I=u^{\prime} / U$ and viscosity ratio $v_{t} / v$ should also be defined. In turbulence intensity $I, u^{\prime}$ is the root-mean-square of the velocity fluctuations given as $u^{\prime}=\sqrt{\frac{1}{3}\left(u_{x}^{\prime 2}+u_{y}^{\prime 2}+u_{z}^{\prime 2}\right)}$ and $V$ is the mean velocity computed by the three mean velocity components as $U=$ $\sqrt{u_{x}^{2}+u_{y}^{2}+u_{z}^{2}}$.

The inlet boundary conditions, used when solving the incompressible flow equations, distributed over the radial height are:

- Velocity magnitude $V$, in $m / s$, from the measurement data
- Whirl angle $a$, in degrees, from the measurement data
- Pitch angle $\beta$, in degrees, from the measurement data
- Turbulence intensity $I=u^{\prime} / U=0.05$ constant
- Viscosity ratio $v_{t} / v=20$ constant as explained in Section 7.1

Angles $\alpha$ and $\beta$ are defined as seen in Fig. 3.1.


Figure 3.1: Definition of angles $\alpha$ and $\beta$.

The inlet boundary conditions of the turbulence model for both compressible and incompressible flow are:

$$
\begin{align*}
& k_{i n}=\frac{3}{2}\left(I u_{i n}\right)^{2}  \tag{3.24}\\
& \omega_{i n}=\frac{k_{i n}^{1 / 2}}{c_{\mu} L} \tag{3.25}
\end{align*}
$$

where $L$ is the chord length and $c_{\mu}=0.09$ is a constant.

## Outlet Boundary Conditions:

At the outlet, one quantity at each node must be specified and the remaining ones are extrapolated from the interior. The specified quantity is mass flow which is equal to $9.5 \mathrm{~kg} / \mathrm{s}$, full annulus. By taking the number of blades, $n=15$, into consideration the outlet condition of mass flow of the CFD solver per passage is: $9.5 / 15=0.6333 \mathrm{~kg} / \mathrm{s}$. From the mass flow, the velocity of the fluid is calculated and set at each node.

### 3.2 The GPU-enabled CFD Solver PUMA

In order to predict the flow field in a turbomachinery blade passage, the compressible GPU enabled flow solver PUMA, developed by the PCOpt/NTUA is used [2]. This software numerically solves the Navier-Stokes equations along with the turbulence model equations in a computational domain, using the vertex-centered, finite volume method on unstructured grids consisting of tetrahedra, pyramids, prisms and hexahedra. Structured or matching block structured grids like the ones presented in this diploma thesis, are treated by PUMA as unstructured.

In the system of PDEs formed by Eqs. 3.1, 3.11 and 3.12, the hyperbolic character of the terms dominates over the elliptic. Consequently, these equations are solved using a time-marching technique. Hence, the pseudo-time step $\tau$ is defined. At each pseudotime step the system of equations is linearized, discretized and solved for the correction of the field variables for the next pseudo-time step. In case of timedependent problems, the time derivative remains in the initial equations and the pseudo-time derivative is artificially added. The system of equations is linearized and then marched in time, with intermediate pseudo-time steps. In case of the incompressible flow equations, time marching techniques are not directly applicable. Consequently, methods such as the artificial compressibility method can be used.

In order to solve the system of Eqs. 3.1, 3.11 and 3.12, discretization is applied. A finite volume is formed around each mesh node at real-time step by connecting the edge midpoints, face centers and element barycenters of the edges, faces and elements attached to this node, respectively. The discretization of the inviscid terms is made using Roe's approximate Riemann solver [18] while the viscous terms are discretized
using a $2^{\text {nd }}$ order central difference scheme involving all neighbours. After discretizing all terms of Eqs. 3.1, 3.11 and 3.12, a new system of equations is created which is solved using the explicit multi-stage Runge-Kutta method with residual smoothing using the point-implicit Jacobi method which does not require synchronizations in each iteration when the solution of the system is parallelized on GPUs.

The implementation of PUMA on GPUs provides a remarkable speed-up in comparison with CPU implemented software, reducing the turnaround time of a CFD evaluation. Specifically, the implementation on GPUs is approximately 40 times faster than the CPUs, comparing one card against one core. The GPUs that were used are NVIDIA Tesla K40. For further details on the topic, the reader is referred to [2].

## Chapter 4

## Blading Parameterization - GMTurbo, RPT \& GAT

### 4.1 GMTurbo - Turbomachinery Blade Parameterization

In order to design and optimize the shape of blading, accurate geometrical representation is required and it is done by parameterization. Parameterization is the process of composing geometry according to an algorithm, by firstly determining a set of design variables that correspond to the input to this algorithm. The blade parameterization this thesis is based upon is an intuitive method that exploits fundamental notions of turbomachinery to represent a blade. This method is developed and used by the PCOpt/NTUA in the GMTurbo parameterization software [2] and is presented in detail in this section. This software takes the necessary input values and returns the NURBS surface representations of the two sides of a $3 D$ blade, PS and SS, in a neutral CAD format such as IGES, as seen in Fig. 4.1.


Figure 4.1: The GMTurbo generates the CAD compatible geometry of the blade.
The implementation of the geometric shapes needed throughout the parameterization is carried out using parametric NURBS curves and surfaces.

The first step of the parameterization procedure is to create the meridional contour of the turbomachine. For a blading that revolves around the $z$-axis, the meridional contour is an $(r, z)$ projection of the axisymmetric parts of the blade, namely, the inlet and outlet planes, the hub and shroud and the LE and TE trace as the turbomachine revolves. These parts, being axisymmetric, exhibit symmetry around the $z$-axis, thus can fully be represented on the ( $r, z$ ) plane and, then, by revolution by a certain angle $\theta$ around the $z$-axis, converted into $(x, y, z)$ coordinates through:

$$
\begin{equation*}
(x, y, z)=(r \cos \theta, r \sin \theta, z) \tag{4.1}
\end{equation*}
$$

Therefore, the first step is the definition of six meridional $(r, z)$ NURBS curves. Namely, two meridional boundary curves, inlet and outlet, two meridional generatrices, hub and shroud and two meridional edge curves, LE and TE as shown in Fig. 4.2.

To make it possible to superpose information about the metal angles and thickness profiles, at different spanwise positions of the blade, projected streamlines are computed as a linear interpolation between the hub and shroud generatrices, defined in the previous step. It is noted that the word "streamwise" refers to a distribution of data from inlet to outlet, while spanwise refers to a distribution from hub to shroud. Therefore, the blade can be seen as a combination of streamwise and spanwise distributions of data. The blade meridional contour is given by:

$$
\begin{equation*}
h(u, v)=(r(u, v), z(u, v)) \tag{4.2}
\end{equation*}
$$

where shroud, hub, inlet, outlet, LE and TE are given by $h(u, 0), h(u, 1), h(0, v)$, $h(1, v), h\left(u_{L E}, v\right)$ and $h\left(u_{T E}, v\right)$, respectively.


Z
Figure 4.2: Meridional contour of the TU Berlin stator blade. The streamline projections - purple lines lie between hub and shroud.

Each projected streamline $h\left(u, v_{0}\right)=\left(r\left(u, v_{0}\right), z\left(u, v_{0}\right)\right)$ corresponds to a revolved surface as shown in Fig. 4.3 by adding the angle $\theta$ using Eq. 4.1.

## Conformal Mapping:

Every surface can be described by two parameters, using a transformation from $3 D$ coordinates to a $2 D$ plane. Hereupon, the conformal mapping is introduced. It is known that a $3 D$ surface of revolution can be mapped onto the $2 D(m, \theta)$ plane through the transformation of:

$$
\begin{equation*}
\Phi\left(v_{0}\right):\left(r\left(u, v_{0}\right) \cos \theta, r\left(u, v_{0}\right) \sin \theta, z\left(u, v_{0}\right)\right) \rightarrow\left(m\left(u, v_{0}\right), \theta\right) \tag{4.3}
\end{equation*}
$$

where $m\left(u, v_{0}\right)$ is given by:

$$
\begin{equation*}
m\left(u, v_{0}\right)=\int_{0}^{u} \frac{\sqrt{r_{u}\left(t, v_{0}\right)^{2}+r_{u}\left(t, v_{0}\right)^{2}}}{r\left(t, v_{0}\right)} d t \tag{4.4}
\end{equation*}
$$

The mapping of Eq. 4.3 is conformal. For more information see Appendix A. The most important property of any conformal mapping is the angle preservation property. Conformal mappings preserve the magnitude and direction of the angle between two curves [4]. This property contributes to a better understanding of the parameterization, considering that the angles defined on the $(m, \theta)$ plane, are preserved on the $(x, y, z)$ surface as well.


Figure 4.3: Surfaces of revolution of the TU Berlin stator that result from the $(r, z)$ streamlines of Fig. 4.2.

## Mean Camber Line Parameterization

At each spanwise position $v_{0} \in[0,1]$, a mean camber line is defined, to add information about the blade's metal angles. The mean camber line is chosen to be represented by a cubic Bézier curve on the $(m, \theta)$ plane. The four control points of the cubic Bézier curve are defined by six parameters that correspond to different angles at the LE and TE of the mean camber line, providing the designer with a better understanding of the mean camber line's slope along the arc length. These are:

- $\theta_{L E}$ and $\theta_{T E}$ are the peripheral positions of the LE and TE, respectively.
- $\beta_{L E}$ and $\beta_{T E}$ are the metal angles. These are the angles between the tangent to the mean camber line at the LE or TE and the meridional direction.
- $\delta_{L E}$ and $\delta_{T E}$ are the angles starting from the chord midpoint and intersection of the tangent lines in LE and TE respectively.

According to Fig. 4.4, the control points $P_{0}, P_{1}, P_{2}$ and $P_{3}$ are functions of $\theta_{L E}, \theta_{T E}$, $\beta_{L E}, \beta_{T E}, \delta_{L E}$ and $\delta_{T E}$ given by:

$$
\begin{align*}
& P_{0}=\left(m_{L E}, \theta_{L E}\right)  \tag{4.5}\\
& P_{3}=\left(m_{T E}, \theta_{T E}\right) \tag{4.6}
\end{align*}
$$

where $m_{L E}=m\left(u_{L E}, v_{0}\right)$ and $m_{T E}=m\left(u_{T E}, v_{0}\right)$ from Eq. 3.4.


Figure 4.4: Definition of control points of a cubic Bézier mean camber line, from angles $\theta_{L E}, \theta_{T E}, \beta_{L E}, \beta_{T E}, \delta_{L E}$ and $\delta_{T E}$.

Using the $\delta_{L E}$ and $\delta_{T E}$ angles, control points $P_{1}$ and $P_{2}$ are given as solution to the systems of the following two equations:

$$
\begin{align*}
& \left(P_{1}-M\right) \cdot\left(P_{0}-M\right)=\cos \delta_{L E}\left\|P_{1}-M\right\| \cdot\left\|P_{0}-M\right\|  \tag{4.7}\\
& \left(P_{2}-M\right) \cdot\left(P_{3}-M\right)=\cos \delta_{T E}\left\|P_{2}-M\right\| \cdot\left\|P_{3}-M\right\| \tag{4.8}
\end{align*}
$$

where $M$ is the midpoint of the $P_{0} P_{3}$ chord.

Through this cubic Bézier parameterization, spanwise distributions of $\theta_{L E}, \theta_{T E}, \beta_{L E}$, $\beta_{T E}, \delta_{L E}$ and $\delta_{T E}$ are defined, producing the mean camber line for each spanwise position as in Fig. 4.5.


Figure 4.5: Spanwise mean camber lines of the TU Berlin stator, defined on the ( $m, \theta$ ) plane (top) and transformed to the $3 D$ space through Eq. 4.3 (bottom). Each mean camber line lies on the corresponding surface of revolution.

## Blade Thickness Profiles

By determining the mean camber line on each surface of revolution, a skeleton of the blade has been defined. The superposition of streamwise thickness profiles, along each spanwise position of the blade, creates the final blade. The thickness profile is imposed in two steps, to increase flexibility. First, the normalized thickness profile $\hat{t}$ with respect to the normalized arc-length $s$ of the mean camber line is defined separately for the pressure and suction sides. Then, a thickness factor $t_{f}$, that scales the thickness profiles, is specified for each profile, resulting to a thickness distribution at each spanwise position $v_{0} \in[0,1]$ given by:

$$
\begin{align*}
t^{P S}\left(s, v_{0}\right) & =\hat{t}^{P S}\left(s, v_{0}\right) t_{f}^{P S}\left(v_{0}\right)  \tag{4.9}\\
t^{S S}\left(s, v_{0}\right) & =\hat{t}^{S S}\left(s, v_{0}\right) t_{f}^{S S}\left(v_{0}\right)
\end{align*}
$$



Figure 4.6: The blade of the TU Berlin stator without thickness - mean camber surface on the left, composed by interpolation of the mean camber lines in the $3 D$ space. On the right, the thickness profiles are presented.

Having determined a mean camber line $\mu_{m \theta}$ for the spanwise section on the ( $m, \theta$ ) plane, the imposition of the thickness profiles requires the computation of the normal vector $\hat{n}_{m \theta}\left(s, v_{0}\right)$ at each normalized arc length $s$ point of the mean camber line and the application of the equation to both PS and SS with the appropriate sign as seen bellow:

$$
\begin{align*}
& c_{m \theta}^{P S}\left(s, v_{0}\right)=\mu_{m \theta}\left(s, v_{0}\right) \pm n_{m \theta}\left(s, v_{0}\right) \frac{t^{P S}\left(s, v_{0}\right)}{r^{2}\left(m\left(s, v_{0}\right)\right)}  \tag{4.10}\\
& c_{m \theta}^{S S}\left(s, v_{0}\right)=\mu_{m \theta}\left(s, v_{0}\right) \mp n_{m \theta}\left(s, v_{0}\right) \frac{t^{S S}\left(s, v_{0}\right)}{r^{2}\left(m\left(s, v_{0}\right)\right)}
\end{align*}
$$

where $r\left(m\left(s, v_{0}\right)\right)$ is the corresponding radius of the $(m, \theta)$ point $\mu_{m \theta}\left(s, v_{0}\right)$ of the mean camber line, through $\Phi^{-1}\left(v_{0}\right)$ and is used to transform the length $t\left(s, v_{0}\right)$ of the $3 D$ space to a length on the $(m, \theta)$ plane. For more information see Appendix A. These airfoil curves given in Eq. 4.10 are mapped back onto the $(x, y, z)$ coordinates, through $\Phi^{-1}\left(v_{0}\right)$, to create the $3 D$ skeleton of the blade seen in Fig. 4.6.

The final step is the skinning of the two sides, in order to create two NURBS surfaces, using an algorithm that passes a smooth surface through a set of curves, giving rise to the final $3 D$ blade as in Fig. 4.7.


Figure 4.7: The final skinned blade surface.
The final collection of surfaces is exported in neutral CAD format such as IGES.

## Leading and Trailing Edge Shapes

In GMTurbo parameterization, after having drawn the pressure and suction side, the shapes of the LE and TE must be defined. There are many available options as seen in Fig. 4.8.


Figure 4.8: Different types of edges which can be produced either for the leading or the trailing edge of a blade. (a) Sharp edge (b) Blunt edge (c) Wedge type edge (d) Dovetail type edge (e) Circular arc edge is created by extending the blade sides and fitting a circle of specified radius between them. (f) General smooth edge, from [2].

### 4.2 Reverse Parameterization Tool (RPT)

A CFD grid is a common but unhandy form of representation of a blade's shape, since, in terms of design, it is not easy to modify the geometry given in grid form. It is thus essential that it is converted to a more useful CAD form, so that changes in the geometry can be made. In this diploma thesis, the CAD representation is the blade design parameterization GMTurbo. A software to transform a CFD grid into a GMTurbo compatible form is used in this thesis and presented in this chapter This software was developed in [6]. The process is presented in Fig. 4.9.


Figure 4.9: RPT uses information provided by the CFD Grid in order to compute the input parameters of GMTurbo.

A $3 D$ CFD grid includes the following information:

- $(x, y, z)$ nodal coordinates.
- The connectivity of these nodes.
- The boundary patches of the volume grid, namely surface patches formed by the nodes that have already been defined. These are the patches where the boundary conditions must be applied by the CFD solver.

The RPT is used to reparameterize structured surface grids, composed by quads. The boundary patches of these grids must be in a standardized format and contain the following:

- An Inlet and an Outlet Patch where the CFD solver applies the inlet and outlet boundary conditions.
- Wall Patches: solid boundaries where the wall boundary conditions are applied. These usually are hub and shroud patches, pressure and suction side patches. In turbomachinery CFD grids, wall patches might be rotating with the exception of the shroud that is usually stationary or the stationary blades.
- Periodic Patches. In case the CFD domain has a periodic repeating geometry and flow field.

The patches of the CFD grid, used in this thesis, can be seen in Fig. 4.10.


Figure 4.10: Patches of the CFD grid used for the analysis of the TU Berlin stator blading.

Starting with a turbomachinery surface grid like the one presented above, a back-toCAD method, converting the CFD grid into a set of geometric parameters, compatible with the GMTurbo input parameters, is described below. The meridional contour, mean camber lines and thickness profiles of the existing grid are to be computed.

## Meridional Contour of the Grid

The first step is the computation of the meridional contour. Having the surface grid of the meridional patches, hub, shroud, inlet and outlet, the ( $r, z$ ) generatrices of each meridional surface are computed. The edge between the surface grid of a meridional patch with one of the periodic patches, as seen in Fig. 4.11 and Fig. 4.12, is a node representation of one generatrix of the meridional surface in $(x, y, z)$ coordinates. Projecting this generatrix onto the ( $r, z$ ) plane using

$$
\begin{gather*}
r=\sqrt{x^{2}+y^{2}}  \tag{4.11}\\
z=z
\end{gather*}
$$

produces the meridional projection of hub, shroud, inlet and outlet patches. Also, projecting the grid edges that correspond to the LE and TE onto the $(r, z)$ plane, produces the meridional curves of the two edges. The hub and shroud generatrices are, then, approximated by a NURBS curve. The user defines the degree and the number of control points of the NURBS curve.


Figure 4.11: The CFD surface grid and the patches namely hub (black), shroud (black), inlet (red) and outlet (green) are shown.

Next, a user-defined number of $N^{\prime}$ spanwise generatrices are generated. Having the NURBS curves of hub and shroud at the meridional plane, in $(r, z)$ coordinates, in order to produces intermediate streamlines in NURBS representation, a linear interpolation of the control points is used. After defining the $N^{\prime}$ generatrices, the operations take place for each spanwise generatrix, thus the following are applied to each and every spanwise generatrix, in order to attain spanwise distributions of data.

## Mean Camber Line and Thickness Data Computation

Based on the $(r, z)$ NURBS curve of the $N^{\prime t h}$ generatrix, a revolved surface in the $(x, y, z)$ space and the $\Phi$ transformation function to the $(m, \theta)$ plane are generated. A NURBS revolved surface that rotates around the $z$-axis to a certain angle $\theta$, can be computed using a single ( $r, z$ ) NURBS generatrix. Rotating this generatrix's control points at discrete angles from 0 to $\theta$, leads to sets of control points of type ( $r, \theta_{i}, z$ ). These control points generate a NURBS revolved surface with angle of revolution $\theta$, the generatrix of which is the initial $(r, z)$ generatrix. The Cartesian representation of the $(r, z)$ surface points is given by:

$$
\begin{equation*}
(x, y, z)=(r \cos \theta, r \sin \theta, z) \tag{4.12}
\end{equation*}
$$

Using the $N^{\prime t h}(r, z)$ generatrix a transformation function $\Phi$ that maps every $(r, \theta, z)$ point of the revolved surface to the $(m, \theta)$ plane can be computed.

The revolved surfaces of the spanwise generatrices, between hub and shroud and the grid of the blade that lies within hub and shroud and intersects the spanwise revolved surfaces can be seen in Fig. 4.13:


Figure 4.13: Revolved surfaces of the spanwise generatrices, between hub and shroud and grid of the blade within hub and shroud that intersects the revolved surfaces.

## Pressure and Suction blade sides:

The intersection between the blade grid and the revolved surface produced results in the definition of the pressure and suction side curves that lie on the revolved surface. Additionally, the intersection points between a structured surface grid, consist of quads and the NURBS surface that intersects it, are found. These points lie on both the revolved surface and the blade, resulting to a set of points such as in Fig. 4.14. This method is described in detail in [6].

Having the blade airfoil $(x, y, z)$ points in the $3 D$ space and using the transformation function $\Phi$, seen in Eq. 4.3, that has also been defined by knowing the ( $r, z$ ) generatrix, the blade $(x, y, z)$ points can be transformed to $(m, \theta)$ coordinates. The analysis changes from the $3 D$ Cartesian space to the $(m, \theta)$ plane as seen in Fig. 4.15. The $(m, \theta)$ points of the two sides of the airfoil are approximated with two NURBS curves in order to achieve a continuous representation of the two sides. To do so, a NURBS constrained approximation algorithm was used, so that the resulting curves respect the continuity of first derivative at the LE. This method is described in detail in [6].


Figure 4.14: Discrete points (in red) of the blade grid that lie on the surfaces of revolution.

m
Figure 4.15: The points of Fig. 4.14 transformed into the $(m, \theta)$ plane and approximated by NURBS curves, creating spanwise airfoils on the $(m, \theta)$ plane.

## Mean Camber Line:

The mean camber line of an existing blade airfoil, on a $2 D$ plane, is computed as the exact mean camber line according to the following definition; a line joining the leading and trailing edges of an airfoil equidistant from the upper and lower surfaces. This method is described in detail in [6].

To produce a mean camber line compatible with a four point Bézier representation, the exact mean camber line points are approximated using a cubic Bézier curve that is referred to as the four point mean camber line. A cubic Bézier approximation technique enforced with constraints is used to approximate the exact mean camber line points, while preserving through constraints, the endpoints, LE and TE preservation and endpoint tangents such as the metal angles preservation of the airfoil. This method is described in detail in [6]. The exact and the cubic Bézier mean camber lines are given in Fig. 4.16.


Figure 4.16: The exact (green) and cubic Bézier (purple) mean camber lines of the TU Berlin stator blades. The blade airfoil contour is also shown in light blue and yellow.

Having computed the cubic Bézier mean camber line, $P_{0}, P_{1}, P_{2}$ and $P_{3}$, the angles $\theta$, $\beta$ and $\delta$ are computed using:

$$
\begin{gather*}
\theta_{L E}=P_{0, \theta}, \theta_{T E}=P_{3, \theta}  \tag{4.13}\\
\beta_{L E}=\operatorname{atan}\left(\frac{P_{1, \theta}-P_{0, \theta}}{P_{1, m}-P_{0, m}}\right), \beta_{T E}=\operatorname{atan}\left(\frac{P_{2, \theta}-P_{3, \theta}}{P_{2, m}-P_{3, m}}\right)  \tag{4.14}\\
\delta_{L E}=\operatorname{acos}\left(\frac{\overrightarrow{M P_{1}} \cdot \overrightarrow{M P_{0}}}{\left|\overrightarrow{M P_{1}}\right|\left|\overrightarrow{M P_{0}}\right|}\right), \delta_{T E}=\operatorname{acos}\left(\frac{\overrightarrow{M P_{2}} \cdot \overrightarrow{M P_{3}}}{\left|\overrightarrow{M P_{2}}\right|\left|\overrightarrow{M P_{3}}\right|}\right) \tag{4.15}
\end{gather*}
$$

Equations 4.13, 4.14, 4.15 applied to each spanwise four point mean camber line, result to spanwise distributions of the angles $\beta, \theta$ and $\delta$ as in Fig. 4.17.




Figure 4.17: Spanwise distributions of the angles $\beta, \theta$, and $\delta$ of the TU Berlin stator. The discrete green points are extracted from the surface grid, for every spanwise position. Then, a NURBS curve interpolation provides the continuous spanwise distribution of the angles (purple lines).

## Thickness Profiles:

In order to complete the reparameterization of the blade grid, last step is to compute the thickness profiles that are a combination of the non-dimensional streamwise thickness profiles for each spanwise position and the spanwise thickness factor distribution. Having the PS and SS NURBS representations and the mean camber line cubic Bézier representation, the normal distances of the mean camber line to both sides are computed, resulting to the two thickness profiles $t(u)$ described in Eq. 4.9. Then, dividing each profile with its maximum value that is the thickness factor of the profile, $t_{f}(v)$ seen in Fig. 4.18, leads to the non-dimensional thickness profiles $\hat{t}(u)$ seen in Fig. 4.19.


Figure 4.18: Spanwise thickness factor distributions of the TU Berlin stator blade.


Figure 4.19: Streamwise thickness profiles of the TU Berlin stator blade.

## Validation of the RPT

The RPT is validated in this section. The results demonstrate the level of accuracy in geometry terms. The parameterized basic geometry is studied and presented in order to highlight the capabilities of the RPT. The initial and reparameterized geometry are plotted together in Fig. 4.20.


Figure 4.20: Initial (grey) and reparameterized (red) geometry of the TU Berlin stator plotted together, using $N^{\prime}=5$ generatrices in the reparameterization.

In order to quantify the deviation between the two blades of Fig 4.20, the field of $d$ is defined by:

$$
\begin{equation*}
\Delta=\sqrt{\Delta x^{2}+\Delta y^{2}+\Delta z^{2}} \tag{4.16}
\end{equation*}
$$

where $\Delta x, \Delta y, \Delta z$ is the $x, y, z$ distance between initial nodal positions and the corresponding positions on the reparameterized blade. The results of such a comparison can be seen in Fig. 4.21. It is obvious that the accuracy of the reparameterization is strongly connected to the number of generatrices chosen for the reparameterization.


Figure 4.21: Deviation of the two blades in $m$, using $N^{\prime}=5$ generatrices in the reparameterization. The blade chord length is approximately 0.180 m and it is repeated for comparison.

By comparing the two geometries, the initial and the reparameterized, as seen in Fig. 4.20 and 4.21 the conclusion is they differ by very little and this deviation can be reduced further by changing some parameters of the process.

### 4.3 Grid Adaptation Tool (GAT)

The back-to-CAD method presented in Section 4.2 generates a geometry that can be easily modified and optimized, by altering the CAD design variables of GMTurbo. However, through this transformation, the nodal representation is lost, when modifying the CAD parameters. To make it possible to perform CFD simulations on the modified CAD geometry a grid has to be generated around the geometry. To avoid mesh generation, the initial grid is exploited. A surface grid adaptation tool, GAT, developed in [6], that adapts the initial CFD grid to the reparameterized CAD geometry is used in this diploma thesis combined with the $2 D$ and $3 D$ Spring Analogy Morphers developed by the PCOpt/NTUA in [3], as seen in Fig. 4.22.


Figure 4.22: To create a grid around the reparameterized surface, GAT is used. This adapts the initial surface grid to the CAD geometry. Then, the volume grid is displaced to fit to the adapted surface grid, using the $3 D$ spring analogy technique.

The GAT used in this thesis, adapts the initial surface grid to the CAD geometry. The method takes advantage of the availability of an initial grid that is taken for granted in this thesis to generate a new one around the CAD geometry. It is performed in two steps. First, the surface grid of the reparameterized wall patches is computed; by projecting the initial CFD surface nodes onto the reparameterized NURBS surfaces, for the various wall patches namely Hub, Shroud, Pressure Side and Suction Side as seen in Fig. 4.23. The structure and connectivity of the surface grid are maintained and only the coordinates of the nodes are adapted to the reparameterized and consequently slightly changed, surface shape. Then, the volume grid of the whole CFD domain is morphed with reference to the displacement of the surface grids computed in the previous step.


Figure 4.23: Wall patches of the blade grid of the TU Berlin stator.

## Step 1: Surface Grid Adaptation

To compute the surface grid of the reparameterized geometry of each patch, the wall patch nodes of the initial grid are projected onto the corresponding NURBS surfaces, obtaining a $2 D$ representation of each surface. Then, in $2 D$ coordinates, the necessary morphing is performed and the morphed $2 D$ grid is, then, transformed back to $3 D$ coordinates.

GAT uses the initial mesh and the NURBS curves of the wall patches resulted from the GMTurbo, seen in Fig. 4.24, to create a new mesh with the same connectivity as the initial but node coordinates adapted to the parameterization surfaces.


Figure 4.24: Initial mesh (left) and the NURBS curves of the wall patches resulted from the GMTurbo (right).

The patches are separated into two categories:

- In the first category, the PS and SS patches are NURBS surfaces, each point of which is represented by two parameters: $(u, v)$.
- The second category includes the patches Hub and Shroud that can be represented from a NURBS revolved surface each point of which can be represented by the NURBS surface $(u, v)$ parameters or the $(m, \theta)$ parameters through the conformal mapping. It is preferable to use the $(m, \theta)$ representation instead of the $(u, v)$ representation of the NURBS revolved surface, since the first preserves the periodicity of the nodes that belong to the periodic patches.

Two nodes in $(x, y, z)$ coordinates, that have a periodic connection, have a specific angular $\theta$ pitch difference. This pitch is preserved when transforming into ( $m, \theta$ ) parameters, maintaining the periodicity of the nodes. Consequently, each one of the four wall patches corresponds to a parametric surface which, by definition, can be represented by two parameters, $(u, v)$ or $(m, \theta)$.

Projecting a single point onto a parametric surface, results to the closest to this $(x, y, z)$ point that also belongs to the parametric surface. The latter can also be described with two parameters $(u, v)$, since it belongs to the parametric surface. Consequently, projecting all the nodes of a wall surface patch to its parametric surface produces a $2 D$ grid of parameters seen in Fig. 4.25 and 4.26. Repeating the procedure for each of the four wall patches, four $2 D$ grids of parameters are computed.


Figure 4.25: The projection of the surface grid onto the NURBS reparameterized surface on the left can be transformed into $2 D(u, v)$ points, resulting to a $2 D$ grid (right figure).


Figure 4.26: The projection of the surface grid onto the NURBS reparameterized revolved surface on the left can be transformed into $2 D(m, \theta)$ points, resulting to a $2 D$ grid (right figure).

However, the edges of the grid are not projected onto the edges of the surface, as seen in Fig. 4.27. To force the surface grid to fit the NURBS surface, a deformation is applied to the $2 D$ parameters of each wall patch computed earlier. The deformation is performed using the $2 D$ Spring Analogy Technique. This software takes a $2 D$ grid, computed earlier by projecting the surface nodes onto parametric surfaces and the $2 D$ position of the edge nodes of the grid as input and distributes the internal nodes, with reference to the edge positions.

The position of the edge nodes can be found with the following technique. The edges of the surfaces are $3 D$ NURBS curves provided by the parameterization, since they are the intersections of NURBS surfaces resulted from GMTurbo, as seen in Fig. 4.27. The edge nodes of the adapted grid must belong to those edge curves. Thus, the edge nodes of the initial grid are distributed onto the $3 D$ edge curve, using the distance distribution they had in the initial grid. Since they belong to the $3 D$ edge curve, they also belong to the wall NURBS surface, thus they are represented by two parameters
provided by the NURBS surface $(u, v)$ or $(m, \theta)$. These edge parameters are given as an input to the $2 D$ spring analogy morpher. The morphing practically slides the nodes on the surface to make the surface grid fit the edges of the NURBS surface as seen in Fig. 4.28.

After morphing the $2 D$ grid, the displaced parameters of the surface nodes are found. It is easy to go back to $3 D$, using the equations of the corresponding surface, $S(u, v)$ for the PS and SS and $\Phi^{-1}$ for hub and shroud, attaining the displaced ( $x, y, z$ ) surface patches.


Figure 4.27: The projection of the mesh onto the NURBS surfaces is not exact, since the edge nodes are not projected onto the real edges of the surface. The need to displace the surface mesh to fit the edges of the parameterization (red line) comes up.


Figure 4.28: The edges according to the reparameterization (black curves) are different than the projections of the edges of the initial grid onto the reparameterized surfaces. Thus, a $2 D$ spring analogy morphing takes place to displace the projected grid (red grid) with respect to the edge positions of the parameterization.

## Step 2: Volume Grid Adaptation

Using the surface wall patches computed in the previous step, a deformation to the initial volume grid can be applied using the $3 D$ spring analogy technique [3], to adapt the internal volume grid, with respect to the position of the surface patches. This deformation results to a volume grid of the reparameterized CAD blade. This grid has the same structure and connectivity as the initial one but is displaced in terms of coordinates as seen in Fig 4.29.


Figure 4.29: The resulting red grid is very close to the initial black of the TU Berlin case, depending on the user defined accuracy selected for the reparameterization that is, the number of generatrices and the number of control points in NURBS approximations.

## GAT used in an EA Optimization

To generate a grid on the GMTurbo geometry, during an EA optimization, the method presented in Section 4.3 is used. However, a part of the method is executed only once, before the optimization begins, as a pre-processing step and the rest is integrated into the optimization workflow and creates the grid for every candidate geometry.

To be more specific, the first part of the method, the projection of the surface nodes onto the NURBS surfaces of the parameterization, is common for every candidate geometry, since it provides the connectivity of the various patches in $2 D$ coordinates. Mapping back to the corresponding NURBS surface of the current EA evaluation, provides the new coordinates of the surface grid. Hence, the $2 D$ parametric grid of each wall patch, seen in Fig. 4.23, is created once, at the beginning of the optimization. It is morphed for each candidate geometry, according to the edge positions of that geometry. The rest of the method follows and is integrated into the EA workflow to be repeated for every candidate geometry.

## Chapter 5

## Optimization Methods

### 5.1 Evolutionary Algorithms - EASY Software

Evolutionary algorithms (EA) are a class of search heuristics that can be applied to many different tasks providing a heuristic-based approach to solving problems. The premise of an EA is based on the process of natural selection. An EA contains four overall steps: initialization, selection, evolution operators, namely mutation and crossover, and termination. These steps each correspond, roughly, to a particular facet of natural selection, and provide easy ways to modularize implementations of this algorithm category. In an EA, fitter members will survive and proliferate, while unfit members will die off and will not contribute to the gene pool of further generations. EAs are controlled by a number of parameters which are crucial for the success and efficiency of the search. The processes of an EA can be seen in Fig. 5.1. More information is given in [11].


Figure 5.1: Processes of an EA.

## Initialization

In order to begin an initial population of solutions is created. The population contains an arbitrary number of possible solutions to the problem, called members. It is often being created randomly or, if some prior knowledge of the task is known, roughly centered on what is believed to be ideal. It is important that the population encompasses a wide range of solutions, because it essentially represents a gene pool. In order to explore many different possibilities over the course of the algorithm, many different genes should be present.

## Parent Selection

Once a population of $\lambda$ members is created, these members, called offspring, are evaluated according to a fitness function. A fitness function is a function that takes in the characteristics of a member and outputs a numerical representation of how viable of a solution it is. The members of the population that correspond to the best values of the fitness function are called parents and are given as $\mu$. After selecting the top members, they are used to create the population of next generation.

## Evolution Operators

This step includes two operators: crossover and mutation. Using the characteristics of the selected parents, new offspring are created that are a mixture of the parents' qualities. Furthermore, a new genetic material should be introduced into the generation. This step is mutation and it is done by changing a small portion of the offspring such that they no longer perfectly mirror subsets of the parents' genes. Mutation typically occurs probabilistically, that is the chance of a child receiving a mutation as well as the severity of the mutation is governed by a probability distribution.

## Termination

Eventually, the algorithm must end. There are two cases in which this usually occurs: either the algorithm has reached some maximum runtime, or the algorithm has reached some threshold of performance. At this point a final solution is selected and returned.

## Multiple Objective Optimization

EAs can also be extended to use many fitness functions. As a result, a set of optimal points is produced instead of a single optimal point. The set of optimal solutions is called the Pareto front and contains elements that are equally optimal in the sense that no solution dominates any other solution in the front. Then, the set is narrowed down to a single solution, based on the context of the problem by the decision maker. The Pareto front of an example case can be seen in Fig. 5.2.


Figure 5.2: Pareto front of an example case.

## Metamodel-Assisted Evolutionary Algorithms:

Optimization based on stochastic methods and, in particular, evolutionary algorithms are currently being used. Despite their advantages, all of the population-based search algorithms require excessive computational time due to the excessive number of candidate solutions which need to be evaluated through costly computational models. The reduction of this computing cost, so as to make stochastic optimization both efficient and effective is an area of active research. Emphasis is laid on techniques which rely approximation models which may substitute for the exact and costly evaluation tool. Possible solution to this problem is the use of Metamodel-Assisted Evolutionary Algorithms (MAEAs) or other methods. MAEAs rely on the smart management of calls to the exact evaluation tool and its metamodel during the evolution, leading to a considerable economy in computational cost. Metamodels serve as surrogate evaluation tools which allow for discerning an approximate ranking of all the population members within any generation. EAs may use metamodels trained on samples selected separately from the evolution, in this case, the metamodel should be updated regularly depending on the deviation between the objective function values computed on the metamodel and the exact tool. On the other hand, EAs assisted by on-line trained metamodels can be used. A locally valid metamodel is constructed on the fly for each new individual, by training it on previously evaluated neighboring individuals. Through the metamodel-based evaluation, a few promising members in each population are identified and only these are to be re-evaluated on the exact tool. This is referred to as the Inexact Pre-Evaluation (IPE) technique. Among the most frequently used metamodels, response surface methods, polynomial interpolation and various types of artificial neural networks, Gaussian processes can be found. For more information on MAEAs the reader is referred to [13], [14] and [24].

The EA software used in this diploma thesis is the EASY platform, developed by the PCOpt/NTUA. The evaluation code is a combination of the parameterization tool, the grid morpher, the CFD solver and the post processor code that computes the objective values from the results of the CFD software as presented in Fig. 1.2.

In this thesis, the geometry of the TU Berlin's compressor blade is given as a CFD grid. Before the optimization begins, the RPT generates the GMTurbo parameterization that describes the given node-based geometry. After specifying a set of the GMTurbo parameters as design variables, the optimization process starts. The sequence of tasks, of Fig. 1.2, is called for every candidate geometry. A surface grid displacement technique is also used in order to perform CFD simulations on the new, slightly different geometry. Finally, post-processors of the CFD results are programmed to compute the objective function values used by EASY.

EASY is a general purpose, high-fidelity software for the search of optimal solutions in single or multi objective problems and has been extensively used in engineering applications. It gives the freedom to the advanced user to specify every aspect of the evolution while it provides presets for the beginner. It supports single and multiple objective function approximation through Artificial Neural Networks for time consuming problems and a rich set of options that may define algorithms such as Genetic Algorithms or Evolution Strategies.

In this thesis, two metamodel-assisted optimization runs of the case presented in Section 8.2 are carried out using the same sets of design variables but in one case the constraints presented in Section 6.1 are taken into consideration while at the other the problem is unconstrained. Radial Basis Function networks are employed as metamodels. The MAEA is based on the Inexact Pre-Evaluation technique. Metamodels are built for each new candidate solution separately using neighbouring data collected during the preceding generations of the EA; therefore, the activation of the IPE is preceded by two generations based exclusively on the exact evaluation tool. After the first two generations have been completed and stored, in each generation the offspring population members are approximated based on a local metamodel and a few of the best among them, based on the metamodel prediction, are re-evaluated on the CFD tool. The metamodels used in this thesis are further accelerated by exploiting the Principal Component Analysis (PCA) of the elite members of the evolving population. PCA is used to guide the application of evolution operators and to train the metamodels faster than other methods. On-line trained metamodels are used. Finally, the optimizations carried out are two-objective, as it has already been presented in Chapter 2, hence, the way fitness score should be assigned to the individuals is depending on the each objective score. This is done using the Strength Pareto Evolutionary Algorithms (SPEA) 2, implemented in EASY. The fitness score depends on the number of individuals dominated and the number of individuals in a neighbourhood is taken into consideration during fitness score assignment to encourage Pareto front spreading on the objective's space.

### 5.2 Gradient-Based Methods - Continuous Adjoint

Stochastic search optimization methods, such as Evolutionary Algorithms, require a large number of function evaluations. The computational cost of those methods scales with the number of design parameters. On the contrary, gradient-based optimization can be used in order to have significantly fewer function calls making this method computationally less expensive. In the adjoint method, there is also another set of Partial Differential Equations, the adjoint equations and each adjoint variable corresponds to a variable of the flow field. Solving the adjoint equations has a comparable cost to solving the primal state equations and the gradients can be computed from the primal and adjoint fields with minor additional calculations compared to the CFD iterations. Practically, the gradient evaluation cost does not scale with the number of design parameters. Adjoint methods are divided into two major subcategories, the discrete and the continuous [15]. In the continuous approach, the adjoint equations are derived analytically from the flow equations and are then discretized and solved numerically. The adjoint equations are derived by adding the volume integral of the product of the adjoint variables with the state equations to the objective function. By formulating and using the Green-Gauss theorem, the final expression of the adjoint flow equations and the boundary conditions are determined [2].

In continuous adjoint the augmented objective function $F_{\text {aug }}$ is introduced and defined as:

$$
\begin{equation*}
F_{\text {aug }}=F+\int_{\Omega} \Psi_{n} R_{n} d \Omega+\int_{\Omega} \tilde{v}_{\alpha} R_{\bar{\mu}} d \Omega \tag{5.1}
\end{equation*}
$$

where $\Psi_{n}(n=1, \ldots, 5)$ are the mean flow adjoint variables and $\tilde{v}_{\alpha}$ the adjoint turbulence model variable. $F$ is the objective function and $b_{i}(i=1, \ldots, N)$ the design variables. Both $\Psi_{n}$ and $\tilde{v}_{\alpha}$ act as Lagrange multipliers since they multiply the equality constraints of the flow equations in the problem of minimizing $F_{\text {aug }}$. Upon convergence of the flow equations, $R_{n}=0, R_{\bar{\mu}}=0$ and $F_{\text {aug }}=F$. Consequently, the sensitivity derivatives can be computed from $\frac{\delta F_{\text {aug }}}{\delta b_{i}}$ as follows.

$$
\begin{equation*}
\frac{\delta F_{\text {aug }}}{\delta b_{i}}=\frac{\delta F}{\delta b_{i}}+\int_{\Omega} \Psi_{n} \frac{\partial R_{n}}{\partial b_{i}} d \Omega+\int_{\partial \Omega} \Psi_{n} R_{n} \frac{\delta x_{k}}{\delta b_{i}} n_{k} d S+\int_{\Omega} \tilde{v}_{\alpha} \frac{\partial R_{\bar{\mu}}}{\partial b_{i}} d \Omega+\int_{\partial \Omega} \tilde{v}_{\alpha} R_{\bar{\mu}} \frac{\delta x_{k}}{\delta b_{i}} n_{k} d S \tag{5.2}
\end{equation*}
$$

Term $\frac{\delta F}{\delta b_{i}}$ can be developed after having defined the objective function $F$. After differentiating all terms resulting from the mean flow and turbulence model PDEs, during the mathematical development of $\frac{\delta F_{\text {aug }}}{\delta b_{i}}$, volume integrals containing the partial derivative $\frac{\partial Q_{n}}{\partial b_{i}}$, where $Q_{n}(n=1, \ldots, 6)$ with $Q_{m}=U_{m}$ for $(m=1, \ldots .5)$ and $Q_{6}=\tilde{v}$ are the flow variables, arise. These integrals will be collected to one and the factor multiplying the total derivative $\frac{\delta Q_{n}}{\delta b_{i}}$ will be set equal to zero. By doing so, a new set of PDEs, called field adjoint equations (FAE), arise. The total and the partial derivative are linked through:

$$
\begin{equation*}
\frac{\delta Q_{n}}{\delta b_{i}}=\frac{\partial Q_{n}}{\partial b_{i}}+\frac{\partial Q_{n}}{\partial x_{k}} \frac{\delta x_{k}}{\delta b_{i}} \tag{5.3}
\end{equation*}
$$

From Eq. 5.3, it can be noticed that changing $\frac{\delta Q_{n}}{\delta b_{i}}$ with $\frac{\partial Q_{n}}{\partial b_{i}}$ and eliminating the factors multiplying $\frac{\partial Q_{n}}{\partial b_{i}}$ leads to the same FAE. Upon convergence of the FAE, the extra term, arising from the last term of Eq. 5.3, vanishes since $\frac{\partial Q_{n}}{\partial x_{k}} \frac{\delta x_{k}}{\delta b_{i}}$ is multiplied by the FAE themselves. The mean flow field adjoint equations are:

$$
\begin{equation*}
-A_{n m k} \frac{\partial \Psi_{n}}{\partial x_{k}}-K_{m}+K_{m}^{S A}+B_{m}+B_{m}^{S A}=0 \tag{5.4}
\end{equation*}
$$

where the terms $K_{m}$ and $K_{m}^{S A}$ result from the differentiation of the mean-flow viscous terms and the differentiation of the turbulence model Spalart-Allmaras [19] which is used.

Satisfaction of the FAE leads to elimination of the volume integrals associated with high computational cost. Similar approach is followed for the surface integrals leading to the introduction of adjoint boundary conditions (ABC). However, for surface integrals the factors multiplying strictly the total derivatives of $Q_{n}$ must be set equal to zero. By using the adjoint boundary conditions for the mean flow and the turbulence model, the system of Eq. 5.4 and the turbulence model adjoint equations can be solved. Finally, the second and the fourth integral of Eq. 5.2 do not contain any variation in flow quantities and consequently, contribute to the expression of sensitivity derivatives. For further details on this topic, the reader is referred to [1], [2], [20], [21], [22] and [23].

In this thesis, the continuous adjoint method, developed by the PCOpt/NTUA, is used to produce the surface sensitivity map of the blades, which provides the potential changes in the shape of the blade, and to optimize the blade shape without imposing manufacturing constraints. The continuous adjoint method is included in the GPUenabled solver PUMA.

## Chapter 6

## Implementation of Constraints

### 6.1 Presentation of Manufacturing Constraints

The following manufacturing constraints are taken into account:

- The number of blades is fixed to $n=15$.
- The axial chord of the blade should be kept constant in every spanwise position.
- The casing end wall cannot be changed.
- The thickness of the blade should satisfy the following conditions: 1) The minimum value for LE and TE circle radius is 1 mm . 2) The two holes for the fixture in the middle of the blade have a radius of 2.5 mm and a depth of 20 mm . The blade thickness at these positions has to accommodate a cylinder of material with a radius of 5 mm and a depth of 20 mm to allow cutting of the thread at both hub and casing. The two holes can be placed arbitrarily inside the profile shape, but should be at least 60 mm apart from each other. The above thickness conditions are given in Fig. 6.1 and 6.2.
- The blade has to be mountable on a plate of dimensions $200 \mathrm{~mm} \times 80 \mathrm{~mm}$ as a part of the cylindrical casing, shown in Fig 2.3. On the hub there is no location or dimensional constraint for the fixture.
- The reduction in the radius due to the hub contouring has to be 5 mm or less and the increase of the radius due to the hub contouring has to stay below 10 mm .

Figure 6.1: 3 D view of the blade, depth of 20 mm will allow cutting of the thread at both hub and casing.


Figure 6.2: $2 D$ view of the blade, minimum value for LE and TE circle radius is 1 mm , the blade thickness at the positions where the two holes in the middle of the blade will be created has to accommodate a cylinder of material with a radius of 5 mm . The two holes should be at least 60 mm apart from each other.

### 6.2 Inclusion in the EA Optimization Process

The fixed number of blades, $n=15$, is fulfilled by the outlet boundary condition of the flow solver. The stator is adjusted to achieve a mass flow of $9.5 \mathrm{~kg} / \mathrm{s}$, full annulus. By taking the number of blades into consideration, the outlet condition of mass flow of the flow solver is: $9.5 / 15=0.6333 \mathrm{~kg} / \mathrm{s}$

The axial chord of the blade is kept constant by the parameterization of the GMTurbo which enables the user to fulfill such conditions.

The casing end wall will not be changed during the optimization process.
The minimum value for LE and TE circle radius of 1 mm is also fulfilled by the GMTurbo parameterization which enables the user to define the shape of the LE and the TE as presented in Section 4.1. In this thesis the circular arc edge is used where the two sides are linked with a circular arc with specified radius. The generated airfoil sides are extended and, then, a part of them is truncated in the process of modifying the edge shape, fitting a circle of specified radius between them. The radius of the arc is specified as a spanwise distribution.

The constraint that demands the blade thickness, at the positions where the holes will be created, to accommodate a cylinder of material with a radius of 5 mm and a depth of 20 mm and distance between the two holes at least 60 mm is fulfilled using the process described below:

The range of the thickness factors for both PS and SS is defined in order to fit holes with at least 5 mm radius as explained in Section 8.1.

Additionally, a code is programmed that creates a grid inside the blade. Then it creates straight lines in the direction of the LE in the whole surface of the blade that start from both the hub and shroud as seen in Fig. 6.3 and 6.4. LE direction is defined as the line that connects the tip of the LE at the hub with the tip of the LE at the shroud and can be seen as a purple line in Fig. 6.1.


Figure 6.3: The red lines start from the hub (blue shade) towards the shroud (yellow shade) and the black lines start from the shroud towards the hub.


Figure 6.4: The lines intersect the surface.

These lines that intersect the blade have different lengths and constitute the depth of the holes measured either from the hub or the shroud. As a result, different areas of the blade can be intersected by lines of different lengths, that is, depths of holes as seen in Fig. 6.5.


Figure 6.5: Isoareas of the depth of holes $d$ in $m$ for hub (top) and shroud (bottom).
From Fig. 6.5 can be seen that for 20 mm depth for holes the surface that can be created is surrounded by the light blue area. The area of the appropriate depth is extracted in $(m, \theta)$ coordinates consisting of isolines for the mean camber line, PS and SS. These points are interpolated by spline curves in order to extract 300 points for each curve. Furthermore, the coordinates are converted to ( $x, y, z$ ) coordinates using Eq. A. 11 of Appendix A where $r(u)=r_{H U B}=0.1475 \mathrm{~m}$ for the hub and $r(u)=r_{\text {SHROUD }}=0.2975 \mathrm{~m}$ and the distance between the points of PS and SS in calculated as seen in Fig. 6.6 for the initial geometry of the hub. The $s$ direction is the direction of the mean camber line. This distance has to be at least 10.5 mm as a safety factor of $5 \%$ is applied.


Figure 6.6: Distance between PS and SS for the initial geometry of hub (purple points) and limit of $10,5 \mathrm{~mm}$ (green line) defined by the constraint.

Finally, the distance between the second and the second to last point of the Distance PS-SS $(m)-s$ direction $(m)$ diagram, that fulfills the distance of 10.5 mm constraint, is calculated and has to be at least 60 mm .

The constraint that demands the blade to be mountable on a plate of dimensions $200 \mathrm{~mm} \times 80 \mathrm{~mm}$ as a part of the cylindrical casing is fulfilled when defining the range of the $z$ variable for both LE and TE and the range of $\theta_{L E}, \theta_{T E}, \beta_{L E}, \beta_{T E}, \delta_{L E}$ and $\delta_{T E}$ as defined in Section 8.1.

The radius of the hub is not changed since hub contouring is not used. The radius of the hub is defined by the GMTurbo parameterization which enables controlling of the hub generatrix.

Using the techniques described above, all manufacturing constraints of the case are taken into consideration.

## Chapter 7

## CFD Analysis of TU Berlin's Case Validation

In order to analyze the CFD results and validate them against the experimental data, post processing codes have been programmed and used.

### 7.1 Mach number

The absolute Mach number is given as follows:

$$
\begin{equation*}
M=\frac{V}{c} \tag{7.1}
\end{equation*}
$$

where $c$ is the speed of sound in the medium and $V$ is the velocity of the flow.
A comparison of the inlet Mach number computed by the PUMA solver for compressible flows without preconditioning and experimental data, for all three inlet whirl angles, $42^{\circ}, 47^{\circ}$ and $37^{\circ}$, is given in Fig. 7.1. The radius $r$ in $m m$, spanning from hub to shroud, is given in the horizontal axis. The inlet whirl angle will be given as $\alpha_{i n}$.


Figure 7.1: Comparison of CFD and experimental inlet Mach number, from [16], for $42^{\circ}, 47^{\circ}$ and $37^{\circ}$ inlet whirl angle.

A comparison of the inlet Mach number for $\alpha_{i n}=42^{\circ}$ computed by the PUMA solver for compressible flows, with and without low Mach preconditioning, is given in Fig 7.2.


Figure 7.2: Comparison of inlet Mach number for $\alpha_{i n}=42^{\circ}$ as computed by the PUMA code for compressible flows, with and without low Mach preconditioning.

A comparison of the outlet Mach number computed by the PUMA solver for compressible flows without preconditioning and experimental data for all three inlet whirl angles, $42^{\circ}, 47^{\circ}$ and $37^{\circ}$, is given in Fig. 7.3.


Figure 7.3: Comparison of CFD and experimental outlet Mach number, from [16], for $42^{\circ}, 47^{\circ}$ and $37^{\circ}$ inlet whirl angle.

A comparison of the outlet Mach number for $\alpha_{i n}=42^{\circ}$ computed by the PUMA solver for compressible flows, with and without low Mach preconditioning, is given in Fig. 7.4.


Figure 7.4: Comparison of outlet Mach number for $\alpha_{i n}=42^{\circ}$ as computed by the PUMA code for compressible flows, with and without low Mach preconditioning.

In Fig. 7.1 for the inlet and Fig. 7.3 for the outlet, it can be seen that the CFD results from the PUMA compressible flow solver are very close to the measurements with a relative error less than $1 \%$ for all three inlet whirl angles. The relative error is defined as:

$$
\begin{equation*}
\varepsilon_{r}=\frac{\text { Experimental-CFD }}{\text { Experimental }} \cdot 100 \% \tag{7.2}
\end{equation*}
$$

It can be seen that in all three inlet whirl angle cases, Mach number is lower than 0.135 for both inlet and outlet. From Figs. 7.2 and 7.4, it can be seen that the values of the Mach number are very close compared the two CFD methods of compressible flow, with and without low Mach preconditioning and the experimental results in account of the fact that the Mach number of the flow is low. As a result, low Mach preconditioning can be used and the flow can be sufficiently approximated by an incompressible flow model as it will be presented in figures for whirl and pitch.

From Fig. 7.1 and 7.3 it can be seen that, in all three inlet whirl angle cases, the Mach number is decreased in low and high radius, that is near hub and shroud due to the flow deceleration that occurs as a result of the hub and shroud boundary layer and the flow mixing, as seen in Fig. 7.5. Furthermore, as the inlet whirl angle increases, Mach number decreases at the same radius as a result of the lower velocity.


Figure 7.5: Stream traces of flow.
A comparison of the outlet Mach number for $\alpha_{i n}=42^{\circ}$ computed using the code for compressible flows, without preconditioning, for different values of viscosity ratio, is made in Fig. 7.6.


Figure 7.6: Comparison of the outlet Mach number for $\alpha_{i n}=42^{\circ}$ using a compressible flow model, for different values of viscosity ratio, at the inlet.

The value of viscosity ratio $v_{t} / v$ that is needed for the inlet boundary conditions for the k- $\omega$ SST turbulence model is unknown, hence, a comparison of the outlet Mach number is made for three values of viscosity ratios as seen in Fig. 7.6. The minor differences of Mach number values between the three viscosity ratio scenarios lead to the conclusion that the case is almost independent from the inlet viscosity ratio. Viscosity ratio equal to 20 is used in all CFD cases.

### 7.2 Outlet Whirl angle $\boldsymbol{\alpha}$

The task of the stator is to turn the incoming flow with a whirl angle of $42 \pm 5^{\circ}$ into axial flow that is, a flow that has an outlet whirl angle value very close to $0^{\circ}$. The whirl angle is calculated through:

$$
\begin{equation*}
a=\cos ^{-1}\left(\frac{\vec{V} \cdot \vec{\imath}}{|\vec{V}|}\right)=\cos ^{-1}\left(\frac{u}{\sqrt{u^{2}+v^{2}+w^{2}}}\right) \tag{7.3}
\end{equation*}
$$

where $(u, v, w)$ are the three Cartesian velocity components.
A comparison of the outlet whirl angle computed by the PUMA solver for compressible flows without preconditioning and experimental data for all three inlet whirl angles, $42^{\circ}, 47^{\circ}$ and $37^{\circ}$, is given in Fig. 7.7.


Figure 7.7: Comparison of CFD and experimental outlet whirl angle $\alpha$, from [16], for $42^{\circ}, 47^{\circ}$ and $37^{\circ}$ inlet whirl angle.

A comparison of the outlet whirl angle for $\alpha_{i n}=42^{\circ}$ computed by the PUMA solver for compressible flows, with and without low Mach number preconditioning, and the corresponding code for incompressible flow is given in Fig. 7.8.


Figure 7.8: Comparison of outlet whirl angle $\alpha$ for $\alpha_{i n}=42^{\circ}$ as computed by the PUMA code for compressible flows, with and without low Mach number preconditioning, and the incompressible variant of the same code.

From Fig. 7.8, it can be seen that the outlet whirl angle distributions are very close comparing the three methods and the experimental results in account of the fact that the Mach number of the flow is low as it has already been explained. From Fig. 7.7 it can be seen that the CFD results from the PUMA Compressible flow solver are very close to the experimental results with relative error less than $1 \%$ for all three inlet whirl angles. It can also be seen that the outlet whirl angle increases as the inlet whirl angle increases.

The outlet whirl angle varies from $\left(-4^{\circ}, 8^{\circ}\right)$ for $\alpha_{i n}=42^{\circ},\left(-5^{\circ}, 8^{\circ}\right]$ for $\alpha_{i n}=47^{\circ}$ and $\left(-3^{\circ}, 6^{\circ}\right]$ for $\alpha_{i n}=37^{\circ}$ as the radius increases. The flow needs to be as close to axial as possible which is one of the objectives of the optimization.

### 7.3 Outlet Pitch angle $\boldsymbol{\beta}$

The pitch angle is calculated through:

$$
\begin{equation*}
\beta=\tan ^{-1}\left(\frac{\text { Radial Velocity }}{\text { Axial Velocity }}\right)=\tan ^{-1}\left(\frac{u_{r}}{u_{a}}\right) \tag{7.4}
\end{equation*}
$$

Comparison of the outlet pitch angle computed by the PUMA solver for compressible flows without preconditioning and experimental data for all three inlet whirl angles, $42^{\circ}, 47^{\circ}$ and $37^{\circ}$, is given in Fig. 7.9.


Figure 7.9: Comparison of CFD and experimental outlet pitch angle $\beta$, from [16], for $42^{\circ}, 47^{\circ}$ and $37^{\circ}$ inlet whirl angle.

A comparison of the outlet pitch angle for $\alpha_{i n}=42^{\circ}$ computed by the PUMA solver for compressible flows, with and without low Mach number preconditioning, and incompressible flow is given in Fig. 7.10.


Figure 7.10: Comparison of outlet pitch angle $\beta$ for $\alpha_{\text {in }}=42^{\circ}$ as computed by the PUMA code for compressible flows, with and without low Mach number preconditioning, and the incompressible variant of the same code.

In Fig. 7.9 it can be seen that the CFD results from the PUMA compressible flow solver are very close to the experimental results with relative error less than $1 \%$ for all three inlet whirl angles. The outlet pitch angle varies from $\left(-5^{\circ}, 3^{\circ}\right]$ for $\alpha_{i n}=42^{\circ}$, $\left(-6^{\circ}, 3^{\circ}\right]$ for $\alpha_{i n}=47^{\circ}$ and $\left(-4^{\circ}, 3^{\circ}\right]$ for $\alpha_{i n}=37^{\circ}$ as the radius increases. The pitch angle is almost constant as the radius increases but in high values of radius, near shroud, a dramatic increase in pitch angle appears as a result of the secondary flow effects.

### 7.4 Outlet Total Pressure and Static Pressure

The experimental data for the outlet pressure must be corrected, according to the corresponding ambient pressure value, using the following equation:

$$
\begin{equation*}
P_{t}^{c o r r}=P_{t} \cdot \frac{P_{a m b}^{i n}}{P_{a m b}^{o u t}} \tag{7.5}
\end{equation*}
$$

The ambient pressure for each case is:
Inlet $-5^{\circ}: 101290 \mathrm{~Pa}$
Outlet -5 ${ }^{\circ}: 101570 \mathrm{~Pa}$
Inlet $0^{\circ}: 101240 \mathrm{~Pa}$
Outlet $0^{\circ}: 101530 \mathrm{~Pa}$
Inlet $+5^{\circ}: 101150 \mathrm{~Pa}$
Outlet $+5^{\circ}: 101570 \mathrm{~Pa}$
A comparison of the outlet total pressure computed by the PUMA solver for compressible flows without preconditioning and experimental data for all three inlet whirl angles, $42^{\circ}, 47^{\circ}$ and $37^{\circ}$, is given in Fig. 7.11.


Figure 7.11: Comparison of CFD and experimental outlet $P_{t}$, from [16], for $42^{\circ}, 47^{\circ}$ and $37^{\circ}$ inlet whirl angle.

A comparison of the outlet total pressure for $\alpha_{i n}=42^{\circ}$ computed by the PUMA solver for compressible flows, with and without low Mach number preconditioning, is given in Fig. 7.12.


Figure 7.12: Comparison of outlet $P_{t}$ for $\alpha_{i n}=42^{\circ}$ as computed by the PUMA code for compressible flows, with and without low Mach number preconditioning.

In Fig. 7.11 it can be seen that the CFD results from the PUMA compressible flow solver are very close to the experimental results, with relative error of $0.5 \%$ to $1 \%$, for all three inlet whirl angles.

A comparison of the outlet static pressure computed by the PUMA solver for compressible flows without preconditioning and experimental data for all three inlet whirl angles, $42^{\circ}, 47^{\circ}$ and $37^{\circ}$, is given in Fig. 7.13.


Figure 7.13: Comparison of CFD and experimental outlet $P_{s t}$, from [16], for $42^{\circ}, 47^{\circ}$ and $37^{\circ}$ inlet whirl angle.

A comparison of the outlet static pressure for $\alpha_{i n}=42^{\circ}$ computed by the PUMA solver for compressible flow, with and without low Mach number preconditioning, is given in Fig. 7.14.


Figure 7.14: Comparison of outlet $P_{s t}$ for $\alpha_{i n}=42^{\circ}$ as computed by the PUMA code for compressible flows, with and without low Mach number preconditioning.

### 7.5 Total Pressure Loss Coefficient

Total pressure loss coefficient is a dimensionless quantity. In $3 D$ geometries, it usually needs to be computed along isospan blade sections, from hub to shroud. It is given by Eq. 2.1. A comparison of the total pressure loss coefficient computed by the PUMA solver for compressible flows without preconditioning and experimental data for all three inlet whirl angles, $42^{\circ}, 47^{\circ}$ and $37^{\circ}$, is given in Fig. 7.15.


Figure 7.15: Comparison of CFD and experimental $\omega$, from [16], for $42^{\circ}, 47^{\circ}$ and $37^{\circ}$ inlet whirl angle.

A comparison of $\omega$ for $\alpha_{i n}=42^{\circ}$ computed by the PUMA solver for compressible flow, with and without low Mach number preconditioning, is given in Fig. 7.16.


Figure 7.16: Comparison of $\omega$ for $\alpha_{i n}=42^{\circ}$ as computed by the PUMA code for compressible flows, with and without low Mach number preconditioning.

The total pressure loss coefficient varies from $(-0.05,0.2)$ for $\alpha_{i n}=42^{\circ}$, ( $-0.05,0.2$ ] for $\alpha_{i n}=47^{\circ}$ and $(-0.15,0.2]$ for $\alpha_{i n}=37^{\circ}$ as the radius increases. The total pressure loss coefficient has to be minimized which is one of the objectives of the optimization.

## Chapter 8

## Evolutionary Algorithm Optimization

### 8.1 Design Variables

When using the RPT, presented in Section 4.2, to create the input file for the GMTurbo, patches such as the hub and shroud, the surface of which is a revolved surface around the $z$ - axis, are given as meridional generatrices, inlet and outlet are given as meridional boundary curves, LE and TE are given as meridional edge curves and variables such as $\theta_{L E}, \theta_{T E}, \beta_{L E}, \beta_{T E}, \delta_{L E}, \delta_{T E}$ and thickness factors for both PS and SS are given in spanwise distribution, using NURBS curves. The control points of those NURBS curves are the design variables to be determined during the optimization process. The design variables are:

- The LE and TE are given in $(r, z)$ and three out of the seven $r$ variables of the NURBS curve for both LE and TE are used as design variables.
- $\theta_{L E}, \theta_{T E}, \beta_{L E}, \beta_{T E}, \delta_{L E}, \delta_{T E}$ and thickness factors for both pressure and suction side are given in spanwise distribution with five points for every NURBS curve. All five points for $\theta_{L E}, \theta_{T E}, \beta_{L E}, \beta_{T E}, \delta_{L E}, \delta_{T E}$ and thickness factors are used as design variables.

The total number of design variables is 46 .

### 8.2 Optimization using EASY

In this section, two optimization runs of the TU Berlin's stator case are carried out using the same sets of design variables. In one case, constraints are taken into consideration while in the other the problem is unconstrained. The objective functions, in all runs, are total pressure loss coefficient $\omega$ and the flow angle deviation at the CFD outlet from the axial direction. Both must be minimized. A $(\mu, \lambda)=$ $(8,12)$ EA with 8 parents and 12 offspring, assisted by metamodels performing inexact pre-evaluation of the offspring population, is used. A termination criterion of 100 evaluations on the CFD was set. Each evaluation has a total duration of approximately 4 hours and the CFD solver runs on one NVIDIA Tesla K40 GPU. The basic parameters of the metamodel-assisted optimization using EASY can be seen in Table 1.

| TABLE 1 <br> EASY Settings |  |
| :---: | :---: |
| Number of Demes | 1 |
| Coding | Real |
| Parent population size $\mu$ | 8 |
| Offspring population size $\lambda$ | 12 |
| Evaluations before termination | 100 |
| Parents that create one offspring | 3 |
| Elite population size | 20 |
| Elite individuals to force as new offspring | 1 |
| Probability to select an elite | 0.08 |
| Tournament size | 3 |
| Tournament probability | 0.85 |
| Crossover probability | 0.9 |
| Mutation probability | 0.05 |
| Metamodel type | RBF |
| Minimum data base size for IPE | 20 |
| Exact evaluations per generation (IPE) min-max | $2-5$ |

The front of non-dominated solutions is given in Fig. 8.1 for the unconstrained case and in Fig. 8.2 for the constrained case.


Figure 8.1: Front of non-dominated solutions of different generations for the unconstrained case.


Figure 8.2: Front of non-dominated solutions of different generations for the constrained case.

The Pareto fronts for the constrained and the unconstrained optimization using MAEAs are given in Fig. 8.3. The values of the objective functions for the basic, initial, geometry can also be seen in Fig. 8.3. All the optimization runs are for the case of $42^{\circ}$ inlet whirl angle.


Figure 8.3: Pareto front for unconstrained and constrained case.
As far as the unconstrained case is concerned, some members of the Pareto front result in reduction of one of the objective functions while the other is increased. However, one possible solution manages to minimize both the objective functions
significantly. Similar results appear in the constrained case. The possible solution in purple circle, as seen in Fig. 8.3 achieves slight decrease of the total pressure loss coefficient and major decrease of the outlet angle. Specifically, the total pressure loss coefficient is decreased by $0.25 \%$ and the outlet angle by $1.5^{\circ}$ which corresponds to $32.8 \%$. The improvement $i$ of the objectives is defined as:

$$
\begin{equation*}
i(\%)=\frac{\text { optimized-Initial }}{\text { Initial }} \cdot 100 \% \tag{8.1}
\end{equation*}
$$

The resulting optimized geometry compared to the baseline for the case without manufacturing constraints can be seen in Fig. 8.4 and for the constrained optimization in Fig. 8.5.


Figure 8.4: Initial (grey) and optimized without manufacturing constraints (red) shape of blade.


Figure 8.5: Initial (grey) and optimized with manufacturing constraints (blue) shape of blade.

The optimized blade shape is significantly deformed, in comparison with the initial shape, for both cases, as seen in Figs. 8.4 and 8.5. The optimized shape for the constrained case corresponds to the purple circle while the optimized shape for the unconstrained case corresponds to the orange circle as seen in Fig. 8.3.

The comparison between the constrained and unconstrained optimized blade shapes can be seen in Fig. 8.6.


Figure 8.6: Optimized without constraints (red) and optimized with manufacturing constraints (blue) shape of blade.

The optimized geometries appear to have a spanwise displacement because the design variables are spanwise parameters of the blade. Any manufacturing constraint can be applied to the geometry shape by bounding the shape deformation that EASY can handle. The great value of the GMTurbo parameterization software, within an optimization, is highlighted here. The design variables have a physical sense that can provide the designer with the ability to roughly predict the displacements the blade will undergo during the stochastic optimization and, thus, chose to optimize those variables that are significant for the application.

## Chapter 9

## Unconstrained Gradient Based Optimization

In this chapter, optimization runs using gradient-based optimization [1] of the TU Berlin's stator case are carried out using the set of design variables presented in Section 8.1 while the manufacturing constraints are not taken into account. The objective function is the total pressure loss coefficient $\omega$ to be minimized.
The gradient-based method that is used is the steepest descent method where the design variables update is given by:

$$
\begin{equation*}
b_{n}^{i+1}=b_{n}^{i}-\eta \frac{\delta F}{\delta b_{n}^{i}} \tag{9.1}
\end{equation*}
$$

where $i$ is the counter for the optimization cycles.
The sensitivity derivatives are computed using the chain rule as follows:

$$
\begin{equation*}
\frac{\delta F}{\delta b_{n}}=\frac{\delta F}{\delta x_{k}^{m}} \cdot \frac{\delta x_{k}^{m}}{\delta b_{n}} \tag{9.2}
\end{equation*}
$$

where $F$ is the objective function, $b_{n} n=1, \ldots, N$ are the design variables.
$\frac{\delta F}{\delta x_{k}^{m}}$ is computed using the continuous adjoint method. In Fig. 9.1, the sensitivity map is given using the adjoint method in comparison with the result of the unconstrained EASY optimization for minimum of total pressure loss coefficient.


Figure 9.1: Optimized solution computed by the EA without constraints (left) and sensitivity map (right) using adjoint. The red color represents pulling the blade surface vertically while the blue color represents pushing the blade surface vertically to improve the objective function value.

The two shapes have many similarities which indicate that the adjoint method can be used to propose changes to alternate the shape of the geometry with significantly less computational budget. The differences between the two shapes are due to the parameterization method used in EA optimization which smoothens the shape of the geometry.
$\frac{\delta x_{k}^{m}}{\delta b_{n}}$ are the derivatives of grid nodal positions with reference to the design variables and are calculated from the differentiation of the parameterization model by creating $N$ geometries, where $N=46$ is the number of design variables, which differ by a small quantity, $\varepsilon=10^{-8}$, from the initial.

The derivatives are computed using finite differences by the following equation:

$$
\begin{equation*}
\frac{\delta x_{k}^{m}}{\delta b_{n}}=\frac{x_{k}^{m}\left(b_{1}, b_{2}, \ldots, b_{n}+\varepsilon, \ldots, b_{N}\right)-x_{k}^{m}\left(b_{1}, b_{2}, \ldots, b_{n}, \ldots, b_{N}\right)}{\varepsilon} \tag{9.3}
\end{equation*}
$$

where $k=1,2,3$ and $x_{1}=x, x_{2}=y, x_{3}=z, n=1, \ldots, N$ and $m=1, \ldots, M$ are the number of the nodes

The values of the objective function $\omega$ that is minimized using the steepest descent method for unconstrained optimization are given in Fig 9.2. The horizontal axis corresponds to optimization cycles. The initial solution is presented in cycle 0 and is also given in Fig. 9.2.


Figure 9.2: Total pressure loss coefficient evolution for unconstrained continuous adjoint optimization. $\omega$ is decreased to 0.0825 which corresponds to $52.8 \%$. The improvement of the objective is defined by Eq. 8.1.

The convergence history of the primal equations for optimization cycle 2 is given in Fig. 9.3.


Figure 9.3: Convergence history of the primal equations for cycle 2. The horizontal axis corresponds to the primal solver iterations.

The convergence history of the objective function for optimization cycle 2 is given in Fig. 9.4. It can be seen that the solver has successfully converged.


Figure 9.4: Convergence history of the objective function for cycle 2. The horizontal axis corresponds to the primal solver iterations.

As it has already been stated in Section 3.2, the system of equations is solved using the explicit multi-stage Runge-Kutta method with residual smoothing using the pointimplicit Jacobi method.

The resulting optimized geometry compared to the baseline, for 46 design variables, for the case without manufacturing constraints is presented in Fig. 9.5.


Figure 9.5: Initial (grey) and optimized without manufacturing constraints (blue) shape of blade.

By comparing the results of the gradient-based optimization with the unconstrained EA optimization, can be seen that the gradient-based reduces the objective function $\omega$ even more than the Pareto point of the unconstrained case with the minimum $\omega$. As it can be seen from Fig. 8.3 this point corresponds to $\omega=0.114$, yielding $34.5 \%$ reduction in comparison with the initial, while in the adjoint optimization $\omega$ is decreased to 0.0825 which corresponds to $52.8 \%$. The computational cost of the adjoint optimization is significantly less than the EA optimization. However, the EA is used for two-objective optimization, while the adjoint optimization is singleobjective. It is possible that the adjoint method does not give that low value of the objective function if used for the same two-objective optimization.

## Chapter 10

## Overview and Conclusions

### 10.1 Overview

The work presented in this diploma thesis concerned the application of shape optimization methods to the open case of the TU Berlin's compressor stator. Specifically, the following tasks were implemented:

- Validation of the PUMA CFD solver with experimental data published by TU Berlin. Comparison of the experimental data with the results produced from the versions of the PUMA CFD solver for compressible flow, with and without low Mach number number preconditioning, and for incompressible flow. The results demonstrate that the PUMA solver efficiently handles the case and that the flow can be approximated as incompressible. By approximating the flow as incompressible, the solving time is reduced for 4 hours to 3.5 .
- Application of the RPT as a node-to-CAD method is used to transform the blade geometry, given in CFD grid format, into a GMTurbo format. Validation of the RPT was also performed. Comparison between the initial and the reparameterized geometry, show that the shapes are very close, thus the reparameterization is accurate enough.
- Application of the GMTurbo parameterization software, which is ideal for use in optimization workflows, since the parameters it uses are few and have physical meaning. Thus, optimization that can be carried out using GMTurbo is expected to work.
- Application of the GAT, to adapt the initial CFD grid to the GMTurbo surfaces using the $2 D$ and $3 D$ Spring Analogy Morphers. Hence, CFD simulation can be performed on the GMTurbo parameterized geometry. The validation of the GAT in terms of geometry and CFD results shows that the grid adaptation is accurate and can be integrated in the optimization workflow.
- Programming and application of codes in order to handle the manufacturing constraints of the case. The tough constraints of the case were sufficiently handled and applied in the optimization.
- Application of shape optimization using the Evolutionary Algorithms software EASY. The results of the optimization were satisfying taking into account the computational budget available for this thesis. The results would be even better for both the constrained and unconstrained cases if more computational means were used. The EA optimization, for the constrained case, lasted about
one week and resulted in reduction of total pressure loss coefficient by $0.25 \%$ and the outlet angle by $1.5^{\circ}$ which corresponds to $32.8 \%$.
- Application of the continuous adjoint method in order to produce the sensitivity map that shows how shape can be changed to optimize the geometry. The representation of the sensitivity map was accurate and slightly different by the EA optimized blade. As far as the optimization is concerned, $\omega$ is decreased to 0.0825 which corresponds to $52.8 \%$. The results of the adjoint optimization are better than the unconstrained EA optimization. The computational cost for the four optimization cycles is approximately 24 hours, significantly less than the cost of the EA. However, the EA is used for twoobjective optimization, while the adjoint optimization is single-objective. As a result, it is not guaranteed that the adjoint optimization will provide as good results for the two-objective optimization.


### 10.2 Proposals for Future Work

As far as ideas for future work are concerned, the following are proposed:

- Implementation of a grid generating tool to create grid different from the one used in this diploma thesis in order to test the independency of the results form the size, the type and the quality of the grid.
- Use of higher computational budget for the EASY optimization and comparison with the results presented in this thesis.
- Application of two-objective gradient-based optimization, with and without taking the manufacturing constraints into consideration, and comparison with the results produced by the EA as presented in this thesis.
- Handling of the constraints using Sequential Quadratic Programming or other methods. Some of the TU Berlin case's constraints are non-linear. Hence, SQP method which is one of the most effective methods for nonlinearly constrained optimization can be used to handle the constraints with low computational cost and high accuracy.


## Appendix A

## Conformal Mapping

For a mapping of a surface $S(u, v)$ to a surface $P(u, v)$ through the transformation function $\Phi: S(u, v) \rightarrow P(u, v)$ to be conformal, it is sufficient to prove that a function $c(u, v)>0$ that satisfies Eq. A. 1 exists.

$$
\begin{equation*}
\bar{g}_{i j}(u, v)=c(u, v) g_{i j}(u, v), \text { for } i, j=1,2 \tag{A.1}
\end{equation*}
$$

where $g_{i j}$ and $\bar{g}_{i j}$ are the coefficients of the first fundamental form of $S(u, v)$ and $P(u, v)$ [4]. The most important property of every conformal mapping is the angle preservation property. Conformal mappings preserve the magnitude and direction of the angle between two curves. [4]

The mapping of a surface of revolution $S(u, \theta)=(r(u) \cos \theta, r(u) \sin \theta, z(u))$ to a $(m, \theta)$ plane is given by the transformation:

$$
\begin{equation*}
\Phi:(r(u) \cos \theta, r(u) \sin \theta, z(u)) \rightarrow(m(u), \theta) \tag{A.2}
\end{equation*}
$$

where $m(u)$ is given by:

$$
\begin{equation*}
m(u)=\int_{0}^{u} \frac{\sqrt{r_{u}(t)^{2}+z_{u}(t)^{2}}}{r(t)} \tag{A.3}
\end{equation*}
$$

The mapping of Eq. A. 2 is conformal according to Eq A.1.
For a point $s$ that lies on the revolved surface $S(u, v)=(r(u) \cos \theta, r(u) \sin \theta, z(u))$ the partial derivatives with reference to $u$ and $\theta$ are given by:

$$
\begin{gather*}
\frac{\partial s}{\partial u}=\left(\frac{\partial r(u)}{\partial u} \cos \theta, \frac{\partial r(u)}{\partial u} \sin \theta, \frac{\partial z(u)}{\partial u}\right) \\
\frac{\partial s}{\partial \theta}=(-r(u) \sin \theta, r(u) \cos \theta, 0) \tag{A.4}
\end{gather*}
$$

and for a $p$ point on the $(m, \theta)$ plane $p(u, \theta)=(m, \theta)$ the partial derivatives with reference to $u$ and $\theta$ are given by:

$$
\begin{gather*}
\frac{\partial s}{\partial u}=\left(\int_{0}^{u} \frac{\sqrt{r_{u}(t)^{2}+z_{u}(t)^{2}}}{r(t)}, 0\right) \\
\frac{\partial p}{\partial \theta}=(0,1) \tag{A.5}
\end{gather*}
$$

while the first fundamental coefficients of $s$ are given by:

$$
\begin{gather*}
E_{s}=\frac{\partial s}{\partial u} \cdot \frac{\partial s}{\partial u}=\left(\frac{\partial r(u)}{\partial u}\right)^{2}+\left(\frac{\partial z(u)}{\partial u}\right)^{2} \\
F_{s}=\frac{\partial s}{\partial u} \cdot \frac{\partial s}{\partial \theta}=0  \tag{A.6}\\
G_{s}=\frac{\partial s}{\partial \theta} \cdot \frac{\partial s}{\partial \theta}=r^{2}(u)
\end{gather*}
$$

while the first fundamental form coefficients of $p$, by:

$$
\begin{align*}
E_{p}=\frac{\partial p}{\partial u} \cdot \frac{\partial p}{\partial u} & =\frac{\left(\frac{\partial r(u)}{\partial u}\right)^{2}+\left(\frac{\partial z(u)}{\partial u}\right)^{2}}{r^{2}(u)} \\
F_{p} & =\frac{\partial p}{\partial u} \cdot \frac{\partial p}{\partial \theta}=0  \tag{A.7}\\
G_{p} & =\frac{\partial p}{\partial \theta} \cdot \frac{\partial p}{\partial \theta}=1
\end{align*}
$$

from Eqs. A. 6 and A. 7 the relation between the coefficients is given by:

$$
\begin{align*}
& E_{p}=\frac{E_{s}}{r^{2}(u)} \\
& F_{p}=\frac{F_{s}}{r^{2}(u)}  \tag{A.8}\\
& G_{s}=\frac{G_{s}}{r^{2}(u)}
\end{align*}
$$

That proves that the mapping of Eq. A. 2 is conformal with conformal factor $\frac{1}{r^{2}(u)}$. The square of the distance between two points $s$ and $s+d s$ on surface $S$ is given by the first fundamental form of $s$ seen in the following equation:

$$
\begin{equation*}
I_{s}=l_{s}{ }^{2}=d s \cdot d s=E_{s} d u^{2}+2 F_{s} d u d \theta+G_{s} d \theta^{2} \tag{A.9}
\end{equation*}
$$

and the square of the distance between two points $p$ and $p+d p$ on the $(m, \theta)$ plane is given by the first fundamental form of $p$ seen in the following equation:

$$
\begin{equation*}
I_{p}=l_{p}^{2}=d p \cdot d p=E_{p} d u^{2}+2 F_{p} d u d \theta+G_{p} d \theta^{2} \tag{A.10}
\end{equation*}
$$

Combining Eq. A. 9 and Eq. A.10, is easily proved that the relationship between the magnitudes on the two surface representations $S(u, \theta)$ and $(m, \theta)$ is given by:

$$
\begin{equation*}
l_{s}=r(u) l_{p} \tag{A.11}
\end{equation*}
$$

Consequently, the mapping used to transform a revolved surface into a ( $m, \theta$ ) plane, given by Eq. A.2, being conformal, preserves angles and scales the magnitudes by a factor of $r(u)$ as seen in Eq. A.11.
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EӨviкó Мєтбóßıо Подvтєұvєío

$\Sigma \chi 0 \lambda \eta$ М $\eta \chi \alpha v o \lambda o ́ \gamma \omega v$ М $\eta \chi \alpha v ı \kappa \ldots ́ v$
Ерүабти́рıо Өєриıкө́v $\Sigma \tau \rho о \beta \imath \lambda о \mu \eta \chi \alpha v \omega ́ v$



#    

$\Delta \pi \pi \lambda \omega \mu \alpha \tau \iota к \mathfrak{~ E \rho \gamma \alpha \sigma i ́ \alpha ~}$<br><br>Елı $\beta \lambda \varepsilon ́ \pi \omega v:$<br>

AӨŋ́vo, 2019

## Eı $\sigma \alpha \gamma \omega \gamma \dot{\eta}$








 $\pi \alpha \rho о v \sigma i ́ \alpha \sigma \eta ~ \tau \omega v ~ \alpha \pi о \tau \varepsilon \lambda \varepsilon \sigma \mu \mu \alpha ́ \tau \omega v$. Пара́ $\lambda \lambda \eta \lambda \alpha$, $\pi \rho \alpha \gamma \mu \alpha \tau о \pi о ו \varepsilon i ́ \tau \alpha ı ~ \sigma о ́ \gamma к \rho ı \sigma \eta ~ к \alpha ı ~$ $\varepsilon \pi \alpha \lambda \eta ́ \theta \varepsilon v \sigma \eta$ $\tau \omega \nu \alpha \pi о \tau \varepsilon \lambda \varepsilon \sigma \mu \alpha ́ \tau \omega v$ тоv $\varepsilon \pi \iota \lambda \hat{\tau} \tau \eta$ роэ́s PUMA $\mu \varepsilon \tau \alpha \pi \varepsilon \iota \rho \mu \alpha \tau \iota \alpha \dot{\alpha}$ $\delta \varepsilon \delta о \mu \varepsilon ́ v \alpha \pi$ тоv $\pi \alpha \rho \varepsilon ́ \chi о v \tau \alpha \iota ~ \alpha \pi o ́ ~ \tau о ~ П о \lambda \cup \tau \varepsilon \chi \nu \varepsilon i ́ o ~ \tau о v ~ B \varepsilon \rho о \lambda i ́ v o v . ~$

## 






 $\omega \varsigma ~ \varepsilon \xi \check{\square} \varsigma:$

$$
\begin{equation*}
\omega=\frac{p_{t 1}-p_{t 2}}{p_{t 1}-p_{1}} \tag{1}
\end{equation*}
$$

 $\pi i ́ \varepsilon \sigma \eta ~ \varepsilon ા \sigma o ́ \delta o v ~ o ́ \lambda \varepsilon \varsigma \varsigma ~ \mu \alpha \zeta া \kappa \alpha ́ ~ о \lambda о к \lambda \eta \rho \omega \mu \varepsilon ́ v \varepsilon \varsigma ~ \sigma \tau \eta \nu ~ \varepsilon \kappa \alpha ́ \sigma \tau о \tau \varepsilon ~ \theta \varepsilon ́ \sigma \eta . ~$



$$
\begin{equation*}
a_{E}=\sqrt{\frac{\sum_{A} \dot{m}_{i} a_{i}^{2}}{\sum_{A} \dot{m}_{i}}} \tag{2}
\end{equation*}
$$



$$
\begin{equation*}
a=\cos ^{-1}\left(\frac{\vec{V} \cdot \vec{\imath}}{|\vec{V}|}\right)=\cos ^{-1}\left(\frac{w}{\sqrt{u^{2}+v^{2}+w^{2}}}\right) \tag{3}
\end{equation*}
$$

о́ ооv $(u, v, w)$ عívaı oı $\tau \rho \varepsilon ı \varsigma ~ K \alpha \rho \tau \varepsilon \sigma ı \alpha v \varepsilon ́ \varsigma ~ \sigma v v ı \sigma \tau \omega ́ \sigma \varepsilon \varsigma ~ \tau \eta \varsigma ~ \tau \alpha \chi ט ́ \tau \eta \tau \alpha \varsigma ~$




## Eni入útnc Pońc PUMA





 PUMA $\chi \varepsilon \iota \rho i \zeta \varepsilon \tau \tau \alpha 兀 ~ \tau о ~ \delta о \mu \eta \mu \varepsilon ́ v o ~ \pi \lambda \varepsilon ́ \gamma \mu \alpha ~ \tau \eta \varsigma ~ \varepsilon \rho \gamma \alpha \sigma i ́ \alpha \varsigma ~ \sigma \alpha \nu ~ \mu \eta-\delta о \mu \eta \mu \varepsilon ́ v o . ~ H ~ \varepsilon \varphi \alpha \rho \mu о \gamma \eta ́ ~$
 vлодоүاб $\mu \dot{v}$.


$$
\begin{equation*}
\Gamma_{n m}^{-1} \frac{\partial U_{m}}{\partial t}+\frac{\partial f_{n k}^{i n v}}{\partial x_{k}}-\frac{\partial f_{n k}^{v i s}}{\partial x_{k}}=0 \tag{4}
\end{equation*}
$$



$$
\begin{gather*}
\Gamma_{n m}=\left[\begin{array}{ccccc}
1+\frac{1}{2}|\vec{u}|^{2} \kappa & -\kappa u_{1} & -\kappa u_{2} & -\kappa u_{3} & -\kappa \\
\frac{1}{2}|\vec{u}|^{2} \kappa u_{1} & 1-\kappa u_{1}^{2} & -\kappa u_{1} u_{2} & -\kappa u_{1} u_{3} & -\kappa u_{1} \\
\frac{1}{2}|\vec{u}|^{2} \kappa u_{2} & -\kappa u_{1} u_{2} & 1-\kappa u_{2}^{2} & -\kappa u_{2} u_{3} & -\kappa u_{2} \\
\frac{1}{2}|\vec{u}|^{2} \kappa u_{3} & -\kappa u_{1} u_{3} & -\kappa u_{2} u_{3} & 1-\kappa u_{3}^{2} & -\kappa u_{3} \\
-\frac{1}{2}|\vec{u}|^{2}[1-\delta] & {[1-\delta] u_{1}} & {[1-\delta] u_{2}} & {[1-\delta] u_{3}} & -\delta
\end{array}\right]  \tag{5}\\
\frac{\partial(\rho k)}{\partial t}+\frac{\partial\left(\rho u_{j} k\right)}{\partial x_{j}}=\bar{P}_{k}-\beta^{*} \rho k \omega+\frac{\partial}{\partial x_{j}}\left[\left(\mu+\sigma_{k} \mu_{t}\right) \frac{\partial k}{\partial x_{j}}\right]  \tag{6}\\
\frac{\partial(\rho \omega)}{\partial t}+\frac{\partial\left(\rho u_{j} \omega\right)}{\partial x_{j}}=\frac{a}{v_{t}} \bar{P}_{k}-\beta \rho \omega^{2}+\frac{\partial}{\partial x_{j}}\left[\left(\mu+\sigma_{\omega} \mu_{t}\right) \frac{\partial \omega}{\partial x_{j}}\right]+2\left(1-F_{1}\right) \frac{\rho \sigma_{\omega 2}}{\omega} \frac{\partial k}{\partial x_{i}} \frac{\partial \omega}{\partial x_{i}}
\end{gather*}
$$

## П $\alpha \rho \alpha \mu \varepsilon \tau \rho о \pi о \dot{\eta} \sigma \eta \tau \omega v \pi \tau \varepsilon \rho v \gamma i ́ \omega v$






 $\alpha v \alpha \pi \tau \cup \chi \theta \varepsilon i ́ \alpha \pi o ́ ~ \tau \eta ~ М П Ү Р \& B / E M П . ~$

## GMTurbo

To $\lambda$ оүıб $\mu \kappa$ GMTurbo $\lambda \alpha \mu \beta \alpha ́ v \varepsilon ı ~ \tau ı \varsigma ~ \alpha \pi \alpha \rho \alpha i ́ \tau \eta \tau \varepsilon \varsigma ~ \mu \varepsilon \tau \alpha \beta \lambda \eta \tau \varepsilon ́ \varsigma ~ \varepsilon ı \sigma o ́ \delta o v ~ \pi \rho о к \varepsilon ц \mu ́ v o v ~$















 Bepoдívov

## 


 $\mu \varepsilon \tau \alpha \tau \rho \varepsilon ́ \pi \varepsilon \iota$ ह́v人 $\pi \lambda \varepsilon ́ \gamma \mu \alpha$ YP $\Delta$ бє $\pi \alpha \rho \alpha \mu \varepsilon ́ \tau \rho о \cup \varsigma ~ \varepsilon ו \sigma o ́ \delta o v ~ \sigma \cup \mu \beta \alpha \tau \varepsilon ́ \varsigma ~ \mu \varepsilon ~ \tau о ~ \lambda о \gamma ı \sigma \mu к о ́ ~$ GMTurbo. Н $\mu \varepsilon ́ \theta$ oסos $\pi о v ~ \alpha к о \lambda о v \theta \varepsilon i ́ \tau \alpha ı ~ \pi \varepsilon \rho ı \gamma \rho \alpha ́ \varphi \varepsilon \tau \alpha ı ~ \sigma \tau \eta ~ \sigma v v \varepsilon ́ \chi \varepsilon ı \alpha . ~$





## 








 $\varepsilon \pi \iota \varphi \alpha v \varepsilon ı \alpha \kappa o ́$.
 $\pi \rho о \sigma \alpha \rho \mu$ б́ $\varepsilon \tau \alpha \iota ~ \tau о ~ \alpha \rho \chi ı к o ́ ~ \varepsilon \pi \iota \varphi \alpha v \varepsilon ı \alpha к o ́ ~ \pi \lambda \varepsilon ́ \gamma \mu \alpha ~ \pi \alpha ́ v \omega ~ \sigma \tau \alpha ~ \sigma \tau \varepsilon \rho \varepsilon \alpha ́ ~ o ́ \rho ı \alpha ~ \tau \eta \varsigma ~ \gamma \varepsilon \omega \mu \varepsilon \tau \rho i ́ \alpha \varsigma . ~$




 $\pi \rho \alpha \gamma \mu \alpha \tau о \pi о \iota \varepsilon i ́ \tau \alpha ı \pi \alpha \rho \alpha \mu о ́ \rho \varphi \omega \sigma \eta$ тоv $\pi \rho о \beta \varepsilon \beta \lambda \eta \mu \varepsilon ́ v o v \pi \lambda \varepsilon ́ \gamma \mu \alpha \tau о \varsigma ~ \omega ́ \sigma \tau \varepsilon v \alpha \varepsilon \varphi \alpha \rho \mu o ́ \zeta \varepsilon \iota$




 $\pi \alpha ́ v \omega$ бтך GMTurbo $\gamma \varepsilon \omega \mu \varepsilon \tau \rho i ́ \alpha$.



## 


 $\delta \iota \alpha \iota \varepsilon \mu \varepsilon ́ v \eta \mu \varepsilon$ тоv $\alpha \rho \imath \theta \mu$ о́ $\tau \omega v \pi \tau \varepsilon \rho v \gamma i ́ \omega v: 9.5 / 15=0.6333 \mathrm{~kg} / \mathrm{s}$







 $\sigma \tau \eta v$ бvvغ́ $\chi \varepsilon 1 \alpha, \pi \lambda \eta \rho \omega ́ v \tau \alpha \varsigma \pi \alpha \rho \alpha ́ \lambda \lambda \eta \lambda \alpha$ каı $\tau 0 v \pi \varepsilon \rho ı \rho ı \sigma \mu o ́ ~ \tau \eta \varsigma ~ \alpha \pi o ́ \sigma \tau \alpha \sigma \eta \varsigma ~ \tau \omega v ~ \delta v ́ o ~$ олळ́v $\pi \circ v \pi \rho \varepsilon ́ \pi \varepsilon ı ~ v \alpha ~ \varepsilon i ́ v \alpha ı ~ \mu \varepsilon \gamma \alpha \lambda \delta ́ \tau \varepsilon \rho \eta ~ \alpha \pi o ́ ~ 60 ~ m m . ~$.




 о́ $\pi \omega \varsigma ~ \varphi \alpha i ́ v \varepsilon \tau \alpha 1 ~ \sigma \tau о ~ \Sigma \chi .4$.

$\Sigma \chi \grave{\eta} \mu \alpha$ 4: Oı ко́ккıvєऽ $\gamma \rho \alpha \mu \mu \varepsilon ́ \varsigma ~ \xi \varepsilon \kappa ı v o v ́ v ~ \alpha \pi o ́ ~ \tau о ~ к \varepsilon ́ \lambda \cup \varphi о \varsigma ~ \pi о \delta o ́ \varsigma ~(~ \mu \pi \lambda \varepsilon ~ \varepsilon \pi ı \varphi \alpha ́ v \varepsilon ı \alpha) ~ \mu \varepsilon ~$



Oı $\gamma \rho \alpha \mu \mu \varepsilon ́ \varsigma ~ \alpha v \tau \varepsilon ́ \varsigma ~ o ı ~ о \pi о i ́ \varepsilon \varsigma ~ \tau \varepsilon ́ \mu v o v v ~ \tau о ~ \pi \tau \varepsilon \rho u ́ \gamma ı ~ \varepsilon ́ \chi о v v ~ \delta ı \alpha \varphi о \rho \varepsilon \tau ı к \alpha ́ ~ \mu \eta ́ к \eta ~ \tau \alpha ~ о \pi о і ́ \alpha ~$


 олळ́v, о́ $\pi \omega \varsigma ~ \varphi \alpha ́ ı v \varepsilon \tau \alpha ı ~ \sigma \tau о ~ \Sigma \chi .5$.

 $\sigma \chi \eta ́ \mu \alpha) \kappa \alpha l \alpha \pi o ́ ~ \tau о ~ \kappa \varepsilon ́ \lambda \cup \varphi о \varsigma ~ \kappa \varepsilon \varphi \alpha \lambda \eta ́ \varsigma ~(\kappa \alpha ́ \tau \omega ~ \sigma \chi \eta ́ \mu \alpha) . ~$


 $\mu \varepsilon ́ \sigma \eta \varsigma ~ \gamma \rho \alpha \mu \mu \eta ́ \varsigma ~ к и \rho \tau о ́ \tau \eta \tau \alpha \varsigma ~ \kappa \alpha ı ~ \tau \omega \nu ~ \pi \lambda \varepsilon \cup \rho \omega ́ v ~ v \pi \varepsilon \rho \pi i \varepsilon \sigma \eta \varsigma ~ \kappa \alpha ı ~ v \pi о \pi i \varepsilon \sigma \eta \varsigma . ~ T \alpha ~ \sigma \eta \mu \varepsilon i ́ \alpha ~$



 $\alpha \pi$ о́бтабך $\mu \varepsilon \tau \alpha \xi$ и́ 兀ov $\delta \varepsilon v ́ \tau \varepsilon \rho о v ~ к \alpha ı ~ \tau о v ~ \pi \rho о \tau \varepsilon \lambda \varepsilon v \tau \alpha i ́ o v ~ \sigma \eta \mu \varepsilon i ́ o v, ~ \varepsilon \pi i ́ ~ \tau о v ~ \pi \tau \varepsilon \rho v \gamma i ́ o v ~$
 $\mu \varepsilon \gamma \alpha \lambda \hat{\tau} \tau \varepsilon \rho \eta$ ало́ 60 mm .


 $\tau \omega v \theta_{L E}, \theta_{T E}, \beta_{L E}, \beta_{T E}, \delta_{L E} \kappa \alpha \downarrow \delta_{T E}$




## Avó $\lambda v \sigma \eta \mu \varepsilon \lambda \sigma \gamma 1 \sigma \mu \ldots$ кó YP $\Delta$

 $\varepsilon \pi \alpha \lambda \eta \theta \varepsilon v \tau \circ v ์ v \tau \alpha \alpha \pi о \tau \varepsilon \lambda \varepsilon ́ \sigma \mu \alpha \tau \alpha \alpha \pi o ́ ~ \tau \alpha \pi \varepsilon \varphi \rho \alpha \mu \tau \tau \kappa \alpha ́ \delta \varepsilon \delta о \mu \varepsilon ́ v \alpha$. H $\alpha v \alpha ́ \lambda v \sigma \eta ~ \gamma i ́ v \varepsilon \tau \alpha \iota \mu \varepsilon$






 $42^{\circ}, 37^{\circ} \mathrm{\kappa} \mathrm{\alpha ı} 47^{\circ} \gamma \omega v i ́ \alpha$ عıбóסov

 $\sigma \varphi \alpha ́ \lambda \mu \alpha$ оріً̧єтаı $\mu \varepsilon ́ \sigma \omega ~ \tau \eta \zeta:$

$$
\begin{equation*}
\varepsilon_{r}=\frac{\Pi \varepsilon \iota \rho \alpha \mu \alpha \tau \iota \kappa \dot{\alpha}-\Upsilon P \Delta}{\Pi \varepsilon \iota \rho \alpha \mu \alpha \tau \iota \kappa \dot{\alpha}} \cdot 100 \% \tag{8}
\end{equation*}
$$




 $\gamma \omega v i ́ \alpha \alpha$.

 $\alpha \rho ı \theta \mu \omega ́ v$ Mach:




## 



 $\gamma \iota \alpha \tau \eta v \alpha \kappa \mu \eta \dot{\varepsilon \kappa \kappa \cup \gamma \eta ́ s ~ \chi \rho \eta \sigma \mu о \pi о \iota о v ́ v \tau \alpha \iota ~ \omega \varsigma ~} \mu \varepsilon \tau \alpha \beta \lambda \eta \tau \varepsilon ́ \varsigma \sigma \chi \varepsilon \delta \iota \alpha \sigma \mu \circ v ́$.

- Oı $\mu \varepsilon \tau \alpha \beta \lambda \eta \tau \varepsilon ́ \varsigma ~ \theta_{L E}, \theta_{T E}, \beta_{L E}, \beta_{T E}, \delta_{L E}, \delta_{T E} \kappa \alpha \imath ~ \sigma \cup v \tau \varepsilon \lambda \varepsilon \sigma \tau \eta ́ \varsigma ~ \pi \alpha ́ \chi \circ v \varsigma ~ \gamma ı \alpha \tau \imath \varsigma$


 $\mu \varepsilon \tau \alpha \beta \lambda \eta \tau \varepsilon ́ \varsigma \sigma \chi \varepsilon \delta 1 \alpha \sigma \mu \circ v ́$.

O $\sigma v v o \lambda ı \kappa o ́ s ~ \alpha \rho ı \theta \mu o ́ s ~ \tau \omega v ~ \mu \varepsilon \tau \alpha \beta \lambda \eta \tau ஸ ́ v ~ \sigma \chi \varepsilon \delta ı \alpha \sigma \mu о v ́ ~ \varepsilon i ́ v \alpha ı ~ 46 . ~$
Tо $\mu \varepsilon ́ \tau \omega \pi о$ Pareto $\gamma ı \alpha$ то $\pi \rho о ́ \beta \lambda \eta \mu \alpha \mu \varepsilon \kappa \alpha ı ~ \chi \omega \rho i ́ \varsigma ~ \pi \varepsilon \rho ı \rho ı \sigma \mu о v ́ \varsigma ~ \delta i ́ v \varepsilon \tau \alpha ı ~ \sigma \tau о ~ \Sigma \chi . ~ 8 . ~$






 $\gamma \varepsilon \omega \mu \varepsilon \tau \rho i ́ \alpha$ סívєтаı $\sigma \tau$ о $\Sigma \chi .9$.




## 

 ঠпиюорүía тоv $\chi \alpha ́ \rho \tau \eta ~ \varepsilon v \alpha ı \sigma Ө \eta \sigma i ́ \alpha s ~ \pi о v ~ \pi \alpha \rho \varepsilon ́ \chi \varepsilon ı ~ \tau о v ~ \tau \rho о ́ \pi о ~ \pi о v ~ \pi \rho \varepsilon ́ \pi \varepsilon є ~ v \alpha ~$ $\delta \iota \alpha \varphi о \rho о \pi о \not ŋ \theta \varepsilon i ́ ~ \eta ~ \mu о \rho \varphi \eta ́ ~ \tau \omega v ~ \pi \tau \varepsilon \rho v \gamma i ́ \omega v ~ \gamma ı \alpha ~ \tau \eta \nu ~ \varepsilon \pi i ́ \tau \varepsilon v \xi \eta \eta ~ \tau \omega v ~ \sigma \tau о ́ \chi \omega v ~ \tau о v$


 $\alpha \pi \omega \lambda \varepsilon \iota \omega ́ v$ о $\lambda \iota \kappa \eta ́ s ~ \pi i ́ \varepsilon \sigma \eta \varsigma$.






 $\pi \rho о к \alpha \lambda \varepsilon i ́ ~ о \mu \alpha \lambda о \pi о i ́ \eta \sigma \eta ~ \tau о v ~ \sigma \chi \eta ́ \mu \alpha \tau о \varsigma ~ \tau o v ~ \pi \tau \varepsilon \rho v \gamma i ́ o v . ~$


 $\beta \varepsilon \lambda \tau \iota \sigma \tau о \pi о$ о́ŋбๆร.



 $\sigma \varepsilon 52.8 \% \mu \varepsilon i ́ \omega \sigma \eta \sigma \varepsilon \sigma \chi \varepsilon ́ \sigma \eta \mu \varepsilon \tau \eta v \alpha \rho \chi \not \kappa \eta ́ \tau \mu \not \mu$.


 $\gamma \varepsilon \omega \mu \varepsilon \tau \rho i ́ \alpha ~ \tau о ⿱ ~ \pi \tau \varepsilon \rho \cup \gamma i ́ o v ~$

## इúvoun









 $\alpha \pi о \tau \varepsilon \lambda \varepsilon ́ \sigma \mu \alpha \tau \alpha \varepsilon \xi \alpha \iota \rho \varepsilon \tau \iota \kappa \alpha ́ \kappa о v \tau \alpha ́ \sigma \tau \alpha \pi \varepsilon \iota \rho \alpha \mu \tau \iota \kappa \alpha ́ . ~ Е \pi i \sigma \eta \varsigma, \eta$ роŋ́ $\mu \pi о \rho \varepsilon i ́ v \alpha$



- Ефариоүŋ́ тоv $\Lambda о \gamma ו \sigma \mu \kappa о и ́ ~ A v \tau i ́ \sigma \tau \rho о \varphi \eta s ~ П \alpha \rho \alpha \mu \varepsilon \tau р о \pi о і ́ \eta \sigma \eta s ~ \gamma ı \alpha ~ \tau \eta ~$



 GMTurbo $\gamma \varepsilon \omega \mu \varepsilon \tau \rho i ́ \alpha ~ \mu \varepsilon ~ \pi \rho о \sigma \alpha \rho \mu о \gamma \eta ́ ~ \tau о v ~ \alpha \rho \chi ı к о v ́ . ~ Н ~ \pi \alpha \rho \alpha \mu \varepsilon \tau \rho о \pi о џ \eta \mu \varepsilon ́ v \eta ~$


 $\mu \pi$ орои́v $v \alpha \varepsilon v \tau \alpha \chi \theta$ ov́v $\sigma \tau \eta \nu \beta \varepsilon \lambda \tau \iota \sigma \tau о \pi о$ í $\sigma \eta$.





 $\delta \iota \pi \lambda \omega \mu \alpha \tau \iota \kappa \eta$ vтодоүıбтıкои́s $\pi$ о́роия каı $\mu \pi$ орои́v v $\alpha \beta \varepsilon \lambda \tau \iota \omega \theta$ ои́v $\pi \varepsilon \rho \alpha \iota \tau \varepsilon ́ \rho \omega$










 $\tau \eta \varsigma ~ \sigma u \zeta v \gamma o v ́ s ~ \mu \varepsilon \theta$ óסov عíval ка入v́тєра $\alpha \pi o ́ ~ \tau \alpha ~ \alpha \pi о \tau \varepsilon \lambda \varepsilon ́ \sigma \mu \alpha \tau \alpha ~ \tau \eta \varsigma ~$ $\beta \varepsilon \lambda \tau ı \sigma \tau о \pi о i ́ \eta \sigma \eta \varsigma \mu \varepsilon$ EA $\chi \omega \rho i ́ \varsigma \pi \varepsilon \rho ı \rho ı \sigma \mu о и ́ \varsigma . ~ П \alpha \rho \alpha ́ \lambda \lambda \eta \lambda \alpha$, то vлодоүıбтıко́


 $\varepsilon v o ́ s ~ \sigma \tau о ́ \chi o v . ~ \Sigma u v \varepsilon \pi \omega ́ s, ~ \delta \varepsilon v ~ \varepsilon i ́ v \alpha ı ~ \beta \varepsilon ́ ß \alpha ı o ~ o ́ \tau ı ~ \eta ~ \beta \varepsilon \lambda \tau ı \sigma \tau о \pi о i ́ \eta \sigma \eta ~ \mu \varepsilon ~ \sigma v \zeta \cup \gamma \eta ́ ~$
 ঠúo $\sigma \tau o ́ \chi \omega v$.

