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## 1 Introduction

### 1.1 Summary

In this work, a method for the inelastic analysis of planar (2D) and spatial (3D) statically indeterminate structural frames is developed. Plasticity is modeled following the concentrated/lumped approach (plastic hinges). A novel, fully automated formulation that uses Lagrange multipliers to model discontinuities in a simple and efficient way is proposed. The redundant (indeterminate) forces serve as the primary unknowns (also referred to as "independent" variables). Material hardening, internal discontinuities (e.g. articulations), nodal eccentricities (also referred to as "rigid" elements), are all taken into account. A formulation including geometric non-linearity (also referred to as " $P-\Delta$ " and " $P-\Delta-\delta$ " effects) is also investigated within the context of this work.

A mixed-code computer program was written in FORTRAN 2003/2008 and ANSI C/C++, that is able to follow the exact event-to-event plasticization and the development of post-elastic deformations of a structural frame according to a predefined loading pattern and under the assumption of non-holonomic plastic behaviour, until the point of plastic collapse is efficiently determined.

The proposed method, which is a step-by-step method, is formulated within the frameworks of graph algorithms, non-holonomic plasticity, and mathematical programming.

### 1.2 Motivation for this Work

The force method has a smaller number of unknowns than the displacement method. Also, mathematical programming provides a framework in order to implement a natural formalism that describes material non-holonomic behavior. Furthermore, there are many graph and optimization algorithms available in order to implement the necessary automation and solution techniques.

### 1.2.1 Choosing the Approach with the Smaller Number of Unknowns

When referring to structural engineering applications, matrix-based structural analysis is a necessity for efficient design and bearing capacity evaluation. Traditionally, this work is carried out using the Finite Element Method (FEM), by following the direct stiffness methodical approach.

When following the direct stiffness (kinematic) approach to perform structural analysis with the FEM, a beam element in the 3D space has six (6) (kinematic) Degrees of Freedom (DoF) at each of its' nodes. Despite the fact that the boundary (fixed) DoFs are known and thus reduce algebraically the size of the problem, a significant number of unknowns is still required. However, when following the flexibility (static) approach, a much smaller number of unknowns is expected; these unknowns are the redundant quantities, and they are related to the $1^{\text {st }}$ Betti number of the abstract planar graph that may be used as a concept to topologically model the connectivity of a structure. A brief proof follows below, for the case of externally statically indeterminate structural frames.

Let " $N$ " be the number of nodes, " $M$ " the number of members, and " $N_{B N}$ " the number of boundary nodes of a spatial (3D) structural frame, where " $\mathrm{N}_{\mathrm{BN}}$ " is by definition smaller than or equal to " N ". Furthermore, at each of the end nodes of a finite beam/column element, the sum of the number of discontinuities " $\mathrm{N}_{\mathrm{d}}$ " and the number of continuities " $\mathrm{N}_{\mathrm{c}}$ " is always equal to 6 ; with reference to the whole structure, the following equality holds for the boundary nodes:

$$
\begin{equation*}
\sum_{i=1}^{N_{B N}} N_{c, i}+\sum_{i=1}^{N_{B N}} N_{d, i}=6 \cdot N_{B N} \tag{1}
\end{equation*}
$$

Wherein (1), it is assumed that only one element is connected to each boundary node (which is a fairly reasonable assumption, considering that the soil-structure interaction is usually modelled using
rotational and longitudinal springs attached to the respective boundary nodes of a structural frame - see Figure 1 below).


Figure 1: A simple example of a portal structural frame, where soil-structure interaction is simulated with longitudinal and rotational springs (the latter have been denoted with Archimedean spirals).

According to the aforementioned definitions, the number of unknowns of the corresponding direct stiffness-based problem is:

$$
\begin{equation*}
n_{s}=6 \cdot N-\sum_{i=1}^{N_{B N}} N_{c, i} \tag{2}
\end{equation*}
$$

Wherein (2) only the non-zero kinematic degrees of freedom are taken into account regarding the linear system that need be solved.

By assuming that all boundary nodes of the same structure are connected to a common virtual (ground) node (see Figure 2), so that a complete set of closed loops (topological cycles) may be formed, then, for the flexibility-based problem, the number of unknowns is (according to Betti's $1^{s t}$ number):

$$
\begin{equation*}
n_{f}=6 \cdot\left[\left(M+N_{B N}\right)-(N+1)+1\right]-\sum_{i=1}^{N_{B N}} N_{d, i} \tag{3}
\end{equation*}
$$

Where in (3) it is assumed that the structural frame is simulated as a planar graph or at least as a synthesis of planar graphs, so that the referenced topological constant is valid.


Figure 2: Graph representation of a planar structural frame, where the "ground" (datum) node is denoted with the letter "G".

By subtracting (3) from (2), and with the help of (1), a comparison between the basic unknowns of the stiffness and the flexural approaches can be made:

$$
\begin{equation*}
n_{s}-n_{f}=6 \cdot\left[(N-M)+\left(N-\frac{\sum_{i=1}^{N_{B N}} N_{c, i}}{3}\right)\right] \tag{4}
\end{equation*}
$$



Figure 3: The case of a continuous arch that has been simulated as a finite set of seven (7) linear segments (beam finite elements); as it may be easily observed, the number of nodes, including the boundary ones, is equal to the number of members, plus one.

Since the number of nodes of a structure will always be greater than the number of members by at least a value of one (see Figure 3 above), the first of the two terms in the right-hand side of (4) will always be a positive number. By further assuming that the second term corresponds to a fully continuous structure, the maximum expected value for the one third of the number of continuities of all of the structure's boundary conditions cannot be greater than twice the number of boundary nodes of the structure; thus the difference between the two numbers of unknowns will in most cases be positive, with the exception of structures whose boundary nodes are more than half of their total number of nodes (e.g. small-sized grillages - see Figure 4 below). Therefore, it may be deduced that, for the majority of externally statically indeterminate structures, the force-based matrix method of analysis will always have a smaller number of unknowns than the direct stiffness method.


Figure 4: Example of a small grillage with twelve (12) nodes in total, out of which eight (8) -which are more than half of the number of nodes of the structure in total- are boundary nodes; in the sense of non-zero valued degrees of freedom, the direct-stiffness based problem for this structure has twenty-four (24) unknowns, while the force-based problem has forty-eight (48) unknowns.

It may be easily shown that, for internally statically indeterminate structures, the difference described by Equation (4) is a generally positive quantity as well.

### 1.2.2 Available Algorithms for implementing Automation and Solution Techniques

An additional motivation for this research work was one regarding the task of generating the equilibrium matrices automatically: There is a large variety of algorithms that are able to determine
shortest (minimal or at least near-minimal) paths among distant and/or consequent nodes of planar graphs, a feature that is crucial in order to evaluate equilibrium conditions due to external loads and internal stress redistribution due to static indeterminacy. Moreover, past research has proposed the usage of Lagrange multipliers in order to model the internal/external discontinuities of a structure for automated structural analysis, a feature that is useful when performing both limit and incremental, generally nonlinear analyses (modelling and solution of the inverse problem), because only continuities need be assumed when evaluating the equations of the equilibrium matrices of the flexural approach. Therefore, the task of the automatic generation of the equilibrium matrices was only a technical problem.

Finally, non-holonomic plasticity that is mathematically defined with the help of a linear complementarity condition between plastic potential and Lagrange multipliers can be easily computed with the help of optimization algorithms (e.g. Quadratic Programming, Sequential Quadratic Programming, and Interior Point Methods); Lagrange multipliers may also be used to yield a satisfactory compatibility of deformations in the case of elastic discontinuities. Particularly in the latter case, there is practically no latency in CPU time as compared to completely continuous structures: the number of constraints due to discontinuities is always twice the number of the respective discontinuities, which, in general is a smaller number than the number of constraints that describe the yield loci of continuities; the latter holds especially for 3D structures, wherein the minimum possible number of interacting stress components is two (e.g. biaxial bending), which, for the case of a yield function with only one equation will yield a total of four constraints.

Thus, a unified and simple to implement theoretical framework in order to build a fully automated flexural approach was at hand, and we chose to investigate its' potential.

## 2 Literature Review

In the following context, a chronological literature review in the fields of the force method and applications of mathematical programming in engineering plasticity, are presented; a short bibliographic reference to the respective optimization algorithms that were used and tested within the current work as well as on some unconventional methods in plasticity is also made.

### 2.1 Force Method of Analysis

Before the time of automated structural analysis, engineers were working primarily on the flexural approach: The theory of bending of a beam due to a combined action of a lateral distributed load and an axial compression or tension has been officially documented by J. Perry since 1892 [1], and, since 1919, A. Berry had solved the problem of geometric non-linearity due to bending moment-axial force interaction on beams, based on the three-moment equation [2]; fully deployed tables of the Berry functions may be found in [3]. Things changed radically later on with the appearance of digital computers, which also gave the actual boost to the development of the Finite Element Method (FEM), whose principles were already known at least since 1943 [4]. To the author's knowledge, K.J. Dallison was the first to present a force method for the stress analysis of circular frames in 1953 [5]. The first papers on the generalized finite element method were published a year later by J.H. Argyris and S. Kelsey [6]. During the same time period, two more papers from the same authors were published, that signalled the development of the automation of the force method for structural analysis ([7],[8]). W.R. Spillers [9] was the first to mention that, in matrix-based structural analysis, the force method has a smaller number of unknowns than the displacement method. In 1965, a complete theory for 3D elastic structural frames that follows a force-based approach in order to derive the governing equations was published by Ath. Roussopoulos [10]: in this work, the concept of "mutualities", which is a generalization of the BettiMaxwell theorem of reciprocity, is also derived. A fully automated force-based formulation including geometric non-linearity and a holonomic plasticity approach based on a Ramberg-Osgood constitutive law appeared first in 1966, by J.T. Oden and A. Neighbors in [11]. A paper that proposes the usage of algebraic topological constants in the structural analysis of frames appeared in 1969, by J. C. de C. Henderson and E. A. W. Maunder [12]. Formulations for plastic analysis and minimal weight design first appear by S.J. Fenves and A. Gonzalez-Caro in 1971 [13]. The integrated force method was introduced by S.N. Patnaik in 1973 [14]. Techniques for automatically selecting a cycle basis appeared in the literature by A.C. Cassel, J.C. de C. Henderson, and A. Kaveh, in 1974 ([15],[16]). An improvement in cycle basis search technique was presented by A. Kaveh in 1978 [17]. A force method that treats the problem of geometric non-linearity by introducing a set of fictitious deformable members around the nodes of the structure so as to create a geometric flexibility matrix that complements the classic flexibility matrix due to linear elasticity was proposed in 1978 by C. Polizzotto [18]; in essence, this approach is an algebraic method. The integrated force method was applied to frequency analysis by S.N. Patnaik and S. Yadagiri in 1978 [19]. A combinatorial optimization process that used matroid theory and the greedy algorithm in order to produce optimal (minimal) cycle bases on skeletal structures was introduced by A. Kaveh in 1979 [20]. In 1982, some improvements in the algebraic procedures regarding the computation of the equilibrium matrices were discussed by I. Kaneko, M. Lawo, and G. Thierauf in [21]. Various techniques for obtaining minimal (or near minimal) cycle and statical bases have been also presented by A. Kaveh ([22],[23],[24]). A. Jennings and T.K.H. Tam first presented an automated force-based approach for the optimal plastic design of frames in 1986 [25]; in the same year, S.N. Patnaik and K.T. Joseph presented two schemes for generating the compatibility matrix in the integrated force method [26].

A first attempt to follow a force-based approach within the framework of mathematical programming was first made by N.Z. Pereira, L.A. Borges, and M.B. Hecke in 1988 [27]; both static and kinematic approaches were formulated and solved using the dual algorithm of Lemke. During the same year, A. Kaveh presented some methods for studying the topological properties of skeletal structures whose application rendered some new methods for determining the degree of statical indeterminacy [28]. In 1991, A. Kaveh proposed a relative stiffness criterion for the cycle basis selection process that contributes to the optimal conditioning of flexibility matrices [29]. A direct flexibility method that is designed to work in interconnection with the direct stiffness method was proposed by C.A. Felippa and K.C. Park, in 1997 [30]; in the context of automated optimal plastic design, a novel automation technique was proposed by K.V. Spiliopoulos [31], while an automated collapse load analysis approach was introduced by K.V. Spiliopoulos and P.G. Souliotis in the same year [32]. A recursive technique for the incremental reduction of the structural indeterminacy has been presented by V.K. Koumousis in 1998 in [33]. Recent advances of the integrated force method were discussed by S.N. Patnaik, R.M. Coroneos, D.A. Hopkins during the same year in [34]. An extension of the integrated force method to cater for non-linear structures was presented by N.R.B. Krishnam Raju and J. Nagabhushanam in [35]. Design of frames using genetic algorithms was first presented by A. Kaveh and V. Kalatjari in 2002 [36] and 2004 [37], and A. Kaveh and A.Abdietehrani in 2004 [38]. A set of benchmark case studies in structural optimization using SQP algorithms and an integrated method was presented by R. Sedaghati in 2005 [39]. A geometrically nonlinear force method for tensegrity structures (and generally infinitesimal mechanisms) was presented the same year be Y. Luo and J. Lu in [40]. The incorporation of semi-rigid joints by Kaveh and Moez was introduced in 2005 [41]. Genetic algorithms for structural optimization were applied by A. Kaveh and H. Rahami in 2006 ([42],[43]) and H. Rahami, A. Kaveh, and Y. Gholipour in 2008 [44]. Heuristic algorithms were applied in the plastic limit analysis of frames by A.Kaveh and M. Jahanshani in the same year [45]. A somewhat incremental progress in analysis with semi-rigid joints was presented by A. Kaveh and H. Moez during the same year [46]. In 2009, an existing limit analysis procedure was extended to cater for uniaxially tied framed structures [47]. In 2010, A. Kaveh and S. Malakouti Rad introduced a technique for simultaneous analysis and design of structures using genetic algorithms and particle swarm optimization [48]; in the same year, an efficient mathematical programming method was presented in [49] for structural frames of elastic-perfectly plastic material. In 2011, meta-heuristic algorithms were applied for optimal structural design by Kaveh and Talatahari [50]. Novel techniques for reducing the computational cost in the analysis of near-regular structures were introduced by Kaveh et al. in 2012 [51]. A numerical, force-based study of the elastoplastic response of planar frames with non-holonomic plastic hinges and bending moment and axial force interaction undergoing pseudo-static cyclic loading scenarios was presented in [52]. An extension of an existing force-based approach on limit analysis of 2D skeletal frames in order for it to work for 3D structures was proposed by K.V. Spiliopoulos and N.G. Dais in 2013 [53]. A non-linear optimization program for the $2^{\text {nd }}$ order incremental elastoplastic analysis of planar frames was presented in [54]. An isotropic material hardening rule using non-holonomic plastic hinges for $1^{\text {st }}$ order step-by-step analysis by the force method was first presented in [55]. In 2016, an existing step-by-step force method was further extended to the analysis of inelastic 3D structural frames [56]; a linear transformation for projecting the stress components to the local axes of each member is introduced, that requires fewer computer operations as the equivalent one that was proposed in [53]; linearized convex yield functions are formulated in an automated pattern. A purely force-based approach to the elastoplastic analysis of frames with hardening plastic hinges is presented in [57], which, in essence, is a
unification of the up-to-day findings of the related research work of the authors of [52],[54],[55], and [56].

### 2.2 Mathematical Programming

Mathematical Programming (MP) is a special branch of numerical analysis that treats the problem of finding stationary points of continuous (but also discrete) functions that are either bounded by a set of (equality and/or inequality) constraints, or unbounded. In this short section, a brief literature review on the aforementioned field of applied mathematics and computer science follows, since, from the engineering point of view, one is interested only in applying those numerical techniques.

The technique for solving the bounded stationary point problem is based on the idea of creating a linear combination of the function and its' constraints, and was first proposed in 1811 by J.L. Lagrange [58]; this technique is particularly useful for multivariable functions under equality constraints. In a memoire to the French Academy of Sciences [59], J.-B.J. Fourier poses a series of questions regarding the determination of the optimal solution to problems where the unknown variables are bound by constraints whose number is equal to or even larger than the number of the variables; furthermore, he assumes that these constraints may be inequality functions of the unknowns. He demonstrates the expected complexity via a few simple examples of geometrical stability. In 1823, Fourier became the first person to express the need for the development of optimization algorithms, something that emerged about a century later. Primary work on MP was first devised and applied by L.V. Kantorovich in 1939 [60]; in this work, which in essence is a primary foundation of Linear Programming (LP), the practical problem of optimizing the production of a plywood facility is addressed. In the same year, the necessary and sufficient conditions for a bounded stationary point were first proven by W. Karush in his M.Sc. Dissertation [61]; later on, the development of digital computers gave rise to this new branch of numerical analysis which is commonly referred to as "Mathematical Programming" (MP).

In the following context, a brief reference to the respective bibliographic resources that were used in this doctoral work is presented; an in-depth approach on the subject was not made part of the present work, because, from the engineering point of view, the main interest was to investigate the performance of these algorithms in the problem of incremental non-linear structural analysis.

The first optimization algorithms ever developed belong to the family of the Simplex method, which was introduced in 1951 by Dantzig [62]. These algorithms find an optimal solution (minimization/maximization) of a linear function that is subject to a set of linear constraints (equalities/inequalities), and, from a historical perspective, they were initially developed for military purposes (operation research). The dual method of Lemke [63] is also a historical algorithm that has several computational advantages in various applications (e.g. in operations research and structural plasticity with material softening). An analytical presentation of Linear Programming (LP) may be found in [64]; another detailed resource for the respective bibliography may be found in [65].

In the following years, use of the Simplex method found applications in various sectors of the economy, including the design of transportation systems, portfolio management, optimal plastic (minimum weight) design and collapse (limit) load analysis of framed structures; these applications gave the spark for the rise of a novel branch of numerical analysis, the development of optimization algorithms for non-linear problems. Since the early 1980's, the novel approaches of Quadratic Programming (QP), Sequential/Successive Quadratic Programming (SQP) and Interior Point Methods (IPM) have been developed; detailed presentations of their underlying principles and implementation may be found in the literature (e.g. [66],[67]).

Bounded stationary points of a whole class of generally non-linear functions under generally nonlinear constraints can nowadays be easily numerically evaluated, using a large variety of available solvers, some of them being also suitable for sparse matrices (e.g. [68] - [73]). The main characteristics of these algorithms include good convergence properties, yet only a linear/super-linear rate of convergence.

### 2.3 Engineering Plasticity by Mathematical Programming

Mathematical Programming (MP) is known to provide the most natural formalism to incorporate plasticity in a variety of engineering problems with the usage of Lagrange multipliers via a linear complementarity condition. In the following context, the existing literature regarding the applications of mathematical programming in non-linear structural analysis methods that mainly follow the plastic hinge approach, will be presented.

To the author's knowledge, the earliest work relating engineering plasticity and MP was presented in 1951 by A.C. Charnes and H.J. Greenberg in the form of a preliminary report during a meeting of the American Mathematical Society (AMS) in Minnesota [74]; the problem addressed was that of determining the limit load of a structure. In 1957, W.S. Dorn and H.J. Greenberg proposed three basic types of linear programs for the problem of limit analysis that had smaller memory requirements and developed and tested various efficient procedures in trusses [75]. In 1959, A. Charnes, C.E. Lemke and O.C. Zienkiewicz solved the problem of representing the static and kinematic plastic collapse principles of frames in the form of dual linear programming problems [76].

A book on the theory of structures as seen through the prism of mathematical programming was authored in 1965 by W. Prager [77]; it was also interesting to find the cooperation of G. Maier and D.C. Drucker [78]. The first paper dealing with the theoretical problem of material plastic softening [79] was authored by G. Maier, as well as the correlation between structural analysis and Quadratic Programming (QP) ([80],[81]).

The QP approach concept was followed for formulating incremental elastoplastic analysis problems for elastic-work-hardening continua by G. Maier and M. Capurso [82]; particular focus is given to the elastic-perfectly plastic material constitutive law; this work is in essence the MP version of the incremental principles of plasticity introduced by W. Prager, D. Hodge, and H.J. Greenberg. In [83], G. Maier formulated a set of piecewise linear constitutive laws with associated plastic flow rules in matrix notation for the elastoplastic analysis of structures including kinematic and isotropic hardening; both incremental/step-by-step and shakedown analyses are addressed. In [84], G. Maier investigated the problem of incremental analysis under the assumptions for large displacements and the respective physical destabilizing effects, within the context of rate-dependent plasticity; a detailed presentation including analytical formulations and proofs of the respective theorems is followed throughout this paper. O. De Donato and G. Maier [85] proposed three procedures for the inelastic analysis of concrete beams under the assumption of material hardening behaviour with limited rotation capacity; the proposed methodologies also allow for the estimation of the distribution of the plastic deformations along the beams. L. Corrandi and G. Maier [86] formulated the necessary and sufficient conditions for the case where the dynamic response of frames and continuous systems under cyclic excitations does not lead to shakedown. G. Maier G., A. Zavelani Rossi and J.C. Dotreppe [87] studied the problem of equilibrium branching (bifurcation) due to material softening; in this work, bifurcation is acknowledged as a phenomenon that can occur even in the absence of geometric effects. S.B. Abdel-Baset, D.E. Grierson and N.C. Lind [88] studied the $2^{\text {nd }}$ order collapse load of frames by following a LP approach; the effects
of the axial forces on the bending moment plastic capacities and on the elastic flexibility due to bending are both taken into account. O. de Donato and G. Maier [89] formed the problem of incremental elastoplastic analysis of frames under hardening plastic hinges as a Parametric Linear Complementarity Problem (PLCP). In [90], G. Maier applied a linearization of yield criteria, and, later, I. Kaneko [91] devised a reformulation of ([85],[89]) and applied it also in reinforced concrete frames. G. Maier, D.E. Grierson, and M.J. Best [92] showed that a series of Linear Programming (LP), Restricted Basis Linear Programming (RBLP), and Quadratic Programming (QP) problems may be formulated for evaluating the post elastic response of structures using a finite element approach under assumptions for elastic-perfectly plastic as well as hardening plastic material; in particular, for elastic-perfectly plastic material behaviour, the QP algorithms were found to yield the best performance. D.L. Smith [93] devised a solution schema to the Parametric Linear Complementarity Problem (PLCP) using the Wolfe-Markowitz algorithm and by enforcing complementarity at each pivotal step of the Simplex method; the latter functions as a restriction of the variables that enter the basis. Slight modifications of the algorithm were sufficient to convert it to work for non-holonomic plasticity as well; extension to piecewise proportional loading is also demonstrated. Maier et. al. ([94],[95]) applied elastic and elastoplastic analysis on pipelines resting on the sea bottom for various seabed profiles and soil types, and discussed in detail the parameter tuning of their devised numerical technique, which was found to yield satisfactory convergence properties and quality of results; geometric non-linearities are also accounted for, while the proposed approaches can serve as a basis for the respective optimal design problem (cost minimization). I. Kaneko [96] proposed an altered LCP formulation for material hardening that requires less computational times and storage. A restricted basis linear programming technique [97] was applied by G. Maier, S. Giacomini, and F. Paterlini in elastoplastic and limit analysis. G. Maier and T. Hueckel [98] published a study on incremental elastoplastic constitutive laws that are primarily suitable for geotechnical and rocky materials, but also fit for concrete; in this study, the dependence of the elastic moduli on plastic deformations is identified, as well as material instability phenomena within the range of material plastic hardening. An edited book containing a variety of articles on plasticity by mathematical programming including detailed texts containing fundamental work done and presented by some of the founding fathers of plasticity may be found in reference [99].
I. Kaneko [100] worked directly on incremental quantities and was able to incorporate non-holonomic plasticity with no particular remedies such as the ones required in ([92],[93]). A. Franchi and M.Z. Cohn [101] provide a general purpose computer programs' approach by creating their own PLCP algorithm, which is perceived as rather involved by some researchers. L. Faravelli and P. Zanon [102] demonstrated the significance of taking into account the effect of shear force in the evaluation of the limit load of frames; a formulation for limit analysis was devised, wherein the shear force effect is incorporated in the form of a parameter that affects the bending moment vs. axial force interaction surface; the DIN-18880 $\{\mathrm{M}, \mathrm{V}, \mathrm{N}\}$ interaction surface for steel objects is also used as a comparative reference. G. Maier, F. Giannessi, and A. Nappi [103] proposed a holonomic approach to the inverse problem of tracing the elastoplastic response of elastic-perfectly plastic and/or elastic-plastic hardening structures via series of Quadratic Programming (QP) formulations which are solved by devising various numerical procedures that take into advantage the features of each formulation; these techniques have computational advantages as compared to other, generic 'direct search' optimization techniques. F. Giannessi, L. Jurina, and G. Maier [104] proposed a quadratic optimization problem formulation for computing a minimum cost design for a pipeline resting on a rough sea bottom using the limits of the bending moments' curvature as constraints; several examples are presented. A state-of-the-art literature review paper on the applications
of MP in engineering plasticity (up to the year 1982) was presented by G. Maier and J. Munro in [105]: In this work, subjects of plastic constitutive laws, plastic limit analysis, shakedown analysis, bounding methods, elastoplastic analysis, large displacement and instability analysis, contact problems and locking systems as well as dynamic plasticity are presented; computational and theoretical aspects are also discussed. An interesting paper that proposes a mathematical programming formulation for the boundary element method with reference to the numerical step-by-step analysis of elastoplastic systems has been authored by G. Maier and G. Novati [106]; the paper covers both elastic-perfectly plastic and elastichardening plastic systems. J.A.T. De Freitas and D.L. Smith ([107],[108]) proposed a general methodology/unified approach to the non-linear analysis problem using both statics and kinematics in their Lagrangian-based formulation, being able to also cater for large displacements and the post-buckling behaviour of domes and 3D arches. G. Maier and A. Nappi authored a book chapter in [109] that analytically presents the physical interpretation of constrained optimization and linear complementarity theory used in engineering plasticity by mathematical programming; with reference to these relations, a series of plasticity problems can be formulated and efficiently solved, including fracture. P.D. Panagiotopoulos, C.C. Baniotopoulos, and A.B. Avdelas, proposed a method [110] for linearizing QP problems, which shares the advantages of optimization algorithms and of linear system solvers. P.D. Panagiotopoulos authored an analytical textbook [111] that focuses on problems in mechanics that are formulated as functions of variables representing incremental changes which are also subject to inequality constraints: The author attempts (among others) to provide a mathematical background for finding bounded stationary points of generally non-convex problems, by considering them as superpositions of a convex and a concave part; applications in plasticity are also included, for both static and dynamic problems. In a review paper dedicated to the memory of Prof. J. Munro, G. Maier and D.L. Smith [112] summarize the recent contributions in the field of mathematical programming applications to engineering plastic analysis up to the year 1986. Although the Interior Point Method (IPM) had already made its' debut at the time, it was too early to have an impact on the aforementioned field, as commented by the authors. Furthermore, the authors stress out the potential of mathematical programming applications in mechanics, and that it has not yet achieved a full impact in engineering practice. In essence, this paper is an update to a previous literature review paper by G. Maier and J. Munro ([105]). W.X.Zhong and R.L. Zhang authored a paper [113] wherein the parametric variational principles of minimum potential energy and minimum complementarity energy are used to formulate and solve incremental problems in plasticity that may also include material softening; solution is acquired with the help of quadratic programming. An application in geomechanics is also presented. G. Maier and A. Nappi generalized a backward-difference integration scheme for solving rate-dependent, dynamic problems in elastoplasticity, by adding generalized yield functions and plastic hardening [114]. In this procedure, the plastic multipliers correspond to plastic strain rates; the essence of this method coincides with the rate-independent stepwise holonomic QP problems in elastoplasticity with piecewise linear material with plastic hardening. F. Tin-Loi and M.B. Wong [115] presented a mathematical programming-based approach to the elastoplastic analysis of frames; although this procedure requires a large number of constraints -primarily due to the linearization of the non-linear convex yield surfaces used therein- it can efficiently trace phenomena of local unloading and the respective non-unique displacement fields.
G. Maier and G. Novati [116] used the same variational principles as in [113], and by assuming that each yield function is expressed as the sum of two parts (one function that is defined using the limits of the local stress components, and one function that is defined using the yield limit constants with reference to the constitutive law of the material) devised a basis for formulating and solving non-linear optimization
problems; the yield limits can be a generally non-linear functional of the internal variables/parameters that describe the material's constitutive law. The presented paper provides a unified framework for a variety of problems, including, but not limited to, elastic-perfectly plastic and linear plastic hardening. F. Tin-Loi [117] studied the optimal plastic design of frames under combined bending moment and axial force; only $1^{\text {st }}$ order criteria are used, and the formulated LP optimization solution schema works on a two-phase, purely flexibility-based process that assumes a rigid plastic behaviour for predicting the collapse mechanism that yields the minimum weight design withstanding the desired monotonic loading. The same author proposed in [118] a heuristic linearization procedure for the yield surface that helps getting a better estimate of the limit load by locally increasing the interpolation points of the generally non-linear convex yield function at the point of intersection with the stress vector of the section in reference; rigid plastic behaviour is also assumed herein. R.R. Wakefield and F. Tin-Loi [119], based on the work of Kaneko [100], investigated the problem of non-uniqueness in the displacements computed in incremental non-holonomic elastoplastic analysis, and demonstrated how such diverse results may be acquired below the state of collapse. The same authors addressed the problem of computing large-scale non-holonomic elastoplastic analysis [120]; in particular, with reference to the LCP, remedies regarding the reduction of memory storage and propagation of round-off errors were proposed. Some aspects of optimization under complementarity constraints are discussed by G. Giannessi and G. Maier in [121]; primarily, the common mathematical properties of structural optimization and inelastic response as well as of contact problems, are presented. A. Nappi [122] devised a formulation for the incremental elastoplastic analysis of frames that is primarily based on a free energy and a dissipation function; the proven extremum properties of the respective formulation lead to solving unconstrained optimization problems; limit and shakedown analysis are also discussed within the context of the presented formalism; the internal variables used may either correspond to internal structural element forces, external load or displacement or displacement rate increments (which, in the case of shakedown, may also be functions of time). The proposed numerical procedures are based on the Newton-Raphson algorithm, thus exhibited good convergence properties and quality of results for the stepwise holonomic approach. Z. Cen and G. Maier [123] adopted a cohesive crack model for simulating fracture in structures made of concrete-like material, and studied bifurcation and instability phenomena due to material softening. It was found that the craze tip advancement -which is a monotonously increasing quantity-, should be used as a governor variable for the incremental procedure, and that boundary integral equations' approaches are of good use for this type of problems, since no re-meshing is required; once more, it is stressed out that nonholonomic behaviour plays an important role in the analysis results in the presence of local unloading. The effects of material softening in the dynamic response of structures were studied by G. Maier and and U. Perego in [124]. F. Tin-Loi proposed a first order optimal plastic design procedure for arches, under the assumption of rigid-plastic material behaviour and a suitable linearization of the yield criteria applied [125]; the procedure is based on a flexural approach and the static theorem of limit analysis. F. Tin-Loi and J.S. Pang [126] proposed a method for the incremental analysis of plastic hardening structures that is cast on the basis of a Non-Linear Complementarity Problem (NLCP); the method was tested for cyclic loading scenarios and yielded good results. A. Corigliano studied elastoplastic structural systems in quasistatic problems under assumptions for small strains [127]; both rate-dependent and rate-independent plasticity formulations are derived. G. Bolzon, G. Maier, and G. Novati [128] discussed some aspects of incremental analysis under assumptions for quasi-brittle material within the context of linear complementarity formalism. A piecewise linear constitutive law for the cohesive crack model that describes the traction vs. the opening displacement of the crack is adopted (G.I. Barrenblatt's model).

Both holonomic and non-holonomic material behaviour approaches are followed and two mathematical formalisms are devised to model crack propagation using a finite element method incremental problem approach: a Linear Complementarity Problem (LCP) and a Quadratic Programming Problem (QPP). Geometric non-linearity effects are also accounted for in the form of a stepwise linearization; criteria for overall instability are also adopted (negative second order work), and the criteria for the occurrence of bifurcations are formulated from the LCP in terms of rates of the respective quantities (e.g. work, boundary conditions, displacements, external loads, yield functions). W.Q. Shen [129] proposed a novel technique for the limit analysis of plane frames by Linear Programming (LP); it was tested in planar frames under vertical and wind loads. A comparative study of mathematical programming approaches on quasi-brittle structures was published by G. Bolzon, G. Maier, and F. Tin-Loi [130]; primarily "branch-and-bound" (exhaustive exploration of a binary tree), and Newton-type algorithms were used in this work. M. Mroz and G. Giambanco [131] presented an interface model that is suitable for the analysis of discontinuities under monotonic and cyclic loading; the presented work is particularly suitable for modelling the response of granular materials. F. Tin-Loi and V. Vimonsatit [132] presented a $2^{\text {nd }}$ order formulation for the elastoplastic analysis of planar frames with material hardening; the solution schema is based on an iterative application of the Wolfe-Markowitz algorithm that is also able to trace the equilibrium path beyond the point of instability; however, it is acknowledged that the procedure lacks robustness in the sense that, as the number of active plastic hinges increases, the number of basic solutions that need be identified also increases. A predictor-corrector computational schema that also uses an arc-length technique to model the 2nd order inelastic response of planar frames as a Non-Linear Complementarity Problem (NLCP) is presented by F. Tin-Loi and J.S. Misa in [133]. C. Comi and A. Corigliano [134] devised a variational formulation for evaluating the dynamic elastoplastic response of solids with isotropic softening; a mixed variational formulation is derived, wherein the equations describe a softening gradient-dependent material and time discretization is done using a generalized mid-point integration rule. Sufficient conditions for solution uniqueness and an upper bound on the integration time step are also presented, as well as numerical examples. G.Bolzon, D. Ghilotti, and G. Maier [135] addressed the inverse problem of parameter identification for the cohesive crack model with reference to concrete structures that are simulated within the framework of LCPs; the evolution of displacements during the experiments that were carried out was measured using laser interferometers, and computations were carried out using a least-squares data fitting approach which is expressed as the minimization of a quadratic function that measures the diversion between the experimental and the theoretically predicted displacements The Sequential Quadratic Programming (SQP) method and a direct-search Genetic Algorithm (GA) were used to determine the parameters; the SQP method was found to perform better when dealing with real experimental data. However, in every case, a relaxation of the complementarity condition was required in order to achieve convergence easily. G. Bolzon, G. Maier, and F. Tin-Loi [136] discuss the issue of multiplicity of solutions in the analysis under assumptions for quasi-brittle fracture of the material; both rate-dependent and rate-independent plasticity approaches are followed: The efficient solution schemas for the formulated LCPs, the respective mathematical programming algorithms that yield good results, the potentials and limitations, are all discussed. The proposed methodology is able to efficiently identify the multiplicity, even the lack of solution(s). Y.H. Liu, V. Carvelli, and G. Maier [137] investigated the integrity of defective pressurized pipelines using limit analysis and shakedown; they were found to be more economical (in terms of CPU time) and more reliable than their alternate, direct stiffness-based step-by-step procedures. G. Bolzon and G. Cocchetti [138] investigated crack propagation (kinking and branching) in brittle solids, phenomena that also affect the equilibrium path's bifurcation;
various numerical techniques are presented and compared. It is specified that crack kinking occurs in the case of "mode I" (in plane tension) cracking, and that sharp crack branching occurs in the case of "mode II" (in plane shear) cracking; however, crack branching is also augmented by higher loading rates as well as from the lack of homogeneity in the material. The analyses procedures were applied on the classical three-point bending experiments on beams; it was found that an isotropic state of stress is typical around the crack propagation zone; furthermore, it was found that symmetric or unsymmetrical crack propagation is equally possible after a state of equi-biaxial stress is reached, which implies difficulties in tackling the non-uniqueness of the problem's solution, a fact that will definitely play a role in the analysis of more complicated structures. G. Bolzon and F. Tin-Loi [139] studied the problem of physical instability and $2^{\text {nd }}$ order effects in structural frames under the assumptions of lumped plasticity and an elastic-softening plastic bending vs. rotation constitutive law: Applications on simple planar frames demonstrate bifurcation and limit points, as well as snap-through and snap-back phenomena; although the proposed methodology may be easily extended to large scale, 3D structures, it is acknowledged by the authors that, in such a case, the determination of such points (and multiplicity of solutions or proof of non-existence of any solution) would not be an easy task, because of the combinatorial nature of the problem. F. Giambanco [140] proposed an asymtptotic pivoting computational schema for solving the LCP problem of step-by-step elastoplastic analysis of framed structures; the main idea is to solve a sequence of LCPs, for which the constraints' matrix consists only of the main diagonal elements of the constraints' matrix of the original LCP. A proof of convergence, as well as a Fortran 77 subroutine, is also provided. The method yields good convergence properties.

In the beginning of the year 2000, a special issue on direct methods was published by G. Maier, V. Carvelli, and G. Cocchetti [141]. S.M. Karakostas and E.S. Mystakidis [142] proposed a non-convex QP formulation for steels structures of holonomic material with smooth plastic softening properties that yielded good convergence properties. G. Maier, G. Bolzon. And F. Tin-Loi [143] discussed a series of open problems that require interdisciplinary considerations, since they address both the fields of engineering mechanics and mathematical programming. Such problems are the kinematic approach for evaluating the strength of ductile materials with periodic heterogeneity, the problem of bounding postshakedown analysis quantities using an optimization formulation approach, incremental collapse and alternating plasticity phenomena observable in poro-plasticity (e.g. periodical loadings on two-phase saturated materials), the simulation of fracture of structures made of quasi brittle materials (e.g. concrete), and the identification of cracking parameters for the latter systems. The open issues discussed are primarily of concern to experts in mathematical programming algorithms. F. Giambanco [144] presented an iterative method that is generally suitable for solving LCPs, the "Asymptotic Pivoting Method (APM)"; it is implemented in a formulation that is able to solve the incremental problem of elastoplastic analysis, but it can also consider dynamic degrees of freedom. The basis of the APM is a recursive solution of a sequence of LCPs in which the constraints matrix is diagonal and contains only the main-diagonal elements of the LCP matrix; the proposed computational schema is proved to have good convergence properties and requires little storage space. Furthermore, it was found to require short CPU time; the source code of the APM subroutine is also provided in Fortran 77 at the Appendix of the paper. M. Papadrakakis, N.D. Lagaros, Y. Tsompanakis, and V. Plevris investigated the efficiency of various optimization methods that are based either on MP and/or Genetic Algorithms (GA) for solving structural optimization problems [145]; modified procedures that are based on both types of algorithms are also investigated and were found particularly promising. The main subject addressed is the optimal (minimum weight) design of a structure using a series of reference artificial accelerograms that are suitably scaled to
match the reference seismic code requirements. A neural network is used to predict the necessary data for the structural analysis phase of the tests; advanced decomposition techniques for parallel computing are also implemented in this work. The results demonstrate the efficiency and the respective computational advantages of the proposed mixed procedures as compared to the QP/SQP and GA based procedures; also, the proposed procedures were found particularly suitable for parallel processing. F. Tin-Loi and N.S. Que presented a work on parameter identification of quasi-brittle materials ([146],[147]); this work, which is an inverse problem, is formulated as a Mathematical Program with Equilibrium Constraints (MPEC) which is then converted into a standard NLP by a smoothening (relaxation) of the complementarity condition and the constraints. The smoothening problem is approximated via a solution of series of NLP problems, with good results. G. Cocchetti and X. Shen [148] applied the cohesive crack model in various piecewise linear constitutive laws (both wrt. yield functions and interface models adopted), in order to provide a unified set of simple mathematical tools (LCP) for the inelastic analysis of quasi-brittle material, such as concrete dams. The procedure traces efficiently both the multiplicity and the non-existence of solutions that may arise from material softening. H. Zhang and X. Zhang [149] developed a new algorithm for the dynamic analysis of structures from elastic-hardening/softening plastic material; the method is a Parametric Quadratic Programming (PQP) algorithm combined with direct timeintegration of the dynamic equations (via a precise integration and/or via the Newmark method), which is solved as a standard linear complementarity problem. Numerical examples of a dynamically loaded truss, a cantilever under dynamic tension, and of a double-notched specimen under impact loading demonstrate the efficiency of the proposed method. G. Cocchetti and G. Maier [150] provide a unified methodology for the inelastic analysis of skeletal structures with reference to the recent research findings on complementarity theory of MP. A classical plastic hinge approach is followed that obeys piece-wise linear (PWL) material constitutive laws that also include plastic hardening and plastic softening; both holonomic and non-holonomic approaches are discussed within the context of LCP-based formulations, for both rate-dependent and rate-independent plasticity that also predict non-unique solutions (e.g. bifurcations). A simple test case is used to demonstrate the sensitivity of the solution, wrt. the changes in the constitutive law of the reference structure's plastic hinges for material softening. H.Zhang, X. Zhang, and J.S. Chen [151] applied a newly developed algorithm (that was first presented in [149]) for the dynamic elastoplastic analysis of structures with hardening/softening plasticity in various new test cases. H.W. Zhang, W.X. Zhong, C.H. Wu, and A.H. Liao [152] presented their recent advances in the Parametric Quadratic Programming (PQP) method for studying elastoplastic contact problems with friction; within the context of this work, the PQP problem is converted to a standard LCP via a linearization of the constitutive law that models friction, and a general-purpose, 3D FEM program was also developed, which was applied on special test cases that demonstrate its' efficiency. S. Tangaramvong and F. Tin-Loi ([153],[154]) extended the PLCP approach to cater for structural frames with material softening behaviour. K. Krabbenhøft, A.V. Lyamin and S.W. Sloan [155] formulated a series of plasticity problems as conic programming problems, which is a formulation suitable for efficient use with interior point algorithms (although some issues/problems were also detected, as pointed out by the authors). S. Tangaramvong and F. Tin-Loi also devised a method that determines in a single step the ultimate collapse load and deformation distribution of strain softening frames under combined stresses [156]; it is formulated as a Mathematical Program with Equilibrium Constraints (MPEC). R. Ardito, G. Cocchetti, and G. Maier [157] provided a method for the safety assessment of structures that considers holonomic material softening; although bifurcation phenomena due to linear complementarity are not treated, applications using generalized finite elements are included in this very interesting work. F. Pastor, E.

Loute, and J. Pastor [158] proposed a novel decomposition approach to limit analysis using the upperbound theorem; in practice, the solution schema begins from a coarse discretization of the mesh, which is incrementally refined after each solution in order to achieve the desired solution accuracy. An Interior Point Method (IPM) solver for convex problems is used, that exhibits good convergence properties and improved quality of results even in relatively large-scale problems wrt. the available computational resources. S. Tangaramvong and F.Tin-Loi [159] extended the classical problem of the $1^{\text {st }}$ order limit analysis of frames, in order to include geometric non-linearity; material behaviour is assumed elastic-perfectly plastic. The problem is formulated as a MPEC; despite the fact that the proposed approach is a direct method, it is able to predict -in a single step- both the maximum load and the actual maximum corresponding deformations of the structure without the need to follow the plasticization sequence, as would be the case with any step-by-step method. A detailed book chapter on limit analysis methods that may serve as a useful basis for teaching purposes was authored by F. Tin-Loi [160]. The proposed formalism follows the flexural approach; a detailed formulation and presentation of several examples with step-by-step instructions and computer code are a good introduction for the unfamiliar. S. Tarangamvong and F. Tin-Loi [161] applied a MPEC approach to the limit analysis of frames considering $2^{\text {nd }}$ order effects and material softening; the proposed approach is efficient for the majority of structures in engineering practice, but has limitations in the seldom case where local buckling phenomena are prominent to lead to bifurcations.

In [162], S. Tarangamvong and F. Tin-Loi considered a holonomic approach to the same problem examined in [161], with good results; in the case where non-holonomic phenomena may occur within the same step, special correction remedies are applied to the next step of the procedure. M.A.A. Skordeli and Ch. Bisbos [163] studied three-dimensional (3D) frames by performing step-by-step and shakedown analyses under considerations for ellipsoidal yield surfaces (e.g. according to Orbisson). M.R. Mahini, H. Moharrami, and G.Cocchetti [164] formulated a MP that solves the step-by-step analysis of frames with plastic hinges of elastic-perfectly plastic material by requesting the maximization of the dissipation energy; the proposed method uses the revised Simplex method, it is easy to code, has rapid convergence properties and potential for including material softening as well. D.Wu, W. Gao, S. Tangaramvong, and F. Tin-Loi [165] followed a deterministic approach to the uncertainty quantification problem of the determination of the collapse load and mechanism of frames. The uncertain quantities are the material, the geometry of the cross-section, and the loading conditions, and are modelled using upper and lower bound intervals. The outcome of the procedure provides an upper and lower bound value of the collapse load as well as the values of the respective uncertain quantities that trigger these bounds. The results are compared to those following a classical Monte-Carlo approach, and were found to be in good accordance; however, for buckling analysis of structures whose eigenvalues are of similar or identical value, further research is required. S. Tarangamvong and F. Tin-Loi [166] investigated the optimal topological plastic design of truss structures considering material softening properties; an MPEC approach is followed, and the optimization problem is solved in a two-step pattern, where in the first phase the lower bounds of the basic structure's parameters are updated and a solution using an NLP solver is acquired; in the second phase, the solution from the first phase is used as a basis; any cross-sections whose stress configurations are at their lower bounds are discarded, and a new optimal direction is sought by solving yet another NLP problem. Although no theoretical proof can be provided for a truly optimal solution, comparisons of the proposed method's results with step-by-step elastoplastic analyses demonstrates the good quality of the method in practical terms. M.M.S. Manola and V. Koumousis [167] proposed a reduced complementarity approach for the incremental analysis of structural frames; in this work, an efficient technique that
significantly reduces the constraints of the problem is presented, under the assumption that, within the same step of analysis, the axial force of the member does not significantly increase in order to cause a jump from one hyperplane of the constraints manifold to a consecutive one, something which is usually the case for most civil engineering structures. H. Moharrami, M.R. Mahini, and G. Cocchetti [168] presented an extension of the restricted basis linear programming technique for plane stress/strain structures using generalized finite elements. Y. Kanno [169] proposed a fast-converging approach for the $1^{\text {st }}$ order analysis of elastoplastic skeletal structures using interior point algorithms; the proposed schema is an unconstrained non-smooth convex problem that has good convergence properties and can be extended to parallel computing. A design optimization technique of planar frames by setting the maximum stability as a criterion was authored by M. Cacho-Pérez [170].

For further reading on other applications of mathematical programming in structural engineering and plasticity, including, but not limited to shakedown analysis, generalized FEM modelling and soil and fracture mechanics, the reader should have a look in an excellent literature review paper by Golzon [171].

### 2.4 Unconventional Engineering Plasticity Methods

Although not belonging to the class of MP methods, the following methods caught the author's eye while searching for bibliographic references; a short review follows below.

The work of G. Royer-Carfangi and G. Buratti [172] is worth mentioning, for they have presented various constitutive models for accurate modelling of material plastic softening in beams which were found to be consistent with experimental data. The Linear Matching Method (LMM) is also worth mentioning, for it is known for its ability to yield the collapse load using only a continuous change on (linear) elasticity modules [173]; recently, O. Barrera, A.C.F. Cocks and A.R.S. Ponter improved its' convergence properties [174].

## 3 Flexibility-based Beam/Column Finite Elements

In this chapter, the $1^{\text {st }}$ order constitutive elasticity relations that correlate deformations (axial elongation, torsion and bending rotations) and generalized forces (axial force, torsion and bending moments) at the ends of each finite beam-column element of a skeletal structure are briefly presented.

### 3.1 Definitions

From a vector's notation point of view, every finite beam/column element in the 3D space may be seen as a directed line segment (vector) that is defined by a local, right-hand-ruled Cartesian coordinate system with basis $\{1,2,3\}$, where axis " 1 " is identical to the line segment that connects the start " $i$ " and finish " $j$ " nodes of the element; the start and finish nodes are the centres of gravity points of the respective crosssection(s). For the end of the beam, the positive directions for the local force and moment components are defined according to the local coordinate system $\{1,2,3\}$, and for the start of the beam in a complementary way (see Figure 5 below).


Figure 5: Finite beam/column element with end nodes, local axes, and local force/moment components.
For every such beam/column element, a set of independent, local, elastic deformations may be defined (see Figure 6, Figure 7, and Figure 8 below). These deformations are linked to their corresponding stress components via the material's property of flexibility.

### 3.2 Axial Component

For axial forces, the unassembled flexibility coefficient is described by Equation (5), with reference to Figure 6 below:


Figure 6: Axial force ( N ) and elongation ( u )

$$
\begin{equation*}
\sigma=E \cdot \varepsilon \Rightarrow \frac{\mathrm{~N}}{A}=E \cdot \frac{d u}{d L} \Rightarrow u=\frac{L}{E \cdot A} \cdot \mathrm{~N} \tag{5}
\end{equation*}
$$

### 3.3 Torsion Component

For torsion, the unassembled flexibility coefficient is described by Equation (6), with reference to Figure 7 below, where warping deformations and their respective bi-moments are neglected ( $1^{\text {st }}$ order analysis):


Figure 7: Torsion moment (T) and rotation ( $\varphi$ )

$$
\begin{equation*}
\tau=G \cdot \gamma \Rightarrow \frac{T}{I_{T}}=G \cdot \frac{d \varphi}{d L} \Rightarrow \varphi=\frac{L}{G \cdot I_{T}} \cdot \mathrm{~T} \tag{6}
\end{equation*}
$$

Wherein (6), the rate of change of the twisting angle is considered to be constant along the length of the finite beam/column element.

### 3.4 Bending Components

For bending moments, the $1^{\text {st }}$ order unassembled flexibility coefficients may be derived by solving the respective differential equation of the planar (2D) problem; see Figure 8 below:


Figure 8: Deflection (w) due to end bending moments $\left\{\mathrm{M}_{1}, \mathrm{M}_{2}\right\}$ for the planar (2D) problem.
The differential equation of the deflection is (with reference to Figure 8):

$$
\begin{equation*}
E \cdot I \cdot w^{\prime \prime}(x)=-\left[M_{1}+\left(\frac{M_{2}-M_{1}}{L}\right) \cdot x\right] \tag{7}
\end{equation*}
$$

Where in (7) the assumption of sufficient rigidity in order for the deflections " $w(x)$ " to be small has been made for the curvature " $\kappa$ ":

$$
\begin{equation*}
\kappa=\frac{w^{\prime \prime}(\mathrm{x})}{\sqrt{\left[1+\left(w^{\prime}(\mathrm{x})\right)^{2}\right]^{3}}} \cong w^{\prime \prime}(\mathrm{x}) \tag{8}
\end{equation*}
$$

The solution of (7) is obtained via sequential integration:

$$
\begin{gather*}
E \cdot I \cdot w^{\prime}(x)=\int_{y=0}^{y=x}\left[M_{1}+\left(\frac{M_{2}-M_{1}}{L}\right) \cdot y\right] \cdot d y+C_{1}=M_{1} \cdot x+\left(\frac{M_{2}-M_{1}}{2 \cdot L}\right) \cdot x^{2}+C_{1}  \tag{9}\\
E \cdot I \cdot w(x)=\int_{y=0}^{y=x}\left[M_{1} \cdot x+\left(\frac{M_{2}-M_{1}}{L}\right) \cdot x^{2}+C_{1}\right] \cdot d y+C_{2}=\frac{M_{1}}{2} \cdot x^{2}+\left(\frac{M_{2}-M_{1}}{6 \cdot L}\right) \cdot x^{3}+C_{1} \cdot x+C_{2} \tag{10}
\end{gather*}
$$

Where, in (9), " $w$ ' $(\mathrm{x})$ " stands for the slope of the deflection $w(\mathrm{x})$, which is the rotation $\theta(\mathrm{x})$. By applying the boundary conditions " $w(0)=0$ " and " $w(L)=0$ " in (10), the values of " $C_{2}$ " and " $C_{1}$ " are acquired, respectively:

$$
\begin{equation*}
C_{1}=-\left(\frac{2 \cdot M_{1}+M_{2}}{6}\right) \cdot L \quad, \quad C_{2}=0 \tag{11}
\end{equation*}
$$

By substituting (11) into (9), the end rotation values " $\theta(0)$ " and " $\theta(L)$ ", are easily acquired:

$$
\begin{equation*}
\theta(0)=-\frac{L}{6 \cdot E \cdot I} \cdot\left(2 \cdot M_{1}+M_{2}\right) \quad, \quad \theta(L)=-\frac{L}{6 \cdot E \cdot I} \cdot\left(M_{1}+2 \cdot M_{2}\right) \tag{12}
\end{equation*}
$$

By setting " $\theta(0)=-\theta_{1}$ " and " $\theta(L)=\theta_{2}$ " in (12), the respective matrix of the unassembled, $1^{\text {st }}$ order flexibility coefficients is obtained:

$$
\left\{\begin{array}{l}
\theta_{1}  \tag{13}\\
\theta_{2}
\end{array}\right\}=\frac{L}{6 \cdot E \cdot I} \cdot\left[\begin{array}{ll}
2 & 1 \\
1 & 2
\end{array}\right] \cdot\left\{\begin{array}{l}
\mathrm{M}_{1} \\
\mathrm{M}_{2}
\end{array}\right\}
$$



Figure 9: Bending moments (M) and rotations ( $\theta$ ) around axis 2 (top); around axis 3 (bottom).
A proper index may be added to (13), for the weak and strong bending axes, respectively (with reference to Figure 9 above):

$$
\left\{\begin{array}{c}
\theta_{j 1}  \tag{14}\\
\theta_{j 2}
\end{array}\right\}=\frac{L}{6 \cdot E \cdot I_{j}} \cdot\left[\begin{array}{ll}
2 & 1 \\
1 & 2
\end{array}\right] \cdot\left\{\begin{array}{l}
\mathrm{M}_{j 1} \\
\mathrm{M}_{j 2}
\end{array}\right\} \quad, \quad j=\{2,3\}
$$

## 4 Governing Equations

In this section, a listing of the governing equations for the herein developed force-based structural analysis method is presented. An incremental approach is followed, using the beam/column finite element definitions that were presented in Chapter 3.

The stress component increments of a structure may be represented by a vector " $\Delta \mathbf{Q}_{\mathbf{s}}$ " which is expressed as a sum of a vector " $\Delta \mathbf{Q}_{0}$ " due to external loads, and a vector " $\Delta \mathbf{Q}_{1}$ " due to internal redundant stresses; the latter applies to statically indeterminate structures:

$$
\begin{equation*}
\Delta \mathbf{Q}_{\mathrm{s}}=\Delta \mathbf{Q}_{0}+\Delta \mathbf{Q}_{1} \tag{15}
\end{equation*}
$$

Equation (15) may be further developed by expressing each of the two linearly independent vectors as the product of a matrix " $\mathbf{B}_{i}$ " and a vector " $\Delta \mathbf{p}_{i}$ ", where $i=\{0,1\}$. These matrices express the values of the stress component increments of the structure due to unit valued external load increments " $\Delta \mathbf{p}_{0}$ " and unit valued internal redundant stress increments " $\Delta \mathbf{p}_{1}$ ", respectively:

$$
\begin{equation*}
\Delta \mathbf{Q}_{\mathrm{s}}=\mathbf{B}_{0} \cdot \Delta \mathbf{p}_{0}+\mathbf{B}_{1} \cdot \Delta \mathbf{p}_{1} \tag{16}
\end{equation*}
$$

Where, with reference to Figure 6, Figure 7, and Figure 9, by grouping the corresponding stress components for the whole structure, we have:

$$
\Delta \mathbf{Q}_{\mathrm{s}}^{T}=\left\{\begin{array}{llll}
\Delta \mathbf{N}^{T} & \Delta \mathbf{T}^{T} & \Delta \mathbf{M}_{2}^{T} & \Delta \mathbf{M}_{3}^{T} \tag{17}
\end{array}\right\}
$$

The redundant stress vector increments " $\Delta \mathbf{p}_{1}$ " in Equation (16) are computed with the help of the compatibility condition, as was first proposed by James Clerk-Maxwell:

$$
\begin{equation*}
\mathbf{B}_{1}^{T} \cdot \Delta \mathbf{q}_{\mathrm{s}}=\mathbf{0} \tag{18}
\end{equation*}
$$

Where in (18), vector " $\Delta \mathbf{q}_{\mathbf{s}}$ " denotes the generalized, local deformation increments of the structure at its points of reference (critical sections), which may be expressed as the summation of their elastic " $\Delta \mathbf{q}_{\mathrm{el}}$ " and plastic " $\Delta \mathbf{q} \mathbf{p}$ " components:

$$
\begin{equation*}
\Delta \mathbf{q}_{\mathrm{s}}=\Delta \mathbf{q}_{\mathrm{el}}+\Delta \mathbf{q}_{\mathrm{pl}} \tag{19}
\end{equation*}
$$

Where, with reference to Figure 6, Figure 7, and Figure 9, by grouping the corresponding deformation components for the whole structure, we have:

$$
\Delta \mathbf{q}_{\mathrm{s}}^{T}=\left\{\begin{array}{llll}
\Delta \mathbf{u}^{T} & \Delta \boldsymbol{\varphi}^{T} & \Delta \boldsymbol{\theta}_{\mathbf{2}}^{T} & \Delta \boldsymbol{\theta}_{3}^{T} \tag{20}
\end{array}\right\}_{\mathrm{s}}
$$

The elastic components in (19) are computed with the help of the unassembled flexibility matrix " F ":

$$
\begin{equation*}
\Delta \mathbf{q}_{\mathrm{el}}=\mathbf{F} \cdot \Delta \mathbf{Q}_{\mathrm{s}} \tag{21}
\end{equation*}
$$

Where in (21), " $\mathbf{F}$ " is defined for the whole structure with reference to equations (5),(6) and (14), and the ordering of the elastic components in " $\Delta \mathbf{q}_{\mathrm{el}}$ " is according to (20):

$$
\mathbf{F}=\left[\begin{array}{cccc}
\mathbf{F}_{\mathrm{N}} & \mathbf{0} & \mathbf{0} & \mathbf{0}  \tag{22}\\
& \mathbf{F}_{\mathrm{T}} & \mathbf{0} & \mathbf{0} \\
& & \mathbf{F}_{\mathbf{M}_{2}} & \mathbf{0} \\
& & & \mathbf{F}_{\mathbf{M}_{3}}
\end{array}\right]
$$

For an elastic-ideally plastic material, the plastic components in (19) may be computed with the help of the axiom of maximization of plastic work (from a physics point of view, it may be seen as an equivalent to that of the maximization of entropy), using the stress derivative of an adequately defined yield function " $g(\mathbf{Q})$ ":

$$
\begin{equation*}
\Delta \mathbf{q}_{\mathrm{pl}}=\Delta \lambda \cdot \frac{\partial g(\mathbf{Q})}{\partial \mathbf{Q}} \tag{23}
\end{equation*}
$$

Where in (23) " $\Delta \lambda$ " denotes a Lagrange multiplier. This multiplier may be explicitly computed within the framework of mathematical programming, using a linear complementarity condition:

$$
\begin{equation*}
\mathbf{Y}_{*}^{T} \cdot \Delta \lambda=0 \quad, \quad \mathbf{Y}_{*} \geq 0 \quad, \quad \Delta \lambda \geq 0 \tag{24}
\end{equation*}
$$

Where in (24), "Y"" is the vector of plastic potentials for the whole structure; the plastic potential is defined as a scalar, nonnegative, dimensionless quantity, and it expresses the numerical difference between the maximum and the actual value of a yield function. Schematically, the concept of the plastic potential " $Y_{*}$ " and its corresponding Lagrange multiplier may be depicted in Figure 10 below, for the case of two interacting components $\left\{\mathrm{Q}_{1}, \mathrm{Q}_{2}\right\}$ :


Figure 10: Plastic potential and corresponding Lagrange multiplier.
For a linearly hardening plastic material, the plastic deformation increments are associated with their respective stress increments:

$$
\begin{equation*}
\Delta \mathbf{q}_{\mathbf{p}, S}=\mathbf{F}_{S} \cdot \Delta \mathbf{Q}_{\mathrm{s}} \tag{25}
\end{equation*}
$$

Where in (25), "Fs" is a diagonal matrix whose non-zero entries depend on the interacting stress components of the yield functions that have been adopted for the respective members of the structure.

The displacement increments along the direction of the external loads may be computed with the help of the Static-Kinematic Duality (SKD):

$$
\begin{equation*}
\Delta \mathbf{u}_{\mathrm{s}}=\mathbf{B}_{0}^{T} \cdot \Delta \mathbf{q}_{\mathbf{s}} \tag{26}
\end{equation*}
$$

## 5 Equilibrium Matrices

This chapter contains the required equations for describing and calculating equilibrium in the 3D space, as well as the respective automation techniques. For reasons of brevity, only the novel parts of the automation processes are presented; nevertheless, all required references to related previous works have been included.

### 5.1 Equilibrium Conditions in the Three-Dimensional Space

Considering the outer (cross) product in matrix form for a Cartesian space, the reacting moments "M" at a particular point " $f$ " due to a force vector " $\mathbf{F}$ " applied at another point " $s$ " may be described by the following equation:

$$
\mathbf{M}=-\mathbf{d}_{R} \cdot \mathbf{F} \Leftrightarrow\left\{\begin{array}{l}
M_{x}  \tag{27}\\
M_{y} \\
M_{z}
\end{array}\right\}=-\left[\begin{array}{c:c:c}
0 & +\Delta z & -\Delta y \\
\hdashline-\Delta z & 0 & +\Delta x \\
\hdashline+\Delta y & -\Delta x & 0
\end{array}\right] \cdot\left\{\begin{array}{l}
F_{x} \\
F_{y} \\
F_{z}
\end{array}\right\}
$$

Where

$$
\begin{equation*}
\Delta x=x_{f}-x_{s} \quad, \quad \Delta y=y_{f}-y_{s} \quad, \quad \Delta z=z_{f}-z_{s} \tag{28}
\end{equation*}
$$

The equilibrium condition in global coordinates between the two points " $f$ " and " $s$ " may then be written in matrix form, as follows:

$$
\left\{\begin{array}{c}
\mathbf{F}  \tag{29}\\
\mathbf{M}
\end{array}\right\}_{f}=-\left[\begin{array}{cc}
\mathbf{I}_{3 \times 3} & \mathbf{0}_{3 \times 3} \\
\mathbf{d}_{R} & \mathbf{I}_{3 \times 3}
\end{array}\right] \cdot\left\{\begin{array}{c}
\mathbf{F} \\
\mathbf{M}
\end{array}\right\}_{s}
$$

### 5.2 Linear Projections from Global to Local Three-Dimensional Cartesian Coordinates

A simple to implement, yet efficient linear transformation from global to local coordinates, is the following:

$$
\begin{equation*}
\mathbf{v}_{L}=\mathbf{T}_{R} \cdot \mathbf{v}_{G} \tag{30}
\end{equation*}
$$

Where $\mathbf{v}_{G}=\left\{\begin{array}{lll}v_{x} & v_{y} & v_{z}\end{array}\right\}^{T}$ is a vector whose components are defined with respect to a global Cartesian coordinate system with basis $\{\mathrm{x}, \mathrm{y}, \mathrm{z}\}$, and $\mathbf{v}_{L}=\left\{\begin{array}{lll}v_{1} & v_{2} & v_{3}\end{array}\right\}^{T}$ is the same vector with respect to a local Cartesian coordinate system with basis $\{1,2,3\}$. All coordinate systems are assumed to be right-hand ruled (see also Figure 11 below).


Figure 11: Global and local coordinate systems (right-hand ruled).

For the general case, the transformation matrix " $\mathbf{T}_{R}$ "may be then expressed as follows:

$$
\mathbf{T}_{R}=\left[\begin{array}{c:c:c}
+\frac{v_{x}}{L} & +\frac{v_{y}}{L} & +\frac{v_{z}}{L}  \tag{31}\\
\hdashline-\frac{v_{x}}{L} \cdot \frac{v_{z}}{L_{x y}} \cdot \cos \alpha+\frac{v_{y}}{L} \cdot \sin \alpha & -\frac{v_{y}}{L} \cdot \frac{v_{z}}{L_{x y}} \cdot \cos \alpha-\frac{v_{x}}{L} \cdot \sin \alpha & +\frac{L_{x y}}{L} \cdot \cos \alpha \\
\hdashline+\frac{v_{x}}{L} \cdot \frac{v_{z}}{L_{x y}} \cdot \sin \alpha+\frac{v_{y}}{L} \cdot \cos \alpha & +\frac{v_{y}}{L} \cdot \frac{v_{z}}{L_{x y}} \cdot \sin \alpha-\frac{v_{x}}{L} \cdot \cos \alpha & -\frac{L_{x y}}{L} \cdot \sin \alpha
\end{array}\right]
$$

Where $L=\sqrt{v_{x}{ }^{2}+v_{y}{ }^{2}+v_{z}{ }^{2}}$ and $L_{x y}=\sqrt{v_{x}{ }^{2}+v_{y}{ }^{2}}$ and " $\alpha$ " is a rotation angle around the axis of the vector " $\mathbf{v}_{G}$ " or " $\mathbf{v}_{L}$ ".

For each of the special cases where the global vector " $\mathbf{v}_{G}$ " is perpendicular to a Cartesian plane $\{\mathrm{x}, \mathrm{y}\}$ or $\{y, z\}$ or $\{z, \mathrm{x}\}$, the elements of the transformation matrix " $\mathbf{T}_{R}$ " are defined by the group of equations (32):

$$
\begin{align*}
& \vec{v}_{L} \perp\left(\vec{v}_{x} \times \vec{v}_{y}\right): \quad \mathbf{T}_{R}=\left[\begin{array}{c:c:c}
0 & 0 & p \\
\hdashline p & 0 & 0 \\
\hdashline 0 & p & 0
\end{array}\right], \quad p=\operatorname{sign}\left(v_{1} \cdot v_{z}\right) \\
& \vec{v}_{L} \perp\left(\vec{v}_{y} \times \vec{v}_{z}\right): \quad \mathbf{T}_{R}=\left[\begin{array}{c:c:c}
p & 0 & 0 \\
\hdashline 0 & p & 0 \\
\hdashline 0 & 0 & p
\end{array}\right], \quad p=\operatorname{sign}\left(v_{1} \cdot v_{x}\right)  \tag{32}\\
& \vec{v}_{L} \perp\left(\vec{v}_{z} \times \vec{v}_{x}\right): \quad \mathbf{T}_{R}=\left[\begin{array}{c:c:c}
0 & p & 0 \\
\hdashline 0 & 0 & p \\
\hdashline p & 0 & 0
\end{array}\right], \quad p=\operatorname{sign}\left(v_{1} \cdot v_{y}\right)
\end{align*}
$$

Where in (32), the absolute value of " $p$ " helps to maintain a right-hand ruled coordinate system. The rotation of angle " $\alpha$ " around the longitudinal axis is then applied separately, with the help of the corresponding tensor " $\mathbf{R}$ ":

$$
\mathbf{R}=\left[\begin{array}{c:c:c}
+1 & 0 & 0  \tag{33}\\
\hdashline 0 & +\cos \alpha & +\sin \alpha \\
\hdashline 0 & -\sin \alpha & +\cos \alpha
\end{array}\right]
$$

An equivalent practice for setting the direction of the local axes of a member in the 3 D space is by setting an auxiliary point, that, together with the longitudinal axis (\#1), defines the hemi-plane on which the vector of the weak axis (\#2) lies. A suitable linear transformation that is based on the auxiliary point definition may be found in [53].

### 5.3 Evaluation Formulae for $\left\{\mathbf{B}_{0}, B_{1}\right\}$

From a computational implementation perspective, it is convenient to define the equilibrium matrices " $\mathbf{B}_{\mathbf{0}}$ " and " $\mathbf{B}_{\mathbf{1}}$ " using a set of mathematical formulae that simultaneously express equilibrium in 3D space as well as transformation of the stress components from the global coordinate system to the local of each member of the structure. By combining equations (27) - (31) or (27) - (30) and (32) - (33), depending on the member's direction, we have a similar form of the equations that were first presented in [10]:

$$
\mathbf{B}_{i}=-\operatorname{Sign}\{m\} \cdot\left[\begin{array}{c:c}
\mathbf{T}_{R} & \mathbf{0}_{3 \times 3}  \tag{34}\\
\hdashline \mathbf{T}_{R} \cdot \mathbf{d}_{R} & \mathbf{T}_{R}
\end{array}\right], \quad i=\{0,1\}
$$

Herein, the newly introduced multiplier "Sign $\{m\}$ " applies an additional ( $\pm$ ) sign to each row of (34), according to whether the direction of the local axes of the member/element " $m$ " coincide with the direction of the shortest path $\left(\mathbf{B}_{0}\right) / \operatorname{mesh}\left(\mathbf{B}_{1}\right)$, or not.


Figure 12: Element's directional axes (left); section axes for the local force and moment components (right).
For a given set of external load and redundant stress component increments, and with the help of equations (16) and (34), the stress component increments of each structural member may be easily evaluated.

### 5.4 Procedures for the Determination of Statical Bases

The computation of the equilibrium matrices (see Equation (34)) depends on the automated selection of a statical basis that carries the external loads (matrix " $\mathbf{B}_{0}$ ") and of a statical basis that defines the redundant stresses (matrix " $\mathbf{B}_{1}$ "); these automation techniques are based on graph theory and algorithms.

For the external loads, equilibrium is satisfied along cantilevers which mark the quickest path from the load application points to the boundary nodes of the structure. For the redundant stresses, equilibrium is satisfied along the independent closed loop-form cantilevers which are defined by the topological cycles of the graph of the structure. In the following section, a brief presentation of the respective algorithms is presented, that is based on the publications [31],[47],[49], and [53]. For the shortest path finding problem, Nicholson's method was used in all cases.

### 5.4.1 External Loads

In this section, the determination of a statical basis for the external loads of the structure (matrix $\mathbf{B}_{\mathbf{0}}$ ) is presented.

The main idea is to create a set of independent cantilevers that transfer the potentially applied external loads from each free node of the structure to the ground (boundary nodes). The process is quite simple in principle; for each node " $k$ " of the structure, where $k \rightarrow\left\{1,2, \ldots, N_{\text {nodes }}\right\}$ :
0 . Store all boundary nodes of the structure in a list.

1. Find the shortest paths that lead from node $k$ to the each of the boundary nodes of the structure, and store the sequence of nodes that form each path in a list, as well as its' respective length.
2. Among the determined shortest paths, select the one with the minimum length as valid.

### 5.4.2 Redundant Components

In this section, the determination of a statical (cycle) basis for the redundant components of the structure (matrix $\mathbf{B}_{1}$ ) is presented.

The main idea is to create a set of independent closed loops (topological cycles) that represent the concept of self-equilibrating systems that exist within the structure and define the stress redistribution due to structural indeterminacy.

### 5.4.2.1 Basic Process

1. Let " N " be the number of nodes of the structure. Create an additional datum (ground) node with index number " $\mathrm{N}+1$ ", and connect all boundary nodes to this node (see step 2 for evaluating the distance matrix).
2. Form the distance matrix " $d(i, j)$ " that simulates the structure as a graph: For all connected node couples ( $\mathrm{i}, \mathrm{j}$ ), where $\{\mathrm{i}, \mathrm{j}\} \rightarrow\{1,2, \ldots, \mathrm{~N}+1\}$ and " $\mathrm{N}+1$ " is the number of nodes of the graph, input the value " 1 " into the respective memory position " $\mathrm{d}(\mathrm{i}, \mathrm{j})$ "; for all node couples that are not connected, input a theoretically infinite value in " $\mathrm{d}(\mathrm{i}, \mathrm{j})$ " (e.g. " $N_{\text {total }}+1$ ", where " $N_{\text {total }}$ " is the number of nodes of the whole graph).
3. Sort all nodes of the graph according to their valency (i.e. the number of elements that are connected to them) and store their numbers in a list. Also, form a list with the index numbers of the members that are adjacent (connected) to each node of the graph.
4. Set a counter index: $k=1$.
5. Select the $k^{\text {th }}$ node of the list created in step \#3, and find the shortest path between the two ends of the $1^{\text {st }}$ member adjacent to this node; in order to avoid the trivial solution, mind to input a theoretically infinite value for the distance between the start and end nodes of the reference member before performing the search.
6. Given that the inequality " $L_{S P}<2 \cdot\left(\mathrm{~N}_{\text {nodes }}-1\right)$ " or " $\mathrm{L}_{S P}<2 \cdot \mathrm{~N}_{\text {nodes }}$ " holds, where " $\mathrm{L}_{S \mathrm{SP}}$ " is the sum of the lengths of the members and " $\mathrm{N}_{\text {nodes }}$ " is the number of nodes that form the shortest path that was found in step $\# 5$ respectively, assign the value " 2 " in the respective entries of the distance matrix " $\mathrm{d}(\mathrm{i}, \mathrm{j})$ " that correspond to the lengths of the members that form the cycle. (Note: The aforementioned type of inequalities is referred to as "cycle admissibility rule". According to [53], the second inequality quoted above is a preferable cycle admissibility rule for 3D structures).
7. Continue by searching for the next topological cycle from the next member of the $k^{\text {th }}$ node, until all the members adjacent to that node have been processed (i.e. their length has received the value " 2 ").
8. Set $k \rightarrow k+1$ and repeat the search process (steps \#5 to \#O), until all nodes of the graph have been processed.

### 5.4.2.2 Amending the Problem of Embedded Cycles

In the case where the process that was described in Section 5.4.2.1 yields a number of topological cycles that is smaller than Betti's $1^{\text {st }}$ number, then the following process need also be executed, in order to locate and remove nodes that cause cycle embedding:

0 . Set a counting index $k=1$.

1. Start from the $k^{\text {th }}$ node of the list of nodes sorted according to their valency; select an adjacent member whose length is equal to " 2 ".
2. Find the shortest path between the ends of the selected member; in order to avoid the trivial solution, mind to set a theoretically infinite value for the member's length (e.g. " $N_{\text {nodes }}+1$ ", where " $N_{\text {nodes" }}$ " is the number of nodes of the graph) before starting the search for the shortest path.
3. After determining a topological cycle, check whether the cycle admissibility rule is valid, and assign the length value " 2 " in the respective entries of the distance matrix " $\mathrm{d}(\mathrm{i}, \mathrm{j})$ " for all members that form the cycle.
4. Check in the distance matrix " $\mathrm{d}(\mathrm{i}, \mathrm{j})$ " whether all members of the graph have a length value equal to " 2 "; if yes, then a complete set of independent topological cycles has been determined and therefore the process may move on to step \#6; if no (e.g. there are still members with a length value equal to " 1 "), select a new member that is adjacent to the $k^{\text {th }}$ node and repeat steps \#1 to \#4, until all adjacent members of the $k^{\text {th }}$ node have been processed.
5. Set $k \rightarrow k+1$ and return to step \#1, until all nodes of the graph have been processed.
6. Let " $\mathrm{N}_{\mathrm{c}, \mathrm{k}}$ " be the number of determined topological cycles: Check whether " $\mathrm{N}_{\mathrm{c}, \mathrm{k}}$ " is equal to Betti's $1^{\text {st }}$ number; if yes, the process is successfully terminated; if no, move on to step \#7.
7. Remove the $k^{\text {th }}$ node in reference from the graph (e.g. set a theoretically infinite length value to all members adjacent to the node), and repeat steps \#1 to \#4: When all remaining members of the graph have a length value equal to " 2 ", move on to step \#8.
8. Replace the $k^{\text {th }}$ node of the graph, as well as all its' adjacent members, and execute steps \#2 and \#3 for each of the adjacent to the node members. Let " $\mathrm{N}_{\mathrm{c}, \mathrm{k}}$ " be the new total number of topological cycles that were determined.
9. If ${ }^{\prime}{ }_{\mathrm{c}, \mathrm{k}}=\mathrm{N}_{\mathrm{c}, \mathrm{k}}+1$, then the $k^{\text {th }}$ node in reference causes dependent (embedded) topological cycles, thus both the node and its' adjacent members must be removed from the graph; if not, choose another node (e.g. set $k \rightarrow k-1$ ), and go to to step \#7.
10. Repeat steps $\# 7$ to $\# 9$ for as many times as the number of missing topological cycles in order to reach the $1^{\text {st }}$ number of Betti; this way, a set of independent topological cycles that does not contain the nodes that cause dependencies (embedded cycles) will be determined.
11. Add the missing nodes to the graph, as well as their adjacent members, and execute steps \#2 and \#3 for all their adjacent members, in order to find a complete set of independent topological cycles.

It should be noted that the processes described in section 5.4 .2 will not always yield a minimal, but a near-minimal cycle basis. This disadvantage leads to creating global flexibility matrices with a number of elements greater than the minimum possible one.

## 6. Element Eccentricities

In general terms, one could say that, the more detailed a structural model, the better the quality of analysis results. However, there are several limitations to this generic concept. As a mesh discretisation becomes denser, the analysis becomes more demanding in computational resources. However, computational resources are limited, and increasing the mesh density beyond a certain point results in severe latency in the numerical procedure's convergence time. Therefore, in order for the professional engineer to be efficient, a series of proper simplifying assumptions are required, so as for the calculations of the structural model of any structure to be carried out with as much precision and ease as possible, and within reasonable time.

In simulation of structural systems, a common practice is that of considering the joints between beams and columns (nodes) as non-deformable. When the prerequisites for such an assumption are satisfied, carrying out of the structural calculations becomes a much easier task, since all design and/or bearing capacity values at the ends of each element are acquired much faster. (In general, it is important to perform a stress capacity check in the volume(s) of the node(s), according to the principles of limit analysis on which all modern structural codes are based on).

A rigid part of an element is by definition non-deformable; thus, it does not store potential energy; from a mathematical point of view, it has zero flexibility (or infinite stiffness, in the dual sense). Therefore, element eccentricity is only of geometrical importance in the force method [9]: only the starting and ending points of the deformable part of a beam/column element need be defined so as to calculate its Euclidean length, which is required for the evaluation of the unassembled flexibility matrices (see Equation (22)), as well as for the equilibrium conditions at each end (see Equation (34) with reference to (27) - (33)). Note that the aforementioned groups of equations as well as their attached procedures remain unaffected by the inclusion of element eccentricities.

Let $\left\{\mathrm{x}_{i}, \mathrm{y}_{i}, \mathrm{z}_{i}\right\}$ be the coordinates of the starting node " $i$ " and $\left\{\mathrm{x}_{j}, \mathrm{y}_{j}, \mathrm{z}_{j}\right\}$ the coordinates of the ending node " $j$ " of a beam/column element of the structure, and let $\left\{\overrightarrow{\mathrm{e}}_{x, i}, \overrightarrow{\mathrm{e}}_{y, i}, \overrightarrow{\mathrm{e}}_{z, i}\right\}$ be the eccentricities next to node " $i$ ", and $\left\{\overrightarrow{\mathrm{e}}_{x, j}, \overrightarrow{\mathrm{e}}_{y, j} \overrightarrow{\mathrm{e}}_{z, j}\right\}$ next to node " $j$ ", respectively; these quantities are defined as vector components that are parallel to the basis' components of the global coordinate system (see Figure 13 below). Then, the deformable length of the member as well as its projections on each global plane $(\{x, y\},\{y, z\},\{z, x\})$ are evaluated using the following modified coordinates:

$$
\begin{array}{cc}
x_{i}^{\prime} \rightarrow x_{i}+\overrightarrow{\mathrm{e}}_{x, i} & x_{j}^{\prime} \rightarrow x_{j}+\overrightarrow{\mathrm{e}}_{x, j} \\
y_{i}^{\prime} \rightarrow y_{i}+\mathrm{e}_{y, i} \quad, \quad y_{j}^{\prime} \rightarrow y_{j}+\mathrm{e}_{y, j}  \tag{35}\\
z_{i}^{\prime} \rightarrow z_{i}+\overrightarrow{\mathrm{e}}_{z, i} & z_{j}^{\prime} \rightarrow z_{j}+\overrightarrow{\mathrm{e}}_{z, j}
\end{array}
$$

Where, in the above group of Equations (35), eccentricity components are defined as directed quantities (positive or negative), depending on whether their direction is in accordance with the basis' components of the global coordinate system, or not.


Figure 13: A simple example of a structural frame with element eccentricities due to the beam-column and column-foundation joints; soil-structure interaction is simulated with rotational springs (denoted with an Archimedean Spiral).

## 7 Yield Functions

In this chapter, a special set of functions that constitute the limits between elastic and plastic material conditions are defined. The form of these functions requires the deformation and stress distribution simplification assumptions regarding the bending problem (pure or combined with other actions), in order to correspond to the assumptions regarding the zero-length plastic hinges of the Euler-Bernoulli beam/column finite elements that are used in this work.

Furthermore, it is shown that the same type of functions may be used to set zero-valued limits on any of the local stress components at the ends of a beam/column finite element, in order to describe all forms of internal discontinuities.

### 7.1 Linearized Yield Functions

For an analysis of a structural frame that takes into account material post-elastic behaviour, a plastic hinge approach is traditionally followed. From the strength of materials' point of view, the conventional limits between elastic and plastic deformations may be defined using a closed, convex shell; in the case of the proposed method, this shell is further approximated by a convex polyhedron, whose hyper-planes are defined with the help of a linearized yield function (see also Figure 10 and Figure 14):

$$
\begin{equation*}
g_{i}(\mathbf{Q})=\sum_{n=1}^{N_{\text {ice }}(i)} s_{n} \cdot \frac{Q_{n}}{Q_{n}^{*( \pm)}}-c_{i} \leq 0 \quad, \quad i=\left\{1,2, \ldots, N_{e q}\right\} \tag{36}
\end{equation*}
$$

Wherein (36), " $N_{\text {eq }}$ " is the number of equations that constitute the yield function, " $N_{i s c}(i)$ " is the number of interacting stress components of the $i^{\text {th }}$ equation of the yield function " $g_{i}(\mathbf{Q})$ ", " $\mathbf{Q}$ " is a vector that contains only the interacting out of the potentially six in total stress components (see Figure 5), and " $c$ " is a dimensionless constant (e.g. $c=1$ ).

Due to the 3D nature of the problem, a series of stress interaction criteria may be defined, e.g. $\left\{\mathrm{N}, \mathrm{M}_{2}, \mathrm{M}_{3}\right\}$ or $\left\{\mathrm{T}, \mathrm{M}_{2}, \mathrm{M}_{3}\right\}$ or $\left\{\mathrm{T}, \mathrm{V}_{2}, \mathrm{~V}_{3}\right\}$ or $\left\{\mathrm{N}, \mathrm{V}_{2}, \mathrm{M}_{3}\right\}$ or $\left\{\mathrm{N}, \mathrm{V}_{3}, \mathrm{M}_{2}\right\}$ or $\left\{\mathrm{N}, \mathrm{V}_{2}, \mathrm{~V}_{3}, \mathrm{M}_{2}, \mathrm{M}_{3}\right\}$, etc; applied implementations of such criteria may be found in structural codes.

For example, the AISC-LRFD [175] proposes a criterion which is a bi-segmented yield function for bending moment and axial force interaction; schematically, it is presented in Figure 14 below:


Figure 14: 3D illustration of the adopted form of the AISC-LRFD bilinear yield function.

Another example from engineering practice is the failure criterion according to DIN-18880, which is a multi-segmented yield function for bending moment, shear, and axial force interaction. A definition of this function for planar frames is analytically presented in [176]; herein, the corresponding coefficients for implementing this function according to Equation (36) are summarized in Table 1 below:

| $\mathbf{S}_{\mathbf{i}}$ | $\mathbf{N}$ | $\mathbf{Q}$ | $\mathbf{M}$ |
| :---: | :---: | :---: | :---: |
| Eq. 1 | - | - | 1.00 |
| Eq. 2 | 1.00 | - | $1.00 / 1.10$ |
| Eq. 3 | - | $0.45 / 1.15$ | $1.00 / 1.15$ |
| Eq. 4 | $1.10 / 1.25$ | $0.45 / 1.25$ | $1.00 / 1.25$ |
| Eq. 5 | - | $1.00 / 0.90$ | - |

Table 1: Coefficients "Si" for the yield functions according to DIN-18800.
In order to model the positive or negative plastic capacity for every stress component a set of $( \pm)$ signs have been introduced in (36), which are used to define the sector of the hyperspace wherein each one of the polyhedron's stress interaction hyper planes is located; this may be easily implemented with the help of the basic principle of enumeration.

For the case of two interacting stress components, the distinct sequence of combinations shown in Figure 15 below is formed:

$$
\{+,+\},\{+,-\},\{-,+\},\{-,-\}
$$

Figure 15: Sequence for the signs of a yield function with two interacting components.
For the case of three interacting components, the distinct sequence of combinations shown in Figure 16 below is formed:

$$
\begin{aligned}
& \{+,+,+\},\{+,+,-\},\{+,-,+\},\{+,-,-\} \\
& \{-,+,+\},\{-,+,-\},\{-,-,+\},\{-,-,-\}
\end{aligned}
$$

Figure 16: Sequence for the signs of a yield function with three interacting components.
For the case of five interacting components, the distinct sequence of combinations shown in Figure 17 below is formed:

$$
\begin{aligned}
& \{+,+,+,+,+\},\{+,+,+,+,-\},\{+,+,+,-,+\},\{+,+,+,-,-\} \\
& \{+,+,-,+,+\},\{+,+,-,+,-\},\{+,+,-,-,+\},\{+,+,-,-,-\} \\
& \{+,-,+,+,+\},\{+,-,+,+,-\},\{+,-,+,-,+\},\{+,-,+,-,-\} \\
& \{+,-,-+,+\},\{+,-,-,+,-\},\{+,-,-,-+\},\{+,--,-,-\} \\
& \{-,+,+,+,+\},\{-,+,+,+,-\},\{-,+,+,-,+\},\{-,+,+,-,-\} \\
& \{-,+,-,+,+\},\{-,+,-,+,-\},\{-,+,-,-+\},\{-,+,-,--\} \\
& \{-,-,+,+,+\},\{-,-,+,+,-\},\{-,-,+,-,+\},\{-,-,+,-,-\} \\
& \{-,-,-,+,+\},\{-,-,-,+,-\},\{-,-,-,-+\},\{-,-,-,-,-\}
\end{aligned}
$$

Figure 17: Sequence for the signs of a yield function with five interacting components.
By using the aforementioned principle, any form of polyhedron that corresponds to any type of linearized yield function may be formed in an automated pattern.

### 7.2 Implementation of Discontinuities

For the case of members that have internal releases (e.g. articulations), a disjunction of the interacting components of the corresponding plastic hinge may be imposed; this allows plasticization only for the remaining continuous stress component(s).

For example, consider an articulated beam element with plastic hinges according to AISC-LRFD [175], defined for $\left\{N, M_{2}, M_{3}\right\}$ interaction. Since the element has articulations at both its ends, the $\left\{M_{2}\right\}$ and $\left\{\mathrm{M}_{3}\right\}$ components will be always zero, for both positive and negative rotations; this leaves only the $\{\mathrm{N}\}$ component as an active candidate for plasticization. In practice, this means that a separate static admissibility condition for each stress component must be defined: ergo, a yield function consisting of three separate parts (one for each component), with the formulae for $\left\{\mathrm{M}_{2}\right\}$ and $\left\{\mathrm{M}_{3}\right\}$ being degenerate in order to describe that the corresponding bearing capacity is zero. This disjunct yield function is presented in Equation (37) below:

$$
\begin{align*}
& g_{1}(\mathbf{Q})=\left\{\begin{array}{lll}
1 / N^{*}( \pm) & 0 & 0
\end{array}\right\} \cdot \mathbf{Q}-1 \leq 0 \\
& g_{2}(\mathbf{Q})=\left\{\begin{array}{lll}
0 & 1 / M_{2}^{*( \pm)} & 0
\end{array}\right\} \cdot \mathbf{Q} \leq 0  \tag{37}\\
& g_{3}(\mathbf{Q})=\left\{\begin{array}{lll}
0 & 0 & 1 / M_{3}^{*( \pm)}
\end{array}\right\} \cdot \mathbf{Q} \leq 0
\end{align*}
$$

Where $\mathbf{Q}=\left\{\begin{array}{lll}N & M_{2} & M_{3}\end{array}\right\}^{T}$ is the vector of the interacting stress components of the corresponding critical section, and the $( \pm)$ sign is used to denote upper and lower bounds.

The proposed disjunction technique presented in (37) may be used to define all sorts of internal releases; the corresponding Lagrange multiplier due to the complementarity condition of the inequality constraint (see Equation (24)) is added to the corresponding elastic generalized displacement (see Equation (19) with reference to (23)) in order to yield the actual elastic generalized displacement of the corresponding internal release.

It should be noted that, although the implementation of internal releases using equalities instead of inequalities would perhaps seem like a more appropriate choice in the first place, it was not the right one: testing of various examples by following this approach showed that the Lagrange multiplier of an equality constraint always occurs as a negative quantity, regardless of the expected direction of the (local) elastic generalized deformation to which it corresponds to.

## 8 Material Plastic Hardening

In this chapter, a summary of the governing equations used in hardening structural plasticity as well as a complete mathematical formalism for their implementation in non-holonomic incremental analysis, are presented.

### 8.1 Piece-Wise Linear Constitutive Laws

In the plastic hinge approach, non-linear behaviour is approximated by a piecewise linear constitutive law. Schematically, the concept is presented in the following Figure 18, wherein a typical diagram of bending moment vs. rotation according to the ATC-40 [177], is presented:


Figure 18: ATC-40 capacity curve of a reinforced concrete cross-section under bending moment.
The numerical values that define the above illustrated piece-wise linear curve are presented in Table 2 below, wherein moment and rotation values have been normalized with the ultimate bending moment capacity and the yield rotation, respectively:

| $\boldsymbol{i}$ | $\mathbf{M}$ | $\boldsymbol{\theta}$ |
| :---: | :---: | :---: |
| 0 | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ |
| 1 | $9.500 \mathrm{E}-01$ | $1.000 \mathrm{E}+00$ |
| 2 | $1.000 \mathrm{E}+00$ | $2.000 \mathrm{E}+00$ |
| 3 | $2.000 \mathrm{E}-01$ | $2.000 \mathrm{E}+00$ |
| 4 | $2.000 \mathrm{E}-01$ | $4.000 \mathrm{E}+00$ |
| 5 | $0.000 \mathrm{E}+00$ | $4.000 \mathrm{E}+00$ |
| 6 | $0.000 \mathrm{E}+00$ | $+\infty$ |

Table 2: Dimensionless coordinates of the ATC-40 bearing capacity curve.
As it is specifically noted in [177], from point 2 and onwards (see Table 2), "significant strength degradation begins; beyond this deformation, continued resistance to reversed cyclic lateral forces can no longer be guaranteed". Thus, the proposed analysis method will be developed in order to be able to terminate at the point beyond which the material's degradation begins, which corresponds to limited plastic hardening.

### 8.2 Unassembled Flexibility Coefficients for Material Hardening

In order to be able to formulate the governing equations of the force method for hardening plasticity, the principle of disjunction must first be applied in order to separate elastic from plastic deformation components. Schematically, this process is illustrated in Figure 19 below for an arbitrary stress-strain diagram with limited plastic hardening:


Figure 19: Normalized capacity curve (stresses vs. plastic deformations).
Where in Figure 19 above, " $Q_{*}$ " is an abstract, arbitrary stress component (e.g. bending moment), " $Q_{y}$ " is its corresponding (conventional) yield value, and " $q_{y}$ " is the yield deformation corresponding to " $Q_{y}$ ". The formula for the evaluation of the above curve is given below:

$$
\begin{equation*}
\left(\frac{q_{p l, i}}{q_{y}}\right)=\left(\frac{q_{\text {total }, i}}{q_{y}}\right)-\left(\frac{Q_{*, i}}{Q_{y}}\right) \cdot \tan \varphi \tag{38}
\end{equation*}
$$

Where in (38), $i=\{1,2,3,4\}, \tan \varphi=1$ is the elastic flexibility, and $q_{p l, 4} \rightarrow+\infty$. The normalized flexibility coefficients " $S_{i}$ " that correspond to plastic hardening may then be easily computed using the following formula:

$$
S_{i}=\left\{\begin{array}{ccc}
\left(\frac{q_{p l, i+1}-q_{p l, i}}{Q_{*, i+1}-Q_{*, i}}\right) \cdot\left(\frac{Q_{y}}{q_{y}}\right), & \text { if } & Q_{*, i+1}-Q_{*, i} \neq 0  \tag{39}\\
0 & \text {, if } & Q_{*, i+1}-Q_{*, i}=0
\end{array}\right.
$$

Where in (39), $i=\{1,2,3,4\}$; note that these coefficients are zero only in the case of perfectly plastic material, because then non-holonomic behaviour is served by the linear complementarity condition (see Equation (24)).

The physical flexibility coefficients of the structure's unassembled hardening matrices may be evaluated using the formula below, with reference to Equation (39):

$$
\begin{equation*}
F_{S, i}=S_{i} \cdot\left(\frac{q_{y}}{Q_{y}}\right) \tag{40}
\end{equation*}
$$

Where in (40) above, " $q_{y}$ " is the corresponding yield generalized displacement, and $i=\{1,2,3,4\}$ (see Figure 19). This class of formulae is valid for any constitutive law, regardless of the number of
peaks/branches the latter may contain; in the case of experimental data processing, the only prerequisite is an appropriate linearization of the physically measured curve.

In order to be able to compare with other commercial software, an adaptation of the above formulae is required; for reasons of comparison with SAP2000 [178], the following values were adopted:

$$
\begin{equation*}
F_{S, N}=S \cdot\left(\frac{L}{E \cdot A}\right), \quad F_{S, M_{2}}=S \cdot\left(\frac{L}{6 \cdot E \cdot I_{2}}\right) \quad, \quad F_{S, M_{3}}=S \cdot\left(\frac{L}{6 \cdot E \cdot I_{3}}\right) \tag{41}
\end{equation*}
$$

Where in (41) above, " $S$ " is a universal hardening coefficient, according to (39). Using (40) or (41), the unassembled flexibility matrix " $F_{S}$ " for material hardening may be evaluated (see Equation (25)).

### 8.3 Mathematical Implementation of Material Hardening

The simplest material hardening rule is the one according to D.C. Drucker [179]. For the plastic hinge approach, it is considered that each point of the piece-wise linear curve represents a uniformly distributed (isotropic) change in the volume of the corresponding convex yield locus.


Figure 20: (a) Isotropic hardening; (b) Isotropic hardening assuming a perfectly plastic axial component.
Where in Figure 20(a) and Figure 20(b) above, the locus that defines the yield limit is shown in dotted line format, and the locus that defines the end of the hardening branch of the piece-wise linear constitutive law of the material is denoted with a continuous line format.

Another simple material hardening rule that is also suitable for studying cyclic loading scenarios, is the one according to E. Melan [180] and W. Prager [181]. This type of hardening is linear; thus, it is the simplest form of kinematic hardening. During this kinematic hardening, the volume of the yield locus remains constant, while it moves along a specified direction defined as perpendicular to the activated yield plane.

Schematically, this translocation is presented in Figure 21 below for a 2D problem, for two cases; one where the axial forces participate in the hardening phase of the material (see Figure 21(a)), and one where a perfectly plastic axial component is assumed (see Figure 21(b)):


Figure 21: (a) Prager's kinematic hardening; (b) Prager's hardening assuming a perfectly plastic axial component.
The kinematic hardening rule best suitable for studying cyclic loading scenarios is the one according to H. Ziegler [182]; this is the most natural form of material hardening because it yields the most accurate stress configuration of a structure, particularly in the case where the axial forces are not constant during a cyclic loading.

According to Ziegler's hardening rule, the displacement vector of the yield locus of a section is parallel to the direction of the stress vector of the section as it is evaluated on the analysis step in which it first touches the surface of the yield function. Schematically, this is presented in Figure 22(a) below, for the first hardening branch of a piece-wise linear material constitutive law; for two successive hardening branches of a piece-wise linear material constitutive law, the function of the process is illustrated in Figure 22(b) below:


Figure 22: (a) Ziegler's kinematic hardening; (b) Ziegler's hardening for two successive hardening branches.
From a mathematical and computational point of view, a set of pre-solved formulae are required in order to be able to apply the transformation or translocation of the manifold due to isotropic or kinematic hardening, respectively. These equations are derived within the context of analytical geometry and vector algebra.

The yield locus' transformation due to Drucker's isotropic hardening means that a uniform dilation is applied to the manifold. Thus, we need only update the constants that describe the bounds of the yield function (with reference to Equation (36)):

$$
\begin{equation*}
c_{i}^{\prime}=c_{i}+\delta_{P W L} \tag{42}
\end{equation*}
$$

Where " $\delta_{P W L}$ " is depicted in Figure 23 below on an abstract normal stress vs. normal strain linearized diagram, wherein the coordinates have been normalized with their respective yield values:


Figure 23: Stress scaling factor " $\delta$ pwL" due to material hardening.
The yield locus' translocations due to the kinematic hardening rules of Melan-Prager and Ziegler are analytically described next.

Let $\overrightarrow{\mathbf{n}}$ be a unit vector that points towards the direction of the yield locus's translocation due to material hardening, and let $g_{i}(\overrightarrow{\mathbf{Q}})$ be the set of yield equations that describe the polyhedron of constraints, where $i=\left\{1,2,3 \ldots, N_{e q}\right\}$ and $\overrightarrow{\mathbf{Q}}$ be a vector containing the interacting stress components. If, by using the nabla, we symbolize the gradient of the yield function with respect to the stresses as " $\vec{\nabla} g_{i}$ ", this set of equations may be expressed with the help of the inner (dot) product (with reference to Equation (36)):

$$
\begin{equation*}
g_{i}(\overrightarrow{\mathbf{Q}})=\left(\vec{\nabla} g_{i} \cdot \overrightarrow{\mathbf{Q}}\right)-c_{i,(k)} \leq 0 \tag{43}
\end{equation*}
$$

Where in (43), subscript " $k$ " denotes the step of the incremental analysis in which the translocation takes place. Using the above notation, the equations of the displaced yield locus due to material hardening may be written as:

$$
\begin{equation*}
g_{i}^{\prime}(\overrightarrow{\mathbf{Q}})=g_{i}(\overrightarrow{\mathbf{Q}})-\delta_{P W L} \cdot\left(\vec{\nabla} g_{i} \cdot \overrightarrow{\mathbf{n}}\right) \tag{44}
\end{equation*}
$$

For the case of Melan's-Prager's hardening, the translocation's directional vector " $\overrightarrow{\mathbf{n}}$ " is parallel to the gradient of the activated yield function's equation " $\vec{\nabla} g_{a}$ " (where the subscript " $\alpha$ " denotes the activated hyperplane), while for the case of Ziegler's hardening, it is parallel to a stress vector " $\overrightarrow{\mathbf{Q}}{ }_{h}$ " that touches the yield locus at the time point where the new hardening plastic flow is about to begin. In essence, " $\overrightarrow{\mathbf{n}}$ " is defined for each hardening rule via a normalization of a reference "hardening" vector; thus, Equation (44) may be rewritten as:

$$
g_{i}^{\prime}(\overrightarrow{\mathbf{Q}})=\left\{\begin{array}{lc}
g_{i}(\overrightarrow{\mathbf{Q}})-\frac{\delta_{P W L}}{\left\|\vec{\nabla} g_{a}\right\|} \cdot\left(\vec{\nabla} g_{i} \cdot \vec{\nabla} g_{a}\right) & \text { (Melan-Prager) }  \tag{45}\\
g_{i}(\overrightarrow{\mathbf{Q}})-\frac{\delta_{P W L}}{\left\|\overrightarrow{\mathbf{Q}}_{h}\right\|} \cdot\left(\vec{\nabla} g_{i} \cdot \overrightarrow{\mathbf{Q}}{ }_{h}\right) \quad \text { (Ziegler) }
\end{array}\right.
$$

Since the dot product is a scalar quantity, it is practical to apply the translocation directly to the constants " $c_{i,(k)}$ " of the inequalities; thus, by combining (42) and (45) in order to have a complete set of expressions for all forms of hardening, we have:

$$
c_{i,(k)}^{\prime}=\left\{\begin{array}{cc}
c_{i,(k)}+\delta_{P W L} & \text { (Drucker) }  \tag{46}\\
c_{i,(k)}+\frac{\delta_{P W L}}{\left\|\vec{\nabla} g_{a}\right\|} \cdot\left(\vec{\nabla} g_{i} \cdot \vec{\nabla} g_{a}\right) & \text { (Melan-Prager) } \\
c_{i,(k)}+\frac{\delta_{P W L}}{\|\overrightarrow{\mathbf{Q}}\|} \cdot\left(\vec{\nabla} g_{i} \cdot \overrightarrow{\left.\mathbf{Q}_{h}\right)}\right. & \text { (Ziegler) }
\end{array}\right.
$$

The above process is applied to all hyper-planes $j=\left\{1,2, \ldots, 2^{\text {Nisc(i) }}\right\}$ of each equation " $i$ " of the yield function.

### 8.4 A Physically Consistent Implementation of Material Hardening

Drucker's postulate ensures the irreversibility of plastic processes ([183],[184],[185]); it has the following mathematical form, in terms of generalized stress and plastic strain increments:

$$
\begin{equation*}
\Delta W_{p l} \propto \Delta \sigma \cdot \Delta \varepsilon_{p l} \geq 0 \tag{47}
\end{equation*}
$$

For the case of concentrated plasticity (plastic hinges), Equation (47) may be re-defined in terms of generalized force/moment and plastic displacement/rotation increments.

In order to re-write the postulate by using only generalized force quantities, the axiom of maximization of plastic work is utilized; furthermore, an important constraint is to establish a numerically efficient formula that is able to yield the required results within the framework of rate independent plasticity:

$$
\begin{equation*}
\underbrace{\vec{\nabla} g_{a}(\mathbf{Q}) \cdot}_{\text {Stress }} \underbrace{\{S \cdot \Delta \overrightarrow{\mathbf{Q}}\}}_{\text {Strain }} \geq 0 \tag{48}
\end{equation*}
$$

Where " $\nabla g_{a}(\mathbf{Q})$ " is the gradient of the hyper-plane of the yield locus that has triggered the hardening plastic flow and is computed with reference to Equation (36), and " $S$ " is computed with reference to Equation (39); since the yield function`s gradient points towards the direction of evolution of the local plastic strain/deformation increments, and since the hardening plastic flow defines that the associated local plastic strain/deformation increments need be proportional to their corresponding local stress increments, then all internal sub-products must be positive, in order to be in accordance with the active hyper-plane of the yield locus.

Schematically, the meaning of Equation (48) is presented in Figure 24 below, for the simple case of two interacting stress components $\left\{\mathrm{Q}_{1}, \mathrm{Q}_{2}\right\}$ under kinematic hardening:


Figure 24: Drucker's postulate: (a) satisfied; (b) violated.

### 8.5 Mathematical Implementation of Local Unloading in Hardening Plastic Flow

The phenomenon of local unloading during a hardening plastic flow state is related to the violation of Drucker's postulate - see Equations (47) and (48). In such a case, a retraction of the yield locus is required, so that the interruption of the hardening plastic flow is described; this is done by setting new proper bounds for the static admissibility condition. To this extend, a variant of Equations (46) is used for all forms of hardening, respectively:

$$
c_{i,(k)}^{\prime}=\left\{\begin{array}{cc}
\delta_{U N L} & \text { (Drucker) }  \tag{49}\\
c_{i,(k)}-\frac{\delta_{U N L}}{\left\|\vec{\nabla} g_{a}\right\|} \cdot\left(\vec{\nabla} g_{i} \cdot \vec{\nabla} g_{a}\right) & \text { (Melan- Prager) } \\
c_{i,(k)}-\frac{\delta_{U N L}}{\left\|\overrightarrow{\mathbf{Q}}_{h}\right\|} \cdot\left(\vec{\nabla} g_{i} \cdot \overrightarrow{\left.\mathbf{Q}_{h}\right)}\right. & \text { (Ziegler) }
\end{array}\right.
$$

Where:

$$
\delta_{U N L}=\left\{\begin{array}{cc}
\left(\vec{\nabla} g_{\alpha} \cdot \overrightarrow{\mathbf{Q}}_{(k-1)}\right) & \text { (Drucker) }  \tag{50}\\
\frac{c_{\alpha,(k)}-\left(\vec{\nabla} g_{\alpha} \cdot \overrightarrow{\mathbf{Q}}_{(k-1)}\right)}{\frac{1}{\left\|\vec{\nabla} g_{a}\right\|} \cdot\left(\vec{\nabla} g_{\alpha} \cdot \vec{\nabla} g_{a}\right)} & \text { (Melan- Prager) } \\
\frac{c_{\alpha,(k)}-\left(\vec{\nabla} g_{\alpha} \cdot \overrightarrow{\mathbf{Q}}_{(k-1)}\right)}{\frac{1}{\|\overrightarrow{\mathbf{Q}}\|} \cdot\left(\vec{\nabla} g_{\alpha} \cdot \overrightarrow{\mathbf{Q}}_{h}\right)} & \text { (Ziegler) }
\end{array}\right.
$$

Wherein Equations (49) and (50), the subscript " $\alpha$ " denotes the reference hyper-plane of the equation of the yield locus that has triggered the hardening plastic flow, which is now violating Drucker's postulate and must be deactivated.

## 9 Static-Kinematic Duality

In this section, the fundamental principles of physics / mechanics that correlate the work and displacement of the external forces applied on a deformable continuous structure with the work and deformations of the internally developed stresses, will be briefly presented.

### 9.1 The Principle of Leverage

From a historical point of view [186], the first formulation of the principle of virtual works was done by Archimedes of Syracuse for the elementary mechanical system of a momentum Libra, widely known as "the principle of leverage" (see also Figure 25 below).


Figure 25: The principle of leverage.
The work required to move the mass " $F_{2}$ " upwards by an incremental displacement " $\delta u_{2}$ ", is equal to the work required to move the lever on the other side of the Libra downwards. By taking into account that the forces $\left\{\mathrm{F}_{1}, \mathrm{~F}_{2}\right\}$ are applied at a infinitesimally small and constant rate through time " t ", and that the occurring incremental displacements $\left\{\delta \mathrm{u}_{1}, \delta \mathrm{u}_{2}\right\}$ are so small that for any infinitesimally small time increment " $\delta \mathrm{t}$ " the system is at equilibrium, then, the axiom of energy conservation yields the required force " $F_{1}$ ":

$$
\begin{equation*}
\Delta W_{1}=\Delta W_{2} \rightarrow \mathrm{~F}_{1} \cdot \delta \mathrm{u}_{1}=\mathrm{F}_{2} \cdot \delta \mathrm{u}_{2} \rightarrow \mathrm{~F}_{1}=\mathrm{F}_{2} \cdot\left(\delta \mathrm{u}_{2} / \delta \mathrm{u}_{1}\right) \tag{51}
\end{equation*}
$$

Where $(51)$ is valid when $\left(\delta \mathrm{F}_{1} / \delta \mathrm{t}\right)=0,\left(\delta \mathrm{~F}_{2} / \delta \mathrm{t}\right)=0,\left(\delta \mathrm{u}_{1} / \delta \mathrm{t}\right) \rightarrow 0$, and $\left(\delta \mathrm{u}_{2} / \delta \mathrm{t}\right) \rightarrow 0$ hold. Considering the lever as rigid, the two displacements $\left\{\delta \mathbf{u}_{1}, \delta \mathbf{u}_{2}\right\}$ are correlated via the tangent of angle " $\varphi$ " (see Figure 25):

$$
\begin{equation*}
\tan \varphi=\left(\delta u_{1} / \mathrm{L}_{1}\right)=\left(\delta u_{2} / \mathrm{L}_{2}\right) \rightarrow\left(\delta u_{2} / \delta u_{1}\right)=\left(\mathrm{L}_{2} / \mathrm{L}_{1}\right) \tag{52}
\end{equation*}
$$

By combining Equations (51) and (52), it may be easily found that the required lifting force " $\mathrm{F}_{1}$ " is proportional to the ratio of the two levers $\left\{\mathrm{L}_{1}, \mathrm{~L}_{2}\right\}$ :

$$
\begin{equation*}
\mathrm{F}_{1}=\mathrm{F}_{2} \cdot\left(\mathrm{~L}_{2} / \mathrm{L}_{1}\right) \tag{53}
\end{equation*}
$$

### 9.2 Principle of Virtual Works

A constitutive relation between forces and displacements, with similar physical meaning as the one presented in the previous section, can be established also for deformable structures. The work of the externally applied loads on a structural system is equal to the potential energy that is stored within the system's mass in the form of strain energy; with reference to the governing equations of Chapter 4 , the aforementioned energy equilibrium is expressed in symbolic form as follows:

$$
\begin{equation*}
\Delta \mathrm{W}_{\text {extermal }}=\Delta \mathrm{W}_{\text {intermal }} \Rightarrow \Delta \mathbf{p}_{0}^{T} \cdot \Delta \mathbf{u}_{\mathrm{s}}=\frac{1}{2} \cdot \Delta \mathbf{Q}_{\mathrm{S}}^{T} \cdot \Delta \mathbf{q}_{\mathrm{s}} \tag{54}
\end{equation*}
$$

Equation (54) may be further developed with the help of Equations (16), (19) and (21), where in (19) the components of the plastic deformations' increments have been omitted due to the assumption for structures of purely elastic material:

$$
\begin{equation*}
\Delta \mathbf{p}_{0}^{T} \cdot \Delta \mathbf{u}_{\mathrm{s}}=\frac{1}{2} \cdot \Delta \mathbf{p}_{0}^{T} \cdot\left[\mathbf{B}_{0}^{T} \cdot \mathbf{F} \cdot \mathbf{B}_{0}\right] \cdot \Delta \mathbf{p}_{0}+\Delta \mathbf{p}_{0}^{T} \cdot\left[\mathbf{B}_{0}^{T} \cdot \mathbf{F} \cdot \mathbf{B}_{1}\right] \cdot \Delta \mathbf{p}_{1}+\frac{1}{2} \cdot \Delta \mathbf{p}_{1}^{T} \cdot\left[\mathbf{B}_{1}^{T} \cdot \mathbf{F} \cdot \mathbf{B}_{1}\right] \cdot \Delta \mathbf{p}_{1} \tag{55}
\end{equation*}
$$

By considering that the applied external load increments " $\Delta \mathbf{p}_{0}$ " are constant and near-zero through time, the derivative of the above equation with respect to the load increments yields the solution for the minimum potential energy:

$$
\begin{equation*}
\Delta \mathbf{u}_{\mathrm{s}}=\left[\mathbf{B}_{0}^{T} \cdot \mathbf{F} \cdot \mathbf{B}_{0}\right] \cdot \Delta \mathbf{p}_{0}+\left[\mathbf{B}_{0}^{T} \cdot \mathbf{F} \cdot \mathbf{B}_{1}\right] \cdot \Delta \mathbf{p}_{1} \tag{56}
\end{equation*}
$$

With the help of (16), (19) and (21), the above equation receives its' compacted form, which is Equation (26).

The above was first formulated for elastic planar trusses by James Clerk-Maxwell, in the form of the compatibility condition (see Equation (18)); in this incremental form, it may be shown that these equations are valid for any type of structure and material, elastic or plastic.

## 10 Load \& Displacement Control

In this section, a brief presentation of the load and displacement control techniques that are necessary for the herein developed numerical method is given.

### 10.1 Prediction of Critical Load-Scaling Factors

By abstractly supposing that a feasible direction for the solution of the incremental analysis problem is at hand, a proper scaling of the solution's vector would be required in order to accurately satisfy at least one new constraint as equality at every step of the procedure.

Using the gradient of (36), the static admissibility condition may be re-formulated on a section level in the form of an internal (dot) product:

$$
\begin{equation*}
\vec{\nabla} g_{i} \cdot\left(\overrightarrow{\mathbf{Q}}_{(k-1)}+\Delta \overrightarrow{\mathbf{Q}}_{(k)}\right)-c_{i,(k)} \leq 0 \Rightarrow \vec{\nabla} g_{i} \cdot\left(\overrightarrow{\mathbf{Q}}_{(k-1)}+\Delta \gamma \cdot \Delta \overrightarrow{\mathbf{Q}}_{(k)}\right)=c_{i,(k)} \tag{57}
\end{equation*}
$$

Where in (57) " $i$ " represents the yield function's equation index (see Equation (36)), " $k$ " represents the current step of the incremental analysis, and " $\Delta \gamma$ " is a scaling factor.

Out of (57), the critical load scale factor for every critical section's yield locus may be defined as the minimum positive scalar quantity by which the current step's stress increments " $\Delta \overrightarrow{\mathbf{Q}}_{(k)}$ " need to be multiplied in order to satisfy (57) in the form of an equality. Symbolically, this may be expressed as:

$$
\begin{equation*}
\Delta \gamma_{\min }=\min \left\{\Delta \gamma_{i}\right\} \quad, \quad i=\left\{1,2, \ldots, N_{e q}\right\} \tag{58}
\end{equation*}
$$

Where:

$$
\begin{equation*}
\Delta \gamma_{i}=\min \left\{\Delta \gamma_{j}=\frac{c_{j(i),(k)}-\left(\vec{\nabla} g_{j(i)} \cdot \overrightarrow{\mathbf{Q}}_{(k-1)}\right)}{\left(\vec{\nabla} g_{j(i)} \cdot \Delta \overrightarrow{\mathbf{Q}}_{(k)}\right)}: \Delta \gamma_{j}>0\right\} \quad, \quad j=\left\{1, \ldots, 2^{N i s c(i)}\right\} \tag{59}
\end{equation*}
$$

Wherein (59), all quantities are defined with reference to the definition of a generic yield function according to Equation (36).

Since Equations (58) and (59) hold for one critical section, the globally minimum scale factor for the whole structure occurs as the minimum value among all critical sections' minimum scalar values.

For numerical efficiency purposes (e.g. avoiding null steps in an incremental loading procedure), the inequality mask contained in (59) may be replaced with a relaxed condition, e.g. " $\Delta \gamma_{i}>\rho$ ", where " $\rho$ " is a positive, but small number (e.g. $\rho=0.001$ ).

### 10.2 Displacement Control

A maximum threshold for a reference displacement of the structure is often required (e.g. target displacement in pushover analysis); to this extend the aforementioned scale factor in Equations (58) and (59) may be further adjusted:

$$
\begin{equation*}
\Delta \gamma_{\min } \leq \frac{u_{\max }-u_{(k-1)}}{\Delta u_{(k)}} \tag{60}
\end{equation*}
$$

Wherein (60), with the letter " $u$ ", the displacement of a reference node of the structure is denoted, " $k$ " represents the current step of the incremental analysis, and " $\Delta \mathbf{u}_{(k)}$ " is computed from the SKD (see Equation (26)), with the help of (16),(19),(21),(23), and (25).

## 11 A Force-based Method for $1^{\text {st }}$ Order Analysis

### 11.1 Problem's Formulation

In order to be able to efficiently trace all the plasticization events along any given loading/displacement path, an incremental procedure need be formulated. Thus, the mathematical program's formulation will be derived for a typical step " $k$ ", where $k \in\{1,2,3 \ldots\}$.

According to the definition of the yield function, a stress distribution is admissible only if it satisfies (36) at every step of analysis. Thus, we may rewrite the respective part of (24) as:

$$
\begin{equation*}
\mathbf{Y}_{*}=\mathbf{c}_{(k)}-\nabla g^{T} \cdot \mathbf{Q}_{(k)}=\mathbf{c}_{(k)}-\nabla g^{T} \cdot\left(\mathbf{Q}_{(k-1)}+\Delta \mathbf{Q}_{(k)}\right)=\mathbf{c}_{(k)}-\nabla g^{T} \cdot \mathbf{Q}_{(k-1)}-\nabla g^{T} \cdot \Delta \mathbf{Q}_{(k)} \geq \mathbf{0} \tag{61}
\end{equation*}
$$

By combining Equations (16), (36), and substituting into (61), the plastic potential " $\mathbf{Y}_{*}$ " may be explicitly expressed as a function of the external loads and the redundant stresses. If the coefficients of this composite function are packed into an incidence matrix " $\overline{\mathbf{N}}$ " [49], a linear constraint inequality may be established:

$$
\begin{equation*}
\mathbf{Y}_{*}=\mathbf{c}_{(k)}-\overline{\mathbf{N}}^{T} \cdot \mathbf{Q}_{(k-1)}-\left(\overline{\mathbf{N}}^{T} \cdot \mathbf{B}_{0}\right) \cdot \Delta \mathbf{p}_{0,(k)}-\left(\overline{\mathbf{N}}^{T} \cdot \mathbf{B}_{1}\right) \cdot \Delta \mathbf{p}_{1,(k)} \geq \mathbf{0} \tag{62}
\end{equation*}
$$

By substituting Equation (16) into (21), then evaluating (23) with the help of (36), and (25) with the help of (16), then substituting all three into (19) and then into (18), we have:

$$
\begin{equation*}
\left[\mathbf{B}_{1}^{T} \cdot\left(\mathbf{F}+\mathbf{F}_{S}\right) \cdot \mathbf{B}_{0}\right] \cdot \Delta \mathbf{p}_{0,(k)}+\left[\mathbf{B}_{1}^{T} \cdot\left(\mathbf{F}+\mathbf{F}_{S}\right) \cdot \mathbf{B}_{1}\right] \cdot \Delta \mathbf{p}_{1,(k)}+\left(\mathbf{B}_{1}^{T} \cdot \overline{\mathbf{N}}\right) \cdot \Delta \boldsymbol{\lambda}_{(k)}=\mathbf{0} \tag{63}
\end{equation*}
$$

Wherein (63), " $\mathbf{F}$ " is evaluated according to (22), and " $\mathbf{F}_{S}$ " according to (40) or (41) (with reference to (39)), respectively.

Within the framework of the current work, all step-by-step analysis types that were implemented (predefined loading scenarios, pushover analysis, cyclic loading) were defined as load-controlled numerical procedures. Therefore, the vector of external load increments " $\Delta \mathbf{p}_{0}$ " in Equations (62) and (63) is a known parameter; as such, it may be substituted by the corresponding defining constant vector " $\mathbf{r}_{\mathrm{p}}$ ", which is abstractly presented in Figure 26 below for a single loading path branch ( $\mathbf{p}_{0, \mathrm{~A}} \rightarrow \mathbf{p}_{0, \mathrm{~B}}$ ):


Figure 26: Predefined loading paths.
Equations (63), (62), and (24), may be seen as the Karush-Kuhn-Tucker (KKT) conditions of an optimization problem whose primary variables are the redundant forces/moments. Specifically, Equation
(63) is the gradient of a Lagrange function. The last of the three additive terms in (63) is the gradient of an inequality constraints' function which is defined by Equation (62). Equation (24) is the linear complementarity condition. Thus, the following formulation may be written (with reference to Figure 26):

Minimize:

$$
\begin{equation*}
f\left(\Delta \mathbf{p}_{1}\right)=\frac{1}{2} \cdot \Delta \mathbf{p}_{1,(k)}^{T} \cdot\left[\mathbf{B}_{1}^{T} \cdot\left(\mathbf{F}+\mathbf{F}_{S}\right) \cdot \mathbf{B}_{1}\right] \cdot \Delta \mathbf{p}_{1,(k)}+\mathbf{r}_{p}^{T} \cdot\left[\mathbf{B}_{0}^{T} \cdot\left(\mathbf{F}+\mathbf{F}_{S}\right) \cdot \mathbf{B}_{1}\right] \cdot \Delta \mathbf{p}_{1,(k)} \tag{64}
\end{equation*}
$$

## Subject to:

$$
\left(\overline{\mathbf{N}}^{T} \cdot \mathbf{B}_{1}\right) \cdot \Delta \mathbf{p}_{1,(k)} \leq \mathbf{c}_{(k)}-\overline{\mathbf{N}}^{T} \cdot \mathbf{Q}_{(k-1)}-\overline{\mathbf{N}}^{T} \cdot \mathbf{r}_{p}
$$

Since the above Quadratic Programme (QP) is strictly convex, its solution is not only existent, but also unique. The problem (64) is solved in an incremental, iterative form; a detailed description of the devised numerical strategy follows in the next section.

### 11.2 Numerical Strategy

Within the context of the present work, a simple load-controlled numerical strategy was devised and implemented for solving (64). The main idea is to scale down the load change " $\mathbf{r}_{p}$ " vector in order to determine a feasible direction for the solution [49]; this is achieved by multiplying with a positive, but small number " $\rho$ " (e.g. $\left.\rho=10^{-3}\right)$. A detailed presentation is given below; it caters for non-holonomic, perfectly- and hardening-plastic materials.
0. Read and pre-process input data.

1. Form a minimal statical basis due to external loads and a (near) minimal statical basis due to redundancy and evaluate the problem`s equilibrium matrices $\mathbf{B}_{i}$, where $i=\{0,1\}$, respectively; see Section 2.5.
2. Set the predefined load path vectors, " $\mathbf{r}_{p}$ "; see Figure 26.
3. Initialize the predefined load/displacement path's branch counter $n=1$.
4. For the current path branch " $n$ ", evaluate all corresponding flexibility matrices $\left(\mathbf{B}_{i}{ }^{\mathrm{T}} \cdot \mathbf{F} \cdot \mathbf{B}_{j}\right)$, where $\{i, j\}=\{0,1\},\{1,1\}$; the updating process of the flexibility matrices is done using Equation (22) and the rows of Equation (34) that correspond to the components of (17), with reference to (27) - (31) or (27) - (30) and (31) - (32), depending on the member's direction.
5. Initialize incremental step counter $k=1$.
6. Check for newly activated or violated associated plastic flows. An associated plastic flow is considered about to be activated when the tip of a critical section's stress vector touches a hyperplane of the yield locus (e.g. Figure 27(a) and Figure 27(e)); thus, the corresponding component of the plastic potentials' vector becomes zero (e.g. $Y \leq 10^{-8}$ ). The checking process for violated associated plastic flows (see Figure 27(c)) is done using Equation (48), with reference to (16), the gradient of (36), and (39); also, in (16), the following replacement is needed: $\Delta \mathbf{p}_{0} \rightarrow \rho \cdot \mathbf{r}_{p}$ :
a. If no new events were triggered (e.g. beginning of analysis or continuing holonomic behaviour Figure 27(b) and/or Figure 27(f)), go to step 8.
b. If a new set of events was detected (e.g.: activation of new associated plastic flows - see Figure 27(a) and/or Figure 27(e); and/or signal of plastic unstressing - see Figure 27(c)), execute steps

7 to 10 , then return to step (6.b) and re-check; if no new events were detected after the re-check (e.g. Figure 27(b) and/or Figure 27(d) and/ or Figure 27(f)), go to step 11.


Figure 27: Hardening Plastic Flow and Non-Holonomic Material Behaviour.
7. Evaluate the part of the matrices $\left(\mathbf{B}_{i}{ }^{\mathrm{T}} \cdot \mathbf{F}_{S} \cdot \mathbf{B}_{j}\right)$ due to plastic hardening, where $\{i, j\}=\{0,1\},\{1,1\}$. The updating process of the hardening matrices is done using the rows of Equation (34) that correspond to each critical section's set of interacting stress components which contribute to material hardening (in accordance to the selected yield function - see Equation (36)), and Equations (40) or (41) (with reference to Equation (39)). In the case where Drucker's postulate is violated, the respective components of the hardening matrices are set to zero.
8. Evaluate the right-hand side of the problem's constraints (see Equation (64)). The updating process of the constraints' constants " $\mathbf{c}(k)$ " is done using Equation (46), depending on the hardening rule adopted. In the case of plastic unstressing, the yield locus is moved backwards along the hardening vector's direction, so that the active yield plane touches the tip of the critical section's stress vector that was determined at the end of the previously completed step ( $k-1$ ): Equations (49) and (50) are used.
9. Since the components of the load change vector " $r_{p}$ " may be large enough to cause a violation of the static admissibility condition, a proper scaling is required in order to maintain complementarity: Scale " $r_{p}$ " using a small factor " $\rho$ ". (In the examples presented within the context of this work, values of $\rho \in\left[10^{-6}, 1\right]$ were generally found to be sufficient, with a value of $\rho=10^{-3}$ being an optimal compromise between computational speed and accuracy).
10. Solve the problem described by Equation (64) using any efficient algorithm (e.g. [68],[69],[70]) and obtain a set of primal and dual variables. If the algorithm fails to converge, go to step 20, because a state of collapse was reached.
11. Divide the components of the acquired solution vectors $\left\{\Delta \mathbf{p}_{1}, \Delta \lambda\right\}$ with " $\rho$ ".
12. Evaluate " $\Delta \mathbf{Q}_{(k)}$ ". Use Equations (16) and (34); the shear force increments may also be easily evaluated from the local equilibrium conditions along each element.
13. Evaluate " $\Delta \mathbf{q}_{\mathrm{el},(k)}$ "; use Equation (21).
14. Evaluate " $\Delta \mathbf{q}_{\mathrm{pl},(k)}$ ". For perfectly plastic material, use Equation (23); for hardening plastic material, use Equation (25), wherein the flexibility coefficients may be computed from Equation (40) or (41), with reference to (39).
15. Find the minimal solution scale factor " $\Delta \gamma_{k}$ " that activates a new plastic hinge, ensuring that the computed value does not exceed the current branch of the examined loading path: Determine the minimum load scale factor using Equations (58) and (59); then, if required, re-scale according to the maximum desired reference displacement with the aid of (60).
16. Scale corresponding stress and strain increments using the above computed scale factor:

$$
\Delta \mathbf{Q}_{(k)} \rightarrow \Delta \gamma_{k} \cdot \Delta \mathbf{Q}_{(k)} \quad, \quad \Delta \mathbf{q}_{\mathrm{el},(k)} \rightarrow \Delta \gamma_{k} \cdot \Delta \mathbf{q}_{\mathrm{el},(k)} \quad, \quad \Delta \mathbf{q}_{\mathrm{p},(k)} \rightarrow \Delta \gamma_{k} \cdot \Delta \mathbf{q}_{\mathrm{p},(k)}
$$

17. Add up the computed stress and strain increments of the new step $(k)$ to the respective values of the previously completed step $(k-1)$ :

$$
\mathbf{Q}_{(k)}=\mathbf{Q}_{(k-1)}+\Delta \mathbf{Q}_{(k)}, \quad \mathbf{q}_{\mathrm{el},(k)}=\mathbf{q}_{\mathrm{el},(k-1)}+\Delta \mathbf{q}_{\mathrm{el},(k)}, \quad \mathbf{q}_{\mathrm{pl},(k)}=\mathbf{q}_{\mathrm{pl},(k-1)}+\Delta \mathbf{q}_{\mathrm{pl},(k)}
$$

18. Evaluate " $\Delta \mathbf{u}_{\mathrm{s},(k)}$ " using Equation (26). Then, add them up to the displacement values of the previously completed step $(k-1)$ :

$$
\mathbf{u}_{\mathbf{s},(k)}=\mathbf{u}_{\mathbf{s},(k-1)}+\Delta \mathbf{u}_{\mathbf{s},(k)}
$$

19. If the end of the current loading branch was reached (i.e. if $\left\|\Delta \mathbf{p}_{0}\right\|-\sum_{i=1}^{i=k} \Delta \gamma_{i} \mid \leq \rho$ holds - see Figure 26), go to step 4 and repeat the process for $n \rightarrow n+1$; if the end of the whole loading path or the maximum reference displacement was reached, go to step 20; else, return to step 6 and repeat the process for $k \rightarrow k+1$.
20. Print output data, and terminate.

## 12 Investigating the Extension to $\mathbf{2}^{\text {nd }}$ Order Analysis

In this section, the governing equations and matrices for the herein developed $1^{\text {st }}$ order force method are extended so that the effect of axial forces on bending deformations is taken into account; the proposed methodology includes both " $P-\Delta$ " and " $P-\Delta-\delta$ " effects.

### 12.1 Flexibility Coefficients for Bending Components

For bending moments, the $2^{\text {nd }}$ order unassembled flexibility coefficients may be derived by solving the differential equation of the planar bending problem in the deformed state, where the contribution of the axial force components in the development of additional bending rotations due to the lateral deflection is taken into account; see Figure 28 below, illustrating the planar (2D) problem:


Figure 28: Increased bending deflection (w) due to axial forces $(N)$ for the planar (2D) bending problem.
The differential equation of the deflection is (with reference to Figure 28 above):

$$
\begin{equation*}
w^{\prime \prime}(x)+\mu^{2} \cdot w(x)=-\left[M_{1} \cdot\left(1-\frac{x}{L}\right)+M_{2} \cdot \frac{x}{L}\right] \tag{65}
\end{equation*}
$$

Where, in the above Equation (65), the ratio of the axial force vs. per unit of length bending rigidity of the cross-section has been denoted with:

$$
\begin{equation*}
\mu^{2}=\frac{N}{E \cdot I} \tag{66}
\end{equation*}
$$

In the above Equation (66) it is assumed that, for compression ( $N<0$ ), " $\mu^{2}>0$ " holds, and for tension $(N>0)$, " $\mu^{2}<0$ " holds. With reference to (66), the solution of (65) is:

$$
\begin{array}{ll}
\mu^{2}>0: & w(x)=A_{1} \cdot \sin (\mu \cdot x)+A_{2} \cdot \cos (\mu \cdot x)-\frac{1}{\mu^{2}} \cdot\left[M_{1} \cdot\left(1-\frac{x}{L}\right)+M_{2} \cdot \frac{x}{L}\right]  \tag{67}\\
\mu^{2}<0: \quad w(x)=A_{1} \cdot e^{\mu \cdot x}+A_{2} \cdot e^{-\mu \cdot x}-\frac{1}{\mu^{2}} \cdot\left[M_{1} \cdot\left(1-\frac{x}{L}\right)+M_{2} \cdot \frac{x}{L}\right]
\end{array}
$$

By applying the boundary conditions " $w(0)=0$ " and " $w(L)=0$ " in (67), the values of " $A_{1}$ " and " $A_{2}$ " are acquired, respectively:

$$
\begin{array}{ll}
\mu^{2}>0: & A_{1}=-\frac{1}{\mu^{2}} \cdot\left[\frac{M_{1}}{\tan (\mu \cdot L)}-\frac{M_{2}}{\sin (\mu \cdot L)}\right], \quad A_{2}=\frac{M_{1}}{\mu^{2}} \\
\mu^{2}<0: & A_{1}=\frac{-e^{-\mu \cdot L} \cdot M_{1}+M_{2}}{\mu^{2} \cdot\left(e^{\mu \cdot L}-e^{-\mu \cdot L}\right)}, \quad A_{2}=\frac{e^{\mu \cdot L} \cdot M_{1}-M_{2}}{\mu^{2} \cdot\left(e^{\mu \cdot L}-e^{-\mu \cdot L}\right)} \tag{68}
\end{array}
$$

By substituting (68) into (67), then differentiating with respect to " $x$ ", the respective function of the bending rotation " $\theta$ " is acquired:

$$
\begin{array}{ll}
\mu^{2}>0: & \theta(x)=\frac{M_{1}}{\mu \cdot L} \cdot\left[\frac{1}{\mu}-\frac{L \cdot \cos (\mu \cdot x)}{\tan (\mu \cdot L)}\right]+\frac{M_{2}}{\mu \cdot L} \cdot\left[\frac{L}{\sin (\mu \cdot L)}-\frac{\sin (\mu \cdot x)}{\mu}-\frac{1}{\mu}\right]  \tag{69}\\
\mu^{2}<0: \quad \theta(x)=\frac{-e^{-\mu \cdot L} \cdot M_{1}+M_{2}}{\mu \cdot\left(e^{\mu \cdot L}-e^{-\mu \cdot L}\right)} \cdot e^{\mu \cdot x}-\frac{e^{\mu \cdot L} \cdot M_{1}-M_{2}}{\mu \cdot\left(e^{\mu \cdot L}-e^{-\mu \cdot L}\right)} \cdot e^{-\mu \cdot x}+\frac{M_{1}-M_{2}}{\mu^{2} \cdot L}
\end{array}
$$

By setting " $\theta(0)=\theta_{1}$ " and " $\theta(L)=-\theta_{2}$ " in (69), the respective matrix of the unassembled flexibility coefficients is obtained:

$$
\left\{\begin{array}{l}
\theta_{1}  \tag{70}\\
\theta_{2}
\end{array}\right\}=\frac{L}{6 \cdot E \cdot I} \cdot\left[\begin{array}{cc}
2 \cdot F_{11} & F_{12} \\
F_{21} & 2 \cdot F_{22}
\end{array}\right] \cdot\left\{\begin{array}{l}
\mathrm{M}_{1} \\
\mathrm{M}_{2}
\end{array}\right\}
$$

Where, for compressive axial forces, it holds:

$$
\begin{equation*}
F_{11}=F_{22}=+\frac{3}{\mu \cdot L} \cdot\left[\frac{1}{\mu \cdot L}-\frac{1}{\tan (\mu \cdot L)}\right] \& \quad F_{12}=F_{21}=-\frac{6}{\mu \cdot L} \cdot\left[\frac{1}{\mu \cdot L}-\frac{1}{\sin (\mu \cdot L)}\right] \tag{71}
\end{equation*}
$$

And, for tensile axial forces, it holds:

$$
\begin{equation*}
F_{11}=F_{22}=-\frac{3}{\mu \cdot L} \cdot\left[\frac{1}{\mu \cdot L}-\frac{1}{\tanh (\mu \cdot L)}\right] \& \quad F_{12}=F_{21}=+\frac{6}{\mu \cdot L} \cdot\left[\frac{1}{\mu \cdot L}-\frac{1}{\sinh (\mu \cdot L)}\right] \tag{72}
\end{equation*}
$$

The above Equations (65) - (72) were derived from the solution that was first presented by A. Berry in [2].

As it has been already made evident, different formulae are required for the calculation of the bending rotations due to axial tension and compression, respectively. However, in terms of classical functional programming, this raises difficulties in the automation of the calculations; in order to tackle this problem, the first two terms of a Maclaurin series expansion of the formulae of (71) and (72) are used instead, since their forms are common for both tension and compression. Thus, Equation (70) becomes:

$$
\left\{\begin{array}{c}
\theta_{j 1}  \tag{73}\\
\theta_{j 2}
\end{array}\right\}=\left(\frac{L}{6 \cdot E \cdot I_{j}} \cdot\left[\begin{array}{ll}
2 & 1 \\
1 & 2
\end{array}\right]+\frac{L^{3}}{360 \cdot\left(E \cdot I_{j}\right)^{2}} \cdot \operatorname{diag}\left\{\begin{array}{l}
\mathrm{N}_{1} \\
\mathrm{~N}_{2}
\end{array}\right\} \cdot\left[\begin{array}{ll}
8 & 7 \\
7 & 8
\end{array}\right]\right) \cdot\left\{\begin{array}{l}
\mathrm{M}_{j 1} \\
\mathrm{M}_{j 2}
\end{array}\right\}, \quad j=\{2,3\}
$$

The above choice comes with a "heavy" computational toll; in order to efficiently approximate the values of the non-linear functions in (70), every beam/column element must be subdivided into smaller ones. In this way, the omitted skew-symmetrical terms of the Maclaurin series in Equation (73) cause a minimal cost in computational accuracy.

### 12.2 Unassembled Flexibility Matrices

The part of the unassembled flexibility matrix that corresponds to bending moments is a function of the axial components " $\Delta \mathbf{N}_{\mathbf{s}}$ " of the stress increments " $\Delta \mathbf{Q}_{\mathbf{s}}$ ":

$$
\mathbf{F} \rightarrow \mathbf{F}+\operatorname{diag}\left\{\begin{array}{c}
\mathbf{0}  \tag{74}\\
\mathbf{0} \\
\mathbf{0} \\
\mathbf{0} \\
\hdashline \Delta \mathbf{N}_{\mathbf{s}} \\
\Delta \mathbf{N}_{\mathbf{s}}
\end{array}\right\} \cdot \mathbf{F}_{g}=\left[\begin{array}{cccccc}
\mathbf{F}_{\mathbf{N}} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
& \mathbf{F}_{\mathbf{Q}_{2}} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
& & \mathbf{F}_{\mathbf{Q}_{3}} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
& & & \mathbf{F}_{\mathbf{T}} & \mathbf{0} & \mathbf{0} \\
& & & & \mathbf{F}_{\mathbf{M}_{2}} & \mathbf{0} \\
& & & & & \mathbf{F}_{\mathbf{M}_{\mathbf{3}}}
\end{array}\right]+\operatorname{diag}\left\{\begin{array}{c}
\mathbf{0} \\
\mathbf{0} \\
\mathbf{0} \\
\mathbf{0} \\
\hdashline \Delta \mathbf{N}_{\mathbf{s}} \\
\Delta \mathbf{N}_{\mathbf{s}}
\end{array}\right\} \cdot\left[\begin{array}{cccccc}
\mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
& \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
& & \mathbf{0} & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
& & & \mathbf{0} & \mathbf{0} & \mathbf{0} \\
& & & \mathbf{F}_{\mathbf{M}_{2}}^{g} & \mathbf{0} \\
& & & & & \mathbf{F}_{\mathbf{M}_{3}}^{g}
\end{array}\right]
$$

Where in (74), " $\mathbf{F}_{\mathbf{M}_{j}}$ " and " $\mathbf{F}_{\mathbf{M}_{j}}^{g}$ ", $j=\{2,3\}$, are the $1^{\text {st }}$ and $2^{\text {nd }}$ order flexibility terms of Equation (73), respectively. The rest of the governing equations are the same as in $1^{\text {st }}$ order analysis.

### 12.3 Procedures for the Equilibrium Matrices

The inclusion of geometric non-linearity (also referred to as " $P-\Delta$ " and " $P-\Delta-\delta$ " effects) requires evaluating equilibrium in the deformed state. Thus, the corresponding matrices $\left\{\mathbf{B}_{\mathbf{0}}, \mathbf{B}_{\mathbf{1}}\right\}$ need be redefined. The proposed methodology is an extension of what was first presented in [54] for 2D structures.

### 12.3.1 Matrix " $B_{0}$ "

The computation steps required for the evaluation of matrix " $\mathbf{B}_{0}$ " due to external loads in the deformed state, are provided below:


Figure 29: The shortest path of node " $n$ " and its' deformed shape due to the " $L^{t h}$ " load component $\left(F_{z}\right)$.

1. Compute equilibrium matrix " $\mathbf{B}_{0}$ " according to Equation (34), for all shortest paths of the structure and the respective critical sections that are affected by all possible load components of the starting node of each shortest path; use the respective statical basis that was generated with a suitable algorithm (e.g. [47],[49]).
2. For all nodes of the structure $n=\{1,2, \ldots, N\}$, execute sub-steps (2.a) - (2.e):
a. Select the column " $\mathbf{b}_{0, L}$ " of matrix " $\mathbf{B}_{0}$ " that contains the stress components of the whole structure corresponding to the $L$-th external, unit-valued load of node " $n$ ", where " $L$ " is a column index
corresponding only to force loads $\delta p_{0, L} \hat{=}\left\{F_{x}, F_{y}, F_{z}\right\}$; for reasons of consistency in the nomenclature adopted throughout this work, we denote a purely symbolic pointer to it, with reference to Equations (15) and (16):

$$
\begin{equation*}
\delta \mathbf{Q}_{\mathbf{0}, L} \rightarrow \delta p_{\mathbf{0}, L} \cdot \mathbf{b}_{\mathbf{0}, L} \tag{75}
\end{equation*}
$$

b. Compute the generalized local elastic deformations " $\delta \mathbf{q}_{0, L}$ " that are due to the external force load component of the $L$-th column of matrix " $\mathbf{B}_{\mathbf{0}}$ ", using Equation (21). If the Berry functions are taken into account (" $P-\Delta-\delta$ " effects - see Equation (73)), use both the $1^{\text {st }}$ and $2^{\text {nd }}$ order terms of (73) in (21); if only the " $\mathrm{P}-\Delta$ " effects are taken into account, use only the $1^{\text {st }}$ order terms of (73) in (21):

$$
\begin{equation*}
\delta \mathbf{q}_{\mathbf{0}, L}=\mathbf{F} \cdot \delta \mathbf{Q}_{\mathbf{0}, L} \tag{76}
\end{equation*}
$$

Where vector " $\delta \mathbf{Q}_{\mathbf{0}, L}$ " was defined in sub-step (2.a).
c. Compute the global elastic displacements of the node on which the unit-valued dummy generalized force that corresponds to the $L$-th column of matrix " $\mathbf{B}_{\mathbf{0}}$ " is applied, using Equation (26):

$$
\begin{equation*}
\delta u_{0, j}=\mathbf{b}_{\mathbf{0}, j}^{T} \cdot \delta \mathbf{q}_{0, L} \tag{77}
\end{equation*}
$$

Where $j \hat{=}\left\{F_{x}, F_{y}, F_{z}\right\}$, thus:

$$
\delta \mathbf{u}_{0, L}^{T}=\left\{\begin{array}{lll}
\delta u_{0, x} & \delta u_{0, y} & \delta u_{0, z}
\end{array}\right\}=\left\{\begin{array}{lll}
\Delta x_{L} & \Delta y_{L} & \Delta z_{L} \tag{78}
\end{array}\right\}
$$

The vector of displacements in (78) is abstractly depicted in Figure 29 above.
d. Move along the shortest path that corresponds to the $L$-th column of matrix " $\mathbf{B}_{\mathbf{0}}$ ", and, for each critical section " $i$ ", execute sub-steps (2.d.i) - (2.d.iv):
i. Select the column " $\mathbf{b}_{\mathbf{0}, k}$ " of matrix " $\mathbf{B}_{\mathbf{0}}$ " corresponding to the $k$-th, unit-valued degree of freedom, where $k \xlongequal[=]{=}\left(u_{x}, u_{y}, u_{z}, \varphi_{x}, \varphi_{y}, \varphi_{z}\right)$, and compute the elastic generalized displacements " $\delta u_{0, k}$ " of the current critical section which are due to the unit-valued dummy generalized force that corresponds to the $L$-th column of matrix " $\mathbf{B}_{0}$ "; use Equation (26):

$$
\begin{equation*}
\delta u_{0, k}=\mathbf{b}_{\mathbf{0}, k}^{T} \cdot \delta \mathbf{q}_{0, L} \tag{79}
\end{equation*}
$$

Where $k \hat{=}\left\{F_{x}, F_{y}, F_{z}, M_{x}, M_{y}, M_{z}\right\}$, thus:

$$
\delta \mathbf{u}_{0, i}^{T}=\left\{\begin{array}{lll:lll}
\Delta x_{i} & \Delta y_{i} & \Delta z_{i} & \Delta \varphi_{x, i} & \Delta \varphi_{y, i} & \Delta \varphi_{z, i} \tag{80}
\end{array}\right\}
$$

The displacements' part of the vector in (80) is abstractly depicted in Figure 29 above.
ii. Evaluate the increment " $\delta \mathbf{d}_{R}$ " of matrix " $\mathbf{d}_{R}$ " (" $P-\Delta$ " effects) according to Equation (27), where $\{\Delta x, \Delta y, \Delta z\}$ are computed below, following sub-steps (2.c) and (2.d.i):

$$
\begin{align*}
& \Delta x=\Delta x_{i}-\Delta x_{L} \\
& \Delta y=\Delta y_{i}-\Delta y_{L}  \tag{81}\\
& \Delta z=\Delta z_{i}-\Delta z_{L}
\end{align*}
$$

iii. For the case where the Berry functions are additionally taken into account (" $P-\Delta-\delta$ " effects), compute the change " $\delta \mathbf{T}_{R}$ " in the transformation matrix " $\mathbf{T}_{R}$ " according to the following formula, where use of the quantities that were computed during sub-step (2.d.i) is being made; else, skip sub-step (2.d.iii):

$$
\begin{equation*}
\delta \mathbf{T}_{R}=\left(\mathbf{R}_{x} \cdot \mathbf{R}_{y} \cdot \mathbf{R}_{z}\right) \cdot \mathbf{T}_{R} \tag{82}
\end{equation*}
$$

Where in (82), " $\mathbf{R}_{x}$ ", " $\mathbf{R}_{y}$ ", " $\mathbf{R}_{z}$ " are the rotation tensors around the respective axes of the global coordinate system $\{x, y, z\}$; their components are computed using the respective angle increments from Equation (80).
iv. Evaluate and store the increment " $\delta \mathbf{B}_{0}$ " of equilibrium matrix " $\mathbf{B}_{0}$ " according to Equation (34):

$$
\delta \mathbf{B}_{\mathbf{0}}=-\operatorname{Sign}\{m\} \cdot\left[\begin{array}{c:c}
\delta \mathbf{T}_{R} & \mathbf{0}_{3 \times 3}  \tag{83}\\
\hdashline \delta \mathbf{T}_{R} \cdot \delta \mathbf{d}_{R} & \delta \mathbf{T}_{R}
\end{array}\right]
$$

Note that the transformation matrix is considered to be unaffected by the deformed status of the beam/column elements of the statically determinate basis when the Berry functions (" $P-\Delta-\delta$ " effects) are not taken into account ( $\delta \mathbf{T}_{R}=\mathbf{T}_{R}$ ).
e. Return to sub-step (2.a) and repeat for all force load components of node " $n$ "; then, set $n \rightarrow n+1$ and move on to the next node.

### 12.3.2 Matrix " $B_{1}$ "

The following computation steps are required for the evaluation of matrix " $\mathbf{B}_{1}$ " due to redundant components in the deformed state:


Figure 30: The " $n^{\text {th } "}$ mesh and its' deformed shape due to the " $L^{\text {th }}$ " force redundant coupled component ( $F_{x}$ ); a "ground" virtual node that helps to create the closed loops at the supports of the structure is denoted with "G".

1. Compute equilibrium matrix " $\mathbf{B}_{1}$ " according to Equation (34), for all meshes of the structure and the respective critical sections that are affected by the redundant stress quantities of each mesh; use the respective statical basis that was determined with a suitable algorithm (e.g. [53]).
2. For all meshes of the structure $n=\{1,2, \ldots, N\}$, execute sub-steps (2.a) - (2.g):
a. Select the column " $\mathbf{b}_{1, L}$ " of matrix " $\mathbf{B}_{1}$ " that contains the stress components of the whole structure corresponding to the $L$-th internal, unit-valued redundant quantity of mesh " $n$ ", where " $L$ " is a column index corresponding only to force redundant components $\delta p_{1, L} \hat{=}\left\{F_{x}, F_{y}, F_{z}\right\}$; for reasons of consistency in the nomenclature adopted throughout this work, we denote a purely symbolic pointer to it, with reference to equations (15) and (16):

$$
\begin{equation*}
\delta \mathbf{Q}_{\mathbf{1}, L} \rightarrow \delta p_{1, L} \cdot \mathbf{b}_{1, L} \tag{84}
\end{equation*}
$$

b. Compute the generalized local elastic deformations " $\delta \mathbf{q}_{1, L}$ " that are due to the unit-valued, couple of redundant force components of the $L$ - $t h$ column of matrix " $\mathbf{B}_{1}$ ", using Equation (21). If the Berry functions are taken into account (" $P-\Delta-\delta$ " effects - see Equation (73)), use both the $1^{\text {st }}$ and $2^{\text {nd }}$ order terms of (73) in (18); if only the " $\mathrm{P}-\Delta$ " effects are taken into account, use only the $1^{\text {st }}$ order terms of (73) in (18):

$$
\begin{equation*}
\delta \mathbf{q}_{1, L}=\mathbf{F} \cdot \delta \mathbf{Q}_{1, L} \tag{85}
\end{equation*}
$$

Where vector " $\delta \mathbf{Q}_{1, L}$ " was defined in sub-step (2.a).
c. Compute the relative displacements of the bi-sections of the imposed cut on the current mesh " $n$ ", which are due to the unit-valued, couple of redundant force components that corresponds to the $L$-th column of matrix " $\mathbf{B}_{1}$ ", using Equation (26):

$$
\begin{equation*}
\delta u_{1, j}=\mathbf{b}_{1, j}^{T} \cdot \delta \mathbf{q}_{1, L} \tag{86}
\end{equation*}
$$

Where $j \hat{=}\left\{F_{x}, F_{y}, F_{z}\right\}$, thus:

$$
\delta \mathbf{u}_{1, L}^{T}=\left\{\begin{array}{lll}
\delta u_{1, x} & \delta u_{1, y} & \delta u_{1, z}
\end{array}\right\}=\left\{\begin{array}{lll}
\Delta x_{L} & \Delta y_{L} & \Delta z_{L} \tag{87}
\end{array}\right\}
$$

The vector of displacements in (87) is abstractly depicted in Figure 30 above.
d. Evaluate the increments " $\delta \mathbf{d}_{R}$ " of the external product levers for the $2{ }^{\text {nd }}$ order moments that occur due to the relative displacement of the internal cut that has been imposed to the current mesh (" $P-\Delta$ " effects) according to Equation (27), where $\{\Delta x, \Delta y, \Delta z\} \rightarrow\left\{\Delta x_{L} \quad \Delta y_{L} \quad \Delta z_{L}\right\}$ are the relative displacements that were computed in the previous sub-step (2.c).
e. For the case where the Berry functions are taken into account ("P- $P-\delta$ " effects), select the column " $\mathbf{b}_{1, k}$ " of matrix " $\mathbf{B}_{\mathbf{1}}$ " corresponding to the $k$-th, unit-valued, couple of redundant moment components, where $k \hat{=}\left(\varphi_{x}, \varphi_{y}, \varphi_{z}\right)$, and compute the rotations " $\delta u_{1, k}$ " of the critical section "c" of the imposed cut considered, which are due to the unit-valued, couple of redundant forces that correspond to the $L$-th column of matrix " $\mathbf{B}_{1}$ "; use Equation (26):

$$
\begin{equation*}
\delta u_{1, k}=\mathbf{b}_{1, k}^{T} \cdot \delta \mathbf{q}_{1, L} \tag{88}
\end{equation*}
$$

Where $k \hat{=}\left\{M_{x}, M_{y}, M_{z}\right\}$, thus:

$$
\begin{equation*}
\delta \mathbf{u}_{\mathbf{1}, c}^{T}=\left\{\Delta \varphi_{x, k} \quad \Delta \varphi_{y, k} \quad \Delta \varphi_{z, k}\right\} \tag{89}
\end{equation*}
$$

The rotation's vector in (89) is abstractly depicted in Figure 30 above.
f. Move along the mesh that corresponds to the $L$-th column of matrix " $\mathbf{B}_{1}$ ", and, for each critical section "i", execute sub-steps (2.f.i) - (2.f.ii):
i. For the case where the Berry functions are taken into account ("P- $P-\delta$ " effects), compute the change " $\delta \mathbf{T}_{R}$ " in the transformation matrix " $\mathbf{T}_{R}$ " of each critical section of the mesh according to the following formula, where use of the quantities that were evaluated during sub-step (2.e) is being made; else, skip sub-step (2.f.i):

$$
\begin{equation*}
\delta \mathbf{T}_{R}=\left(\mathbf{R}_{x} \cdot \mathbf{R}_{y} \cdot \mathbf{R}_{z}\right) \cdot \mathbf{T}_{R} \tag{90}
\end{equation*}
$$

Where in (90), " $\mathbf{R}_{x}$ ", " $\mathbf{R}_{y}$ ", " $\mathbf{R}_{z}$ " are the rotation tensors around the respective axes of the global coordinate system $\{x, y, z\}$; their components are computed using the respective angle increments from Equation (89).
ii. Evaluate and store the increment " $\delta \mathbf{B}_{1}$ " of equilibrium matrix " $\mathbf{B}_{1}$ " according to Equation (34):

$$
\delta \mathbf{B}_{1}=-\operatorname{Sign}\{m\} \cdot\left[\begin{array}{c:c}
\mathbf{0}_{3 \times 3} & \mathbf{0}_{3 \times 3}  \tag{91}\\
\hdashline \delta \mathbf{T}_{R} \cdot \delta \mathbf{d}_{R} & \mathbf{0}_{3 \times 3}
\end{array}\right]
$$

Where " $\delta \mathbf{d}_{R}$ " is the matrix of external product levers that was computed in sub-step (2.d). Note that, due to the relative nature of the displacements of the ends of the cut imposed to the mesh, the main block-diagonal terms of the above equilibrium matrix are equal to zero.
Note that the transformation matrix is considered to be unaffected by the relative deformed status of the beam/column elements of the cycle basis when the Berry functions (" $P-\Delta-\delta$ " effects) are not taken into account ( $\delta \mathbf{T}_{R}=\mathbf{T}_{R}$ ).
g. Return to sub-step (2.a) and repeat for all force redundant components of mesh " $n$ "; then, set $n \rightarrow n+1$ and move on to the next mesh.

Once both of the procedures described in sub-sections 12.3.1 and 12.3.2 have been completed, the respective components of the equilibrium matrices may be updated according to the following formula:

$$
\begin{equation*}
\mathbf{B}_{i} \rightarrow \mathbf{B}_{i}+\delta \mathbf{B}_{i}\left(\Delta \mathbf{p}_{i}\right) \quad, \quad i=\{0,1\} \tag{92}
\end{equation*}
$$

Where in Equation (92), " $\mathbf{B}_{i}$ " is now a function of the external load force increments " $\Delta \mathbf{p}_{0}$ " or of the redundant quantities' force increments " $\Delta \mathbf{p}_{\mathbf{1}}$ ", respectively.

### 12.4 Stress Component Increments

As it was shown in the previous section (12.3), geometric non-linearity means that the equilibrium conditions are evaluated in the deformed state; the superposition formula is thus modified as follows:

$$
\begin{equation*}
\Delta \mathbf{Q}_{\mathrm{s}}=\mathbf{B}_{0}\left(\Delta \mathbf{p}_{0}\right) \cdot \Delta \mathbf{p}_{0}+\mathbf{B}_{1}\left(\Delta \mathbf{p}_{1}\right) \cdot \Delta \mathbf{p}_{1} \tag{93}
\end{equation*}
$$

Where in (93) the equilibrium matrices $\left\{\mathbf{B}_{\mathbf{0}}, \mathbf{B}_{\mathbf{1}}\right\}$ are functions of the external loads " $\Delta \mathbf{p}_{0}$ " and the redundant components " $\Delta \mathbf{p}_{\mathbf{1}}$ ", respectively.

### 12.5 Problem Formulation

According to the definition of the yield function, a stress distribution is admissible only if it satisfies (36) at every step of analysis. Thus, we may rewrite the corresponding part of (24) as:

$$
\begin{equation*}
\mathbf{Y}_{*}=\mathbf{c}_{(k)}-\nabla g^{T} \cdot \mathbf{Q}_{(k)}=\mathbf{c}_{(k)}-\nabla g^{T} \cdot\left(\mathbf{Q}_{(k-1)}+\Delta \mathbf{Q}_{(k)}\right)=\mathbf{c}_{(k)}-\nabla g^{T} \cdot \mathbf{Q}_{(k-1)}-\nabla g^{T} \cdot \Delta \mathbf{Q}_{(k)} \geq \mathbf{0} \tag{94}
\end{equation*}
$$

By combining Equations (16), (36), and substituting into (61), the plastic potential " $\mathbf{Y}_{*}$ " may be explicitly expressed as a function of the external loads and the redundant stresses. If the coefficients of this composite function are packed into an incidence matrix " $\overline{\mathbf{N}}$ " [49], a constraints' inequality may be established:

$$
\begin{equation*}
\mathbf{Y}_{*}=\mathbf{c}_{(k)}-\overline{\mathbf{N}}^{T} \cdot \mathbf{Q}_{(k-1)}-\left(\overline{\mathbf{N}}^{T} \cdot \mathbf{B}_{0}\right) \cdot \Delta \mathbf{p}_{0,(k)}-\left(\overline{\mathbf{N}}^{T} \cdot \mathbf{B}_{1}\right) \cdot \Delta \mathbf{p}_{1,(k)} \geq \mathbf{0} \tag{95}
\end{equation*}
$$

By substituting Equation (93) into (21), then evaluating (23) with the help of (36), and (25) with the help of (93), then substituting all three into (19) and then into (18), we have:

$$
\begin{equation*}
\left[\mathbf{B}_{1}^{T} \cdot\left(\mathbf{F}+\mathbf{F}_{S}\right) \cdot \mathbf{B}_{0}\right] \cdot \Delta \mathbf{p}_{0,(k)}+\left[\mathbf{B}_{1}^{T} \cdot\left(\mathbf{F}+\mathbf{F}_{S}\right) \cdot \mathbf{B}_{1}\right] \cdot \Delta \mathbf{p}_{1,(k)}+\left(\mathbf{B}_{1}^{T} \cdot \overline{\mathbf{N}}\right) \cdot \Delta \boldsymbol{\lambda}_{(k)}=\mathbf{0} \tag{96}
\end{equation*}
$$

By substituting equation (93) into (21), then evaluating (23) with the help of (36), and (25) with the help of (93), then substituting all three into (19) and then into (26), we have:

$$
\begin{equation*}
\left[\mathbf{B}_{0}^{T} \cdot\left(\mathbf{F}+\mathbf{F}_{S}\right) \cdot \mathbf{B}_{0}\right] \cdot \Delta \mathbf{p}_{0,(k)}+\left[\mathbf{B}_{0}^{T} \cdot\left(\mathbf{F}+\mathbf{F}_{S}\right) \cdot \mathbf{B}_{1}\right] \cdot \Delta \mathbf{p}_{1,(k)}+\left(\mathbf{B}_{0}^{T} \cdot \overline{\mathbf{N}}\right) \cdot \Delta \lambda_{(k)}=\Delta \mathbf{u}_{\mathbf{s},(k)} \tag{97}
\end{equation*}
$$

With the help of (96) and (97), and by packing " $\Delta \mathbf{p}_{0}$ " and " $\Delta \mathbf{p}_{1}$ " into a single vector, we have:

$$
\left[\begin{array}{c:c}
{\left[\mathbf{B}_{0}^{T} \cdot\left(\mathbf{F}+\mathbf{F}_{S}\right) \cdot \mathbf{B}_{0}\right]} & {\left[\mathbf{B}_{0}^{T} \cdot\left(\mathbf{F}+\mathbf{F}_{S}\right) \cdot \mathbf{B}_{1}\right]}  \tag{98}\\
\hdashline\left[\mathbf{B}_{1}^{T} \cdot\left(\mathbf{F}+\mathbf{F}_{S}\right) \cdot \mathbf{B}_{0}\right] & {\left[\mathbf{B}_{1}^{T} \cdot\left(\mathbf{F}+\mathbf{F}_{S}\right) \cdot \mathbf{B}_{1}\right]}
\end{array}\right] \cdot\left\{\begin{array}{c}
\Delta \mathbf{p}_{0} \\
\hdashline \Delta \mathbf{p}_{1}
\end{array}\right\}_{(k)}+\left(\left[\begin{array}{l}
\mathbf{B}_{0}^{T} \\
\overline{\mathbf{B}}_{1}^{T}
\end{array}\right] \cdot \overline{\mathbf{N}}\right) \cdot \Delta \lambda_{(k)}=\left\{\begin{array}{l}
\Delta \mathbf{u}_{\mathrm{s}} \\
\hdashline \mathbf{0}
\end{array}\right\}_{(k)}
$$

The inclusion of geometric non-linearity in the flexibility matrix " $\mathbf{F}$ " (see Equation (74) with reference to (5), (6), and (73)) as well as in the equilibrium matrices $\left\{\mathbf{B}_{0}, \mathbf{B}_{1}\right\}$ (see Equation (92) and the respective processes in Sections 12.3.1 and 12.3.2) affects the form of Equations (95) and (98), due to the fact that the axial force increments " $\operatorname{diag}\left\{\Delta \mathbf{N}_{\mathbf{s}}\right\}$ " exist in (74) and the respective force components " $\Delta \mathbf{p}_{i}$ " exist in (92), where $i=\{0.1\}$; specifically, the Hessian matrix in (98) becomes a function of the primary unknowns " $\Delta \mathbf{p}_{0}$ " and " $\Delta \mathbf{p}_{1}$ ", and the constraints of the problem become non-linear (see Equation (95) containing the vector of plastic potentials, " $\mathbf{Y} *$ "). On the other hand, matrix " $\mathbf{F}_{s}$ " is still evaluated according to (40) or (41), respectively (with reference to Equation (39)).

Equation (98), together with (95) and (24), may be seen as the Karush-Kuhn-Tucker (KKT) conditions of the following -generally non-linear- optimization problem:

Minimize:

$$
f\left(\left\{\begin{array}{c}
\Delta \mathbf{p}_{0}  \tag{99}\\
\hdashline \Delta \mathbf{p}_{1}
\end{array}\right\}\right)=\int\left[\left\{\Delta \mathbf{p}_{0}^{T}: \Delta \mathbf{p}_{1}^{T}\right\}_{(k)} \cdot\left[\begin{array}{c:c:c}
\mathbf{B}_{0}^{T} \cdot\left(\mathbf{F}+\mathbf{F}_{S}\right) \cdot \mathbf{B}_{0} & \mathbf{B}_{0}^{T} \cdot\left(\mathbf{F}+\mathbf{F}_{S}\right) \cdot \mathbf{B}_{1} \\
\hdashline \mathbf{B}_{1}^{T} \cdot\left(\mathbf{F}+\mathbf{F}_{S}\right) \cdot \mathbf{B}_{0} & \mathbf{B}_{1}^{T} \cdot\left(\mathbf{F}+\mathbf{F}_{S}\right) \cdot \mathbf{B}_{1}
\end{array}\right]_{(k)}-\left\{\Delta \mathbf{u}_{\mathbf{s}(k)}^{T}: \mathbf{0}\right\}\right] \cdot \mathbf{d}\left(\left\{\begin{array}{l}
\Delta \mathbf{p}_{0} \\
\left.\hdashline \Delta \mathbf{p}_{1}\right\}_{(k)}
\end{array}\right\}_{( }\right)
$$

Subject to:

$$
\int\left(\overline { \mathbf { N } } ^ { T } \cdot \left[\begin{array}{l:l}
\mathbf{B}_{0} & \left.\left.\mathbf{B}_{1}\right]\right) \cdot \mathbf{d}\left(\left\{\begin{array}{c}
\Delta \mathbf{p}_{0} \\
\hdashline \Delta \mathbf{p}_{1}
\end{array}\right\}_{(k)}\right) \leq \mathbf{c}_{(k)}-\overline{\mathbf{N}}^{T} \cdot \mathbf{Q}_{(k-1)}, ~
\end{array}\right.\right.
$$

The objective function in (99) is of cubic (or higher) order polynomial form, depending on the approximation followed for the equilibrium matrices (see Equation (92)); thus, the optimization problem is a NLP. In particular, if specific values are set for " $\Delta \mathbf{p}_{i}$ " in Equation (92), where $i=\{0,1\}$, then the inverse problem of force-based, $2^{\text {nd }}$ order structural analysis is approximated by evaluating the bounded stationary point of a polynomial objective function of cubic order under linear constraints; from the numerical implementation point of view, this means that the equilibrium matrices are then treated as constants.

The vector of unknowns in Equation (99) may be reduced for the case of an analysis where a predefined loading path is examined; since, in the case of loading path scenarios, the external loads' increments " $\Delta \mathbf{p}_{0}$ " are well-defined, they may be substituted into the formulation by their corresponding defining constant vector " $r_{p}$ " (see Figure 26).

Thus, a condensed formulation may be written down, where the displacements' increments " $\Delta \mathbf{u}_{\mathrm{s}(k)}$ " have been removed, since they can now be computed via Equation (26) as derived quantities which are a function of the redundant stress component increments " $\Delta \mathbf{p}_{1,(\mathrm{k})}$ " and of the Lagrange multiplier increments " $\Delta \lambda_{(k)}$ ":
Minimize:

$$
\begin{equation*}
f\left(\Delta \mathbf{p}_{1}\right)=\int \Delta \mathbf{p}_{1,(k)}^{T} \cdot\left[\mathbf{B}_{1}^{T} \cdot\left(\mathbf{F}+\mathbf{F}_{S}\right) \cdot \mathbf{B}_{1}\right] \cdot \mathbf{d}\left(\Delta \mathbf{p}_{1,(k)}\right)+\mathbf{r}_{p}^{T} \cdot\left[\mathbf{B}_{0}^{T} \cdot\left(\mathbf{F}+\mathbf{F}_{S}\right) \cdot \mathbf{B}_{1}\right] \cdot \Delta \mathbf{p}_{1,(k)} \tag{100}
\end{equation*}
$$

Subject to:

$$
\int\left(\overline{\mathbf{N}}^{T} \cdot\left[\mathbf{B}_{1}\right]\right) \cdot \mathbf{d}\left(\Delta \mathbf{p}_{1,(k)}\right) \leq \mathbf{c}_{(k)}-\overline{\mathbf{N}}^{T} \cdot \mathbf{Q}_{(k-1)}-\overline{\mathbf{N}}^{T} \cdot \mathbf{r}_{p}
$$

The above problem is not convex; for its solution according to the existing optimization algorithmic technology, a diagonal perturbation of the non-linear Hessian may be required.

Each problem (see Equations (99) and (100)) may be solved in an iterative form; a displacement- and a load-controlled numerical strategy are required, respectively; detailed descriptions follow below.

### 12.6 A Load-Controlled Numerical Strategy

A numerical strategy based on an optimization algorithm (e.g. $Q P, S Q P, I P M$ ) will seek for an optimal solution under a strict satisfaction of the constraint bounds. With reference to the physical problem examined herein, no return to the yield surface will be required during the execution of the process, as it would be the case when working with a direct stiffness methodical approach; however, this computational advantage has a disadvantage as well: The "optimal" solution determined assumes that a full plasticization of the structure will take place prior to the occurrence of any local or global instability phenomena.

From a more specific point of view, optimization algorithms require a strictly convex problem as input in order to yield a solution that corresponds to a global minimum; in other words, a positive-definite Hessian matrix need be supplied as input. Should a problem be quasi-convex or non-convex, a diagonal perturbation is always applied to its' Hessian matrix by the optimization algorithm itself; in physical terms with regard to the herein examined problem, this means that structural stability is assumed and enforced. Therefore, if an optimization algorithm-based incremental procedure were to approach a point
where the Hessian matrix of the problem would become positive semi-definite or positive indefinite, it would fail determining the critical load of the examined structure.

From a practical point of view, and with respect to the above presented limitations, a load-controlled numerical strategy for solving the $2^{\text {nd }}$ order problem described by Equation (100) is possible to derive. Such a numerical strategy would (for example) be able to efficiently simulate the post-elastic response of steel frames up to ten (10) storeys that have been designed and constructed with cross-sections of category 1 (in some cases of category 2 as well) according to the Eurocode 3 (E.C.3).

The numerical strategy presented below caters for both non-holonomic elastic-perfectly plastic, as well as hardening-plastic materials under geometric non-linearity considerations. In essence, it is a variant of the one presented in Section 11.2, with the main difference being the recursive evaluation of the equilibrium matrices:
0. Read and pre-process input data.

1. Form a minimal statical basis due to external loads and a (near) minimal statical basis due to redundancy and evaluate the problem`s equilibrium matrices $\mathbf{B}_{i}$, where $i=\{0,1\}$, respectively; see the processes referenced and described in Section 5.4 and 12.3.
2. Set the predefined load path, " $\mathbf{r}_{p}$ "; see Figure 26.
3. Initialize the predefined load path's branch counter $n=1$.
4. For the current path branch " $n$ ", evaluate all corresponding flexibility matrices $\left(\mathbf{B}_{i}{ }^{\mathrm{T}} \cdot \mathbf{F} \cdot \mathbf{B}_{j}\right)$, where $\{i, j\}=\{0,0\},\{0,1\}\{1,0\},\{1,1\}$. The updating process of the " $\mathbf{F}$ " due to elasticity is done using Equations (5), (6), and (14) or (73), for $1^{\text {st }}$ and $2^{\text {nd }}$ order analysis, respectively. For the equilibrium matrices " $\mathbf{B}_{i}$ ", where $i=\{0,1\}$, Equation (34) (with reference to (27) - (33)) is used for $1^{\text {st }}$ order analysis, and Equation (92) (with reference to (83) and (91) as well as their attached processes) is for $2^{\text {nd }}$ order analysis; herein, the starting order of the polynomial approximation was reduced to cubic and the constraints were degenerated to linear, by assuming that the " $\delta \mathbf{B}_{i}$ " sub-matrices in Equation (92) are functions of their respective " $\Delta \mathbf{p}_{i}$ " unit-valued increments, where $i=\{0,1\}$.
5. Initialize incremental step counter $k=1$.
6. Check for newly activated or violated associated plastic flows. An associated plastic flow is considered about to be activated when a critical section's stress vector touches a hyperplane of the yield locus; thus, the corresponding component of the plastic potentials' vector becomes zero (see Equation (95)). The checking process for violated associated plastic flows is done using Equation (48), with reference to the gradient of (36) with respect to the stresses, (39), and (93):
a. If no new events were triggered (e.g. beginning of analysis or continuing holonomic behaviour), go to step 8 .
b. If a new set of events was detected (e.g. activation of new associated plastic flows and/or plastic unstressing), execute steps 7 to 9 , then return to step (6.b) and re-check; if no new events were detected after the re-check, go to step 10 .
7. Evaluate the matrices $\left(\mathbf{B}_{i}{ }^{\mathrm{T}} \cdot \mathbf{F}_{S} \cdot \mathbf{B}_{j}\right)$ due to plastic hardening, where $\{i, j\}=\{0,0\},\{0,1\}\{1,0\},\{1,1\}$; the updating process of the flexibility matrices due to plastic hardening is done using Equation (40) or the group of Equations (41) (with reference to Equation (39), and a suitable set of yield deformations, e.g. the elastic variant ( $S=1$ ) of Equation (40) or of the group of Equations (41)).
8. Evaluate the problem's constraints. The updating process of the constraints' constants " $\mathbf{c}_{(k)}$ " is done using Equation (46), depending on the hardening rule adopted. In the case of plastic unstressing, the yield locus is moved backwards along the hardening vector's direction, so that the active yield plane
touches the tip of the critical section's stress vector that was determined at the end of the previously completed step ( $k-1$ ): Equations (49) and (50) are used.
9. Since the components of the load change vector "r ${ }_{p}$ " may be large enough to cause a violation of the static admissibility condition, a proper scaling is required in order to maintain complementarity; scale the load change vector of the formulation using a minimal fictitious factor $\rho \epsilon(0,1]$. (In the herein presented examples, values of $\rho \in\left[10^{-6}, 10^{-2}\right]$ were generally found to be sufficient, with $\rho=10^{-3}$ being an optimal compromise between computational speed and accuracy).
10. Solve the problem (100) using any efficient algorithm (e.g. [68] for $1^{\text {st }}$ order analysis or [70] for $2^{\text {nd }}$ order analysis, or the respective variant of [194] for each case) and obtain a set of primal and dual variables. If the algorithm fails to converge, go to step 17, because a state of collapse was reached. Note that, in load-controlled analysis of large-scale problems, when the state of collapse is approached, the solver may yield minor incremental increases in the loads while the reference displacement(s) have already gained large values. This is considered to be due to the computer's round-off error; a simple criterion to avoid redundant steps is to compare the relative change of the base shear between successive steps, e.g.:

$$
\text { If }\left|\frac{\left\|\overrightarrow{\mathbf{v}}_{b,(k)}\right\|-\left\|\overrightarrow{\mathbf{V}}_{b,(k-1)}\right\|}{\left\|\overrightarrow{\mathbf{v}}_{b,(k-1)}\right\|}\right| \cdot 100 \%<1 \% \quad \text { Terminate }
$$

11. Divide the components of the acquired solution vectors $\left\{\Delta \mathbf{p}_{1}, \Delta \lambda\right\}$ with " $\rho$ ".
12. Evaluate " $\Delta \mathbf{Q}_{(k)}$ ". Use Equations (16) and (34); the shear force increments may also be easily evaluated from the local equilibrium conditions along each element.
13. Evaluate " $\Delta \mathbf{q}_{\mathrm{el},(k)}$ ". Use Equation (22) with reference to Equations (5), (6); and (14) or (73), for $1^{\text {st }}$ and $2^{\text {nd }}$ order analysis, respectively.
14. Evaluate " $\Delta \mathbf{q}_{\mathrm{pl},(k)}$ ". For perfectly plastic material, use Equation (23); for hardening plastic material, use Equation (25), wherein the flexibility coefficients may be computed from Equation (40) or (41), with reference to (39).
15. Find the minimal solution scale factor " $\Delta \gamma_{k}$ " that activates a new plastic hinge, ensuring that the computed value does not exceed the current branch of the examined loading path: Determine the minimum load scale factor using Equations (58) and (59); then, if required, re-scale according to the maximum desired reference displacement with the aid of (60).
16. Scale corresponding stress and strain increments using the above computed scale factor:

$$
\Delta \mathbf{Q}_{(k)} \rightarrow \Delta \gamma_{k} \cdot \Delta \mathbf{Q}_{(k)} \quad, \quad \Delta \mathbf{q}_{\mathbf{e l},(k)} \rightarrow \Delta \gamma_{k} \cdot \Delta \mathbf{q}_{\mathrm{el},(k)} \quad, \quad \Delta \mathbf{q}_{\mathrm{p},(k)} \rightarrow \Delta \gamma_{k} \cdot \Delta \mathbf{q}_{\mathrm{p},(k)}
$$

17. Add up the computed stress and strain increments of the new step (k) to the respective values of the previously completed step ( $\mathrm{k}-1$ ):

$$
\mathbf{Q}_{(k)}=\mathbf{Q}_{(k-l)}+\Delta \mathbf{Q}_{(k)}, \quad \mathbf{q}_{\mathbf{e l},(k)}=\mathbf{q}_{\mathrm{el},(k-l)}+\Delta \mathbf{q}_{\mathrm{el},(k)}, \quad, \quad \mathbf{q}_{\mathbf{p} 1,(k)}=\mathbf{q}_{\mathrm{p} 1,(k-l)}+\Delta \mathbf{q}_{\mathrm{p},(k)}
$$

18. Evaluate " $\Delta \mathbf{u}_{\mathrm{s},(k)}$ " using Equation (26). Then, add them up to the displacement values of the previously completed step $(k-1)$ :

$$
\mathbf{u}_{\mathbf{s},(k)}=\mathbf{u}_{\mathbf{s},(k-l)}+\Delta \mathbf{u}_{\mathbf{s},(k)}
$$

19. If the end of the current loading branch was reached (i.e. if $\left|\left\|\Delta \mathbf{p}_{0}\right\|-\sum_{i=1}^{i=k} \Delta \gamma_{i}\right| \leq \rho$ holds - see Figure 26), go to step 4 and repeat the process for $n \rightarrow n+1$; if the end of the whole loading path or the
maximum reference displacement was reached, go to step 20; else, return to step 6 and repeat the process for $k \rightarrow k+1$.
20. Print output data, and terminate.

As it was pointed out at the beginning of this section, although the above presented numerical strategy yields good convergence properties, its' main deficiency is the inability to trace the critical equilibrium point (buckling load) of a structure.

### 12.7 Some Thoughts for a Displacement-Controlled Numerical Strategy

In this section, a numerical strategy based on a variant of Newton's method is devised in order to investigate whether the formulation of Equation (98) is capable of efficiently tracing the buckling load of a structural frame; due to the nature of the already proposed automation approach for the equilibrium matrices $\left\{\mathbf{B}_{\mathbf{0}}, \mathbf{B}_{\mathbf{1}}\right\}$, the following methodology is derived under pure structural continuity and material elasticity assumptions ( $\mathbf{F}_{S}=0$ ), where no Lagrange multipliers are required $\left(\Delta \lambda_{(k)}=0\right)$.

In essence, the following numerical strategy makes use of the arc-length method, which is the work of G.A. Wempner [187], E. Riks [188], and M.A. Crisfield [189]. Since the original method in reference was developed with the direct stiffness-based structural analysis formulation in mind, it has been suitably adjusted herein for the force-based problem, which is presented below:
0. Read and pre-process input data.

1. Form a minimal statical basis due to external loads and a (near) minimal statical basis due to redundancy and evaluate the problem`s $1^{\text {st }}$ order equilibrium matrices $\mathbf{B}_{i}$, where $i=\{0,1\}$, respectively (see Equation (34)).
2. Set the predefined load path vectors, " $\mathbf{r}_{p}$ " (see Figure 26).
3. Initialize indices $k=0, n=0$.
4. Set the new predefined load/displacement path's branch counter $n \rightarrow n+1$.
5. Initialize by defining a statically feasible direction for the solution:
5.a. Define the load change vector " $\mathbf{r}_{p}$ " according to the current branch " $n$ " of the loading path.
5.b. Assume that stability holds, and acquire an initial direction for the solution using the compatibility condition:

$$
\left\{\begin{array}{l}
\Delta \mathbf{p}_{0}  \tag{101}\\
\Delta \mathbf{p}_{1}
\end{array}\right\}_{(k)}=\rho \cdot\left[\begin{array}{l}
\mathbf{I} \\
-\left(\mathbf{B}_{1}^{T} \cdot \mathbf{F} \cdot \mathbf{B}_{1}\right)^{-1} \cdot\left(\mathbf{B}_{1}^{T} \cdot \mathbf{F} \cdot \mathbf{B}_{0}\right)
\end{array}\right] \cdot\left\{\mathbf{r}_{p}\right\}
$$

Where:

$$
0<\rho<1
$$

Note: If specific values are set for " $\Delta \mathbf{p}_{i}$ " (where $\left.i=\{0,1\}\right)$ in the formulae for evaluating " $\mathbf{B}_{\mathbf{0}}$ " and "B"" (see Equation (92) with reference to (83) and (91) as well as their attached processes) then the equilibrium matrices can be treated as constants during the initialization phase.
5.c. Evaluate $1^{\text {st }}$ order terms of the Hessian (in skyline form):

$$
\mathbf{H}_{(1 s t)}=\left[\begin{array}{ll}
\left(\mathbf{B}_{0}^{T} \cdot \mathbf{F} \cdot \mathbf{B}_{0}\right) & \left(\mathbf{B}_{0}^{T} \cdot \mathbf{F} \cdot \mathbf{B}_{1}\right)  \tag{102}\\
\left(\mathbf{B}_{1}^{T} \cdot \mathbf{F} \cdot \mathbf{B}_{0}\right) & \left(\mathbf{B}_{1}^{T} \cdot \mathbf{F} \cdot \mathbf{B}_{1}\right)
\end{array}\right]
$$

Comment: The particular storage schema saves only the respective part of each of the Hessian's columns that spans from the main diagonal and upwards, until the last non-zero element. It is the most suitable storage form when the Hessian's factorization is applied in a three-factor product, i.e. lower triangular by diagonal by upper triangular matrix, where the last factor is the transpose of the first factor. This factorization schema is called LDL ${ }^{\mathrm{T}}$.
Comment: The name "skyline" is due to the resemblance between the abstract polyline that encloses the nonzero element zones of the upper-triangular part of the (nonfactorized) part of the Hessian and that of the abstract polyline being formed between the skyscrapers of the American big cities and the horizon.
5.d. Evaluate $2^{\text {nd }}$ order terms of the Hessian (in skyline form) using the initial guess of the ( $1^{\text {st }}$ order) solution from (101) in Equations (92):

$$
\mathbf{H}_{(2 n d)}=\left[\begin{array}{ll}
\left(\mathbf{B}_{0}^{T} \cdot \mathbf{F}_{\mathbf{g n l}} \cdot \mathbf{B}_{0}\right) & \left(\mathbf{B}_{0}^{T} \cdot \mathbf{F}_{\mathbf{g n l}} \cdot \mathbf{B}_{1}\right)  \tag{103}\\
\left(\mathbf{B}_{1}^{T} \cdot \mathbf{F}_{\mathbf{g n l}} \cdot \mathbf{B}_{0}\right) & \left(\mathbf{B}_{1}^{T} \cdot \mathbf{F}_{\mathbf{g n l}} \cdot \mathbf{B}_{1}\right)
\end{array}\right]_{(k)}
$$

Where, with reference to Equation (74):

$$
\mathbf{F}_{\mathrm{gnl}}=\operatorname{diag}\left\{\Delta \mathbf{N}_{(k)}\right\} \cdot \mathbf{F}_{\mathbf{g}}=\operatorname{diag}\left\{\left[\begin{array}{ll}
\mathbf{B}_{0, N} & \mathbf{B}_{1, N}
\end{array}\right] \cdot\left\{\begin{array}{l}
\Delta \mathbf{p}_{0}  \tag{104}\\
\Delta \mathbf{p}_{1}
\end{array}\right\}_{(k)}\right\} \cdot \mathbf{F}_{\mathbf{g}}
$$

Note: The two parts of the Hessian are stored in a common skyline data structure.
5.e. Apply an $L^{T}{ }^{\mathrm{T}}$ factorization to the Hessian:

$$
\begin{equation*}
\mathbf{H}_{(1 s t)}+\mathbf{H}_{(2 n d)} \rightarrow\left(\mathbf{L} \cdot \mathbf{D} \cdot \mathbf{L}^{T}\right)_{(k)} \tag{105}
\end{equation*}
$$

5.f. Is the Hessian matrix positive definite?
(i) Yes: Estimate the reference displacement increment(s) using both the $1^{\text {st }}$ and $2^{\text {nd }}$ order terms for the equilibrium matrices (see Equation (92)) in the SKD/PVW (see Equation (26)):

$$
\Delta \mathbf{u}_{s(k)}=\left[\begin{array}{lll}
\left(\mathbf{B}_{0}^{T} \cdot\left(\mathbf{F}+\mathbf{F}_{\mathbf{g n l}}\right) \cdot \mathbf{B}_{0}\right) & \left(\mathbf{B}_{0}^{T} \cdot\left(\mathbf{F}+\mathbf{F}_{\mathbf{g n l}}\right) \cdot \mathbf{B}_{1}\right)
\end{array}\right] \cdot\left\{\begin{array}{l}
\Delta \mathbf{p}_{0}  \tag{106}\\
\Delta \mathbf{p}_{1}
\end{array}\right\}_{(k)}
$$

Where, with reference to (74):

$$
\mathbf{F}_{\mathbf{g n l}}=\operatorname{diag}\left\{\Delta \boldsymbol{N}_{(k)}\right\} \cdot \mathbf{F}_{\mathbf{g}}=\operatorname{diag}\left\{\left[\begin{array}{ll}
\mathbf{B}_{0, N} & \mathbf{B}_{1, N}
\end{array}\right] \cdot\left\{\begin{array}{l}
\Delta \mathbf{p}_{0}  \tag{107}\\
\Delta \mathbf{p}_{1}
\end{array}\right\}_{(k)}\right\} \cdot \mathbf{F}_{\mathbf{g}}
$$

Then, check whether the external work is positive:

$$
\begin{equation*}
\Delta \mathbf{p}_{0}^{T} \cdot \Delta \mathbf{u}_{s_{(k)}} \geq 0 \tag{108}
\end{equation*}
$$

If (108) is not satisfied, a bifurcation point was determined; return to step 5.b and scale down the guess for the initial solution (e.g. select a smaller value for the arc-length " $\rho$ "). If (108) holds, solve the linearized system below based on the set of estimated reference displacement increment(s) from (106):

$$
\left(\mathbf{L} \cdot \mathbf{D} \cdot \mathbf{L}^{T}\right)_{(k)} \cdot\left\{\begin{array}{l}
\Delta \mathbf{p}_{0}  \tag{109}\\
\Delta \mathbf{p}_{1}
\end{array}\right\}_{(k)}=\left\{\begin{array}{c}
\Delta \mathbf{u}_{s} \\
\mathbf{0}
\end{array}\right\}_{(k)}
$$

Note: At this point, the relative values between the two solutions are checked; no significant diversion is to be expected.
(ii) No: The structure is unstable; terminate.
6. Start a new incremental step $k$ :

$$
\text { Set } k \rightarrow k+1 \text {, then set }\left\{\begin{array}{l}
\Delta \mathbf{p}_{0}  \tag{110}\\
\Delta \mathbf{p}_{1}
\end{array}\right\}_{(k)}=\left\{\begin{array}{l}
\Delta \mathbf{p}_{0} \\
\Delta \mathbf{p}_{1}
\end{array}\right\}_{(k-1)}
$$

7. Evaluate $1^{\text {st }}$ order terms of the Hessian - see Equation (102).
8. Evaluate $2^{\text {nd }}$ order terms of the Hessian using the initial guess of the $1^{\text {st }}$ order solution - see Equation (103), where:

$$
\mathbf{F}_{\mathbf{g n l}}=\operatorname{diag}\left\{\sum_{i=\mathbf{0}}^{i=k-1} \Delta \mathbf{N}_{i}+\Delta \mathbf{N}_{(k)}\right\} \cdot \mathbf{F}_{\mathbf{g}}=\operatorname{diag}\left\{\sum_{i=\mathbf{0}}^{i=k-\mathbf{1}} \Delta \mathbf{N}_{i}+\left[\begin{array}{ll}
\mathbf{B}_{0, N} & \mathbf{B}_{1, N}
\end{array}\right] \cdot\left\{\begin{array}{l}
\Delta \mathbf{p}_{0}  \tag{111}\\
\Delta \mathbf{p}_{1}
\end{array}\right\}_{(k)}\right\} \cdot \mathbf{F}_{\mathbf{g}}
$$

Note: The two parts of the Hessian ( $1^{s t} \& 2^{\text {nd }}$ order terms) are stored in a common skyline data structure.
9. Apply an $\operatorname{LDL}^{\mathrm{T}}$ factorization to the Hessian - see Equation (105).
10. Is the Hessian matrix positive definite?
(a) Yes: Estimate the reference displacement increment(s) using both the $1^{\text {st }}$ and $2^{\text {nd }}$ order terms in the SKD/PVW - use Equation (106) with the help of Equation (107).
(b) No: A critical point has been reached; provide a new feasible direction for the equilibrium path using the compatibility condition, but for a negative external load increment, in order to cater for the descending equilibrium path's branch:

$$
\left\{\begin{array}{l}
\Delta \mathbf{p}_{0}  \tag{112}\\
\Delta \mathbf{p}_{1}
\end{array}\right\}_{(k)}=\rho \cdot\left[-\left(\mathbf{B}_{1}^{T} \cdot \mathbf{F} \cdot \mathbf{B}_{1}\right)^{-1} \cdot\left(\mathbf{B}_{1}^{T} \cdot \mathbf{F} \cdot \mathbf{B}_{0}\right)\right] \cdot\left\{-\mathbf{r}_{p}\right\}
$$

Execute steps 7, $\mathbf{8}$ and $\mathbf{9}$ for the same iteration index " $k$ ", then move on to step $\mathbf{1 1}$.
11. Solve the updated Equation (109), according to the estimated reference displacement increment(s).
12. A new equilibrium path point was efficiently approximated. At this point, the two successive solution estimates must be compared for possible deviations; check the following condition(s):

$$
\begin{equation*}
-\rho \cdot \mathbf{r}_{p} \leq \Delta \mathbf{p}_{0(k)} \leq+\rho \cdot \mathbf{r}_{p} \text { and }\left|\left\|\Delta \mathbf{p}_{1(k)}\right\|-\left\|\Delta \mathbf{p}_{1(k-1)}\right\|\right| \leq \varepsilon \tag{113}
\end{equation*}
$$

Or

$$
\left|\left\|\left\{\begin{array}{l}
\Delta \mathbf{p}_{0}  \tag{114}\\
\Delta \mathbf{p}_{1}
\end{array}\right\}_{(k)}\right\|-\left\|\left\{\begin{array}{l}
\Delta \mathbf{p}_{0} \\
\Delta \mathbf{p}_{1}
\end{array}\right\}_{(k-1)}\right\|\right| \leq \varepsilon
$$

Where " $\varepsilon$ " is the CPU's round-off error (or some other suitably selected numerical tolerance); if one/both of the above condition(s) is/are not satisfied, return to step 7 and repeat for the same iteration index " $k$ "; else, move on to step 13.
13. Update all static and kinematic variables (elastic distributions):

$$
\mathbf{Q}_{\mathbf{s},(k)}=\mathbf{Q}_{\mathbf{s},(k-1)}+\Delta \mathbf{Q}_{\mathbf{s},(k)}, \quad \mathbf{q}_{\mathrm{el},(k)}=\mathbf{q}_{\mathbf{e l},(k-1)}+\Delta \mathbf{q}_{\mathrm{el},(k)} \quad, \quad \mathbf{u}_{\mathbf{s},(k)}=\mathbf{u}_{\mathbf{s},(k-1)}+\Delta \mathbf{u}_{\mathbf{s},(k)}
$$

14. If a maximum reference displacement was reached, go to step $\mathbf{1 5}$; if the end of the current loading branch was reached, go to step $\mathbf{4}$ and define a new loading path branch " $n$ "; else go to step $\mathbf{6}$ and start a new incremental step " $k$ ".
15. Print output data, and terminate.

The above presented numerical strategy may only be seen as a concept for a future research direction; no complete testing has been conducted yet, thus neither functionality nor efficiency are either assumed or proven within the context of this work.

## 13 Examples

In the following context, several indicative examples are presented in order to demonstrate the functionality of the proposed force-based formulation. Where possible, results are quantitatively compared with those of a widely accepted commercial program that uses the equivalent direct stiffness method; where not, with results according to methods found in the literature.

### 13.1 A Single-Storey, Single-Bay, Eccentric Braced Frame (3D)

The following frame (see Figure 31) is used as a first example. The frame's height is $\mathrm{H}=3 \mathrm{~m}$, and distances between columns are $\mathrm{L}_{\mathrm{x}}=\mathrm{L}_{\mathrm{y}}=6 \mathrm{~m}$. All columns are placed so that their strong bending axis is parallel to the y-axis of the global coordinate system, and are fully fixed at the basis. Beams are placed so that they bend along their strong axis due to external forces applied along the z-axis, and are subdivided into smaller elements of length $\mathrm{L}=0.6 \mathrm{~m}$ each. The braces are placed inside the openings which are parallel to the $y-z$ plane, are assumed articulated at both of their ends, and are load-free.


Figure 31: 3D illustrations of the 1-storey 1-bay, eccentric-braced frame (snapshots from SAP2000).
The frame's definitions (nodal numbering \& coordinates, member connectivity, section assignments and interacting stress components) are summarized in Tables 3 and 4 below.

| Node | x | y | z |
| :---: | :---: | :---: | :---: |
| 1 | 6.00 | 6.00 | 0.00 |
| 2 | 0.00 | 6.00 | 0.00 |
| 3 | 0.00 | 0.00 | 0.00 |
| 4 | 6.00 | 0.00 | 0.00 |
| 5 | 6.00 | 6.00 | 3.00 |
| 6 | 0.00 | 6.00 | 3.00 |


| Node | x | y | z |
| :---: | :---: | :---: | :---: |
| 7 | 0.00 | 3.60 | 3.00 |
| 8 | 0.00 | 2.40 | 3.00 |
| 9 | 0.00 | 0.00 | 3.00 |
| 10 | 6.00 | 0.00 | 3.00 |
| 11 | 6.00 | 2.40 | 3.00 |
| 12 | 6.00 | 3.60 | 3.00 |

Table 3: Nodal coordinates of the 1-storey 1-bay, eccentric-braced frame.

| Member | Node: Start $\rightarrow$ End | Section | Interacting Components | Member | Node: Start $\rightarrow$ End | Section | Interacting Components |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $1 \rightarrow 5$ | HEM260 | \{ $\mathrm{N}, \mathrm{M}_{2}, \mathrm{M}_{3}$ \} | 9 | $6 \rightarrow 5$ | HEM180 | $\left\{\mathrm{M}_{2}, \mathrm{M}_{3}\right\}$ |
| 2 | $2 \rightarrow 6$ | HEM260 | $\left\{\mathrm{N}, \mathrm{M}_{2}, \mathrm{M}_{3}\right\}$ | 10 | $9 \rightarrow 8$ | HEB140 | $\left\{\mathrm{M}_{2}, \mathrm{M}_{3}\right\}$ |
| 3 | $3 \rightarrow 9$ | HEM260 | $\left\{\mathrm{N}, \mathrm{M}_{2}, \mathrm{M}_{3}\right\}$ | 11 | $8 \rightarrow 7$ | HEB140 | $\left\{\mathrm{M}_{2}, \mathrm{M}_{3}\right\}$ |
| 4 | $4 \rightarrow 10$ | HEM260 | \{ $\mathrm{N}, \mathrm{M}_{2}, \mathrm{M}_{3}$ \} | 12 | $7 \rightarrow 6$ | HEB140 | $\left\{\mathrm{M}_{2}, \mathrm{M}_{3}\right\}$ |
| 5 | $1 \rightarrow 12$ | HEB140 | $\left\{\mathrm{N}, \mathrm{M}_{2}, \mathrm{M}_{3}\right\}$ | 13 | $9 \rightarrow 10$ | HEM180 | $\left\{\mathrm{M}_{2}, \mathrm{M}_{3}\right\}$ |
| 6 | $2 \rightarrow 7$ | HEB140 | $\left\{\mathrm{N}, \mathrm{M}_{2}, \mathrm{M}_{3}\right\}$ | 14 | $10 \rightarrow 11$ | HEB140 | $\left\{\mathrm{M}_{2}, \mathrm{M}_{3}\right\}$ |
| 7 | $3 \rightarrow 8$ | HEB140 | \{ $\left.\mathrm{N}, \mathrm{M}_{2}, \mathrm{M}_{3}\right\}$ | 15 | $11 \rightarrow 12$ | HEB140 | $\left\{\mathrm{M}_{2}, \mathrm{M}_{3}\right\}$ |
| 8 | $4 \rightarrow 11$ | HEB140 | $\left\{\mathrm{N}, \mathrm{M}_{2}, \mathrm{M}_{3}\right\}$ | 16 | $12 \rightarrow 5$ | HEB140 | $\left\{\mathrm{M}_{2}, \mathrm{M}_{3}\right\}$ |

Table 4: Connectivity, sections, and interacting components of the 1-storey 1-bay, eccentric-braced frame.
The material of the structure is S 235 , with a Young's Modulus $\mathrm{E}=2.0 \mathrm{E}+8 \mathrm{kPa}$, a conventional yield stress of $f_{y}=235 \mathrm{MPa}$, and is considered to be elastic-perfectly plastic.

To simulate material non-linearity, the concentrated plasticity approach is followed. For the columns, the bilinear AISC-LRFD criterion is used [175], for $\left\{\mathrm{N}_{2} \mathrm{M}_{2}, \mathrm{M}_{3}\right\}$ interaction. For the beams, the coupled bending moment $\left\{\mathrm{M}_{2}, \mathrm{M}_{3}\right\}$ variant of the same criterion is applied, without the participation of the axial forces $\{\mathrm{N}\}$; in order to be able to compare with SAP2000 [178], the effect of torsion $\{T\}$ on beams was purposefully left out, since no torsion-bending interaction is supported by the available version of the program [178] (however, for the specific external load definitions presented below, the participation of torsion in the developed stress configuration of the structure is very small). A linear relation between $\left\{\mathrm{M}_{2}\right\}$ and $\left\{\mathrm{M}_{3}\right\}$ was adopted for both interaction criteria. Articulations at the ends of the braces were implemented according to Equation (37).

All beams are subject to a uniform load of $15 \mathrm{kN} / \mathrm{m}$. Each beam is divided into smaller elements of 0.6 m length, and uniform loads are converted into a finite set of equally sized point loads of 9 kN . Lateral loads are applied to the four top-corner nodes of the frame.

Two pushover analyses were run, one for each horizontal direction $\{\mathrm{x}, \mathrm{y}\}$. The base shear vs. roof displacement curves of the structure are presented in Figure 32 and Figure 33 below, where quantitative comparisons with SAP2000 are also included; for SAP2000, default analysis parameters were used.


Figure 32: Pushover curve of the 1-storey, 1-bay, eccentric-braced frame; X-Direction; Units: $\{\mathrm{kN}, \mathrm{m}\}$.


Figure 33: Pushover curve of the 1-storey, 1-bay, eccentric-braced frame; Y-Direction; Units: $\{\mathrm{kN}, \mathrm{m}\}$.
As it may be seen, results are in good accordance; the ultimate base shear is $\mathrm{V}_{\mathrm{b}, \mathrm{x}} \sim 1067 \mathrm{kN}$ for the x direction, and $V_{b, y} \sim 757 \mathrm{kN}$ for the y -direction.

### 13.2 Six-Storey, Single-Bay, Frame (3D)

A six-storey frame, with one-bay at each horizontal direction, is used as a second test example. Each storey has a height $\mathrm{H}=3.0 \mathrm{~m}$ and each bay an opening $\mathrm{L}_{\mathrm{x}}=\mathrm{L}_{\mathrm{y}}=6.0 \mathrm{~m}$. Beams are subdivided into smaller elements of length $\mathrm{L}=0.6 \mathrm{~m}$ each; columns are placed so that their strong bending axis is parallel to the y axis, and are fully fixed at the basis. The geometry of the frame is illustrated in Figure 34 below.


Figure 34: 3D illustration of the 6-storey frame (snapshot from SAP2000).
The sections of beams and columns were purposefully selected in order to form a strong column-weak beam sway mechanism, and are summarized in Table 5 below.

| Members | Length | Section |
| :--- | :--- | :--- |
| Columns | 3.0 m | HEM300 |
| Beams | 6.0 m | HEM180 |

Table 5: Section properties and member lengths of the six storey frame.
The material of the structure is S 235 , with a Young's Modulus $\mathrm{E}=2.0 \mathrm{E}+8 \mathrm{kPa}$, a conventional yield stress of $f_{\mathrm{y}}=235 \mathrm{MPa}$, and is considered to be elastic-perfectly plastic.

To simulate material non-linearity, the concentrated plasticity approach is followed, according to the exact assumptions that were made for the first example.

All beams are subject to a uniform vertical load of $15 \mathrm{kN} / \mathrm{m}$. Each beam is subdivided into ten smaller elements of length $\mathrm{L}=0.6 \mathrm{~m}$ each, and the distributed loads are converted into a finite set of equally sized point loads of value 9 kN each.

The beam-column junctions (nodes) are subject to a lateral lumped-load pattern which is defined as linearly varying with respect to the height of each storey according to the $1^{\text {st }}$ eigenmode of the structure (with a simplification assumption regarding the lack of participation of all higher order eigenmodes).

Two pushover analyses were run, one for each horizontal direction ( $\mathrm{x}, \mathrm{y}$ ). The base shear vs. roof displacement curves of the structure is presented in Figure 35 and Figure 36 below, where a quantitative comparisons with SAP2000 [178] are also included; for SAP2000, default analysis parameters were used.

As it may be seen, the results are in good accordance; the ultimate base shear along the x -direction is $\mathrm{V}_{\mathrm{b}, \mathrm{x}} \sim 667 \mathrm{kN}$, and along the y -direction is $\mathrm{V}_{\mathrm{b}, \mathrm{y}} \sim 516 \mathrm{kN}$.


Figure 35: Pushover curves of the six-storey frame, x -direction; Units: $\{\mathrm{kN}, \mathrm{m}\}$.


Figure 36: Pushover curves of the six-storey frame, y -direction; Units: $\{\mathrm{kN}, \mathrm{m}\}$.

### 13.3 Single-Storey, Single-Bay, Frame (2D)

This example is used to test the functionality of the herein implemented yield function according to DIN-18800, via a comparison with AISC-LRFD; to this extend, I-shaped sections are used.

The frame's height is $\mathrm{H}=3.0 \mathrm{~m}$ and length $\mathrm{L}=6.0 \mathrm{~m}$. The beam's section is HEB160 and the columns' sections are HEM200. All structural elements are placed so as to bend around their strong axis. The beams are subdivided into smaller elements of length $L=0.6 \mathrm{~m}$ each. Columns are fully fixed at the basis. Schematically, the portal frame may be seen in Figure 37 below.


Figure 37: Geometry of the portal frame and vertical loads (snapshot from SAP2000).
The material of the structure is S 235 with a Young's Modulus $\mathrm{E}=2.0 \mathrm{E}+8 \mathrm{kPa}$, a conventional yield stress of $f_{\mathrm{y}}=235 \mathrm{MPa}$, and is considered to be elastic-perfectly plastic.

A uniform vertical load of magnitude $15 \mathrm{kN} / \mathrm{m}$ is applied to the beam, which is simulated by finite point loads of magnitude 9 kN each, applied in equal distances of 0.6 m . A horizontal force is applied to the top left node.

Two pushover analyses were performed using the proposed formulation; one using the AISC-LRFD yield function and one using the DIN-18800. The results were compared to those of SAP2000 [178] and were found in good accordance. All base shear vs. roof displacement curves have been plotted in Figure 38 below.


Figure 38: Pushover curves of the 2D portal frame; Units: $\{\mathrm{kN}, \mathrm{m}\}$.

### 13.4 A Simple Grillage (3D)

This simple example is used to demonstrate the functionality of the proposed formulation for structures where the contribution of torsion is important. Grillages are a typical case; a simple grillage found in [190] is used as reference. Schematically, it is presented in Figure 39 below.



Figure 39: Geometry and loading of the grillage.
As it may be observed, the geometrical proportions and loading conditions are the same as in [190]; herein, elements have a length $\mathrm{L}=3 \mathrm{~m}$ and a rectangular tube section with dimensions $(b x h)=(160 \times 160) \mathrm{mm}$ and thickness $t=10 \mathrm{~mm}$.

The material of the structure is S 235 with a Young's Modulus $\mathrm{E}=2.0 \mathrm{E}+8 \mathrm{kPa}$, a conventional yield stress of $f_{y}=235 \mathrm{MPa}$, and is considered to be elastic-perfectly plastic.

In addition to the assumptions above, the yield locus was linearized so as to be in accordance with the proposed formulation. An analytical derivation of the collapse load according to the linear yield function adopted follows below:

$$
\begin{equation*}
g\left(T, M_{3}\right)=\frac{T}{T_{p}}+\frac{M_{3}}{M_{3, p}}-1 \leq 0 \tag{115}
\end{equation*}
$$

The partial derivatives of the yield function with respect to each stress component are:

$$
\begin{equation*}
\frac{\partial g}{\partial T}=\frac{1}{T_{p}} \quad, \quad \frac{\partial g}{\partial M_{3}}=\frac{1}{M_{3, p}} \tag{116}
\end{equation*}
$$

Thus, with the help of (116), the ratio of bending $(\theta)$ to torsion $(\gamma)$ plastic rotations will be:

$$
\begin{equation*}
\frac{\theta}{\gamma}=\left(\frac{T_{p}}{M_{3, p}}\right) \cdot \frac{M_{3}}{T} \tag{117}
\end{equation*}
$$

As also stated in [190], a plastic bending rotation in the proximity of a support node of one beam will result in an equal rotation due to torsion in the other beam, in the proximity of the connection node between the two elements. Thus, from (117) we infer the following linear proportion:

$$
\begin{equation*}
\frac{M_{3}}{M_{3, p}}=\frac{T}{T_{p}} \tag{118}
\end{equation*}
$$

According to [190], the equation that gives the collapse load is the following:

$$
\begin{equation*}
\frac{1}{2} \cdot P \cdot L=M_{3}+T \tag{119}
\end{equation*}
$$

By combining (118) and (119), and by assuming for simplicity that $M_{3 p}=T_{p}$, we have:

$$
\begin{equation*}
P_{C}=\frac{2 \cdot M_{3, p}}{L} \tag{120}
\end{equation*}
$$

For the selected cross-section and material, $M_{3 p}=79.4 \mathrm{kNm}$; thus, from (120), $P_{C}=52.93 \mathrm{kN}$.
An analysis using the proposed formulation of (64) was run, and the resulting load vs. corresponding displacement curve is presented in Figure 40 below:


Figure 40: Load vs. corresponding displacement curve of the grillage; Units: $\{\mathrm{kN}, \mathrm{m}\}$.
As it may be seen, the results are in good accordance; the collapse load according to the proposed method is $P_{C} \sim 53 \mathrm{kN}$.

### 13.5 Double-Span Steel Beam/Girder (2D)

This example is a planar (2D) 2-span steel beam that exhibits non-holonomic hardening plastic behaviour. The geometry and loading considerations, as well as the critical section numbering of the corresponding structural model may be seen in Figure 41 below:


Figure 41: Frame's geometry and loading considerations, node, member, and critical section numbering.
The structure's material is S 220 with a conventional yield stress $f_{\mathrm{y}}=220000 \mathrm{kPa}$ and a Young's modulus $\mathrm{E}=2.0 \mathrm{E}+08 \mathrm{kPa}$. The beam section is HEB160 and is placed so that it bends around its strong axis (\#3), while the mid-supporting articulated beam is considered as a rigid element with $\mathrm{L}=1.0 \mathrm{~m}$ and $\mathrm{A}=1.0 \mathrm{E}+08 \mathrm{~m}^{2}$. Member \#2 is sub-divided into three finite elements of equal length. The material hardening behaviour was assumed isotropic (Drucker) and was modelled according to Table 6 below. With reference to Table 6, the plastic hinge backbone curves were computed using Equations (38) and (39), and the yield rotations were evaluated using the elastic form ( $\mathrm{S}=1$ ) of the group of Equations (41).

| Backbone Curve |  |
| :---: | :---: |
| Strain | Stress |
| 0.00 | 0.00 |
| 1.00 | 1.00 |
| 7.00 | 1.25 |
| $+\infty$ | 1.25 |

Table 6: Piecewise linear constitutive law (normalized wrt. to the yield strain and stress values, respectively).
The scale factor " $\gamma$ " of the loads applied to the beam (see Figure 41) was proportionally increased, in order to determine the collapse load and mechanism. The plasticization and local unloading sequence until the point of collapse is presented in Table 7 below:

| Steps | Critical Section \#3 | Critical Sections \#4 \& \#5 |  | Critical Section \#6 |
| :---: | :---: | :---: | :---: | :---: |
| 1 |  |  |  |  |
| 2 |  | H.P.: |  |  |
| 3 |  | P.U.: $\mathbf{\square}$ | H.P.: |  |
| 4 | H.P.: | P.U.: | $\mathbf{\mathbf { T }}$ | H.P.: |
| 5 | H.P.: | H.P.: | P.P.: |  |
| 6 | P.P.: | H.P.: | P.P.: |  |

Table 7: Plasticization event history $\{$ H.P. $=$ Hardening Plastic, P.P. $=$ Perfectly Plastic, P.U. $=$ Plastic Unstressing $\}$.
A comparative analysis was run using SAP2000 [178], and the resulting load vs. corresponding displacement curves may be seen in Figure 42; the collapse load determined using the proposed method is $\sim 4 \%$ less than the one using SAP2000.


Figure 42: Load vs. corresponding displacement curves \{Units: $\mathrm{kN}, \mathrm{m}\}$.
The corresponding bending moment vs. plastic rotation comparative diagrams for critical sections 3, 4, and 6 , may be seen in Figures 43-45, with reference to Figure 41 for the critical section numbering. Critical section 5 was omitted, because it has identical results to those of critical section 4 . As it may be seen, a minor plastic unstressing occurs in section 4. Results are in good agreement.


Figure 43: Bending moment vs. corresponding plastic rotation curves for critical section \#3 \{Units: kNm, rad .


Figure 44: Bending moment vs. corresponding plastic rotation curves for critical section \#4 \{Units: kNm, rad\}.


Figure 45: Bending moment vs. corresponding plastic rotation curves for critical section \#6 \{Units: $\mathrm{kNm}, \mathrm{rad}\}$.

### 13.6 Single-Storey, Three-Bay Reinforced Concrete Frame (2D)

This example was selected in order to demonstrate the efficiency of the proposed method regarding nodal eccentricities as well as its' suitability for analysing reinforced concrete frames. It is a planar (2D) frame that has been also analysed by O. De Donato and G. Maier in [89]; all data have been converted to SI units $\{\mathrm{kN}, \mathrm{m}\}$ herein, and gravity acceleration was set equal to $10 \mathrm{~m} / \mathrm{s}^{2}$. The structure's geometry may be seen in Figure 46 below.

Every beam and column member has potentially one plastic hinge at each of its ends. Furthermore, each beam member (members with numbers 5-10 in Figure 46 below) is divided into two finite elements of equal length, in order to be in accordance with the structural model in [89]. As a consequence of the aforementioned finite element division, the uniformly distributed gravity " g " and mobile " p " loads defined in [89] have been converted to a finite set of point loads denoted herein with "G" and "P", respectively, which may be seen in Figure 46 below.

The frame is subjected to a predefined loading scenario where all loads are incrementally applied to the structure, in the following sequential order (as defined in [89]): First, only the dead loads (g) are applied to all beams with a value range from 0 up to $50 \mathrm{kN} / \mathrm{m}$; then, the horizontal load (W) is applied to node 5 with a value range from 0 up to 50 kN , and, finally, the mobile loads (p) are applied to the left beam only, with a value range from 0 up to $13 \mathrm{kN} / \mathrm{m}$. The aforementioned distributed loads have been converted into equivalent point loads; their maximum values may be seen in Figure 46 below.


Figure 46: Frame's geometry, node and member numbering, nodal eccentricities, and loading considerations.
The material in the square areas of the joints between columns and beams is assumed to be rigid (see Figure 46 above).

In order to model the flexural behaviour of the deformable parts of the structure, an arbitrary value of $\mathrm{E}=25786967.4 \mathrm{kPa}$ was adopted for the elasticity modulus and of $v=0.25$ for Poisson's ratio. The effective cross-section with (bxh) $=(0.30 \times 0.28 \mathrm{~m})$ was assumed for all elements; thus, the value of $\mathrm{A}=0.7840 \mathrm{E}-01$ $\mathrm{m}^{2}$ was set for the cross-section`s area and the values of $\mathrm{I}_{2}=5.488 \mathrm{E}-04 \mathrm{~m}^{4}$ and $\mathrm{I}_{3}=6.300 \mathrm{E}-04 \mathrm{~m}^{4}$ for the bending moments of inertia around the weak and strong axes, respectively.

In Figures 47-49, one may see the backbone curves for the plastic hinges of the frame. Pure bending behaviour was assumed, according to [89]; the flexural rotations were computed using the elastic form
$(S=1)$ of the group of Equations (41) and with the help of the selected values for $E$ and $\mathrm{I}_{3}$; where " L " in Equations (41), the deformable length of each member was given as input.


Figure 47: Plastic hinge backbone curve for the outer columns of the frame \{units: $\mathrm{kNm}, \mathrm{rad}$.


Figure 48: Plastic hinge backbone curve for the inner columns of the frame \{units: $\mathrm{kNm}, \mathrm{rad}$.


Figure 49: Plastic hinge backbone curve for the beams of the frame \{units: $\mathrm{kNm}, \mathrm{rad}$.

The loading scenario was run under the constraint that, should the limited rotation capacity due to plastic hardening of at least one of the structure's critical sections be reached during an incremental analysis step, the procedure would be terminated.

The resulting $\left[\mathrm{M}_{3}\right],\left[\mathrm{V}_{2}\right]$, and $[\mathrm{N}]$ diagrams at the end of the analysis may be seen in Figure 50, Figure 51, and Figure 52, respectively.


Figure 50: Bending moments' diagram at the end of the analysis \{units: kNm \}.


Figure 51: Shear forces' diagram at the end of the analysis \{units: kN$\}$.


Figure 52: Axial forces' diagram at the end of the analysis \{units: kN$\}$.
The load values at the end of the analysis, together with the respective internal forces and moments at the beam-column joints of the structure, are shown in Figure 53; with the element eccentricities in mind, it may be easily verified that the nodal equilibrium conditions are satisfied.

| (a) Equilibrium of node 5 | (b) Equilibrium of node 7 |
| :---: | :---: |
| (c) Equilibrium of node 9 | (d) Equilibrium of node 11 |

Figure 53: Equilibrium of beam-column joints of the structure at the end of the analysis \{units: $\mathrm{kN}, \mathrm{m}\}$.
The bending moment vs. plastic rotation diagrams of two indicative critical sections of the structure are shown in Figures $54-55$; as it may be observed, critical section \#1 reaches its plastic hardening limit (see Figure 54), and critical section \#9 exhibits non-holonomic behaviour during its hardening plastic phase (see Figure 55).


Figure 54: Bending moment vs. plastic rotation diagram of section 1 \{units: kNm,rad\}.


Figure 55: Bending moment vs. plastic rotation diagram of section 9 \{units: kNm,rad\}.
Finally, with reference to the load definitions in Figure 46, the horizontal load (W) vs. the corresponding horizontal displacement of node 5 may be seen in Figure 56, and the total vertical load $(\mathrm{G}+\mathrm{P})$ of node 6 vs. the corresponding vertical displacement in Figure 57.


Figure 56: Horizontal load (W) vs. horizontal displacement of node 5 \{units: $\mathrm{kN}, \mathrm{m}\}$.


Figure 57: Sum of vertical loads $(\mathrm{G}+\mathrm{P})$ vs. vertical displacement of node 6 \{units: $\mathrm{kN}, \mathrm{m}\}$.

### 13.7 Offshore Jacket (2D)

This example is used to demonstrate the efficiency of the proposed method in computing cyclic loading scenarios. The structural frame's data were taken from [191]; geometry and loading considerations may be seen in Figure 58 below.


Figure 58: Structure's geometry, member cross-sections with reference to Table 8, loading considerations, reference node A $(\cdot)$ and critical sections B and $\mathrm{C}(\cdot)$ \{units: $\mathrm{kN}, \mathrm{m}\}$.

The numbers in circles on each member of the structure in Figure 58 above correspond to the circular tube cross-sections that are listed in the following Table 8; note that the structure is symmetric.

| Section | $\mathbf{R}_{\text {external }}$ | $\mathbf{R}_{\text {internal }}$ |
| :---: | :---: | :---: |
| 1 | 1.0250 m | 0.9750 m |
| 2 | 0.6640 m | 0.6360 m |
| 3 | 0.3340 m | 0.3180 m |
| 4 | 0.3330 m | 0.3170 m |
| 5 | 0.4675 m | 0.4325 m |
| 6 | 0.6675 m | 0.6325 m |
| 7 | 0.5200 m | 0.4800 m |
| 8 | 1.0275 m | 0.9725 m |
| 9 | 0.6625 m | 0.6375 m |
| 10 | 0.4650 m | 0.4350 m |
| 11 | 1.5225 m | 1.4775 m |
| 12 | 0.4580 m | 0.4420 m |
| 13 | 0.6650 m | 0.6350 m |
| 14 | 0.4640 m | 0.4360 m |
| 15 | 0.4600 m | 0.4400 m |
| 16 | 3.0250 m | 2.9750 m |
| 17 | 3.0225 m | 2.9775 m |
| 18 | 0.5100 m | 0.4900 m |
| 19 | 0.6600 m | 0.6400 m |

Table 8: External and internal radii of the structure's tubular cross-sections.
The three supporting members in Figure 58 are considered as rigid, i.e. they are members with $\mathrm{A}=1.0 \mathrm{E}+08 \mathrm{~m}^{2}$ and $\mathrm{I}_{33}=1.0 \mathrm{E}+08 \mathrm{~m}^{4}$, and are assumed ideally elastic.

The structure's material is structural steel with Young's modulus $\mathrm{E}=2.1 \mathrm{E}+08 \mathrm{kN} / \mathrm{m}^{2}$, Poisson's Ratio $\nu=0.3$, and yield stress $f_{y}=350000 \mathrm{kN} / \mathrm{m}^{2}$.

The piece-wise linear constitutive law of Table 9 below was adopted, with limited kinematic hardening according to Ziegler's rule; the plastic hinge backbone curve was computed using Equations (38) and (39), and the yield rotations were evaluated using the elastic variant ( $S=1$ ) of the group of Equations (41).

Although the above choice of material modelling is different than the custom hardening coefficients that were used in [191], it is a practically equivalent and easy to implement formulation that is consistent with the stress-coupled approach that is followed throughout this work; note that the strain value may be computed as the sum of the axial elongation normalized with the axial yield elongation and of the bending rotation normalized with the bending yield rotation.

| Backbone Curve |  |
| :---: | :---: |
| Strain | Stress |
| 0.00 | 0.00 |
| 1.00 | 1.00 |
| 6.00 | 1.25 |
| $+\infty$ | 1.25 |

Table 9: Piecewise linear constitutive law (normalized wrt. to the yield strain and stress values, respectively).

All members of the structure are further divided into smaller beam/column finite elements of approximate length $\sim 1.5 \mathrm{~m}$ each; plasticization is allowed to occur at the ends of all beam/column elements that comprise each deformable member of the structure.

In order to approximate the theoretical parabolic yield function that was adopted in [191] as accurately as possible, a linearization consisting of four segments per quadrant was constructed; see Table 10 below, with reference to Equation (36):

|  | $\mathbf{s}_{\mathbf{1}}(\mathbf{N})$ | $\mathbf{s}_{\mathbf{2}}\left(\mathbf{M}_{\mathbf{3}}\right)$ |
| :---: | :---: | :---: |
| $\mathbf{1}$ | 0.1600000000 | 1.0000000000 |
| $\mathbf{2}$ | 0.4683544304 | 0.9493670886 |
| $\mathbf{3}$ | 0.7464788732 | 0.8450704225 |
| $\mathbf{4}$ | 0.9203539823 | 0.7079646018 |
| $\mathbf{5}$ | 1.0000000000 | 0.5714285714 |

Table 10: Piecewise linear approximation of the theoretical yield function $g\left(N, M_{3}\right)=(N / N *)^{2}+\left(M / M_{3}\right)^{*}-1 \leq 0$.
The value of the two constant vertical loads is $\mathrm{Q}=34335 \mathrm{kN}$, and the nominal values of the horizontal loads are $\mathrm{P}_{1}=742 \mathrm{kN}, \mathrm{P}_{2}=6269 \mathrm{kN}, \mathrm{P}_{3}=7294 \mathrm{kN}, \mathrm{P}_{4}=6745 \mathrm{kN}, \mathrm{P}_{5}=6781 \mathrm{kN}, \mathrm{P}_{6}=6446 \mathrm{kN}$, and $\mathrm{P}_{7}=7222 \mathrm{kN}$ (see Figure 58).

The scale factor " $\gamma$ " of the horizontal loads applied to the structure (see Figure 58) is proportionally scaled up from value $\gamma=0.0$ to $\gamma=+1.0$, then down to $\gamma=-0.8$ and up to $\gamma=+0.8$, so that a cyclic loading scenario is created.

Satisfactory solutions of the problem were acquired using the QP and SQP algorithms implemented by M.J.D. Powell ([68],[70]).

The stress configurations of sections "B" and "C" (see Figure 58) for every step of the cyclic loading scenario, as well as the displacements of the respective yield loci due to material hardening, are shown in Figure 59 below.


Figure 59: Stress history of section $B$ (left) and of section $C$ (right) \{units: normalized values \}.
The resulting base shear vs. the horizontal displacement of node "A" (see Figure 58) may be seen in Figure 60 below; the peak point's coordinates are $\left\{\mathrm{u}_{\text {max }}, \mathrm{V}_{\mathrm{b}}\right\}=\{1.02 \mathrm{~m}, 8.22 \mathrm{E}+04 \mathrm{kN}\}$, which corresponds to the value of the sum of the nominal values of the horizontal loads multiplied with $\gamma \sim 0.99$.


Figure 60: Base shear "Vb" vs. horizontal displacement "u" of the reference node $\mathrm{A}(\cdot)\{$ units: $\mathrm{kN}, \mathrm{m}\}$. Results are in good accordance with those reported in [191].

### 13.8 Yarimci's Single-Bay, Three-Storey Experimental Frame (2D)

This example is used to demonstrate the efficiency of the proposed method in computing cyclic loading scenarios. The selected structural frame is the specimen of an experiment that was performed by Yarimci and presented in [192]. The experimental data were taken from [193]; they were converted from Imperial to SI units, and then analyzed under the assumption for elastic-perfectly plastic material in [52]. Geometry and loading considerations may be seen in Figure 61 below.


Figure 61: Yarimci's Frame; geometry and loading considerations \{units: $\mathrm{kN}, \mathrm{m}$ \}.
Herein, a $1^{\text {st }}$ order analysis was run, under the assumptions for a piece-wise linear constitutive stressstrain backbone curve described in Table 11 (which corresponds to a limited plastic hardening with a 3\% slope) and a linearized yield function considering bending moment and axial force interaction (see Table 10 with reference to Equation (36)); these selections were made in order to achieve a relatively good data fitting. Material was assumed to be structural steel with $E=199,947,961.5 \mathrm{kPa}, f_{y}=248,211.26 \mathrm{kPa}$; Prager's kinematic hardening rule was adopted.

In order to simulate plasticity in a somewhat satisfactory way, each beam member was divided into three (3) beam finite elements. Material homogeneity and geometrical perfection was assumed for the whole model. Results are summarized in Figure 62.

| Backbone Curve |  |
| :---: | :---: |
| Strain | Stress |
| 0.00 | 0.00 |
| 1.00 | 1.00 |
| 10.00 | 1.27 |
| $+\infty$ | 1.27 |

Table 11: Piecewise linear constitutive law (normalized wrt. to the yield strain and stress values, respectively).


Figure 62: Horizontal load "H" vs. corresponding displacement "u" of the frame's top-right node \{units: $\mathrm{kN}, \mathrm{m}\}$.
The resulting solution provides a statically admissible load-displacement curve, where, despite the $\left\{\mathrm{N}, \mathrm{M}_{3}\right\}$ stress coupling, material non-holonomic behaviour is efficiently accommodated.

Since the herein implemented analysis method is load-controlled, it is difficult to acquire the displacements that a displacement-controlled experiment yields. A numerical investigation for each member of the modelled experimental structure regarding the actual variance of the material's mechanical properties $\left(E, f_{y}\right)$ as well as of the backbone curve of each one of the plastic hinges, could lead to an improved computation of the displacements however, this is beyond the scope of the present thesis.

### 13.9 Asymmetrically Loaded Steel Grillage (3D)

This example is a steel grillage that has also been analysed by R.R. Wakefield and F. Tin-Loi in [120]. The 3D view of the geometry and loading considerations of the structure may be seen in Figure 63 below:


The cross-section of all members is of type RHS $\left\{B=105 \mathrm{~mm}, \mathrm{H}=102 \mathrm{~mm}, \mathrm{t}_{\mathrm{w}}=9.5 \mathrm{~mm}\right\}$, and they have been set so that their strong bending axis (\#3) is always located within the $\{x, y\}$ plane. The material is S350 with an effective yield stress $f_{\mathrm{y}}=304347.8 \mathrm{kPa}$ ( a safety factor $\gamma_{s}=1.15$ was adopted), and is assumed to be elastic-perfectly plastic.

All members of the structure are assumed to yield under combined biaxial bending $\left\{\mathrm{M}_{2}, \mathrm{M}_{3}\right\}$ and torsion $\{\mathrm{T}\}$. The theoretical spherical yield surface is approximated by linear polyhedra. An approximation of 8 hyper-planes was made ( 1 hyper-plane in each hyper-cube, as is also in [120]); this linear polyhedron is triply symmetrical with reference to the $\left\{\mathrm{M}_{2}, \mathrm{M}_{3}\right\},\left\{\mathrm{T}, \mathrm{M}_{2}\right\}$ and $\left\{\mathrm{T}, \mathrm{M}_{3}\right\}$ planes.

The single vertical concentrated load that is applied on the grillage is incrementally increased until the state of collapse is reached. The load vs. the corresponding displacement values are plotted in Figure 64 below:


Figure 64: Load vs. corresponding displacement curve of the loaded node \{units: $\mathrm{kN}, \mathrm{m}\}$.
As it may easily be observed, the computed collapse load ( $\sim 270 \mathrm{kN}$ ) is close to the reference value $(262.27 \mathrm{kN})$ reported in [120]; the results are in agreement within a ( $\sim 3 \%$ ) accuracy.

### 13.10 Ten-Storey, Three-Bay, Steel Frame (3D)

This example is used to demonstrate the efficiency of the proposed method in analyzing structural frames of relatively large scale. The geometrical and loading considerations may be seen in Figure 65 below. Each span has a length/width of 6 m , and each storey a height of 3 m . Beam sections are HEM180 and column sections are HEM400. Each beam receives a uniformly distributed vertical load with direction $(-\vec{z})$ and a magnitude of $15 \mathrm{kN} / \mathrm{m}$; all beams have been placed so that they bear the vertical loads by bending around their strong axis (\#3). The columns have been placed so that half of them bend around their strong axis and half of them around their weak axis. The lateral loading is applied along the direction $(+\vec{x})$ of the global coordinate system, where " $\gamma$ " is the lateral load pattern's scale factor.


Figure 65: Structure's plan and side views, column sections' orientations, loading considerations, 3D wireframe schematic, and reference node $(\cdot)$ \{units: $\mathrm{kN}, \mathrm{m}\}$.

The material is S 235 with a Young's modulus $\mathrm{E}=2.0 \mathrm{E}+08 \mathrm{kN} / \mathrm{m}^{2}$, Poisson's ratio $\mathrm{v}=0.3$, and a conventional yield stress $f_{\mathrm{y}}=235000 \mathrm{kN} / \mathrm{m}^{2}$; the symmetric backbone curve of Table 6 was defined for modelling the post-elastic behaviour.

A biaxial moment $\left\{\mathrm{M}_{2}, \mathrm{M}_{3}\right\}$ linearized interaction surface was adopted for all beams, and the AISCLRFD biaxial moment and axial force $\left\{\mathrm{N}_{2}, \mathrm{M}_{2}, \mathrm{M}_{3}\right\}$ interaction criterion for all columns. For computing the yield displacements/rotations, the elastic form $(\mathrm{S}=1)$ of the group of Equations (41) was used, wherein $\mathrm{L}=6 \mathrm{~m}$ was set for the beams and $\mathrm{L}=3 \mathrm{~m}$ for the columns. Drucker's hardening rule was adopted.

A series of pushover analyses were run using the force-based program written within the context of this work: a $1^{\text {st }}$ order analysis was run using the QP [68] solver, and two $2^{\text {nd }}$ order analyses were run using the SQP [70] and IPM [194] solvers, respectively. Two comparative analyses were also run; one using SAP2000 [178] for $1^{\text {st }}$ order analysis, and one using the 900 node version 9.3 of ADINA for $2^{\text {nd }}$ order analysis.

For $2^{\text {nd }}$ order analysis, and in order to comply with the 900 node limit of ADINA, all columns of the structure and the beams that are parallel to the x -direction were divided into six finite elements, and the beams along the $y$-direction were divided into three elements; note that for $1^{\text {st }}$ order analysis, no element subdivision was applied to the columns.

Furthermore, the moment-curvature piece-wise linear curves had to be supplied as input to the ADINA software due to the stress-decoupled implementation of the stress interaction feature of the program; these may be seen in Figure 66 and Figure 67 below for the strong and weak axes of a HEM180 section and in Figure 68 and Figure 69 for the strong and weak axes of a HEM400 section, respectively; the flexibility modulus for each moment-curvature diagram was computed using the elastic variant ( $S=1$ ) of Equations (41), where in $\mathrm{L}=3 \mathrm{~m}$ was set for all HEM400 and $\mathrm{L}=6 \mathrm{~m}$ for all HEM180 sections, respectively. Note that the contribution of torsion was neglected by giving large yield values as input curves.


Figure 66: Moment-Curvature curves for HEM180 sections - strong axis \{units: kN,m,rad\}.


Figure 67: Moment-Curvature curves for HEM180 sections - weak axis \{units: kN,m,rad\}.


Figure 68: Moment-Curvature curves for HEM400 sections - strong axis \{units: kN,m,rad\}.


Figure 69: Moment-Curvature curves for HEM400 sections - weak axis \{units: kN,m,rad\}.
The resulting base shear vs. roof displacement curves may be seen in Figure 70 below. As it may be observed, results are in relatively good accordance.

For $1^{\text {st }}$ order analysis, the proposed method yields a collapse load that is $\sim 5 \%$ less than that reported by SAP2000; this difference is to be attributed to the coarser meshing of the structural model that was given to SAP2000 as input, as compared to the denser model that was computed using the herein proposed method.

For $2^{\text {nd }}$ order analysis, the proposed method yields a collapse load that is $\sim 1.5 \%$ less than that of ADINA; this difference is to be primarily attributed to the differing plastic hinge assumptions between the two programmes: ADINA works with stress decoupling, while the proposed method works with stress coupling.

The herein implemented stress coupling assumes that the value of the yield function represents the evolution of the normal stresses along the height of a critical section; although this plastic hinge approach is simple to implement and produces statically admissible stress configuration states, it is unable to produce acceptable diagrams of " $\mathrm{M}=f(\theta)$ " (bending moment vs. plastic rotation) or " $\mathrm{N}=f(\delta)$ " (axial force vs. plastic elongation/compression): In this example, moment redistribution between the two bending directions was observed as the lateral loads were proportionally increased; in particular, the least loaded bending direction would unload itself while simultaneously develop further plastic rotation. This phenomenon has no effect in the bearing capacity curve of the whole structure.


Figure 70: Base Shear vs. Roof Displacement of the reference node ( $\cdot$ ) \{units: $\mathrm{kN}, \mathrm{m}\}$.
The inclusion of a solver suitable for sparse matrices [194] resulted in an approximate $45 \%$ reduction of the CPU time as compared to the solver using full rank matrices [70]. However, it should be noted that, when running large scale examples, the super-linear convergence rate of the optimization algorithms is not competitive to the quadratic rate of the Newton-Raphson method.

Furthermore, the inclusion of non-holonomic hardening plastic behaviour in the force-based approach has an additional computational toll, since, for the satisfaction of Drucker’s Postulate at every step, a maximum of two solver calls may often be required, especially in large-scale examples.

## 14 Concluding Remarks

A simple to implement, fully automated, purely force-based approach to the step-by-step analysis of 2D/3D inelastic structural steel and reinforced concrete frames with non-holonomic hardening plastic hinges is presented for the first time in the literature.

### 14.1 Advantages of the Proposed Method

The method is simple to implement, mainly due to the fact that the force-based approach is intuitively understandable; the symbolic form of the constitutive equations is characterized by its' mathematical elegance plus it is easily linked to the physical problem which they represent.

A number of different and complex yield functions are included in the formulation. As it was demonstrated, bi-axial bending moment alone or combined with axial force interaction or torsion, as well as the effect of shear, are all natively and efficiently accommodated by the proposed mathematical formalism; only properly linearized yield functions that suit the expected failure types of the respective parts of the structure need be selected.

Non-holonomic plasticity is taken into account by following a stepwise holonomic approach that is contained into the proposed numerical strategy via a simple remedy; the proposed method is formulated on the basis of satisfying Drucker's postulate, thus it is closer to the physical problem where plastic deformations are irreversible.

Another advantage that arises from the usage of optimization algorithms is that the bounds of the yield function of each critical section are always satisfied; no return to the yield surface is required, as it would be the case when working with the direct stiffness method.

The proposed numerical method requires only a few parameters for tuning; it has good convergence properties which are independent of the mesh density of the structural system, and yields good results even for large scale problems. Implementation using an IPM solver suitable for sparse matrices [194] yielded approximately a $45 \%$ reduction of CPU time as compared to the SQP solver [70].

### 14.2 Disadvantages of the Proposed Method

It is known that the linear/super-linear convergence rate of optimization algorithms is not competitive to the quadratic rate of algorithms which are based on the Newton-Raphson method.

Furthermore, it was found that, for large scale examples, the cycling of the optimization algorithms through the active set, which is required in order to properly accommodate non-holonomic material behaviour, results in increased computational times; in the case of non-holonomic material hardening, a maximum of two calls to the solver may often be required within the same incremental step, meaning that a reformulation of the Hessian matrix of the problem is also required. In the latter case, a redecomposition of the Hessian may also be necessary, depending on the solver being used.

When performing inelastic analysis with $2^{\text {nd }}$ order effects using an SQP algorithm, the Broyden-Fletcher-Goldfarb-Shanno (BFGS) formula for the quadratic approximation of the non-linear Hessian follows the descending direction of the locally convex problem. Moreover, all optimization algorithms that were used in this work determine a solution under the prerequisite for marginally fulfilling the problem's constraints. From a statics point of view, these solvers assume that sufficient structural stability exists so that the plastic hinges reach their plasticization phase prior to the occurrence of any instability phenomena (e.g. buckling within the elastic region); therefore, phenomena such as local buckling of beam/column members and the post-buckling behaviour of structures could not be determined.

It is known that load-controlled numerical strategies are unable to efficiently trace the post-buckling equilibrium path of structures.

The herein proposed automation techniques for the computation of the equilibrium matrices due to statical indeterminacy (redundant components) may not always yield a minimal, but a near-minimal cycle basis; this leads to a set of global flexibility matrices $\left[\mathbf{B}_{i}{ }^{T} \cdot \mathbf{F} \cdot \mathbf{B}_{j}\right]$ (where $\{i, j\}=\{0,1\},\{1,0\}\{1,1\}$ ) with more elements than the minimum possible ones.

Furthermore, in the case of modelling statically indeterminate structures with internal discontinuities, the herein proposed Lagrange multiplier automation technique does not reduce the number of redundant components accordingly, meaning that a partially discontinuous structure is always assumed to have the same number of redundant components as its' geometrically equivalent fully continuous one.
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## 16 Appendix I - A short User Manual for the Programme

The programme that was authored for this work runs in a command prompt window; due to the excessive work load (all coding was done from scratch) the inclusion of a graphical user interface (GUI) was left out of the project.

### 16.1 Structure of the Input Files

The whole implementation of the input file's format was done with simplicity and easiness of typing in the data in mind; all programming efforts focused on achieving a rather self-explanatory type of syntax. The input file's structure is divided into 18 sections; each one of them is abstractly presented below:

1. Introductory line:
a.Input Filename (Name) | Space (2D/3D) | Structure's Type (Frame)
2. Nodes' Definitions:
a. Number of Nodes
b. Node Number | Coordinates ( $x, y, z$ ) | Condition (Boundary/Loaded/Free)
3. Beam Members' Definitions:
a. Number of Members
b. Member Number | Start/End Nodes | Eccentricities | Strong/Weak Axis Rotation Angle | Internal Boundary Conditions | Number/Length of Internal Finite Element(s) | Status (Loaded/Free)
4. Boundary Conditions' Definitions
a. Number of Boundary Conditions
b. Boundary Condition Name | Displacements \& Rotations $\left(u_{x}, u_{y}, u_{z}, \varphi_{x}, \varphi_{y}, \varphi_{z}\right)$
5. Boundary Condition Assignments
a. Number of Assignments
b. Node Number(s) => Boundary Condition Name
6. Point Loads' Definitions
a. Number of Point Loads
b. Load Name | Load Type | Forces \& Moments ( $F_{x}, F_{y}, F_{z}, M_{x}, M_{y}, M_{z}$ )
7. Point Load Assignments
a. Number of Assignments
b. Node Number (s) => Point Load Name
8. Distributed Loads' Definitions
a. Number of Distributed Loads
b. Load Name | Load Type | Distribution Type | Distribution Specifics
9. Distributed Load Assignments
a. Number of Assignments
b. Member Number(s) => Distributed Load Name
10. Materials' Definitions
a. Number of Distributed Loads
b. Type | Name | Mass per Unit Volume | Gravity Acceleration | Elasticity Modulus | Poisson's Ratio | Yield Stress Values | Ultimate Stress Values | Constitutive Law Type/Name | Plastic Hardening Rule
c.Specifics (Linearized Stress vs. Strain Backbone Curve) - for Custom Constitutive Laws only
11. Material Assignments
a. Number of Assignments
b. Member Number(s) => Material Name
```
12.Cross-Section Definitions
    a.Number of Cross-Sections
    b.Type | Shape | Name | Shape Specifics (B,H,tf, tw,etc)
13. Cross-Section Assignments
    a.Number of Assignments
    b.Member Number(s) => Cross-Section Name
14.Yield Functions' Definitions
    a.Number of Yield Functions
    b.Yield Function's Name | List of Interacting Components
15. Yield Function Assignments
    a.Number of Assignments
    b.Member Number(s) => Yield Function's Name
16. Analysis Parameters
    a.P-\Delta Effects (yes/no)
    b.Displacements (small/large)
    c.Solver Selection (QPROG/LCONG/MOSEK)
    d.Analysis Type (Limit/Pushover/Scenario/Cyclic)
    e.Load Combination
    f.Number of Steps
    g.Arc-Length
    h.Analysis Specifics
17. Plastic Hinge Parameters
    a.Plastic Barriers (on/off)
    b.Intermediate Hinges within Beam Members (yes/no)
    c.Compatibility Mode for Yield Rotations (None/SAP2000)
18. Printout Parameters for Local Components (Stresses vs. Deformations)
    a.Auto/Full/Custom
    b.Printout Specifics - for "Custom" defined parameters only
```

A detailed explanation of the respective input data format and internal functions/command declarations has been included in section 16.2 of this Appendix; comments above or next to each line are included in order to clarify assumptions of the defined syntax as well as features of the program itself. In section 16.3, an input file for a simple portal frame is provided as a practical example.

Note that, usage of capital letters in the input files is not a prerequisite; it was only left as a tribute to the old days of the very alpha version of the program that did not contain character string data reading and manipulation functions (lol).

### 16.2 Explanation of the Input Files' Syntax


 TOTAL NUMBER OF POINT LOAD ASSIGNMENTS: ।




NUMBER OF DIFFERENT DISTRIBUTED LOAD TYPES:| 4
 TOTAL NUMBER OF DISTRIBUTED LOAD ASSIGNMENTS:। 1

[^1]

(



### 16.3 An Example Input File

A simple portal frame that is pictured below (Figure 71) is used to create an indicative input file for the program that was authored within the context of this work.


Figure 71: Structure's geometry, boundary conditions, and loading considerations for the sample input file.
The frame is defined using four nodes $(1,2,3,4)$ and three beam/column Euler-Bernoulli finite elements $(1,2,3)$; all elements have been aligned so that they bend around their strong axis (\#3), and the beam member is subdivided into ten finite elements. The boundary nodes are completely fixed. Two nodal load types are defined; an earthquake load (E) and a mobile load (Q); they are both applied to node \#2. Two uniformly distributed load types are also defined; a dead load $(\mathrm{G})$ and a mobile load $(\mathrm{Q})$, which are applied on member \#2. The material of the structure is structural steel S220; a piece-wise linear, customdefined constitutive law is assumed for the backbone curve of the material, while plastic hardening is assumed kinematic according to Ziegler's rule. The section for the columns is HEB180 and for the beam is HEB160. Bending moment and axial force interaction according to the AISC-LRFD bilinear yield function is assumed for the columns, and pure bending behaviour is assumed for the beam of the frame. $\mathrm{P}-\Delta$ effects and large displacements are not taken into account ( $l^{s t}$ order analysis). The frame is subjected to a pushover analysis under a load combination that considers a $100 \%$ participation of the dead loads (G) and a $30 \%$ participation of the mobile loads $(\mathrm{Q})$. The maximum allowed number of analysis steps is defined to be equal to 100 . The "arc-length" $(\rho)$ parameter is set equal to 0.001 . Node \#2 is selected as the reference (roof) node for the pushover analysis curve, while the maximum tolerated horizontal displacement is set equal to 0.50 length units. The plastic hinge parameters do not impose a perfectly plastic behaviour on the axial force components, while all subdivided elements may also contain plastic hinges within their span. Plastic hardening flexibility coefficients are defined so as to maintain compatibility with widely accepted commercial software. Printout of the local stress components vs. their respective elastic/plastic deformations is automatically generated and only for those plastic hinges that are activated (i.e. that develop plastic deformations) during the incremental analysis procedure.

The input file that corresponds to the portal frame pictured and described above follows in the next page.

```
INPUT_FILE_v.2.8.0_3D 3D Frame
4
\begin{tabular}{lllll}
1 & 0.00 & 0.00 & 0.00 & B \\
2 & 0.00 & 0.00 & 3.00 & L \\
3 & 6.00 & 0.00 & 3.00 & F \\
4 & 6.00 & 0.00 & 0.00 & B
\end{tabular}
3
    11 1 2 +0.00+0.00+0.00+0.00+0.00-0.08 +180.00000 deg 1 1 1 1 1 1 1 1 1 1 1 1 1 N=3 F
    2 2 3 +0.10+0.00+0.00-0.10+0.00+0.00 +90.00000 deg 1 1 1 1 1 1 1 1 1 1 1 1 1 N=10 L
1
    B_COND_1: 0.0 0.0 0.0 0.0 0.0 0.0
1
    1,4 => B_COND_1
2
    P_LOAD_1: E +1.00 0.00 0.00 0.00 0.00 0.00
    P_LOAD_2: Q 0.00 0.00 -5.00 0.00 0.00 0.00
1
    2 >> P_LOAD_1 , P_LOAD_2
2
    D_LOAD_1: G U 0.00 0.00 -2.50 0.00 0.00
    D_LOAD_2: Q U 0.00 0.00 -5.00 0.00 0.00 0.00
1
    2 => D_LOAD_1 , D_LOAD_2
1
    STEEL S220 8.05000 9.810 2.1E+8 0.3 +220000.0 -220000.0 +231000.0 -231000.0 CUSTOM PRAGER
        SYMMETRIC
        3
        1.00 1.00
        1.25 6.00
        1.25 1E+99
1
    1:3 => S220
2
    STEEL EURO HEB160
    STEEL EURO HEM180
2
    1,3 => HEM180
    2 => HEB160
2
        (M/Mp)=1:{ {M3}
        AISC-LRFD : {N,M3}
2
    1,3 => AISC-LRFD
    2 => (M/Mp)=1
P-D EFFECTS : NO
DISPLACEMENTS: SMALI
SOLVER : QPROG
ANALYSIS TYPE: PUSHOVER
                            LOAD COMBINATION: 1.00*G+0.30*Q+1.00*E
                            MAX NUMBER OF STEPS: 100
                            ARC-LENGTH : 0.01
                            REFERENCE NODE : 2
                            MAX. DISPLACEMENT : 0.50
PLASTIC HINGE PARAMETERS:
                            PLASTIC BARRIERS : OFF
                            INTERMEDIATE HINGES: ON
                            COMPATIBILITY MODE : SAP2000
Q=f(q) PRINT : AUTO
```


### 16.4 An Example Output File

In this section, a selection from the respective output generated by the program for the input file corresponding to the simple portal frame pictured in Figure 71 may be seen:


 $23 E+02|0.311 E+01|-0.417 E+01|-0.447 E-03| 0.445 E+01 \mid 0.333 E+01$ $23 \mathrm{E}+02|0.311 \mathrm{E}+01|-0.417 \mathrm{E}+01|-0.447 \mathrm{E}-03| 0.396 \mathrm{E}+00 \mid 0.296 \mathrm{E}+00$
戸 －ー ー ー－－－－- －



| 2 I | 7 |  | $0.635 \mathrm{E}+00$ | \|-0.458E-04| | 0.000E+00। | 0.000E+00\|-0.213E-03| $0.819 \mathrm{E}-05\|0.262 \mathrm{E}-02\|-0.899 \mathrm{E}+02 \mid$ | 0.111E+02\|-0.195E-01|-0.943E-02| | 0.565E-01\| 0.495E+02| |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 8 |  | $0.552 \mathrm{E}+00$ | $\|-0.458 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | 0.000E+00\|-0.213E-03| $0.760 \mathrm{E}-05\|0.250 \mathrm{E}-02\|-0.899 \mathrm{E}+02 \mid$ | $0.111 \mathrm{E}+02\|-0.195 \mathrm{E}-01\|-0.943 \mathrm{E}-02 \mid$ | $0.452 \mathrm{E}-01\|0.430 \mathrm{E}+02\|$ |
|  | 9 | I | $0.552 \mathrm{E}+00$ | \|-0.458E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.213 \mathrm{E}-03\| 0.643 \mathrm{E}-05\|0.224 \mathrm{E}-02\|-0.899 \mathrm{E}+02 \mid$ | $0.130 \mathrm{E}+02\|-0.195 \mathrm{E}-01\|-0.943 \mathrm{E}-02 \mid$ | $0.452 \mathrm{E}-01\|0.430 \mathrm{E}+02\|$ |
|  | 10 | I | $0.455 \mathrm{E}+00$ | $\|-0.458 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | 0.000E+00\|-0.213E-03| $0.585 \mathrm{E}-05\|0.210 \mathrm{E}-02\|-0.899 \mathrm{E}+02 \mid$ | $0.130 \mathrm{E}+02\|-0.195 \mathrm{E}-01\|-0.943 \mathrm{E}-02 \mid$ | $0.339 \mathrm{E}-01 \mid 0.355 \mathrm{E}+021$ |
|  | 11 | । | $0.455 \mathrm{E}+00$ | $\|-0.458 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | 0.000E+00\|-0.213E-03| $0.468 \mathrm{E}-05\|0.180 \mathrm{E}-02\|-0.899 \mathrm{E}+02 \mid$ | $0.153 \mathrm{E}+02\|-0.195 \mathrm{E}-01\|-0.943 \mathrm{E}-02 \mid$ | $0.339 \mathrm{E}-01 \mid 0.355 \mathrm{E}+021$ |
|  | 12 | \| | $0.341 \mathrm{E}+00$ | \|-0.458E-04| | $0.000 \mathrm{E}+001$ | 0.000E+00\|-0.213E-03| $0.409 \mathrm{E}-05\|0.164 \mathrm{E}-02\|-0.899 \mathrm{E}+02 \mid$ | $0.153 \mathrm{E}+02\|-0.195 \mathrm{E}-01\|-0.943 \mathrm{E}-02 \mid$ | $0.226 \mathrm{E}-01\|0.266 \mathrm{E}+02\|$ |
|  | 13 | \| | $0.341 \mathrm{E}+00$ | $\|-0.458 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | 0.000E+00\|-0.213E-03| $0.292 \mathrm{E}-05\|0.128 \mathrm{E}-02\|-0.899 \mathrm{E}+02 \mid$ | 0.177E+02\|-0.195E-01|-0.943E-02| | $0.226 \mathrm{E}-01\|0.266 \mathrm{E}+02\|$ |
|  | 14 | । | $0.210 \mathrm{E}+00$ | $\|-0.458 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | 0.000E+00\|-0.213E-03| $0.234 \mathrm{E}-05 \mid$ 0.109E-02\|-0.899E+02| | $0.177 \mathrm{E}+02\|-0.195 \mathrm{E}-01\|-0.943 \mathrm{E}-02 \mid$ | $0.113 \mathrm{E}-01 \mid 0.163 \mathrm{E}+021$ |
|  | 15 | I | $0.210 \mathrm{E}+00$ | \|-0.458E-04| | $0.000 \mathrm{E}+001$ | 0.000E+00\|-0.213E-03| $0.117 \mathrm{E}-05\|0.691 \mathrm{E}-03\|-0.899 \mathrm{E}+02 \mid$ | $0.200 \mathrm{E}+02\|-0.195 \mathrm{E}-01\|-0.943 \mathrm{E}-02 \mid$ | $0.113 \mathrm{E}-01\|0.163 \mathrm{E}+02\|$ |
|  | 16 |  | $0.609 \mathrm{E}-01$ | $\|-0.458 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.213 \mathrm{E}-03\| 0.585 \mathrm{E}-06\|\quad 0.477 \mathrm{E}-03\|-0.899 \mathrm{E}+02 \mid$ | $0.200 \mathrm{E}+02\|-0.195 \mathrm{E}-01\|-0.943 \mathrm{E}-02 \mid$ | $0.754 \mathrm{E}-17\|0.474 \mathrm{E}+01\|$ |
|  | 17 | I | $0.609 \mathrm{E}-01$ | $\|-0.458 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | 0.000E+00\|-0.213E-03|-0.585E-06| $0.240 \mathrm{E}-04\|-0.899 \mathrm{E}+02\|$ | $0.223 \mathrm{E}+02\|-0.195 \mathrm{E}-01\|-0.943 \mathrm{E}-02 \mid$ | $0.754 \mathrm{E}-17\|0.474 \mathrm{E}+01\|$ |
|  | 18 | । | $0.105 \mathrm{E}+00$ | $\|-0.458 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.213 \mathrm{E}-03\|-0.117 \mathrm{E}-05\|-0.215 \mathrm{E}-03\|-0.899 \mathrm{E}+02 \mid$ | 0.223E+02\|-0.195E-01|-0.943E-02 | -0.113E-01\|-0.819E+01| |
|  | 19 | \| | $0.105 \mathrm{E}+00$ | \|-0.458E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001-0.213 \mathrm{E}-031-0.234 \mathrm{E}-05\|-0.717 \mathrm{E}-03\|-0.899 \mathrm{E}+02 \mid$ | $0.246 \mathrm{E}+02\|-0.195 \mathrm{E}-01\|-0.943 \mathrm{E}-02$ | 0.113E-01\|-0.819E+01| |
|  | 20 |  | $0.288 \mathrm{E}+00$ | $\|-0.458 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001-0.213 \mathrm{E}-03\|-0.292 \mathrm{E}-05\|-0.981 \mathrm{E}-03\|-0.899 \mathrm{E}+02\|$ | $0.246 \mathrm{E}+02\|-0.195 \mathrm{E}-01\|-0.943 \mathrm{E}-02 \mid$ | -0.226E-01\|-0.225E+02| |
|  | 21 |  | $0.288 \mathrm{E}+00$ | $\|-0.458 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.213 \mathrm{E}-03\|-0.409 \mathrm{E}-05\|-0.153 \mathrm{E}-02\|-0.899 \mathrm{E}+02 \mid$ | 0.269E+02\|-0.195E-01|-0.943E-02| | 0.226E-01\|-0.225E+02| |
|  | 22 | I | $0.489 \mathrm{E}+00$ | \|-0.458E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.213 \mathrm{E}-03\|-0.468 \mathrm{E}-05\|-0.182 \mathrm{E}-02\|-0.899 \mathrm{E}+02 \mid$ | $0.269 \mathrm{E}+02\|-0.195 \mathrm{E}-01\|-0.943 \mathrm{E}-02 \mid-$ | -0.339E-01\|-0.381E+02| |
|  | 23 |  | $0.489 \mathrm{E}+00$ | $\|-0.458 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.213 \mathrm{E}-03\|-0.585 \mathrm{E}-05\|-0.242 \mathrm{E}-02\|-0.899 \mathrm{E}+02 \mid$ | $0.293 E+02\|-0.195 E-01\|-0.943 \mathrm{E}-02$ | 0.339E-01\|-0.381E+02| |
|  | 24 | 1 | $0.707 \mathrm{E}+00$ | $\|-0.458 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.213 \mathrm{E}-03\|-0.643 \mathrm{E}-05\|-0.274 \mathrm{E}-02\|-0.899 \mathrm{E}+02 \mid$ | $0.293 \mathrm{E}+02\|-0.195 \mathrm{E}-01\|-0.943 \mathrm{E}-02 \mid-$ | -0.452E-01\|-0.551E+02| |
|  | 25 | । | $0.707 \mathrm{E}+00$ | \|-0.458E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.213 \mathrm{E}-03\|-0.760 \mathrm{E}-05\|-0.339 \mathrm{E}-02\|-0.899 \mathrm{E}+02 \mid$ | 0.316E+02\|-0.195E-01|-0.943E-02 | $-0.452 \mathrm{E}-01\|-0.551 \mathrm{E}+02\|$ |
|  | 26 | । | $0.942 \mathrm{E}+00$ | $\|-0.458 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.213 \mathrm{E}-03\|-0.819 \mathrm{E}-05\|-0.373 \mathrm{E}-02\|-0.899 \mathrm{E}+02 \mid$ | $0.316 \mathrm{E}+02\|-0.195 \mathrm{E}-01\|-0.943 \mathrm{E}-02 \mid-$ | -0.565E-01\|-0.734E+02| |


| 3 |  | 27 | । | $0.100 \mathrm{E}+01$ | \|-0.129E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | 0.341E-03\|-0.553E-05| | $-0.508 \mathrm{E}-02\|-0.316 \mathrm{E}+02\|-0.899 \mathrm{E}+021$ | 0.195E-01\| | 0.584E-01\|-0.679E-01|-0.193E+03| |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | । | 28 | । | $0.550 \mathrm{E}+00$ | \|-0.129E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | 0.341E-03\|-0.496E-05। | $-0.417 \mathrm{E}-02\|-0.316 \mathrm{E}+02\|-0.899 \mathrm{E}+021$ | 0.195E-01\| | 0.584E-01\|-0.489E-01|-0.106E+03| |
|  | । | 29 | । | $0.550 \mathrm{E}+00$ | \|-0.129E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | 0.341E-03\|-0.382E-05। | $-0.237 \mathrm{E}-02\|-0.316 \mathrm{E}+02\|-0.899 \mathrm{E}+021$ | 0.195E-01\| | 0.584E-01\|-0.489E-01|-0.106E+03| |
|  | । | 30 | I | $0.997 \mathrm{E}-01$ | \|-0.129E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | 0.341E-03\|-0.326E-05। | $-0.147 \mathrm{E}-02\|-0.316 \mathrm{E}+02\|-0.899 \mathrm{E}+021$ | 0.195E-01\| | 0.584E-01\|-0.299E-01|-0.181E+02| |
|  | I | 31 | । | $0.997 \mathrm{E}-01$ | \|-0.129E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | 0.341E-03\|-0.212E-05। | 0.341E-03\|-0.316E+02|-0.899E+02| | 0.195E-01\| | 0.584E-01\|-0.299E-01|-0.181E+02| |
|  | । | 32 | । | $0.363 \mathrm{E}+00$ | $\|-0.129 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | 0.341E-03\|-0.155E-05| | $0.124 \mathrm{E}-02\|-0.316 \mathrm{E}+02\|-0.899 \mathrm{E}+02 \mid$ | 0.195E-01\| | $0.584 \mathrm{E}-01\|-0.110 \mathrm{E}-01\| 0.693 \mathrm{E}+021$ |



| 1 |  | 1 | । | $0.330 \mathrm{E}+00$ | $0.422 \mathrm{E}-051$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | 0.374E-03\|-0.640E-02|-0.165E-02| | 0.103E+02\|-0.324E+02| | $0.433 \mathrm{E}+021$ | $0.640 \mathrm{E}-01\|-0.853 \mathrm{E}+02\|-0.638 \mathrm{E}+02$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | । | 2 | 1 | $0.168 \mathrm{E}+00$ | \| 0.422E-05| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | $0.374 \mathrm{E}-03\|-0.514 \mathrm{E}-02\|-0.133 \mathrm{E}-02 \mid$ | 0.103E+02\|-0.324E+02| | $0.433 \mathrm{E}+021$ | $0.640 \mathrm{E}-01\|-0.432 \mathrm{E}+02\|-0.323 \mathrm{E}+02$ |
|  | । | 3 | I | $0.168 \mathrm{E}+00$ | \| 0.422E-05| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | 0.374E-03\|-0.262E-02|-0.676E-03| | 0.103E+02I-0.324E+02\| | $0.433 \mathrm{E}+021$ | $0.640 \mathrm{E}-01\|-0.432 \mathrm{E}+02\|-0.323 \mathrm{E}+02$ |
|  | । | 4 | 1 | $0.796 \mathrm{E}-02$ | \| 0.422E-05| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | 0.374E-03\|-0.136E-02|-0.351E-03| | 0.103E+02\|-0.324E+02| | $0.433 \mathrm{E}+021$ | $0.640 \mathrm{E}-01 \mid-0.106 \mathrm{E}+011-0.835 \mathrm{E}+00$ |
|  | । | 5 | 1 | $0.796 \mathrm{E}-02$ | \| 0.422E-05| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | 0.374E-03\| $0.117 \mathrm{E}-02\|0.299 \mathrm{E}-03\|$ | 0.103E+02\|-0.324E+02| | $0.433 \mathrm{E}+021$ | $0.640 \mathrm{E}-01\|-0.106 \mathrm{E}+01\|-0.835 \mathrm{E}+00$ |
|  | । | 6 | । | $0.160 \mathrm{E}+00$ | \| 0.422E-05| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | $0.374 \mathrm{E}-03\|0.243 \mathrm{E}-02\| 0.624 \mathrm{E}-031$ | 0.103E+02\|-0.324E+02| | $0.433 \mathrm{E}+021$ | $0.640 \mathrm{E}-01\|0.411 \mathrm{E}+02\| 0.307 \mathrm{E}+02$ |

$-0.468 \mathrm{E}-04|\quad 0.000 \mathrm{E}+00| 0.000 \mathrm{E}+00|-0.232 \mathrm{E}-03| 0.896 \mathrm{E}-05|0.288 \mathrm{E}-02|-0.920 \mathrm{E}+02|0.128 \mathrm{E}+02|-0.213 \mathrm{E}-01|-0.103 \mathrm{E}-01| 0.618 \mathrm{E}-01|0.544 \mathrm{E}+02|$

| । | 9 | \| | $0.603 \mathrm{E}+00$ | \|-0.468E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.232 \mathrm{E}-03\| 0.704 \mathrm{E}-05\|0.245 \mathrm{E}-02\|-0.920 \mathrm{E}+02 \mid$ | 0.146E+02\|-0.213E-01|-0.103E-01| | 0.495E-01\| $0.470 \mathrm{E}+021$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| । | 10 | , | $0.494 \mathrm{E}+00$ | $\|-0.468 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.232 \mathrm{E}-03\| 0.640 \mathrm{E}-05\|0.229 \mathrm{E}-02\|-0.920 \mathrm{E}+02 \mid$ | $0.146 \mathrm{E}+02\|-0.213 \mathrm{E}-01\|-0.103 \mathrm{E}-01 \mid$ | $0.371 \mathrm{E}-01 \mid 0.385 \mathrm{E}+021$ |
| । | 11 | , | $0.494 \mathrm{E}+00$ | $\|-0.468 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.232 \mathrm{E}-03\| 0.512 \mathrm{E}-05\|0.195 \mathrm{E}-02\|-0.920 \mathrm{E}+02 \mid$ | $0.170 \mathrm{E}+02\|-0.213 \mathrm{E}-01\|-0.103 \mathrm{E}-01 \mid$ | $0.371 \mathrm{E}-01 \mid 0.385 \mathrm{E}+021$ |
| । | 12 | 1 | $0.368 \mathrm{E}+00$ | $\|-0.468 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.232 \mathrm{E}-03\| 0.448 \mathrm{E}-05\|0.177 \mathrm{E}-02\|-0.920 \mathrm{E}+02 \mid$ | $0.170 \mathrm{E}+02\|-0.213 \mathrm{E}-01\|-0.103 \mathrm{E}-01 \mid$ | $0.247 \mathrm{E}-01 \mid 0.287 \mathrm{E}+021$ |
| । | 13 | । | $0.368 \mathrm{E}+00$ | $\|-0.468 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.232 \mathrm{E}-03\| 0.320 \mathrm{E}-05\|0.138 \mathrm{E}-02\|-0.920 \mathrm{E}+02 \mid$ | $0.193 \mathrm{E}+02\|-0.213 \mathrm{E}-01\|-0.103 \mathrm{E}-01 \mid$ | 0.247E-01\| 0.287E+02| |
| । | 14 | । | $0.224 \mathrm{E}+00$ | $\|-0.468 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.232 \mathrm{E}-03\| 0.256 \mathrm{E}-05\|0.117 \mathrm{E}-02\|-0.920 \mathrm{E}+02 \mid$ | $0.193 \mathrm{E}+02\|-0.213 \mathrm{E}-01\|-0.103 \mathrm{E}-01 \mid$ | $0.124 \mathrm{E}-01\|0.175 \mathrm{E}+02\|$ |
| I | 15 | 1 | $0.224 \mathrm{E}+00$ | $\|-0.468 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | 0.000E+00\|-0.232E-03| $0.128 \mathrm{E}-05\|0.737 \mathrm{E}-03\|-0.920 \mathrm{E}+02 \mid$ | $0.216 \mathrm{E}+02\|-0.213 \mathrm{E}-01\|-0.103 \mathrm{E}-01 \mid$ | $0.124 \mathrm{E}-01 \mid 0.175 \mathrm{E}+021$ |
| । | 16 | । | $0.635 \mathrm{E}-01$ | $\|-0.468 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.232 \mathrm{E}-03\| 0.640 \mathrm{E}-06\|0.506 \mathrm{E}-03\|-0.920 \mathrm{E}+02 \mid$ | $0.216 \mathrm{E}+02\|-0.213 \mathrm{E}-01\|-0.103 \mathrm{E}-01 \mid$ | $0.904 \mathrm{E}-17 \mid 0.495 \mathrm{E}+011$ |
| । | 17 | । | $0.635 \mathrm{E}-01$ | $\|-0.468 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | 0.000E+00\|-0.232E-03|-0.640E-06| $0.179 \mathrm{E}-04\|-0.920 \mathrm{E}+02\|$ | $0.239 \mathrm{E}+02\|-0.213 \mathrm{E}-01\|-0.103 \mathrm{E}-01 \mid$ | $0.904 \mathrm{E}-17 \mid 0.495 \mathrm{E}+011$ |
| । | 18 | 1 | $0.115 \mathrm{E}+00$ | $\|-0.468 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.232 \mathrm{E}-03\|-0.128 \mathrm{E}-05\|-0.238 \mathrm{E}-03\|-0.920 \mathrm{E}+02 \mid$ | $0.239 \mathrm{E}+02\|-0.213 \mathrm{E}-01\|-0.103 \mathrm{E}-01 \mid$ | 0.124E-01\|-0.893E+01| |
| । | 19 | 1 | $0.115 \mathrm{E}+00$ | $\|-0.468 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.232 \mathrm{E}-03\|-0.256 \mathrm{E}-05\|-0.776 \mathrm{E}-03\|-0.920 \mathrm{E}+02 \mid$ | $0.262 \mathrm{E}+02\|-0.213 \mathrm{E}-01\|-0.103 \mathrm{E}-01 \mid$ | -0.124E-01\|-0.893E+01| |
| । | 20 | । | $0.310 \mathrm{E}+00$ | $\|-0.468 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.232 \mathrm{E}-03\|-0.320 \mathrm{E}-05\|-0.106 \mathrm{E}-02\|-0.920 \mathrm{E}+02 \mid$ | $0.262 \mathrm{E}+02\|-0.213 \mathrm{E}-01\|-0.103 \mathrm{E}-01 \mid$ | -0.247E-01\|-0.241E+02| |
| । | 21 | । | $0.310 \mathrm{E}+00$ | $\|-0.468 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.232 \mathrm{E}-03\|-0.448 \mathrm{E}-05\|-0.164 \mathrm{E}-02\|-0.920 \mathrm{E}+02 \mid$ | $0.286 \mathrm{E}+02\|-0.213 \mathrm{E}-01\|-0.103 \mathrm{E}-01 \mid$ | -0.247E-01\|-0.241E+02| |
| । | 22 | । | $0.523 \mathrm{E}+00$ | $\|-0.468 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.232 \mathrm{E}-03\|-0.512 \mathrm{E}-05\|-0.195 \mathrm{E}-02\|-0.920 \mathrm{E}+02 \mid$ | $0.286 \mathrm{E}+02\|-0.213 \mathrm{E}-01\|-0.103 \mathrm{E}-01 \mid$ | 0.371E-01\|-0.407E+02| |
| । | 23 | । | $0.523 \mathrm{E}+00$ | $\|-0.468 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.232 \mathrm{E}-03\|-0.640 \mathrm{E}-05\|-0.259 \mathrm{E}-02\|-0.920 \mathrm{E}+02 \mid$ | $0.309 \mathrm{E}+02\|-0.213 \mathrm{E}-01\|-0.103 \mathrm{E}-01 \mid$ | -0.371E-01\|-0.407E+02| |
| । | 24 | । | $0.753 \mathrm{E}+00$ | $\|-0.468 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001-0.232 \mathrm{E}-031-0.704 \mathrm{E}-051-0.292 \mathrm{E}-02 \mid-0.920 \mathrm{E}+021$ | $0.309 \mathrm{E}+02\|-0.213 \mathrm{E}-01\|-0.103 \mathrm{E}-01 \mid$ | $-0.495 \mathrm{E}-01\|-0.586 \mathrm{E}+02\|$ |
| । | 25 | । | $0.753 \mathrm{E}+00$ | $\|-0.468 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.232 \mathrm{E}-03\|-0.832 \mathrm{E}-05\|-0.360 \mathrm{E}-02\|-0.920 \mathrm{E}+02 \mid$ | $0.332 \mathrm{E}+02\|-0.213 \mathrm{E}-01\|-0.103 \mathrm{E}-01 \mid$ | -0.495E-01\|-0.586E+02| |
|  | 26 | , | $0.100 \mathrm{E}+01$ | $\|-0.468 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.232 \mathrm{E}-03\|-0.896 \mathrm{E}-051-0.396 \mathrm{E}-02 \mid-0.920 \mathrm{E}+02$ \| | $0.332 \mathrm{E}+02\|-0.213 \mathrm{E}-01\|-0.103 \mathrm{E}-01 \mid$ | -0.618E-01\|-0.779E+02| |

[^2]


| 1 | \| | 1 |  | $0.516 \mathrm{E}+00$ | $0.609 \mathrm{E}-051$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | 0.602E-03\|-0.101E-01|-0.260E-02| | $0.149 \mathrm{E}+02 \mid-0.491 \mathrm{E}+021$ | $0.657 \mathrm{E}+021$ | $0.103 \mathrm{E}+00\|-0.133 \mathrm{E}+03\|-0.998 \mathrm{E}+02$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | । | 2 | \| | $0.270 \mathrm{E}+00$ | \| $0.609 \mathrm{E}-05 \mid$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | 0.602E-03\|-0.815E-02|-0.210E-02| | 0.149E+02\|-0.491E+02| | $0.657 \mathrm{E}+021$ | 0.103E+00\|-0.694E+02|-0.520E+02 |
|  | । | 3 | - | $0.270 \mathrm{E}+00$ | 0.609E-05। | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | 0.602E-03\|-0.432E-02|-0.112E-02| | $0.149 \mathrm{E}+02\|-0.491 \mathrm{E}+02\|$ | 0.657E+021 | 0.103E+00\|-0.694E+02|-0.520E+02 |
|  | । | 4 | I | $0.250 \mathrm{E}-01$ | $0.609 \mathrm{E}-051$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | $0.602 \mathrm{E}-03\|-0.241 \mathrm{E}-02\|-0.623 \mathrm{E}-03 \mid$ | $0.149 \mathrm{E}+02 \mid-0.491 \mathrm{E}+021$ | 0.657E+02\| | 0.103E+00\|-0.549E+01|-0.417E+01 |
|  | । | 5 | \| | $0.250 \mathrm{E}-01$ | \| $0.609 \mathrm{E}-05 \mid$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | $0.602 \mathrm{E}-03\|0.142 \mathrm{E}-02\| 0.364 \mathrm{E}-03 \mid$ | $0.149 \mathrm{E}+021-0.491 \mathrm{E}+021$ | $0.657 \mathrm{E}+021$ | $0.103 \mathrm{E}+00\|-0.549 \mathrm{E}+01\|-0.417 \mathrm{E}+01$ |
|  | । | 6 |  | $0.228 \mathrm{E}+00$ | \| $0.609 \mathrm{E}-05 \mid$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | $0.602 \mathrm{E}-0310.334 \mathrm{E}-02\|0.858 \mathrm{E}-03\|$ | $0.149 \mathrm{E}+02\|-0.491 \mathrm{E}+02\|$ | $0.657 \mathrm{E}+021$ | $0.103 \mathrm{E}+00\|0.585 \mathrm{E}+02\| 0.436 \mathrm{E}+02$ |

$-0.492 \mathrm{E}-04|0.000 \mathrm{E}+00| 0.000 \mathrm{E}+00|-0.393 \mathrm{E}-03| 0.144 \mathrm{E}-04|\quad 0.413 \mathrm{E}-02|-0.967 \mathrm{E}+02|0.173 \mathrm{E}+02|-0.343 \mathrm{E}-01|-0.174 \mathrm{E}-01| \quad 0.995 \mathrm{E}-01|0.779 \mathrm{E}+02|$










 20+ A808.0-1 I0-GG66 $0.000 \mathrm{E}+00|0.602 \mathrm{E}-03|-0.982 \mathrm{E}-05|-0.126 \mathrm{E}-01|-0.378 \mathrm{E}+02|-0.967 \mathrm{E}+02| 0.343 \mathrm{E}-01|\quad 0.103 \mathrm{E}+00|-0.120 \mathrm{E}+00|-0.205 \mathrm{E}+03|$







| 3 |  | 27 | । | $0.125 \mathrm{E}+01$ | \|-0.225E-03| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | 0.123E-02\|-0.207E-04| | $-0.347 \mathrm{E}-01\|-0.405 \mathrm{E}+02\|-0.111 \mathrm{E}+031$ | $0.700 \mathrm{E}-01$ \| | 0.210E+00\|-0.253E+00|-0.241E+03| |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | । | 28 | । | $0.694 \mathrm{E}+00$ | \|-0.166E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | 0.123E-02\|-0.187E-04| | $-0.524 \mathrm{E}-02\|-0.405 \mathrm{E}+02\|-0.111 \mathrm{E}+031$ | 0.700E-01\| | 0.210E+00\|-0.185E+00|-0.133E+03| |
|  | । | 29 | । | $0.694 \mathrm{E}+00$ | \|-0.166E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | 0.123E-02\|-0.146E-04| | -0.301E-02\|-0.405E+02|-0.111E+03। | 0.700E-01\| | 0.210E+001-0.185E+001-0.133E+031 |
|  | । | 30 | I | $0.138 \mathrm{E}+00$ | \|-0.166E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | 0.123E-02\|-0.126E-04| | -0.190E-02\|-0.405E+02|-0.111E+03। | 0.700E-01\| | 0.210E+00\|-0.117E+001-0.252E+02| |
|  | I | 31 | । | $0.138 \mathrm{E}+00$ | \|-0.166E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | 0.123E-02\|-0.849E-05। | 0.335E-03\|-0.405E+02|-0.111E+03| | 0.700E-01\| | 0.210E+00\|-0.117E+00|-0.252E+02| |
|  | । | 32 | । | $0.435 \mathrm{E}+00$ | \|-0.166E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001$ | 0.123E-02\|-0.645E-05। | $0.145 \mathrm{E}-02\|-0.405 \mathrm{E}+02\|-0.111 \mathrm{E}+031$ | $0.700 \mathrm{E}-011$ | 0.210E+00\|-0.491E-01| $0.829 \mathrm{E}+021$ |



| 2 | \| | 7 | । | $0.116 \mathrm{E}+01$ | $\|-0.570 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | 0.000E+00\|-0.706E-03| $0.173 \mathrm{E}-04 \mid$ | $0.476 \mathrm{E}-01 \mid-0.112 \mathrm{E}+031$ | $0.210 \mathrm{E}+021$ | 0.412E-01\|-0.313E-01| | $0.119 \mathrm{E}+001$ | $0.901 \mathrm{E}+021$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | । | 8 | । | $0.100 \mathrm{E}+01$ | \|-0.570E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.706 \mathrm{E}-03\| 0.161 \mathrm{E}-04 \mid$ | $0.454 \mathrm{E}-021-0.112 \mathrm{E}+031$ | $0.210 \mathrm{E}+021$ | 0.412E-01\|-0.313E-01| | 0.955E-01\| | $0.779 \mathrm{E}+021$ |
|  | । | 9 | । | $0.100 \mathrm{E}+01$ | $\|-0.570 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.706 \mathrm{E}-03\| 0.136 \mathrm{E}-04 \mid$ | $0.407 \mathrm{E}-02 \mid-0.112 \mathrm{E}+031$ | $0.229 \mathrm{E}+021$ | -0.412E-01\|-0.313E-01| | $0.955 \mathrm{E}-01$ \| | $0.779 \mathrm{E}+021$ |
|  | । | 10 | । | $0.829 \mathrm{E}+00$ | \|-0.570E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.706 \mathrm{E}-03\| 0.124 \mathrm{E}-04 \mid$ | $0.382 \mathrm{E}-021-0.112 \mathrm{E}+031$ | $0.229 \mathrm{E}+021$ | -0.412E-01\|-0.313E-01| | $0.717 \mathrm{E}-011$ | $0.646 \mathrm{E}+02$ |
|  | । | 11 | । | $0.829 \mathrm{E}+00$ | \|-0.570E-04| | $0.000 \mathrm{E}+001$ | 0.000E+00\|-0.706E-03| $0.989 \mathrm{E}-05 \mid$ | $0.331 \mathrm{E}-02 \mid-0.112 \mathrm{E}+031$ | $0.253 \mathrm{E}+021$ | 0.412E-01\|-0.313E-01| | $0.717 \mathrm{E}-01$ \| | $0.646 \mathrm{E}+02$ |
|  | 1 | 12 | । | $0.641 \mathrm{E}+00$ | $\|-0.570 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.706 \mathrm{E}-03\| 0.865 \mathrm{E}-05 \mid$ | $0.304 \mathrm{E}-02 \mid-0.112 \mathrm{E}+031$ | $0.253 \mathrm{E}+021$ | -0.412E-01\|-0.313E-01| | $0.478 \mathrm{E}-011$ | $0.499 \mathrm{E}+021$ |
|  | । | 13 | । | $0.641 \mathrm{E}+00$ | $\|-0.570 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.706 \mathrm{E}-03\| 0.618 \mathrm{E}-05 \mid$ | $0.247 \mathrm{E}-02 \mid-0.112 \mathrm{E}+031$ | $0.276 \mathrm{E}+021$ | -0.412E-01\|-0.313E-01| | $0.478 \mathrm{E}-01$ \| | $0.499 \mathrm{E}+021$ |
|  | । | 14 | । | $0.436 \mathrm{E}+00$ | $\|-0.570 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001-0.706 \mathrm{E}-03 \mid 0.495 \mathrm{E}-051$ | 0.218E-02\|-0.112E+03। | $0.276 \mathrm{E}+021$ | $-0.412 \mathrm{E}-01\|-0.313 \mathrm{E}-01\|$ | $0.239 \mathrm{E}-011$ | $0.339 \mathrm{E}+02$ |
|  | । | 15 | । | $0.436 \mathrm{E}+00$ | $\|-0.570 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.706 \mathrm{E}-03\| 0.247 \mathrm{E}-05 \mid$ | $0.156 \mathrm{E}-02 \mid-0.112 \mathrm{E}+031$ | $0.299 \mathrm{E}+02$ | -0.412E-01\|-0.313E-01| | 0.239E-01। | $0.339 \mathrm{E}+02$ |
|  | । | 16 | । | $0.213 \mathrm{E}+00$ | $\|-0.570 \mathrm{E}-04\|$ | 0.000E+00\| | $0.000 \mathrm{E}+00\|-0.706 \mathrm{E}-03\| 0.124 \mathrm{E}-05 \mid$ | $0.124 \mathrm{E}-02 \mid-0.112 \mathrm{E}+031$ | $0.299 \mathrm{E}+021$ | 0.412E-01\|-0.313E-01 | 0.143E-16\| | $0.166 \mathrm{E}+02$ |
|  | । | 17 | । | $0.213 \mathrm{E}+00$ | \|-0.570E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.706 \mathrm{E}-03\|-0.124 \mathrm{E}-05 \mid$ | $0.574 \mathrm{E}-031-0.112 \mathrm{E}+031$ | $0.322 \mathrm{E}+021$ | -0.412E-01\|-0.313E-01 | 0.143E-16। | $0.166 \mathrm{E}+021$ |
|  | । | 18 | । | $0.269 \mathrm{E}-01$ | \|-0.570E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001-0.706 \mathrm{E}-031-0.247 \mathrm{E}-051$ | 0.229E-03\|-0.112E+03। | $0.322 \mathrm{E}+021$ | $-0.412 \mathrm{E}-01\|-0.313 \mathrm{E}-01\|$ | -0.239E-01। | 0.209E+01 |
|  | । | 19 | । | 0.269E-01 | \|-0.570E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.706 \mathrm{E}-03\|-0.495 \mathrm{E}-051$ | $-0.486 \mathrm{E}-031-0.112 \mathrm{E}+031$ | $0.345 \mathrm{E}+021$ | -0.412E-01\|-0.313E-01 | -0.239E-01 | -0.209E+01 |
|  | । | 20 | । | $0.284 \mathrm{E}+00$ | \|-0.570E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.706 \mathrm{E}-03\|-0.618 \mathrm{E}-051$ | $-0.856 \mathrm{E}-03\|-0.112 \mathrm{E}+03\|$ | $0.345 \mathrm{E}+021$ | -0.412E-01\|-0.313E-01 | $0.478 \mathrm{E}-01$ | $0.221 \mathrm{E}+02$ |
|  | । | 21 | । | $0.284 \mathrm{E}+00$ | \|-0.570E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.706 \mathrm{E}-03\|-0.865 \mathrm{E}-05 \mid$ | $-0.162 \mathrm{E}-02\|-0.112 \mathrm{E}+03\|$ | $0.369 \mathrm{E}+021$ | -0.412E-01\|-0.313E-01 | $0.478 \mathrm{E}-01$ | $0.221 \mathrm{E}+02$ |
|  | । | 22 | । | $0.559 \mathrm{E}+00$ | \|-0.570E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.706 \mathrm{E}-03\|-0.989 \mathrm{E}-051$ | -0.202E-02\|-0.112E+03। | $0.369 \mathrm{E}+021$ | $-0.412 \mathrm{E}-01 \mid-0.313 \mathrm{E}-01$ | -0.717E-01 | 0.435E+021 |
|  | । | 23 | । | $0.559 \mathrm{E}+00$ | $\|-0.570 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|-0.706 \mathrm{E}-03\|-0.124 \mathrm{E}-04 \mid$ | $-0.283 \mathrm{E}-021-0.112 \mathrm{E}+031$ | $0.392 \mathrm{E}+021$ | $-0.412 \mathrm{E}-01 \mid-0.313 \mathrm{E}-01$ | -0.717E-01 | 0.435E+02 |
|  | । | 24 | । | $0.850 \mathrm{E}+00$ | \|-0.570E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001-0.706 \mathrm{E}-031-0.136 \mathrm{E}-0$ | $-0.325 \mathrm{E}-02\|-0.112 \mathrm{E}+03\|$ | $0.392 \mathrm{E}+0$ | -0.412E-01\|-0.313E-01 | -0.955E-01 | $0.662 \mathrm{E}+02$ |
|  | । | 25 | । | $0.850 \mathrm{E}+00$ | $\|-0.570 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001-0.706 \mathrm{E}-03 \mid-0.161 \mathrm{E}-04$ | -0.411E-02\|-0.112E+03| | $0.415 \mathrm{E}+021$ | -0.412E-01\|-0.313E-01 | 0.955E-01 | $0.662 \mathrm{E}+02$ |
|  | । | 26 | । | $0.116 \mathrm{E}+01$ | $\|-0.570 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | 0.000E+001-0.706E-031-0.173E-04 | -0.481E-01\|-0.112E+03| | $0.415 \mathrm{E}+021$ | -0.412E-01\|-0.313E-01 | $0.119 \mathrm{E}+00$ | $0.903 \mathrm{E}+02$ |
| 3 |  | 27 | । | $0.125 \mathrm{E}+01$ | \|-0.595E-03| | $0.000 \mathrm{E}+001$ | 0.000E+00\| $0.722 \mathrm{E}-031-0.127 \mathrm{E}-04$ | -0.442E-01\|-0.415E+02| | $-0.112 \mathrm{E}+031$ | $0.412 \mathrm{E}-01 \mid 0.124 \mathrm{E}+00$ | -0.155E+00 | -0.241E+03 |
|  | । | 28 | । | $0.689 \mathrm{E}+00$ | \|-0.170E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|0.722 \mathrm{E}-03\|-0.115 \mathrm{E}-04 \mid$ | -0.522E-02\|-0.415E+02 | $-0.112 \mathrm{E}+03 \mid$ | $0.412 \mathrm{E}-01 \mid 0.124 \mathrm{E}+00$ | $0.115 \mathrm{E}+00$ | $0.132 \mathrm{E}+03$ |
|  | । | 29 | । | $0.689 \mathrm{E}+00$ | \|-0.170E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|0.722 \mathrm{E}-03\|-0.911 \mathrm{E}-051$ | $-0.298 \mathrm{E}-02\|-0.415 \mathrm{E}+02\|$ | $-0.112 \mathrm{E}+03 \mid$ | $0.412 \mathrm{E}-01 \mid 0.124 \mathrm{E}+001$ | -0.115E+00\| | $0.132 \mathrm{E}+03$ |
|  | । | 30 | । | $0.129 \mathrm{E}+00$ | \|-0.170E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|0.722 \mathrm{E}-03\|-0.791 \mathrm{E}-051$ | $-0.185 \mathrm{E}-02\|-0.415 \mathrm{E}+02\|$ | $-0.112 \mathrm{E}+03 \mid$ | $0.412 \mathrm{E}-01\|0.124 \mathrm{E}+00\|$ | -0.747E-01\| | $-0.235 \mathrm{E}+021$ |
|  | \| | 31 | । | $0.129 \mathrm{E}+00$ | \|-0.170E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00 \mid 0.722 \mathrm{E}-031-0.551 \mathrm{E}-051$ | $0.398 \mathrm{E}-031-0.415 \mathrm{E}+021$ | $-0.112 \mathrm{E}+03 \mid$ | $0.412 \mathrm{E}-01 \mid 0.124 \mathrm{E}+001$ | -0.747E-01\| | $-0.235 E+021$ |
|  | , | 32 | । | $0.448 \mathrm{E}+00$ | \|-0.170E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+00\|0.722 \mathrm{E}-03\|-0.431 \mathrm{E}-051$ | $0.152 \mathrm{E}-021-0.415 \mathrm{E}+02 \mid$ | $-0.112 \mathrm{E}+031$ | $0.412 \mathrm{E}-01 \mid 0.124 \mathrm{E}+001$ | -0.346E-01\| | $0.855 \mathrm{E}+021$ |


















| 3 |  | 27 | । | $0.125 \mathrm{E}+01$ | \|-0.157E-02| | $0.000 \mathrm{E}+001$ | 0.000E+001-0.103E-021 | $0.153 \mathrm{E}-04\|-0.691 \mathrm{E}-01\|-0.433 \mathrm{E}+02\|-0.114 \mathrm{E}+03\|-0.588 \mathrm{E}-01\|-0.176 \mathrm{E}+00\|$ | 0.189E+00\|-0.241E+03| |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \| | 28 | - | $0.678 \mathrm{E}+00$ | \|-0.177E-04| | $0.000 \mathrm{E}+001$ | 0.000E+001-0.103E-021 | $0.136 \mathrm{E}-04\|-0.517 \mathrm{E}-02\|-0.433 \mathrm{E}+02\|-0.114 \mathrm{E}+03\|-0.588 \mathrm{E}-01\|-0.176 \mathrm{E}+00\|$ | 0.132E+00\|-0.130E+03| |
|  | \| | 29 | - | $0.678 \mathrm{E}+00$ | $\|-0.177 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | 0.000E+001-0.103E-021 | 0.102E-04\|-0.288E-02|-0.433E+02|-0.114E+03|-0.588E-01|-0.176E+00| | $0.132 \mathrm{E}+00 \mid-0.130 \mathrm{E}+031$ |
|  | I | 30 | \| | $0.105 \mathrm{E}+00$ | \|-0.177E-04| | $0.000 \mathrm{E}+001$ | 0.000E+001-0.103E-021 | $0.845 \mathrm{E}-05\|-0.173 \mathrm{E}-02\|-0.433 \mathrm{E}+02\|-0.114 \mathrm{E}+03\|-0.588 \mathrm{E}-01\|-0.176 \mathrm{E}+00\|$ | $0.750 \mathrm{E}-01 \mid-0.187 \mathrm{E}+021$ |
|  | I | 31 | - | $0.105 \mathrm{E}+00$ | $\|-0.177 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001-0.103 \mathrm{E}-021$ | 0.503E-05\| $0.568 \mathrm{E}-03\|-0.433 \mathrm{E}+02\|-0.114 \mathrm{E}+03\|-0.588 \mathrm{E}-01\|-0.176 \mathrm{E}+00 \mid$ | 0.750E-01\|-0.187E+02| |
|  | । | 32 |  | $0.485 \mathrm{E}+00$ | \|-0.177E-04| | $0.000 \mathrm{E}+001$ | 0.000E+001-0.103E-021 | 0.331E-05\| $0.172 \mathrm{E}-02\|-0.433 \mathrm{E}+02\|-0.114 \mathrm{E}+03\|-0.588 \mathrm{E}-01\|-0.176 \mathrm{E}+00 \mid$ | $0.178 \mathrm{E}-01 \mid 0.925 \mathrm{E}+02$ |



| 3 |  | 27 | । | $0.125 \mathrm{E}+01$ | $\|-0.294 \mathrm{E}-02\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001-0.489 \mathrm{E}-021$ | $0.776 \mathrm{E}-04\|-0.104 \mathrm{E}+00\|-0.440 \mathrm{E}+02\|-0.114 \mathrm{E}+03\|-0.279 \mathrm{E}+00\|-0.837 \mathrm{E}+00\|$ | 0.954E+00\|-0.241E+03| |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | I | 28 | । | $0.677 \mathrm{E}+00$ | $\|-0.180 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001-0.489 \mathrm{E}-021$ | $0.695 \mathrm{E}-04\|-0.517 \mathrm{E}-02\|-0.440 \mathrm{E}+02\|-0.114 \mathrm{E}+03\|-0.279 \mathrm{E}+00\|-0.837 \mathrm{E}+00\|$ | 0.683E+00\|-0.130E+031 |
|  | I | 29 | - | $0.677 \mathrm{E}+00$ | $\|-0.180 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001-0.489 \mathrm{E}-021$ | $0.532 \mathrm{E}-04\|-0.288 \mathrm{E}-02\|-0.440 \mathrm{E}+02\|-0.114 \mathrm{E}+03\|-0.279 \mathrm{E}+00\|-0.837 \mathrm{E}+00\|$ | $0.683 \mathrm{E}+001-0.130 \mathrm{E}+03$ |
|  | । | 30 | - | $0.105 \mathrm{E}+00$ | $\|-0.180 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001-0.489 \mathrm{E}-021$ | $0.451 \mathrm{E}-04\|-0.173 \mathrm{E}-02\|-0.440 \mathrm{E}+02\|-0.114 \mathrm{E}+03\|-0.279 \mathrm{E}+00\|-0.837 \mathrm{E}+00\|$ | $0.411 \mathrm{E}+001-0.187 \mathrm{E}+02$ |
|  | I | 31 | , | $0.105 \mathrm{E}+00$ | $\|-0.180 \mathrm{E}-04\|$ | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001-0.489 \mathrm{E}-021$ | $0.288 \mathrm{E}-04\|0.570 \mathrm{E}-03\|-0.440 \mathrm{E}+02\|-0.114 \mathrm{E}+03\|-0.279 \mathrm{E}+00\|-0.837 \mathrm{E}+00\|$ | $0.411 \mathrm{E}+001-0.187 \mathrm{E}+02$ |
|  | । | 32 | । | $0.485 \mathrm{E}+00$ | \|-0.180E-04| | $0.000 \mathrm{E}+001$ | $0.000 \mathrm{E}+001-0.489 \mathrm{E}-021$ | 0.207E-04\| $0.172 \mathrm{E}-02\|-0.440 \mathrm{E}+02\|-0.114 \mathrm{E}+03\|-0.279 \mathrm{E}+00\|-0.837 \mathrm{E}+00 \mid$ | $0.140 \mathrm{E}+00 \mid 0.926 \mathrm{E}+02$ |



| \| Step |  |  | splacement | Base Shear |
| :---: | :---: | :---: | :---: | :---: |
| \| | 0 | \| | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ |
| \| | 1 | 1 | $0.231 \mathrm{E}-03$ | $0.000 \mathrm{E}+00$ |
| \| | 2 | \| | $0.305 \mathrm{E}-01$ | $0.139 \mathrm{E}+03$ |
| \| | 3 | \| | $0.334 \mathrm{E}-01$ | $0.146 \mathrm{E}+03$ |
| \| | 4 | \| | $0.537 \mathrm{E}-01$ | $0.179 \mathrm{E}+03$ |
| \| | 5 | । | $0.118 \mathrm{E}+00$ | $0.247 \mathrm{E}+03$ |
| । | 6 | । | $0.124 \mathrm{E}+00$ | $0.250 \mathrm{E}+03$ |
| । | 7 | । | $0.152 \mathrm{E}+00$ | $0.261 \mathrm{E}+03$ |
| \| | 8 | 1 | $0.203 \mathrm{E}+00$ | $0.280 \mathrm{E}+03$ |
| I | 9 | , | $0.203 \mathrm{E}+00$ | $0.280 \mathrm{E}+03$ |
| \| | 10 |  | $0.226 \mathrm{E}+00$ | $0.281 \mathrm{E}+03$ |
| \| | 11 |  | $0.331 \mathrm{E}+00$ | $0.283 \mathrm{E}+03$ |
| \| | 12 |  | $0.334 \mathrm{E}+00$ | $0.283 \mathrm{E}+03$ |



Figure 72: Pushover curve of the example input file.


|  | mber \# | 1 \| Ele | t \# 1 |
| :---: | :---: | :---: | :---: |
| $Q(1)=f[q(1)]$ @ Section |  |  |  |
| \| [q]plastic| [q]total | [Q] |  |  |  |
| $0.000 \mathrm{E}+0010.000 \mathrm{E}+0010.000 \mathrm{E}+001$ |  |  |  |
| 0.000E+00\|-0.502E-05|-0.123E+02| |  |  |  |
| $0.000 \mathrm{E}+00\|0.356 \mathrm{E}-05\| 0.869 \mathrm{E}+01 \mid$ |  |  |  |
| 0.000E+00\| 0.422E-051 |  |  |  |
| $0.000 \mathrm{E}+0010.609 \mathrm{E}-0510.149 \mathrm{E}+021$ |  |  |  |
| $0.000 \mathrm{E}+00\|0.714 \mathrm{E}-0510.175 \mathrm{E}+02\|$ |  |  |  |
| $0.443 \mathrm{E}-05\|0.116 \mathrm{E}-04\| 0.176 \mathrm{E}+02 \mid$ |  |  |  |
| $0.269 \mathrm{E}-04\|0.345 \mathrm{E}-04\| 0.186 \mathrm{E}+02 \mid$ |  |  |  |
| 0.569E-04\| $0.650 \mathrm{E}-04 \mid 0.199 \mathrm{E}+021$ |  |  |  |
| $0.614 \mathrm{E}-04\|0.696 \mathrm{E}-04\| 0.199 \mathrm{E}+02 \mid$ |  |  |  |
| $0.565 \mathrm{E}-03\|0.573 \mathrm{E}-0310.204 \mathrm{E}+02\|$ |  |  |  |
| $0.286 \mathrm{E}-02\|0.287 \mathrm{E}-02\| 0.211 \mathrm{E}+02 \mid$ |  |  |  |
| 0.293E-02\| $0.294 \mathrm{E}-02\|0.211 \mathrm{E}+02\|$ |  |  |  |



```
+---------------+------------------
| Member # 1 | Element # 1 |
+---------------+----------------+
| Q(6)=f[q(6)] @ Section # 1 |
+----------+----------+------------
|[q]plastic| [q]total | [Q] |
+----------+----------+----------+
| 0.000E+00| 0.000E+00| 0.000E+00|
| 0.000E+00| 0.717E-04| 0.333E+01|
| 0.000E+00|-0.151E-02|-0.582E+02|
| 0.000E+00|-0.165E-02|-0.638E+02|
| 0.000E+00|-0.260E-02|-0.998E+02|
| 0.000E+00|-0.517E-02|-0.194E+03|
|-0.183E-02|-0.709E-02|-0.197E+03|
|-0.114E-01|-0.171E-01|-0.213E+03|
|-0.285E-01|-0.350E-01|-0.242E+03|
|-0.286E-01|-0.351E-01|-0.242E+03|
|-0.416E-01|-0.481E-01|-0.242E+03|
|-0.100E+00|-0.107E+00|-0.242E+03|
|-0.102E+00|-0.109E+00|-0.242E+03|
+----------+----------+------------
```





|  | ber | 2 | nt \# |
| :---: | :---: | :---: | :---: |
| $Q(6)=f[q(6)] @$ Section |  |  |  |
| \| [q]plastic| [q]total | [Q] |  |  |  |
| $0.000 \mathrm{E}+0010.000 \mathrm{E}+0010.000 \mathrm{E}+001$ |  |  |  |
| 0.000E+00\|-0.287E-03|-0.329E+01| |  |  |  |
| $0.000 \mathrm{E}+00\|0.250 \mathrm{E}-02\| 0.430 \mathrm{E}+021$ |  |  |  |
| $0.000 \mathrm{E}+0010.274 \mathrm{E}-0210.470 \mathrm{E}+02 \mid$ |  |  |  |
| $0.000 \mathrm{E}+0010.394 \mathrm{E}-0210.678 \mathrm{E}+021$ |  |  |  |
| $0.000 \mathrm{E}+0010.437 \mathrm{E}-0210.750 \mathrm{E}+021$ |  |  |  |
| $0.000 \mathrm{E}+0010.440 \mathrm{E}-0210.754 \mathrm{E}+021$ |  |  |  |
| $0.000 \mathrm{E}+0010.454 \mathrm{E}-0210.779 \mathrm{E}+021$ |  |  |  |
| 0.640E-02\| $0.111 \mathrm{E}-01\|0.797 \mathrm{E}+02\|$ |  |  |  |
| 0.642E-02\| $0.111 \mathrm{E}-01\|0.797 \mathrm{E}+02\|$ |  |  |  |
| 0.879E-02\| $0.135 \mathrm{E}-01\|0.804 \mathrm{E}+02\|$ |  |  |  |
| $0.205 \mathrm{E}-01\|0.253 \mathrm{E}-01\| 0.837 \mathrm{E}+02 \mid$ |  |  |  |
| 0.205E-01\| $0.253 \mathrm{E}-01\|0.837 \mathrm{E}+02\|$ |  |  |  |





```
+----------------+------------------
| Member # 2 | Element # 10 |
+----------------+------------------
| Q(6)=f[q(6)] @ Section # 26 |
+----------+----------+------------
|[q]plastic| [q]total | [Q] |
+----------+----------+----------+
| 0.000E+00| 0.000E+00| 0.000E+00|
| 0.000E+00|-0.459E-03|-0.103E+02|
| 0.000E+00|-0.373E-02|-0.734E+02|
| 0.000E+00|-0.396E-02|-0.779E+02|
|-0.104E-01|-0.145E-01|-0.808E+02|
|-0.327E-01|-0.371E-01|-0.872E+02|
|-0.345E-01|-0.389E-01|-0.877E+02|
|-0.436E-01|-0.481E-01|-0.903E+02|
|-0.607E-01|-0.655E-01|-0.952E+02|
|-0.608E-01|-0.656E-01|-0.952E+02|
|-0.683E-01|-0.733E-01|-0.973E+02|
|-0.107E+00|-0.112E+00|-0.973E+02|
|-0.108E+00|-0.113E+00|-0.973E+02|
+-----------+----------+-----------+
```



```
+----------------------------------
| Member # 3 | Element # 1 |
+---------------+----------------+
| Q(1)=f[q(1)] @ Section # 27 |
+----------+----------+----------+
|[q]plastic| [q]total | [Q] |
+----------+----------+----------+
| 0.000E+00| 0.000E+00| 0.000E+00|
| 0.000E+00|-0.435E-05|-0.106E+02|
| 0.000E+00|-0.129E-04|-0.316E+02|
|-0.378E-04|-0.514E-04|-0.332E+02|
|-0.144E-03|-0.160E-03|-0.378E+02|
|-0.204E-03|-0.221E-03|-0.403E+02|
|-0.209E-03|-0.225E-03|-0.405E+02|
|-0.578E-03|-0.595E-03|-0.415E+02|
|-0.125E-02|-0.126E-02|-0.428E+02|
|-0.125E-02|-0.127E-02|-0.428E+02|
|-0.155E-02|-0.157E-02|-0.433E+02|
|-0.292E-02|-0.294E-02|-0.440E+02|
|-0.296E-02|-0.298E-02|-0.440E+02|
+----------+----------+------------
```



```
+----------------------------------
| Member # 3 | Element # 1 |
+---------------+----------------+
| Q(6)=f[q(6)] @ Section # 27 |
+----------+----------+----------+
|[q]plastic| [q]total | [Q] |
+----------+----------+----------+
| 0.000E+00| 0.000E+00| 0.000E+00|
| 0.000E+00|-0.780E-04|-0.421E+01|
| 0.000E+00|-0.508E-02|-0.193E+03|
|-0.995E-03|-0.610E-02|-0.195E+03|
|-0.721E-02|-0.126E-01|-0.205E+03|
|-0.268E-01|-0.330E-01|-0.239E+03|
|-0.284E-01|-0.347E-01|-0.241E+03|
|-0.378E-01|-0.442E-01|-0.241E+03|
|-0.550E-01|-0.613E-01|-0.241E+03|
|-0.550E-01|-0.614E-01|-0.241E+03|
|-0.628E-01|-0.691E-01|-0.241E+03|
|-0.979E-01|-0.104E+00|-0.241E+03|
|-0.990E-01|-0.105E+00|-0.241E+03|
+-----------+-----------+------------
```
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