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Arnayopeletar 1 aviypapr, anodixeuon xou dlavour| tng mapodoog epyaciog, €€ olo-
XAHEOL 1) TUARATOS AUTAC, YL EUTopxd oxomo. Emtpéneton 1 avatinwor, antodrixeuon
XL OLovoUT| YLoL OXOTO U1 XEEOOOXOTUXO, EXTABELTIXAG 1} EQELVNTIXNS PUOTNE, UTO TNV
mpobnddeon vo avagpépetar 1 TNYN TEOEAEUOTC Xou VoL BlaTneeltal TO ToEOY UAVUUAL.
Epwtiuata mou agopodv 11 ¥efon Tng €pYasias yia XEpB0OXOTIXG GXOTO TEETEL VAL
aneLYVVOVTUL TPOS TOV CLUYYRAPE.

Ou anddeic xou To CUUTERACUATA TIOU TEQPLEYOVIOL OF AUTO TO £YYPAPO EXPEALOUV
TOV CUYYPUPEN XL OEV TEETEL var epunveLlel 6Tl avTinpoowneouy Ti¢ enlonues Yéoelg
Tou Edvixol Metodfiou ITohuteyveiou.



IlepiAndn

H pétenomn tou mAfloug ERQavicEmY Uixp®y UTOYRUPTUATWY O UEYUAITERA YQO-
pruota efvon pio xplowun epyaoia yior toAég egapupoyéc. IIo ocuyxexpiuéva, ta telyw-
VoL EUTAEXOVTOL GTOV OpLOUO UETEXMY OTwE 0 ouvTeheoThc opadonoinong (clustering
coefficient) xaw o Aoyoc petofatixdtnrac (transitivity ratio), mou eivon Yepehndels
o UEAETH oOVIETLY BXTUMY. Miot BUoXOA(X GTOV UTOAOYIOUO AUTWV TWV TUQUUETEWY
elvon OTL oLV Tar YpapruaTa TEOS UEAETN OV elvan TAYjpws Stordéaiua yio Bidpopoug
AdYOULC.

Ye auth TV Simhwpatixy gpyocia, optloupe éva poviého Yoplfou mopoxvolue-
VOL amO TNV IBLOTIXOTNTA OTA XOWWWIXSA dixTua, dNAAdY TO YEYOVOS OTL OL YPNOTES
umopoly va Y€Touy Toug PlAoug Toug WS xELPoLS. Ewbixdtepa, €youue éva avdevtind
yedpnua 6nou xdie xopuyy) extelel éva nelpapo Bernoulli ye xdnowa yvwot mdavé-
T emtuyiog xou 1o YopuBndeg delyua oplleTon aPUUEMVTIE TIC OXUES VLol TIG OTOLES
xa Tar 800 dxpa onuelwvouy emtuyia ota melpduata. O otdyog elvan 1 extiunon tou
TARNOOUC XUV XoL TELYWVWY TOU AUIEVTIXOU YRUPAUATOS EVTOS UXEOU TOAAATAA-
oloTIX0) GPINIATOS, UE HEYAAN TdavotnTa. Apyixd, Beloxouue TETOlEC EXTIUATELES
X0l OTOOEVUOUUE AVTIOTOLY O XATL PEAYUATA YId TO AMOUTOVUEVO TARYOC BetyudTev,
Baolouéva otny Yewpla TAnpogoplac. ‘Encita, emtpénovye otoug alyopliuoug pag vo
€Youv emmALoV TEOGPUoN 0To AVUEVTIXG YEAPNUO UEow UavTElOU TOU AmOXOAUTTEL
TNV TEAYRATLXY) YELTOVIA XOQUPEOY XOL ENEXTEVOUNE TIC TEOTYOUUEVES EXTWUNATOIES YLd
oauth) TNV mepintwon. O aprdudc Twyv deryudtowy mou yeewdlovtar yivetow otadepds xat
T0 TAAUOC TWV EPWTNUATWY TEOG TO HavTelo e€apTdton UOVO amo TIC TOPUUETEOUS O-
xp(Belag xou Oyt amd To Péyedog Tou YEAUPHUATOG.

A€&erg xhedid Extiuntiny), Telywva, Mdainor, Oewpia IIinpogoplog






Abstract

Counting the number of occurrences of fixed subgraphs in larger graphs is a
crucial task for many applications. More specifically, triangles are involved in the
definition of metrics such as the clustering coefficient and the transitivity ratio,
which are fundamental in complex network analysis. A difficulty for the calculation
of these parameters is that input graphs are often incomplete for various reasons.

In this thesis we introduce a noise model motivated by the privacy constraints
in social networks, that is, the fact that users can mark their friends as hidden from
the public. More precisely, we have an underlying graph where each vertex performs
a Bernoulli trial with some known probability of success and the noisy sample graph
is defined by removing the edges for which both endpoints succeed in the trials. The
goal is to estimate the number of edges and triangles of the underlying graph within
a small relative error, with high probability. First, we derive such estimators and
prove matching information theoretic lower bounds for the sample complexity of
these tasks. Then, we allow our algorithms to have additional query access to the
underlying graph by asking vertices to reveal their true neighborhood and we extend
the previous estimators in this setting. The number of samples required becomes
constant and the number of queries depends only on the accuracy parameters and
not the size of the graph.

Keywords: Estimation, Triangles, Learning, Information Theory






Euvyapiotieg

Apywnd G fdeha var euyaploTiow Toug xodnyntég Tou Epyaostnelov Aoyunc xan Emi-
othune Trohoylouwv, x. Zdyo, x. Ioyouvptln xou x. Pwtdxn. Etvow ol dvipwnrot mou ue
6idaay Yewpentiny ThAnpoopixy, 0 xadévag Ue Tov 8ixd Tou TEOTO, xaL Ue UToa ThpLEay
0TI ATMOPACELS HOU TA TEAEUTHLO YPOVLOL TWVY TEOTTUYLAXWY Uou oTouday. Idwitepa,
Yo fieda var evyaplothon Yepud tov emPBAémovia x. Pwtdxnm yio Ty xadodriynon mou
HOU TPOCEQERE XAUTA TNV BIEXTEQUUWOT QUTASC TNS OLTAWUATIXAC XU TNV TEooTdieLa
TOU VoL UE ELodYeEL oty gpeuvnixt] dwdwacta. O eviouciaoudc mou Yetadidel yior Tn
YewpnTxr] TAneogopx ATay amd Tor XAAUTERA XIVITEA VLol VO Ao OANU Xou €Y UE
oawtd ta Yéparta. Euyopiotdd axdua to undloima Yéhn tou gpyoactnplou Xtpath, Ay-
véha, Havayidtn, TCEM yia T0 eLYdELOTO XA, TV TUEEN X0 TIS ETULO TNUOVLXES
oulnthoeg. Téhog, e yiveton va mapaielho toug piloug pou Kwvotavtiva, Ayyelo,
[évvn, Dideyo, Alegla, Xdpg, Kwvotavtivo, Oedvn mou Ytav dimha you 6ko autod
TOV Xaupo.

Oavdong
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Extetopevn EAAnvixn
HepiAndn

Ye autd 10 *ePIAALO TOEOUGIALOVUE GUVOTTIX TO TEPLEYOUEVO X0 TA ATOTEAECUO-
To QUTASC NS OmAwpatixng epyacioc. Apyixd elodyouue o TEOBANUa TN mopoloug
epyaoiog e€nymvTag 0 xivnTteo Yo Tov oploud tou. Eneita napoucidlovye Ty cuvel-
opopd yac, 6mou mopadétouue Tol Paocixd cuunepdopata ywelc T amodellelc xou TG
TEYVIXEC AETITOUERELES, OL OTOLEC LUTAEYOLY GTO aYYALXO Xeluevo.

Ewcoywyn

‘Eva toh) onuavtixd mpdfinua oty otatio i elvon 1 extiunon pog dyveotng
ToEaUETEOU xdmotag xatavoung. o mapdderyua, xdtt tou podalvouue o €val ooy -
Yo wdinpa miovoTATOY elvol 1 EXTIUNOT TN UEOTS TWAC OIS XOVOVIXTIG XATOVOUNC
a6 delypatd tng. To Véua authc Tng Bimhwpatixnig elvan 1) eXTUNCT TUEAUETEWY YR~
PNUaTLY and YopuBcdr Belyuatd Toug, XATL TOU CUVCTY CMUAVTIXO VEWwENTIXO Xal
TEOXTIXO TEOPBANUA Yiat TOUS AGYOUC ToU €ENYOUVTOL ToEAXET.

Ta ypagpruata eivar SoUég TOU GUVAVTIOLVTOL TAVTO) YL TNV AVATURAGC TooT) SEB0-
uévwy, amd Ty Broloyia péypet To xowmvixd d0xTIo. M auTh TNV epyacia o TIdlouue
oo xowwvixd dixtua [BT16] ta omtolor ebvar un xateuduvoueva YRUPAUOTA YE Lot XO-
eLPY Yo xde yerotn xan war axpr yio xdde Ledyog yenotov mou elvan glhot. Autd ta
Yeophuata €xouy TOAAES EVOLAPEROUGES WLOTNTES Xou €youv peietniel TOAD otn PBi-
Bhoypapia [New03, AB02, DM13]. Enlong to péyedog toug otn npdln elvon tepdotio,
XATL TOU YEVVA TNV avdryxn) yia anodotixolg ahyopituoug.

‘Opwc L 9éhovue vo utohoyiloupe ye alyopituoug ota xovemvixd dixtia; To tel-
YOVA VUL ONUAVTIXES DOPEC GTOL YRUPHUATA UTE BLOTL YEVVIOUVTOL Amd (QUOLXOUS
unyoviopols. Iho cuyxexpipéva, 800 dvipwnol Tou €youv ToALoOE xovolg @ihoug,
telvouv va dnuovpyolv deoud @uhiog xou UeTagd TOUC, XATL TOU OVOPERETAL WG UETA-
Paticornra, xan emmiéoy, dvipwnol mou ebvar @ihot Tefvouv va €youv Tolholg xovoig
@plhoug yiotl mdavotata €Youy ToUEOUOLA EVOLUPELOVTA, XATL TOU AVAUPERETAL WS OfLO-
piAla [WET94]. T autole Toug AdYoug éxouv oploTel HETPIXES VLA VOl TOGOTIXOTOL-
HoOUV TNV YETORBoTIXOTNTA Xan TNV oUo@hia, oL onoleg elvan o Adyos petafatiedrnrag
[NWS02] xou 0 ovvtedeotic ouadomoinone [WS98|. O opiopol xou tewv 80o Bacilovton
O TN UETENOT TRLYWOVOV.



viii KEPAAAIO 0. EKTETAMENH EAAHNIKH ITEPIAHVH

Kivnteo xaw Opiopwdg Tou Movtélou

Av xou éva yeydho pépog tne Bihoypagpiog eoTidlel 0To GYEBLACUO YoNyoQwY OA-
yoplduwvy, HoTe va umopoly va exTeAecToOV PE elcodo TepdoTior dixTua, To onueio
agetnploc TN mapoloas epyaciag lvon N tdwTidTnTa ota xowwvixd dixtua. 1o ou-
YHEXPWIEVAL, XADE YpNoTNG EYEL TNV BUVATOTNTA Vol 0ploel TOUE PIAOUS TOU WS XQVPOTUC,
xLO TOVTOG To XOWWVIXE dixTua €val TEAELO ToEABELY U TERUBAAAOVTOS UE TIEQLOPLOWE-
vn mAneogopia. ‘Eva poviého to onolo mepthaudvel To yopaxTneloTixd mou HOALS
TEpLYpdpTXE, dNhadA Toug xpugolc glhoug, tpotddnxe oto [CEKT15]. O oxondc ot
exelvn v epyaoia Ytav va Beedodv anodotixol adydprduol yiol TOV UTOAOYLOUO LOLO-
THTWY TOL BXTLOL and TN oxomd xde YpNoTn EexwEloTd, Ye oeBacud dnAadr oTnv
WBLOTIXOTNTO TV ANV YeNo ToOVv. Opuduevol and auTtég TG WEES, Tdue Eva Brua Tapa-
TEPOL X0 PO TAUE TKS Yiveton BAénovtag To dnudoto dixtuo (Snhadh autd Tou oL xpuPEés
oyéoelc petall Qihwy elvar adpoatec) var EEAYOUNE CUUTEPAOHUOTA YIOl TO TEAYHATIXG
dixtuo (mou mepléyel xpuPéc xan un xpugéc oyéoel). Etol odnyoluaote oto &g
HOVTENO.

Y10 povtélo poc umdpyer to aviertixd yodgnua G = (V,E) 6nou V elvar 1o
oUVOAO TV X0pLPKY ol E 10 cbvolo twv oxuov. Eva dehua Gy tou ypaphuatog
auTtoV mapdyetan and TNy €N Tuyado Sadixacio. Kdbe xopupn extehel wa doxiun
Bernoulli pe mdavétnto emtuyiog p. Eotow { X, }perv ot tuyaiec petafBintéc yior Oheg
Tic xopugéc. To Gy oplleton va €yel Tic (Blec xopupéc pe 10 G xaL oL axUES TOU
opiCovtou

Es ={(u,v) € E(G) | X, =0V X, =0}

Anhodr| auTd TOU TEPLYPAPETOL TORATAVE Elvor OTL xde yeNoTng pe mavotnTa
p anogocilel av Véher va xplder toug yeltovée tou xan av 800 @llol mdpouy auTH
NV andaon 1 oyéon YeTalld Toug yivetan adpatn oTo dnuodcto detypo. Mmropolue
Vo BAETOUUE TO TOQATAVG GOV TOV OPLOMO MG XATAVOUNS TIOVOTNTAS Téve GTa
YEOPHATA 1 X0pUPKY, TNV onolo Yo cuyBoiilovue ye Pg.

Ou emitpémovye oToug alyopliuoug wog va €youv emmiéov tpodcBact oto aule-
VX yedgnuo péow pavteiov to onolo ue €lcodo g xopuh v Vo ETOTEEPEL TNV
yertowd autrc g xopuehc I'(v) oto audevtnd ypdgnua.

O Aoyog yia To pavtelo elvon OTL xdie Selypo amoxaAUTTEL TOAAY TAnpogopla, 1
omola 6uwe pmopel va elvon mepltTh and €va onuelo xou uetd. Enlong éva ohdxineo
Oelyuo umopel va elvan ToAd axpl36 o€ oyéon e wa xAlon tou pavteiov. Etol 9éhouye
ue Alya otoyeuuéva pwTAUATI GTO YovTElD Vol AMOOTACOUUE LlooBUVAUT TANROGOpia
Tou Yo TEOCPEPOTAV ATd OAOXATPA dely T,

3toyo¢

Ta mpoPriuata nou e€etdlouye oe auTh TNV epyacia elvon apyixd 1 extiunon Tou
mivaxar yertviaong tou awdevtixol ypoapruatog xan €nelta 1 extiunorn tou mARdoug
AUV XU TELYWVKLY 010 awdevtind yedgnua. 1o ocuyxexpwéva, éotw G, ...,GN T
Oelypato. OENOUUE EXTIUNTPLES TOU VoL TANEOVY Tal EENC.

1. Extipnon tou nivaxa yewtviaorng. Aedopévou pac topapéteou 0 € (0, 1]
o o1oyo¢ elvar va Beedel ypdgnua G tétolo Kot

P T=G)>1-— 1
GMGNNPG(G G)>1-9§ (1)



X

2. IIpooeyyioTixh extipunorn axpov. o xdde €,6 € (0, 1] ddyvouue po
exTui Tl My Tic oxuég tou audevtixol ypaghuatoc m = |E(G)| étol dote

P (lm—m|<em)>1-9§
G1,...GN~Pg

3. IIpooeyyioTixn extipunon Terydvwyv. To Blo yio extiunon terydvewy.

Extipunon and Acsiypoto

Y1n ouvéyela TapoucldloupE Tol ATOTEAECUATE OIS YLOL TOL TUPATAVG TEOBAAUTAL.
Apywd e€etdlouyue alyoplduoug mou €youv mpdoBact uévo oe delypato Tou awdeVTL-
%00 YpapHuatog xaL oyt tedcPouor oo pavielo. Autéd Hu doaoel éeg yio Ty Bedtinon
TOUC GTNV ETMOUEVY] EVOTNTA OTAV ETUTEEPOUUE YEHOT) TOU UAVTELOU.

Ex<iunon tou Auvdevtixod I'pagpruatog

Apyxd e€etdloupe pior amhy) EXTATEL Yot TNV exTiUNoT 6Aou Tou audevtixod
yeapruoatog. Ou axuéc mou elvon opatéc oe xde delypa Epoupe clyoupa OTL aviXoLY
%o 0T0 AUUEVTIXG YRdPNUA EVE Yia Tar CebYn oxUedY Tou BV €Youv axur oTo Oelyua
dev Eépoupe av auTO ogelleTal 0TO OTL 1) axpn) Bev UTdpyEL oTo audevTind Yednua 1
umdipyel xan amAd eivan xpuupévn. H mo @uololoyin| extiurtelar mou Yo unopolooue
Vo oxe@TolUE o aUTO To omnuelo elvan 1 €vwon GAwY Twv detyudtwy G, ..., Gy.

) N
(G =G
i=1

Mnogpolue va 8ei&ouye OTL auTh 1 exTiuTEIa Elval xou EXTIUATEL UEYIOTNG TWIovVOQd-
vewg (EMII), ool npémer va ouumepthdBoute ORec TiC oxés TNG EVIONG Yiol VoL Uny
undeviotel 1 mavopdvela xaL EMTAEOY, oV CUUTERIAABOLUE TEPIGOOTERES, 1) Tdorvo-
péveia dev TpoxeLTan vor auEndet.

Tpo tpocdlopilovye Ty Betypotin? tolumhoxdtnto auThHS TG extrteloc. Ildoa
delypato ypewdlovton v vor toyler 1 (1); Eivou edxolo va dolue dti ye hoyoprduxd
ToM\G Belyporta log(n/d), 6hec oL xopupéc Va yivouv oe xdmolo amd To delyporta opatéc,
(PUVERMVOVTAC TNV YELTOVLA TOUG ol dpat 6A0 To Yedpnua Yo yivel opatd ue mdavotnta
ToUAdytoToV 1 — 6.

ITio evdiapépov elvan vo e€eTdoouUe oy aUTOHG Elvor o amopadTnTog aELduog dety-
wdtwy amd xdde extiurtelo tou metuyaiver Ty (1). Me emyeipruato and ty Yewpla
TANEOPORLIC, XAl CUYXEXPWEVO UE YEHOoT TNG avicotnTag Tou Fano, amavtolue ot
Tpdypott Aoyaprduixd tAfdog derypdtwy elvon avaryxalo.

Ochpnua 1. Yadoye ma exvpiro G téroa dote ya xdde magdueroo § € (0,1]
xat yodgnua G, dedouévar N = ©(log(n/d)) avebdornrawy Seyudrwr X1, ..., XN ~ P
avosolel Pxpy (G # G) < 6. Emmléor, av N = o(logn) téte pa xdde extunroa

G vndgyer yodgmua G térow dote Pxpy (G#G)>1/3.

H 3éa vy v anddelén tou napandve Yewpruatoc etvon dtt opllovye ot ouxo-
Yével Yeapnudtwmy xat Oelyvouue 6Tl 0noloGdNTOTE AAYOPLIIOC TIOU XUTAPEQVEL VoL



X KEPAAAIO 0. EKTETAMENH EAAHNIKH ITEPIAHVH

Eeywploel oo Yedgpnua TG owoyEévelag Yévvnoe ta delypota yeeldleTal TOUALYLOTOV
log n delypata. Autéd To GEVARLO Efval YVOOTH GTNY CTATIOTIXY WG EAeYYos 0TaToTixnwy
vrodéoew.

ITpooeyyioTixry Extipunon Axpoyv

Ipoywp®vTag oTNV TEOCEYYIO XN EXTIUNOT OXUOY, oEyixd eEETACOUUE TNV EXTL-
unTela Tou amAd YeTEdel TiIC axpéc oTo Oelypa Gig xou TIC XAVOVIXOTOLEL XATIAANAAL.

. _ [E(GS)]
Pofveton evxola 6t E[m] = |E(Gs)]. T tov unoloylopd tne dlaonopds authc tne

EXTIUATELAC, LTEEYOLY OpoL amd T1) dlacTopd xdde axunc Tou Tuyalou Bdelyuatog xo-
Y xou 6pot cuvdlaxdyovone HETAE) axpwy Tou uoledlovton xowy xopuen. Agold
UTIOAOYLOTOUV 0L 6pOoL aUTOL X VO TERA ATO HEPLXES TRAEELS TEOXUTTEL OTL

) P?
Var(im) < 5077 ; dZ(v)

Enedn tehund Véhoupe va e€aopoaricovye v (2), epapuodlovye v avicdtnta Chebysev
YOl VoL THEOUUE TOV TUTO YLl TO CQAAUAL

Var(m) < p? Y vev dZ(v)
e2m?  ~ 2e2(1 — p?) m?2

P(|7 — m| > em) <

[Mopoatneolue 6TL eoptdton and 0V AOYO Z”%ﬁ’(v) T0 av Vo elvar 10 opdAua
wxeo 1 peydhro. I'a mopdderyua, oe €va d-xavovixd yedgpnua o AOYog autdg TEQPTEL
oav 1/n xou dpo 1 extipnon Behuwveton e uoxd tpoéno. H yewpdtepn nepintwon eivou
To ypedpnua va eivar doTpo, 6mou o Adyog elvon otadepd. Exel n xevteun| xopupy| €xet
TOANES OXUES TIAVE TNG XAl 1) CUVELGQORA o TT) dlaomopd efvan tepdo Tua. Topoaxivoduevol
amé AUTA TNV TOEATARNOT), OTNY ENOUEVT EVOTNTA Yo TpocTa)iooupe va Bpolue TéToleg
TEOBANUATIXES XOPUPES XA VO PWTIUE TO UAVTEID YioL TNV TEAYUATIXY YELTOVIA TOUG
OO TE VoL DLoPUMCOLYE AUTH TNV EXTIUATELAL.

Ipwv t0 xdvoupe autd, mpoadlopilouue TdAL To TARYOC Setypdtwy o yeeldleTtol
Yoo TNV exTiunom, vy va To ouyxplvouue pe to mARdog Beryudtev g SlopUwuévng
exTuiTptag Tou yenowonotel To pavteio (exeivn mpogavde Yo éAoupe vor SoueVeL YE
Ayotepa Oelypara). H (2) onwe elvon ypouuévn yenowonotel éva delypo, ahhd umopolue
vou TNy enextelvouue va SouAelel e N amAd YeNOLLOTOLOVTIS TNV €VaY) TOUS GOV €Val
%xo\OTeRO delyua mou éyel Tapaydet and To (Blo povtého ue mapdusteo p' = piY.

Ocewpnua 2. Yadoye pa extyufroie m térowa wote yua xdie e,0 € (0,1] xar yodon-
pa G e m axués, Sedouévwr N = O(log(1/e%8)) awebdornrwy Seyudrav X1, ..., Xn ~
Pa weavomoiel IP’XNPév(\m —m| > em) < 6. Emaléor, av N = o(loge™?) wdte pia xdde
extunowa 1 vadoye éva yodenua G térow wote wapg(\m —m|>em) > 1/3.

Tt Ty anddelln Tou x4tw PEdyUaTos o€ auTtd To VEDENUA, YIVETAUL ovaywYY OF
EAEY YO OTATIOTIXWY UTOVECEWY, TUPOUOLO UE QUTOV TOU TEONYOVUEVOL VEWRHUATOC.
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ITpooeyyiotixry Extipunon Tewydvev

H extiynon tpiy®vwy elvon mapduotar He auTH TV axp®y Ue LoV dLlopopd OTL oL
Tpdelc yivovton teptocbtepes. Tekelng avtiotorya, oupBoiilovtag pe T'(G) 1o cUvoho
TELYWVWY Tou Yeaghuatog G, to onueio agetnplac elvon 1 exTiunTEld

T _ ‘T(Gs)‘

1—3p?+2p?

OTOU GTOVY TPOVOUAC TY| €xouue TNV TavotnTa va elvan éva Tplyvo opatd 6To delyua,
Ghote TeAnd 1 avauevouevn i me T va ebvan fon e [T(G)]. O uroroyioude tne
dlaomopdic €8¢ ypetdletan ToANES mpdelc. Lupfoiilovpe pe A(v) to Tidog Terydvey
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Chapter 1

Introduction

The subject of this thesis is estimation of unknown parameters, which have
always been a central problem in statistics. Algorithms can be divided into categories
depending on their purpose. On the one hand, some algorithms are used to calculate
functions, that is, output a specific result for each possible input. In this case, time
complexity which is the amount of time it takes to run the algorithm is the main
measure of efficiency. In this context, computer scientists begun (and have never
stopped) to ask which are those functions that can be computed efficiently and which
cannot. On the other hand, the purpose of some other algorithms is to estimate
missing or unknown information, such as the expected value of a distribution by
taking as input samples drawn from that distribution. The measure of efficiency in
that case, apart from time complexity, is the sample complexity which is the number
of samples required for an accurate estimation. Before we go into the details of the
problem examined in this thesis, we briefly discuss its context.

Social networks

Graphs are ubiquitous structures for representing information and are used in
many diverse fields, such as information systems, biology and social networks. In
this thesis we focus mainly on social networks which are used to encode friendship
relations between humans. Social networks are undirected graphs which have a
vertex for each user and an edge for each pair of users that are friends. Much
effort has been made by computer scientists and mathematicians to derive random
graph models with the same properties as those of real world social networks, such as
skewed degree distribution [New03] or small average diameter [AB02, BT 16, DM13].
Also, the size of these graphs is typically very large and can reach millions of vertices
and edges. Thus, fast algorithms are required in order to run in feasible amounts of
time.

Why Triangles

But what tasks do we want efficient algorithms for? Triangles have received
great attention in the field of social network analysis as they are closely related to
some significant structural properties of graphs. The creation of triangles in social
networks is explained by certain laws. The first one is that people with common
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friends tend to become friends themselves, a phenomenon known as transitivity and
the second is that people who are friends statistically have similar interests and
thus tend to have many common friends, a phenomenon called homophily [WFT94].
Therefore, in order for these characteristics of social networks to be quantified, two
metrics have been defined and are extensively used in the literature. The transitivity
ratio INWS02] of a graph G is the probability that a wedge (which is defined as
a path of length two), which is selected uniformly at random from all wedges of
G, will participate in a triangle. The clustering coefficient [WS98| of a vertex v
is defined as the probability that two uniformly selected neighbors of v will be
connected with an edge. In addition, counting the number of triangles is used in
a number of graph mining applications such as spam detection and community
detection [BBCGO8, EMO02|(for a longer list see [TKM11]). Therefore, new triangle
counting algorithms are continuously proposed and studied from both a practical
and a theoretical perspective.

Motivation and Statement of the Problem

There is a considerable amount of literature on triangle counting or other algo-
rithms that can run fast on massive networks, however, in this thesis we examine
the problem from a learning viewpoint. Privacy plays a major role in social net-
works, where each user can mark some of her friends as private, which makes them
a perfect example of limited knowledge environments. In [CEK™15], this privacy
setting is examined, where the public-private model of graphs is introduced and
algorithms for it are presented. In that model, the graph G which is known to the
public and does not contain edges between users that decided to hide their friends
is called public, while a private graph G, associated with each user u contains that
user along with all her private friends. The authors were interested in designing
algorithms that would preprocess the public graph and then would very efficiently
compute properties of the graphs G U G, which essentially are the social network
from the viewpoint of each user. Thus, these algorithms would run in a tailored
way for each user, respecting the privacy constraints of other users. The algorithms
presented were also efficient, meaning that they were much faster than running the
same algorithm for the property of interest on the union G, U G one time for each
user.

Motivated by the characteristic of social networks to have public and private
vertices and also from [CEK™"15], we go a step further and ask what can be done
about estimating properties of the union of the public with all private graphs G U
{Gu}u, having access to only the public graph. Therefore, in this thesis, we treat
the process of marking private friends as noise, which removes parts of the graph,
and we are interested in recovering information about the initial graph. Based on
this idea we are lead to propose a variant of the public-private model.

In our model we have the underlying graph G, which contains all connections
between friends and each user decides whether to hide its friends with some prob-
ability p. If two friends make this decision their edge is removed from the resulting
noisy sample graph G,. Admitting that, based solely on the noisy sample graphs the
learning tasks can be extremely hard, we allow our algorithms to have additional
access to a small number of private graphs, equivalently, we allow them to query for



the true neighborhood of some vertices. In this model, we are interested in deriving
estimators for interesting parameters of the underlying graph, such as the number
of triangles.

Contribution

In this thesis, we begin by deriving and studying simple estimators, which only
use samples of the graph, for the number of edges and triangles under the aforemen-
tioned model. More specifically, they output an estimation that is whithin a certain
multiplicative factor away from the real value, with high probability. For these, we
find that their sample complexity is optimal for the specific tasks by constructing
an information theoretic lower bound.

Based on this examination, we then derive estimators for the same tasks that
also perform a certain number of queries. We show that by allowing queries, the
number of samples needed for accurate estimation drops to constant and also the
number of queries is small, as it does not depend on the size of the graph.

Related Work

As mentioned before, due to the significance of triangles in social networks, in
this thesis we focus on deriving estimators for their number in the noise model moti-
vated by the privacy characteristics of social networks. Much work exists on triangle
counting, ranging from exact counting algorithms, based on matrix multiplication
[AYZ97, CW90] to approximate counting algorithms. In this section, we provide a
quick overview of some of these ideas that are most relevant to this thesis.

Graph Sparsifiers

Approximation algorithms that use samples of the original graph were proposed
for triangle counting in order to achieve faster runtimes. In these works, samples are
used in a different context than in this thesis, were we treat samples as the result of
noise altering the original graph. More specifically, samples are used as a mean of
sparsification, that is, obtaining a subgraph of significantly smaller size from which
the triangles of the original graph can be accurately estimated by counting their
number in the sample and scaling them properly. Tsourakakis et al started these
sparsification mechanisms, the most important of which is Doulion [TKMF09]. In
Dulion, the sparsification process of G consists of keeping each edge with probability
p and deleting it with 1—p, resulting in a subgraph G’. After that, an exact counting
algorithm is applied to count the number of triangles in G’ and the result is scaled by
1/p? to obtain the desired estimate X. This algorithm is very accurate in practice.
In [TKM11, TKMO09] a more thorough analysis is done to derive strong theoretical
guarantees using some advanced concentration inequalities for random variables
that are polynomials.

Graph sampling can be thought of as a basic preprocessing step of the input
before the computation of any graph property. The goal always remains the same,
namely to produce a smaller graph that in a way preserves the desired property of the
original graph, making its computation more efficient. Some sampling methods are
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edge sampling, such as Doulion, vertex sampling [LK.J06|, where one choses random
sets of vertices and examines the corresponding induced subgraph and traversal
based sampling [LF06], which can be a random walk on the graph’s vertices. For a
complete survey on the topic we refer to [HL13].

Learning via Queries

In the previous type of works, the whole graph has to be read for its sparsifi-
cation. However, another line of research is dedicated on algorithms that are truly
sublinear (meaning that they do not need to read the entire graph) in order to
achieve even lower time complexities. We would like to think of these algorithms
as having restricted knowledge of the input, which is more on par with the context
of this thesis. In other words, these are essentially learning algorithms that need to
extract properties of an unknown graph. Sublinear algorithms is a growing field that
initialy started with property testing [Goll7], the task to decide whether an object
has a property or is far away from having it, but recently has embraced estimation
problems too. Access to graph G is available by queries of three types that are now
standard in the literature:

1. Degree query: The degree d(v) of any vertex v € V.

2. Neighbor query: What vertex is the i-th neighbor of vertex v € V' (where some
arbitrary ordering of the neighbors is assumed and also i < d(v)).

3. Pair query: Test whether (u,v) € E for any pair of vertices (u,v) € V2.

The naive way to count triangles in this setting is by a simple Monte Carlo
algorithm: sampling random triplets of vertices and checking if they form a triangle
in the graph. By executing k trials and counting the number of successes (when
triplets formed triangles) it is a simple exercise of concentration inequalities to see
that if k£ is big enough we have a good approximation.

The first non trivial algorithm for triangle estimation was that of [ELRS15|. For
a graph with n vertices and m edges, an estimator ¢ for the number of triangles was

designed that works with O <€71(poly logn) (tl% + %/2)) standard type queries

and satisfies P(|f — t| > et) < 1/3. The algorithm’s analysis is quite intricate and
requires a number of ideas. In [Ses15]|, an algorithm with the same guarantees but
simpler analysis was proposed.

In this setting, other properties were examined too before triangles, such as
estimating the number of stars [GRS11] or cliques of fixed size [ERS18|. After the
triangle estimation algorithm, the result was generalized for arbitrary subgraph
counting [AKKIS|.

The relevance of these works to this thesis is that we would like to combine
elements from both the sparsification methods mentioned before and the query
based algorithms in our work. We note that our goal is to calculate an initial rough
estimation of the number of triangles from a single noisy sample graph, which is very
similar to what algorithms like Doulion do, and then, given additional query access,
improve upon this estimation by asking vertices that are critical to the number of
triangles. This is something that, to the best of our knowledge, has not been studied
in the literature yet.



Online Learning for Network Discovery

Apart from the fact that the graph inputs are too large to be handled, which leads
to the need for sparcification, the input may be incomplete by its self. For example
graph data for social networks are collected from apps or users who make their
accounts public and are inherently incomplete. Thus, a research direction focuses
in enhancing these partially observed graphs via probing parts of the network. A
model for the queries is each vertex can be asked to reveal all of its neighbors or just
one uniformly at random. The question is, given a limited budget of such queries,
how can we efficiently probe the graph so as to reveal the greatest number of new
vertices or triangles or, in its full generality, optimize an arbitrary graph function?
The model describing how the incomplete input is generated does not need to be
known and the task becomes an online learning problem [LSBER18|. The problem
has also been formulated as a multi-armed bandit problem and an algorithm that
includes both exploration and exploitation proccedures with efficient performance
in practice has been proposed [SERGP17].

Thesis Organization

This is a brief outline of the content of each chapter to guide the reader through
this thesis. Effort has been made to keep chapters concise enough to preserve read-
ability and yet complete and self contained, regarding the way the ideas of this thesis
are analyzed. All preliminaries are located in Chapter 2. More specifically, in that
chapter, basic concentration inequalities that will be used later are presented and
well known tools from hypothesis testing and information theory that are usefull
for lower bound construction are developed.

Chapter 3 is about parameter estimating using only noisy samples of the orig-
inal graph. First, the noise model is formally presented and then estimators for
the number of edges and triangles as well as for the whole graph are given. Their
sample complexity is determined and lower bounds using the tools of Chapter 2 are
constructed to understand their limitations.

In Chapter 4, queries are allowed to improve the accuracy of estimation, or
equivalently, reduce the number of samples required. Based on the conclusions from
the analysis of the previous chapters, we develop a query strategy and design an
estimator for edges and triangles that embraces information from these queries.

Finally, Chapter 5 contains our conclusions and directions for ongoing or future
work on the subject.






Chapter 2

Information Theoretic Lower
Bounds

A part of our work will be focused on constructing lower bounds on the number
of samples needed to learn a property of the underlying distribution. Proving that
no algorithm can achieve better performance for a specific task is essential for un-
derstanding a problem and is often more interesting than designing an algorithm for
it. Lower bounds can be challenging to construct, yet mathematicians’ efforts have
resulted in many frameworks for that purpose. In order to prove that an estimator
needs at least a certain number of samples, we need to argue that less samples
do not provide enough content for recognizing which source could have generated
the samples. The concept of useful content is captured by the tools of information
theory. In this chapter we provide an overview of the tools and machinery that are
necessary to construct lower bounds. For the shake of completeness we start by some
preliminaries about concentration of measure that, although not exploited during
the lower bound derivation, are used in later chapters.

2.1 Statistics Preliminaries

Often in statistics and in the analysis of randomized algorithms we need to use
the fact that random variables are close to their expected value with high probability.
The motivation can become clear with a simple example. Consider tossing a fair coin
n times. After many trials, that is, if n is great enough, half of the results will be
heads with high confidence. We need to quantify this behavior. The law of large
numbers states that the mean of many random variables converges almost surely to
the expected value, as their number increases. However, the law of large numbers or
other results such as the central limit theorem are asymptotic results. We would like
to determine exact bounds on the rate of convergence, which is what the following
theorems essentially do.

Theorem 2.1 (Markov’s Inequality). Let X be a non negative random variable.
For any a >0

P(X >a) <
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Proof.

EX] =) 2P(X=2)=) zP(X =2)+» zP(X =2) > aP(X >a)

r>a r<a

The fact that X must be non negative was required in order to bound the second
sum. |

The next inequality is derived from Markov’s inequality and bounds from above
the probability of a random variable to deviate from its expected value.

Theorem 2.2 (Chebysev’s Inequality). Let X be a random variable. Then for any
a>0
X
P(X — E[X]| > a) < 20X (2.1)
a
Proof. The result follows from an application of Markov’s inequality to the random
variable (X — E[X])? and the observation that E[(X — E[X])?] = Var[X]. [ |

Next, we present Chernoff bounds that are used for sums of random variables.
There exist many variants of these theorems, with the more general of them having
information theoretic essence, as they are expressed in therms of the mutual infor-
mation of the distributions involved. For a complete exposition on the subject see
[BLM13]. Here we only state the variant we will use later in our analyses which is
the multiplicative bound.

Theorem 2.3 (Chernoff Bound). Let Xi, Xo, ..., X,, be independent {0,1} random
variables with E[X;] = p; and define X = > | X;. Let p = E[X] denote the expected
value of X . For every 0 < e < 1 it holds

P(X > (14¢)u) <exp (—?) (2.2)

2
P(X < (1—¢e)u) <exp (—;) (2.3)

Proof. For the standard proof that uses the moment generating function we refer
the reader to page 66 of [MU17]. [ ]

These bounds are preferred over the Chebysev’s inequality, when applicable,
because they demonstrate a much more intense concentration of measure. Indeed,
these bounds are tight within a constant factor [Moul0].

2.2 Divergence Measures

Divergence measures are functions that establish the distance between probabil-
ity distributions. A very formal definition of these concepts, which can be found in
[Grall], requires a bit of setup and also understanding of measure theory. Here we
present the definitions only to an extend that serves our purposes.

Let X be an arbitrary space, P, @ two distributions on that space and also let
p, q denote their probability density functions. For every A C X, each distribution
assigns a probability which will be denoted by P(A), Q(A).
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Definition 2.1. The total variation distance between P and Q is defined as
1
P~ Qlav £ sup |P(4) - Q)| = 5 [ p(w) ~ a(w)lds
ACX X

Thus, if we imagine the two distributions as hills of sand, their total variation
distance can be thought of as the amount of sand that must be moved from one to
another to make them equal. For discrete random variables, integrals are replaced by
sums. Next, we define another divergence which technically is not a distance. This
divergence is a member of a well known family of divergences called f-divergences
[AS66, Csi67).

Definition 2.2. The Kullback-Leibler divergence between P and Q is

p(z)
Dx1, (P|| Q) = / p(x) log —=dx
X q(x)
We finish this section with two properties of KL-divergence. The first one, which
is easier to prove, is about products of distributions P = Py x --- X Pp,, @ = Q1 X
-+« X Q. For these, KL-divergence satisfies

Dxi (P||Q) =) Dxi(Pill Qi) (2.4)

i=1

The second property is Pinsker’s inequality, a result that required more effort by
mathematicians in order to be proved. For arbitrary distributions P and Q (not
only products as we assumed before) we have

1
1P — Qllfy < oD (PIIQ) (2.5)

2.3 Information Theory Concepts

Here we present the basic definitions and properties of information theoretic
concepts that will be used later in this thesis. This is not a complete investigation
but a rather quick review of the elements that our work will depend on. For further
information we refer the reader to [CT12].

2.3.1 Entropy

For the following we will let capital letters such as X denote random variables
and the corresponding calligraphic letters such as X denote the alphabets from
which they take values.

Definition 2.3. The entropy of a random variable X with probability mass function
p(x) is defined as

H(X) % =" p(x)log p(x) = E[-log p(X)]
zeX
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We will adopt the convention 0log0 = 0 because of the limit behavior of the
function x log x when x goes to zero. Entropy serves as a measure of the information
content of a random variable. Consider for example a degenerated random variable
that is just a constant. Its entropy is zero. Also, H(X) > 0 for every random variable
X and more importantly

Proposition 2.1. H(X) < log|X| with the inequality being tight in the case of a
uniform random variable.

The proof is deferred to a later subsection. Next we introduce joint and condi-
tional entropy.

Definition 2.4. The joint entropy of random variables X and Y is defined as

H(X,Y)2 =3 " p(z,y)logp(,y)

zeX ye)y

Definition 2.5. The conditional entropy of Y given X is defined as

HY | X)£ =) p@)H(Y | X =)
reX
== px) > plyla)logp(y|z)
reX yey
== ) p(z,y)logp(y|z)
rEX yey

An easy to prove property is the chain rule, which is

H(X,Y)=H(Y)+ H(X |V) (2.6)

2.3.2 Mutual Information

Mutual information between two random variables, say X and Y, quantifies how
much extra information about X is revealed when Y becomes known.

Definition 2.6. The mutual information between random variables X and Y with
joint probability mass function p(x,y) and marginal probability mass functions p(x)
and p(y) is defined as

& 3 S vteois (16550

reX yey
= Dx1, ( Pxy || PxPy)

The mutual information can be rewritten in the following way (this is often given
as the definition of mutual information). The proof is very easy and thus omitted.

Proposition 2.2. For random variables X and Y we have I(X;Y) = H(X) —
H(X|Y).

We can define conditional mutual information I(X;Y|Z) similarly to conditional
entropy, and we will have that I(X;Y|Z2)=H(X | Z) - H(X |Y, 2).
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2.3.3 Information Inequality

We will prove the very important inequality of Proposition 2.1, which essentially
tells us that the number of bits that are necessary to describe a random variable X
are at most log |X|. First we begin by proving the following.

Proposition 2.3. For random wvariables X ~ Px and Y ~ Py, it is true that
Dx1, ( Px|| Py) > 0 with the relation becoming an equality only if Px = Py .

Proof. Let p(x), q(x) be the probability mass functions of X and Y respectively and
A= {x € X |p(x) >0} the support of X.

z)

x)

B p(
Dx1, (Px||Py) = ;‘P (q(
q(x)
= z)lo
Z%p g( x>>
< logZp i

z€EA

v

=logl
=0

where the inequality which was used was Jensen’s inequality for concave functions.
As log(-) is strictly concave, the equality occurs iff g(x)/p(x) is constant (indepen-
dent of ), that is, p(z) = ¢(x) for every z. [ |

Corollary 2.1. For random variables X and 'Y, we have that I(X;Y) > 0.
Proof. The proof follows from noting that I(X;Y) = Dkr, ( Pxy||PxPy) >0 N
Now we can prove the desired inequality.

Proof of Proposition 2.1. Let p(x) be the probability mass function of X and u(x)
the probability mass function of the uniform distribution over alphabet X.

1
u(z) = EdE re kX
0, x# X

Let P be the distribution of X and U the uniform distribution. We have that

Dia (PIIU) = 3 plo)log 203 = log ¥ - H(X) > 0
TeX

because of the last corollary. |
The following states that conditioning reduces entropy.
Corollary 2.2. For random variables X and Y it is true that H(X |Y) < H(X).

Proof. I(X;Y)=H(X)— H(X |Y) from Corollary 2.1. [ |
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2.3.4 Data Processing Inequality

The random variables X,Y, Z form a Markov chain X — Y — Z if the condi-
tional distribution of Z depends only on Y and not on X, that is, p(z|z,y) = p(z|y).
This means that given Y, the random variables X and Z become independent. The
Markov chain presented may be interpreted in the following way. A process converts
X to Y and another process is applied to Y and gives Z. It is natural to think that
Z is less related to X than Y. In other words, no process (deterministic of random-
ized) can increase the information content about X. This is formally expressed by
the following inequality.

Proposition 2.4 (Data Processing Inequality). Let X,Y,Z be random variables
that form a Markov chain X —Y — Z. Then

I(X;Y)>1(X;2) (2.7)
Proof.

I(X;Y,Z)=H(X)-H(X|Y,2)
—H(X)-H(X|Z2)+H(X|2Z2)-H(X|Y,2)
= I(X;2) + I(X;Y|Z) (2.8)

We obtain the following in a similar manner.
I(X;Y,2)=1(X;Y)+ I(X; Z]Y) (2.9)

By the fact that X, Z are independent the fact that given Y we have I(X; Z|Y) = 0.
From (2.8) and (2.9) we get

I(X:2)+ I(X;Y|Z) = I(X;Y)
I(X:Y)—I(X;2)=1(X;Y|Z) >0
I(X;Y) > 1(Y; Z)

which is the desired relation. |

2.4 Hypothesis Testing

We introduce the notion of testing statistical hypotheses, which was of central
interest in the field of statistics [LR06|. The reason is that often we are given sam-
ples from a distribution for which we know that it belongs to a predefined set of
distributions and we want to find which one of these was actually used to generate
the samples. A statistical hypothesis is every hypothesis regarding the distribution
of a random variable X. More specifically, a hypothesis H may regard a parameter
0 of the density function p(z|@) or the form of the density function.

Testing hypotheses can be seen as a primitive form of estimation, where one
does not need to output an exact value of the unknown parameter but just needs
to distinguish between cases for that parameter. Although weaker than estimation,
hypothesis testing can be as hard as estimation and for that reason it is very often
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used to establish lower bounds for estimation problems, as we will show in the next
section. We follow the exposition of [Ducl6].

We define the setting of canonical hypothesis testing. Let V be a set of indices
and {Py, }yey a family of distributions with support X.

1. Nature chooses an index V' € V uniformly at random.

2. Conditioned on the event V' = v, N samples are drawn from the v-th distri-
bution X = (X1,...,Xy) ~ PN,

The goal is to find the value v having access only to the samples X. Every function
W : X — V used for that purpose is called a test. The joint distribution from which
the samples X are drawn eventually is

i_i N
P2

veY

We will call a hypothesis testing problem binary if |V| = 2, that is if there
exist only two hypotheses. These hypotheses are denoted by Hy and H;, with Hy
being called null hypothesis and H; being called alternative hypothesis. If we have
more than two hypotheses, the setting is referred as multiple hypothesis testing. A
hypothesis may be simple or composite. The latter type of hypothesis is associated
with a family of distributions instead of a single one. Conditioned on a composite
hypothesis, nature chooses a distribution from that set uniformly at random and
uses it to generate the samples. The testing problem is called composite if at least
one of the hypotheses is of that type, otherwise it is called simple.

2.5 From Estimation to Hypothesis Testing

Providing solution to an estimation problem consists of designing an estimator
that approximates the unknown value of interest well enough, meaning that some
kind of guarantee is presented. For example, the empirical mean of N samples of
Bernoulli variables is an unbiased estimator with variance that behaves like 1/N.
In order to completely solve the estimation problem, lower bounds have to be con-
structed, indicating that every estimator cannot do better than a certain threshold.
Even for the simple example mentioned above, it is not obvious how to do this.
This problem was resolved for the first time using the concept of Fisher informa-
tion and the Cramer-Rao inequality [Cra46, Rao92|. A different way is described in
this section, which is to first note that by having an estimator one could use it to
solve a hypothesis testing regarding the unknown parameter, and then prove that
this hypothesis testing problem is hard.

2.5.1 The Framework

To begin, we define the notion of the estimator’s risk. Let P a distribution and
0(P) its parameter. A good estimator 6 for 6 should have low Ex _p~ [(8(X)—0(P))?].
However, this definition of the risk would not be enough, as the estimator é(X) =
O(P) for every X would have zero risk, yet this estimator would be completely
unreliable for other distributions than P. This issue is resolved by selecting the
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distribution used adversarially from the family of possible distributions S, thus the
risk is defined as the quantity

sup E [ 6(X) — 6(P))?
s £ (600~ 0(P)
To establish a lower bound for every estimator, one needs to use the minimum

value of this risk, where the min is taken over all estimators. This definition was
introduced by Wald [Wal39].

Definition 2.7 (Minimax Risk).

A . A 2
W,8) Lt | (OX) - 0(P))]

After having defined the risk, we focus on reducing the estimation problem to
the hypothesis testing problem and lower bounding the former by providing a bound
for the latter. Depending on whether the resulting hypothesis testing is binary or
not, different inequalities are used to bound its error, resulting in different methods
of constructing lower bounds. However, the reduction is always the same.

Let V be a set of indices, {Py}sey a class of distributions indexed by V and
{0(Py) }vey their parameters.

Definition 2.8. The class {0(Py)vey is called 20-packing if
0(Py) — 0(Py)| > 25 Yo #

The following bounds the minimax risk of parameter estimation by the minimum
error of a hypothesis testing problem.

Proposition 2.5. Let V be a set of indices, S = {Py}vey a class of distributions
indexed by V and {0(P,) }vey their parameters such that {0(Py)}vey is 2d-packing.
The minimax risk is bounded as follows

MG, S) > 6%inf P_(T(X)#V)
U X~ P

Proof. The idea consists of the following two steps:
1. In order to solve the hypothesis testing regarding the family {P,},cy we use

the value of the estimator (X) and return the distribution for which the
parameter 0 is closer to §(X). That is,

U(X) £ argmin [6(X) — 0(P,)|
veEV

2. We show that for that particular testing function W, the probability of error
is less than or equal to the minimax error of the estimation, that is

M(0,S) > 5 P_(W(X)#V)
X~P
However, ¥ is not the only testing function for the hypothesis testing and

thus, the above expression can be further bounded by the infimum over all
testing functions, resulting in the desired bound.
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It remains to prove the argument of the second step. To do so, first we need to
see when the testing function makes a wrong guess. Observe that because we have
a 26-packing, if the testing function guesses wrongly, 6 and 0 must be more than
d-away. To see that, suppose that |§ — 0(P,)| < 8. Then, for each v/ # v, we have
the inequality

26 < [(Py) = 0(Pur)| < 10— 6(Py)| + 10 — 6(Pyr)| < 6+ 16 — 6(Pw)|

which gives |0 —0(P,)| > 6 and thus the test ¥ guesses correctly (a contradiction).
Next, we examine the risk

sup B [(600) - 0(P.)?)| > up B 21 (16(X) - 6(P.)| > 6]

> §2 P (|16(X)—0(P)| >4
> 5w B (1600 - 0(P)| 2 0)

1
> 62— P (¥(X)#v)
VI ,l;,xww

=5 P (U(X)#£V)

~

where for the third inequality we used the fact that the supremum of the elements of
a set is greater than their mean value. Taking infimum over the possible estimators
0 finishes the proof. [ ]

What remains to do now is to present how the error of the hypothesis testing
Py, 5(¥(X) # V) can be bounded from below.

2.5.2 Le Cam’s Method

Le Cam’s inequality [Yu97, LC12] is used in the case of binary hypothesis testing.
The index set is now V = {1, 2} and the probability of error is

(WX) £ 1)+ P (U(X)#£2)

P (¥(X V)= P
(EX)£V)=; B 3x D

X~P

| =

Proposition 2.6. The error of the hypothesis testing is related to the total variation
distance between the two distributions as follows

igf{ P (U(X)#£1)+ PN(\P(X)#2)}=1—HP{V — PNy (210)
X~P! X~P]

Proof. Let A be the critical region of the testing function V¥, that is the region
where it assigns the input to the first distribution ¥(X) = 1. Also let P;(A), P>(A)
the probabilities assigned to region A by the N-fold distributions P{¥,PJ'. Then we
have that

P (UX)£1)+ P (U(X)#2) = Pi(A°) + Py(A) = 1 - Pi(A) + Py(4)
X~P] X~P)
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Therefore, taking infimum over all testing functions gives

igf{ P ((X)#1)+ P (¥(X)# 2)} =inf{l — P;(A) + P»(A4)}
X~PN X~PN v

=1-—supV{P(A) — P»(A)}

N N
=1- ”7)1 - 772 ||TV
|

Combining this simple observation with the reduction of Proposition 2.5 we get
a generic lower bound for the risk of estimation.

Corollary 2.3. Let P1, P2 with |0(P1) — 0(P2)| > 25. The following is true for the
minimaz risk of estimation using N samples

1
MO, S) = 50% (1= [P ~ P lrv) (2.11)

An observation about this bound is that there exists a trade off regarding the
selection of §. On the one hand, a lower § means that the distributions have more
similar value 6 and thus are less distinguishable, something that is quantified by
having small total variation distance. On the other hand, a smaller § weakens the
bound. Thus, the selection of § should be the result of a fine tuning, in order to
achieve the best value for the bound. We demonstrate the method with an example
about Bernoulli variables.

Proposition 2.7. The minimaz lower bound for the estimation of the mean of a
{—1,+1} Bernoulli random variable using N samples is

1

> _ -
Sm_%‘]\f

Proof. We need to define two Bernoulli distributions P;, Py with probabilities of
success p1, p2 such that we have 20 separation of them, as required by Corollary 2.3.
We set

We have that
1
1P =Py < 5Dk (PL]|P5)

N
= EDKL(P1||7’2)

_N[L=6, (1-0) 1438, (140
2|72 ¢l1xs 2 B\1 5

o 1446
—N21°g<1_5)
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where the first inequality is Pinsker’s (2.5), and the second equality is property
(2.4). To further bound the term we note that for 6 < 1/2 we have that

— | <
510g<1_5> <36

To see that, set the corresponding function and differentiate it

F(z) = log <$> — 3

1—2
l-z(l-2)+(1+2x)
14z (1—x)2

2
- __3
1— 22

f'(x) -3

Setting f/(z) = 0 gives = +1/v/3. For 2 = 1//3 we have f(1/v/3) < 0 and for
x =0 we have f(z) = 0, therefore f(z) < 0 in this region. Therefore, we get

3N
HP{V - ’PéVHTV < 0 7

By setting § = 1/V6N, (2.11) turns into

1
MO, 8) > 502 (1= [Py =Py llzv)

1 1
> (1-2=
_12N< 2)

1
24N

which is the bound that we wanted to prove. |

2.5.3 Fano’s Method

In this section we examine the inequality of Fano which bounds the error of
multiple hypothesis testing. We will turn our attention to a slightly more general
setting of moving information through a noisy channel, which includes hypothesis
testing as a special case. Consider a Markov chain X — Y — X. The interpretation
is that Y is generated according to a random variable X (the domain of which will
be denoted by |X|), and then a process X which only has access to Y tries to recover
X. Let ha(p) = —plogp— (1—p)log(1—p) denote the entropy of a Bernoulli random
variable. We now state the inequality and provide its proof that is standard in the
literature (see [CT12, Ducl6] and also [Yu97| for some useful variants that are not
presented here).

Proposition 2.8 (Fano’s Inequality). Let X — Y — X be a Markov chain. It holds
true that

ha(P(X # X))+ P(X # X)log(|X] — 1) > H(X | X)
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Proof. We define a binary random variable E to be the indicator of the event X #+
X.

po i XX
0, X=X

We expand the entropy H(X, E | X ) in the following two ways. The first one is

H(X,E|X)=H(X | E,X)+H(E | X)
=P(E=1)HX|E=1,X)+P(E=0H(X|E=0,X)+H(E|X)
=P(E=1)HX|E=1X)+H(E|X)

where we used the fact that H(X | E = 0, X) = 0 because given X and also that no

error has occurred, X is no longer random. The second equation is the chain rule
(see property (2.6), here we have its conditional form)

H(X,E|X)=H(X | X))+ HE|X,X)
=H(X | X)
where we used the fact that given X and X, E is completely determined. Next, we
combine these two equations and bound some terms to obtain the desired inequality
HX|X)=PX#X)H(X |E=1,X)+ H(E | X)
<P(X # X)log(|X| — 1) + ha(P(X # X))
where we used the fact that given £ = 1, X can have at most |X|—1 values and the

entropy is always bounded from the logarithm of the number of different possible
values. |

If X is distributed uniformly, as in the hypothesis testing, we can further ma-
nipulate the previous inequality

Corollary 2.4. Let X —» Y — X be a Markov chain with X being uniformly
distributed on X. We have that

I(X;Y) +1log?2

P(X#AX)>1—

(2.12)

Proof. First we use the definition of mutual information I(X; X) = H(X)—H(X | X)
and fact that he(p) < log?2 for every p as ‘the entropy of a binary random variable.
Denote by P. the probability or error P(X # X) to save space.

log2 + P.log |X| > hy(P.) + P.log(|X] —1) > H(X | X) = H(X) — I(X; X)

Next we use the data processing inequality (2.7) which translates to I(X; X) <
I(X;Y). We also use H(X) = log |X| because X is uniformly distributed.

log2 + P.log|X| > H(X) — I(X; X) > log|X| — [(X;Y)

Therefore, the result follows. [ |
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Note that above, X was an arbitrary estimator. Inequality (2.12) has an intuitive
interpretation. A uniform random variable X has entropy log |X'|, which means that
one needs logarithmically many bits to describe it. Thus, in order to learn X from
Y with small probability of error, ¥ needs to be such that the mutual information
between the two be comparable with log | X|.
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Chapter 3

Estimation Using Many
Samples

In this chapter we define the problems examined in this thesis and start develop-
ing our results for the case where multiple samples but no queries are allowed. More
specifically, we define our noise model and state the problems examined, namely
estimation of the adjacency matrix of the unknown graph, exact estimation of edges
or triangles with high probability and approximate estimation of edges or triangles
with high probability. We derive simple estimators for these problems and analyze
their sample complexity. Also, we establish information theoretic lower bounds us-
ing the tools of Chapter 2 to show that these estimators are optimal regarding the
number of samples they use. This analysis will help in finding an appropriate query
strategy to reduce the variance of the estimation, which will be developed in the
next chapter.

3.1 The Model

3.1.1 Noise Samples

We begin by formally defining the noise model which we will be using throughout
this thesis. According to this model, there exists an undirected graph of interest
G = (V,E), where V is a set of n vertices and £ C V x V is the set of m edges,
which we call the underlying graph. A sample graph G of G is a spanning subgraph
of G which is generated by the following random process. Each vertex v € V' executes
an independent Bernoulli trial with probability of success p. Let {X,},cv be those
Bernoulli random variables. The edge set E; of the sample graph contains all edges
from G that have at least one endpoint for which the Bernoulli trial failed, that is

Es ={(u,v) € E(G) | X, =0V X, =0}

The interpretation of this model is the following. Social networks are undirected
graphs which have a vertex for every user and an edge between each pair of friends.
Our model describes the process of hiding friends from the public. More specifically,
each user decides whether to hide her friends list and if a pair of friends make
this decision, their connecting edge becomes invisible to the public. We model the
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decision of hiding friends as a random experiment with known probability of success
p. We will often call the vertices for which the random trial succeeded hidden and
the vertices for which it failed wvisible. This graph generating proccedure can be
seen as the definition of a probability distribution on all graphs with n vertices.
This means that given a graph G we just defined a probability distribution P(G)
according to which each sample graph is generated with a corresponding probability.
A generalized version of this model would require a different probability p, for
each user and additionally these probabilities would be unknown, but this would
complicate significantly the estimation tasks.

3.1.2 The Oracle

Our algorithms will have access to one or more samples of the form discussed
above as well as additional oracle access to GG. The oracle responds to a query for
a vertex v € V by returning the neighborhood of that particular vertex in the
underlying graph I'(v) = {u € V | (u,v) € E}. Clearly, visible vertices already
reveal their true neighborhoods in the sample graphs and thus it would be feckless
to query for them. However, it is stressed that our algorithms do not have knowledge
of the Bernoulli trials vector X = (X,,,...,Xy,) and thus do not know which are
the visible vertices.

3.2 General Objectives

N sample graphs G1,...,Gy are revealed and the algorithms have additional
query access to the underlying graph G. The problems examined are that of esti-
mating parameters of the underlying graph G. In this thesis we will mainly focus
on the following parameters.

1. Adjacency matrix or graph estimation. Given a confidence parameter
d € (0,1] the goal is to find a graph G with n vertices such that

~

P =G)>1- 1
le.yGNNPG(G G) > o (3.1)

2. Exact edge estimation. Given § € (0, 1] the goal is to find an estimator m
for the edges of the underlying graph m = |E(G)| such that

P n = >1-96 3.2
G17---,GNN7’G(m m) - ( )

3. Exact triangle estimation. The same for estimating the number of trian-
gles. This can be generalized to any arbitrary subgraph occurrences estimation.

4. Approximate edge estimation. For every ¢, € (0,1] we seek to find an
(e,9)-estimator, that is an estimator m for the edges of the underlying graph
m = |E(G)| so that the relative error is small with high probability

P h—m|<em)>1- 3.3
o p I —ml < em) = (3-3)
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5. Approximate triangle estimation. The same for triangles.

For all these estimation tasks we will be interested in the sample complexity
which is the number of samples required to obtain the stated guarantees and the
query complexity which is the number of queries required. Essentially we would
like to study the trade off between sample complexity and query complexity, as it is
intuitively apparent that samples reveal a lot of information which may be redundant
while queries have the potential to reveal less but more relevant information. Thus,
with a few sample graphs we should be able to learn the graph well enough in order
to decide which vertices are critical for the property under examination.

3.3 Learning the Underlying Graph

We start our study by examining some simple estimators for the problems listed
above, which use only samples of the underlying graph and no queries. This study
gives some insight about the sample complexity of the estimation problems men-
tioned above, as well as ideas on how to improve them by allowing vertex queries,
which will be done in later chapters.

3.3.1 Maximum Likelihood Estimator

First, we examine an estimator of the whole underlying graph. Such an estimator
needs to determine the edge set of G, with high probability. Every sample is a
subgraph of the underlying graph, meaning that every edge observed is a real edge
of the underlying graph while every pair of vertices with no observed edge between
them could potentially have an edge in G. Consider the simple estimator of taking
the union of all sample graphs Gi,...,Gy. This seems like a very natural choice
which is supported by the following proposition.

Proposition 3.1. The union estimator is a mazimum likelthood estimator for the

underlying graph G.
N

(@)L = U G

=1

Proof. For the proof we need to argue that including more edges to G than those
observed in the samples can only reduce the likelihood. Because of the fact that n is
fixed, a graph is solely described by its the pairs of vertices connected by edges. For a
sequence of graphs gi,...,gn let ; = (e,}, e efv ) be a binary vector that describes
the edges of those graphs as following: each element eg is one if and only if the i-th
pair of vertices is connected by an edge in the j-th graph, where i € [n(n—1)/2] and
J € [N]. With capital letter we will denote the same vectors regarding the observed
sample graphs. Next we define the likelihood function £(g1,...,g9n ; G) and show

that it is maximized when G = UY, g;.

L(g1,---,98; G) =P(G1=g1,...,GN =gn | G)
= P(El =€1... 7En(n71)/2 = €n(n-1)/2 | G)
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n(n—1)/2
= H PE; =€ |Ei-1 =ei_1,...,E1 =€,G)
i1

We need to choose GG such that it does not miss any edges from those of Ui]\;l Ji,
because otherwise the likelihood becomes zero. In addition, suppose we include in G
an edge that has not been observed in any sample, say we include the i-th pair. Then
the corresponding factor from the product above P(E; = e; | E,_1 = €;_1,...,E; =
e1, G) will be less than or equal to one, where if we had not included this edge, the
factor would be equal to one. This shows that the likelihood may drop if we choose
more edges than those of the union and concludes the proof. |

After we showed that the union is a maximum likelihood estimator, we would
like to find how many samples it takes for that estimator to obtain low probability
of error. The way this estimator works is that by taking many samples, the chances
of each vertex to become visible in some of these samples increase and if the number
of samples is great enough, then all vertices will show their true neighborhoods. A
simple analysis shows that ©(logn) samples suffice for that purpose.

Proposition 3.2. Let § € (0,1]. If the number of samples is N > log(n/d), it holds
for the union estimator G = UG, that

A~

P (G=G)>1-6
G1,....GN~Pg

Proof. We bound the probability of wrong estimation. Denote by {X,},ev the
Bernoulli random variables associated with the vertices of the graph.

P (G#G)< P [BueV:Xl=1,...,XN=1]

G1,...GN~Pc ~ G1,....GN~Pg
< P Xl=1..,xN=1
B Z G1,---,GN~7’G( “ ’ T )
ueV
<6

where we used union bound for the second inequality. The last inequality comes
from the fact that N > log(n/é). [ |

From the proof above it becomes more clear why a union of many samples is
more representative than one sample, more specifically how it is improved as the
number of samples increases. This is an observation that will be used later.

Remark 3.1. The union of many, say N, samples can be considered as a single
sample generated by the same noise model, but with smaller probability for the
vertices to be hidden, specifically with p' = p™.

3.3.2 Lower Bound

Now that we provided a first estimator for the adjacency matrix of the underlying
graph and we upper bounded the sample complexity of this problem, the next
natural step towards getting insight about the problem is to examine the optimality
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of that estimator, before seeking for more advanced ones. Also we hope that through
that study we will be able to answer questions regarding the sample complexity of
the estimating problems stated at the start of the chapter, something that will be
discussed later in this chapter.

Definition 3.1. The sample complexity of estimating the adjacency matriz is a
function f(n,0) of the size n of the underlying graph G and the confidence parameter
6, such that every algorithm G for this task requires at least f(n) samples in order
to satisfy

VGP(G=G)>1-6

This definition is generalised for every other estimation task in this thesis. For
simplicity we will only care about the dependence on the size of the graph, equiva-
lently we may replace  with a constant, say 1/3 in the definition above. To deter-
mine the sample complexity of learning the underlying graph, we first adopt a more
intuitive and informal approach that hopefully reveals the idea behind the lower
bound construction and then we give a formal proof using Fano’s inequality and the
tools presented in Chapter 2.

Consider the class of graphs with only two vertices. Let G be the graph that has
the edge and Gy the graph with the missing edge. Define the following hypothesis
testing: A graph is chosen between Gy and G uniformly at random and is used to
generate N sample graphs X = (X1,...,Xx). An estimator G that has access to
these samples solves the problem of hypothesis testing if it correctly recovers the
decision made, that is, which graph was used to generate the samples. The estimator
may be randomized. This means that for fixed input samples the estimator produces
a probability mass over the two graphs. The samples are independent, so without
loss of generality we can assume that the estimation does not depend on the order
of the observations. In other words, if we change the order of the input samples, the
probability mass that the estimator outputs should be the same. Additionally, if we
want to consider only useful estimators we can make the assumption that if one of
the samples contains an edge the estimator gives G; as the answer with probability
one. The probability of correct estimation is

1 N 1 N
5 P (GX)=G1)+5 P (G(X)=Go)
X~PY 2 X~PY

We examine the two terms separately, (a will be a parameter of the estimator to
model its randomization). For the first term we have

P (G(X):Gl): P <G(X):G1|UXi:G1> P (UXZ-:GH)

X~PY, X~PY, X~Pey \
+ P [GX)=a X; =G P X; =G
5 (@0 =0 Yra) z (Usi-a
=1-(1—p*) +ap® (3.4)

For the second term we have

P (GX)=Go)=_P (G(X) = Go | UXi = G1> XN]I;;N (U X; = G1>

X~7>1GVO X~7>1GVO
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+ P (é(X) =G | UXZ = Go) XN]?;N (U X, = G()>

XNPIG\’O

=0+ (1-a) (3.5)

Figure 3.1. Two graphs of the family used for the lower bound when n = 8. The left
is G10100111 and the right is Goo111011-

Now consider the family of graphs (see Figure 3.1) {G, },ey with n disjoint pairs
of vertices that can have an edge between each one of these pairs (2" graphs in total).
This family is the cartestian product of families like the one defined previously. Let
V = {0,1}" be the set of indexes for the graphs of this family (a zero in the index of
the graph means that the edge associated with that particular position is missing,
where a one denotes an existing edge). The hypothesis testing is the following set
up: An index from V is picked uniformly at random according to a random variable
V. Conditioned on the choice V' = v, N samples are drawn from the distribution of
G,. The goal is to determine the value v of the index V. Let ¥ = (¥y,...,¥,) be an
arbitrary estimator for the hypothesis testing for this family (it is a n-dimensional
binary vector which has an element for each possible edge). The edges of these
graphs are disjoint, so without loss of generality we can assume that the estimator
operates independently on each pair of vertices, like the estimator described above.
In other words, we can assume that each ¥, is an estimator like the one described
previously and operates independently from the others. We have the following for
the probability of error (to avoid complicated notation we will drop subscripts and
were no confusion can occur)

(61,“.,6”)6{0’1}”

oL > P(T(X) =eq,..., U, (X) =e,)

n
(61,...,en)€{0,1}n

1
=1-5 ST D PW(X) =€) P(U(X) =€)
e1€{0,1} en€{0,1}
(independence)

“1o g Y PIXK) =) Y BWL(X) = e)

e1€{0,1} en€{0,1}
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1
:1—2n((1—p2N)+ap2N+1—a)" (from 3.4, 3.5)
=1 (Q_G—(l—a)p2N>n
- 2

It is now a matter of analysis to show that this error is great if fewer than
logarithmic samples are used. For the sake of completeness we present a proof.

Lemma 3.1. For every a € [0,1], if N < Llog Sm(sya); then 272 —a— (1 -
a)p*M )" <2/3 .

Proof. Define the function under examination

P ap) = (2= Gy

We begin by examining the case a = 0, because this is the case were the estimator
makes most sense intuitively (a = 0 means that the estimator does not output
more edges than those observed in the samples, just like the MLE estimator of the
previous section). Substituting a = 0 gives, assuming N < %log m, that

2N\ " n

Next we show that if a > 0 this quantity is even smaller than the previous case.
To see this differentiate with respect to a and observe that the derivative is negative

n

o PN —1)2—a+ (a—1)p*M)" 1 <0

0
%f(N,n,a,p) -

We have thus shown that if N = o(logn), it holds

P(Error) > 1/3
POW(X) # Gy) > 1/3

1
on o X~PY,

Jv ey P (¥(X)#G,) >1/3
X~PH,

(¥(X) # Gy) 2 1/3

Noting that the estimator ¥ was arbitrary, we have shown that for every estimator
there exists a graph such that the estimator fails to recognize it with constant
probability.

3.3.3 Fano’s Inequality

Here we prove the same lower bound formally using Fano’s inequality. This is a
method that costructs lower bounds that are expressed using information theoretic
measures, which we will need to calculate. After that, our efforts will be reduced to
bounding an analytic expression.
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Theorem 3.1. There exists an estimator G such that for every parameter § € (0, 1]
and graph G, given N = O(log(n/d)) i.i.d. samples X1,..., Xy ~ Pg satisfies
PXNPg (G # G) < 4. In addition, if N = o(logn) then for every estimator G there

exists a graph G such that IPXszgv(é #G)>1/3.

Proof. The family of graphs G = {G, },ey we consider now is smaller than the one
used in the previous section. For each index v = {1,...,n} (not to be confused
with a vertex) we define the graph G, of the family as follows. The vertex set is
{ui,...,u} U{ws,...,w,} and the edge set is {(u1,w1), ..., (Un, wn)} \ {(uy, wy)}.
Again, let V be the set of indices of the graphs and V' the random variable which
denotes which one of the n graph distributions was initially chosen. Thus the hy-
pothesis testing problem we define consists of the following: First, an index V' from
V is chosen uniformly at random and then N sample graphs Gi,...,GyN or, more
compactly, G are drawn from the distribution defined by the underlying graph Gy .
The estimator ¥ has to output the value of V' correctly, having access to only the
sample graphs. Following the notation of Chapter 2, we denote by I(V;G1,...,Gy)
or I(V;G) the mutual information between the samples and the random variable
V. The inequality we are using is (2.12) which we restate here.

I(V;G) + log2
log [V|

P(U(G) #Gyv) 21— (3.6)

We denote by Py g the joint distribution of V' and the samples, by Py the distribu-
tion of V' which is uniform and by Pg = ‘—]14 Y ovey P]GVU the joint distribution of the
samples which is a mean of the distributions defined by the graphs of the family.
We calculate the mutual information and provide some explanations about these
calculations below:

I(V;G) = Dki, ( Pvg|| PvPa)

P ~ G=g V=vw
= > P (G=gV=uv)log ( (6P G =8 ) >
(V,;G)~Py.c Paupg (G =g)Pvep, (V =)

veV,geGN
Poupy (G =g)
_ P (V=) P (G =g)log -
Sy vepy ggN GPY. P pe (G =g)

P N (G = g)
1 G~P

Z*ZZ P (G=g)log| 5 e —
n 2vevPapy (G=8g)

GNPgU n

PGNPé\’v (UiGi = g)

1
= Y GNI;P;N (U Gi = g> log | 1 YvevPaupy (UiGi=g)

n
Pq.py (UiGi = 9)
% Z’U/GV ]P)GN,])g , (UZGz = g)

I
3 |-
S
=
C
Q
|
Q
N——
5
0”
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Where, for the fifth equality we did not assumed that P(G = g) = P(U;G' = g;)
as it may seem (this is not generaly true). Instead, one needs to think that for all
sample graph vectors g = (g%, ..., ¢"V) with the same union, the argument inside the
logarithm is the same and thus we can group these terms together (the argument
inside the logarithm is n over the number of graphs in the family that can generate
the samples with non zero probability). For the next equality the terms for every
v € V are equal due to symmetry reasons and thus the first sum degenerates to
n equal terms. For the last equality, we group all possible graphs according to the
number of hidden edges. Thus Fano’s inequality (3.6) eventually has been turned
into

We now need to show that if N = o(logn), the quantity I(V;G)/logn goes to
zero. Observe that the sum can be treated as an expected value involving a binomial
random variable X ~ Bin(n — 1,p?") and use Taylor expansion to approximate it.

n—1

n—1\ ong IN\n—1—k n n
g 1-— 1 — | =E|l _—
k:O( k )p ( P 8 k+1 o8 X+1

Taylor approximation for calculating expectations. Let X be a random vari-
able and px its expectation. We can approximate the expected value of a function
of X as following;:

E[/(X)] = Bl (x + (X — jix))]
< [ ) + £ex)(X = ) + 3 ex) (X - x
= F(BIX)) + 57" (EX)) Var[X] (37)

Applying this to our case, E[X] = (n — 1)p?V, Var[X] = (n — 1)p?V (1 — p?V),
and

, 1
iz ]‘
F@ =5y

Therefore we have that

1 1 1 -1 2N 1— 2N
E |log LIS | Y log o + (n = Dp77 (1 —p” )
logn X +1 logn 1+ (n—1)p?N 2logn  [14 (n— 1)p?N)?
Now it easy to see that if N = o(logn) both terms become o(1). According to
(3.6), this means that the error P(¥(G) # Gy) goes to one as the size n increases.

Therefore, we have that for every estimator there exists a graph such that the error,
when samples o(logn) from this graph distribution are used, is high.

P(®(X) #Gy) > 1/3
IS P (w(X)£G) =18

n ~PN
o X~Pg,
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ey P (¥(X)#G,)>1/3
XNPgU

We conclude with some remarks. The idea behind the lower bound essentially
is that the union of the samples provides all the necessary information about the
underlying graph. This was made intuitively understandable by the arguments pro-
vided in the begining of the section and finally formalized in the information theo-
retic proof, where we showed that the mutual information between the underlying
graph and the sample graphs is the same as the mutual information between the
underlying graph and the union of the samples. The other observation is that the
family of graphs used to prove the bound was not really a graph with many con-
nections between its vertices but rather a collection of gadgets that served as bits
of information.

Remark 3.2. Learning a word of n bits using noisy samples, were each bit that
equals to one may be zeroed in the samples with some fized probability, needs (logn)
samples.

3.4 Exact Edge and Triangle Estimation

Having studied the graph learning problem we move to the estimation problems
of main interest in this thesis, which are counting the occurrences of fixed subgraphs
in the underlying graph. It is stressed that in this section we seek for estimators
satisfying the guarantee (3.2). We again intend to start from simple estimators
for each problem, examine their sample complexities and compare them with the
sample complexity of the estimation problems. It may seem plausible at first that,
depending on the property of interest, its estimation will have different sample
complexity. For example, learning the number of edges seems less demanding than
the number of triangles and the latter seems less demanding than estimating the
number of circles of length 5 or the diameter of the graph. Thus, through our study
of sample complexity, we would like to approach the following problem.

Question 3.1. Is the sample complexity of estimating global properties higher than
the sample complexity of estimating local properties?

Or perhaps the more ambitious question:

Question 3.2. Can the sample complexity of learning properties of graphs charac-
terize them in any way?

Our analysis gives a negative answer to those questions as we again derive lower
bounds that are logarithmic in the number of vertices of the graph, which are the
same as the bound for learning the whole graph. This means that, at least for the
properties examined here, their exact estimation is not easier than learning the
graph.
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3.4.1 Upper Bound

One estimator for counting subgraphs exactly would be to use the union esti-
mator and return the number of edges observed in the union of the samples. With
©(log(n/d)) samples, the structure of the graph can be learned with probability at
least 1 — §. which provides a naive estimator for every graph property. It remains
to show that the lower bound matches this upper bound.

3.4.2 Lower Bound

We derive a statistical lower bound, again using the machinery presented in
Chapter 2. We search for the family of graphs for the construction of the bound by
searching for the most difficult input for every estimator. In other words, we want
to find graphs that have different value of the property of interest but are similar
and thus hard to be distinguished.

Theorem 3.2. There exists an estimator 1 such that for every § € (0, 1] and graph
G, given N = O(log(n/d)) i.i.d. samples Xy,...,Xn ~ Pg satisfies Pxpy (m #
|E(G)|) < 6. In addition, if N = o(logn) then for every estimator m there exists a
graph G such that Pxpy (m # |E(G)|) > 1/3.

Proof. For this proof, we use a binary hypothesis testing. Let Hy be the null hy-
pothesis and H; the alternative hypothesis. We describe the graphs associated with
each hypothesis. For Hy the underlying graph is a matching. More specifically, its
vertex set is {u1,...,up} U{v1,...,v,} and its edge set is {(u1,v1),..., (Un,vn)}.

H, is a composite hypothesis, that is, in this case a graph is selected uniformly
at random from the family of graphs {G;}!' | where the i-th graph is a matching,
like the graph of the null hypothesis, but with the i-th edge missing (this is the
same family used in the previous lower bound).

Each hypothesis is selected with probability 1/2 according to a random variable
V. If there exists an estimator m that guarantees P(m # m) < 0 with N = o(logn)
samples then we could use it to test the hypotheses presented above with error
probability less than §. However we will show that solving the hypothesis testing
with arbitrarily small probability of error, say 1/3, requires Q(logn) samples and
thus the edge estimator mentioned before cannot exist.

Let P; be the joint distribution of the samples defined by the graph of the
null hypothesis and P2 be the joint distribution of the samples if the alternative
hypothesis is selected. Also, let ¥ be an arbitrary estimator for this hypothesis
testing. From Le Cam (2.10) and Pinsker (2.5) we have the bound:

P AV)= S P A0+ P A1)
= 5 (1= P2 = Pillzv)
> % (1 — \/;DKL(P2HP1)> (3.8)

It remains to calculate the KL-divergence between the joint distributions. For the
alternative hypothesis, observe that the corresponding distribution Ps is a mean over
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the distributions defined by the family {G;}}_, because a graph of this family is
chosen uniformly at random to generate the N samples. Thus Py = % Yoy P]GVi . Let
Ji,...,9N be N graphs that belong in the support of the two graph distributions,
that is, they are matchings with a number of edges that could be ranging from 0
to n — 1 (because a graph with n edges can be generated only by P;). If k of the
n possible edges are missing from all g1,..., gn, the probability each distribution
gives to this sequence is

2Nk(1 ZN)n—k

Pi(g1,....9n) =D» —p

2N(l€—1)(1 2N)n—k:

P2(91»-~~agN):ﬁp -p
n

where for the second distribution the factor 1/n exists because the underlying graph

is selected uniformly at random from a family with n graphs and the factor k is

there because k graphs of this family can generate the sequence (each with equal

probability). The KL-divergence is then

Pylgr, ...,
D (PollPr) = > Pz(gla---,gN)10g<fM)

w (91,---,9N)
k 2N (k—1 2N \n—k k
- Z( ) (1= p™)" " log npeN
where for the last equality we grouped the vectors g = (¢g1,...,9n) according to

the number of edges k missing from the union U, g;. Thus the lower bound (3.8)
becomes

n

1 1 n\ k k
P > 11— - Zp2N(k=1)(1 — p2N)yn—k
(T#V) 23 5 ) <k>np (1 = p*N)"=Flog (np2N)

k=1

Again, the construction of the lower bound reduced to bounding an analytic
expression. To see that the series go to zero with n if IV is less than logarithmic,
observe that the sum can be written as the expected value of a Binomial random
variable X ~ Bin(n,p?"), more specifically, we can write

n

n\k on-1 2N \n—k k 1 X
Z(k)np (k=1) (1 — p?N =k g sv | = —v E | X log Iy

el np np

For the random variable X we have that E[X] = np?" and Var[X] = np?" (1—-p?V).
We approximate the above expectation by keeping the first two terms of the Taylor
expansion, that is, we use (3.7) where

f(z) = zlog (np”;N>

fw) =~

From this process we get the following

1 & | X np 1 np2N N 1 anN(l _ pQN)
T E|Xlo o - AP )
npeN &\ np2N npeN 08\ p2N 2 (np?V)2
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1-— p2N n—00

0
2np2N N=o(logn)

=0+

Therefore, we showed that if N = o(logn) samples are used, every estimator
for the hypothesis testing has probability of error that goes to 1/2. This means
that for big enough n, say n > ng, it holds that P(¥ # V) > 1/3 and because
P # V) = $Ppy(V # 0)+ 1 Py, (¥ # 1), we get that for some i = {0, 1} it is true
that Py, (¥ # ¢) > 1/3 which concludes the proof. [ |

An observation, relevant to the previous bound about learning the underlying
graph is that then we examined how many samples it takes to learn the labeled
graph. Here we derived that the same holds true about learning the unlabeled graph.

Corollary 3.1. The sample complexity of learning the unlabeled underlying graph
is ©(logn).

3.4.3 Triangle Estimation

The previous lower bound can be directly generalized for triangle estimation or
even arbitrary subgraph occurrences estimation. The reason is that the underlying
graphs used in the proof consisted of disjoint gadgets serving as bits of information.
Instead of using edges as those gadgets, we can use triangles or other small fixed
graphs and obtain the same bounds for the corresponding estimation problems.
Thus, we do not repeat the full proof here but we only point out the changes
needed to generalize it.

The hypothesis testing for the triangles is the following. The graph for the null
hypothesis Hy has vertex set {uy,...,u,}U{v1,...,v,} U{w1,...,w,} and edge set
s, 00) Yy U { (v w0) Yy U {(wy ) V.

The alternative hypothesis H; is again a composite hypothesis, where a graph
is selected uniformly at random from the family of n graphs {G;}_; where the i-th
graph is defined like the graph of the null hypothesis with the only difference that
it misses the i-th triangle (it misses all three edges of that particular triangle).

If we had a triangle estimator 7" such that P(T' # T') < 8, we could use it to test
which hypothesis holds with probability of error at most § but we will show that
the former task requires Q(logn) samples to achieve arbitrarily small probability
of error. Analogously to the case of edges, let P1, Py be the joint distributions of
the samples conditioned on each hypothesis. The only change in the calculation of
Dx1, ( P2|| P1) now is the fact that a triangle becomes entirely hidden with probabil-
ity p3 instead of p? and therefore, for a graph sequence g1, ..., gy such that Uf\;1 g
has k missing triangles (we will call a triangle missing if all of its edges are missing)
the two distributions produce it with probabilities

P1(91,~ N ’gN) :p3Nk(1 7p3N)n—k

- .
P2(91>"'79N) = Ep:sN(k 1)(1_p3N) b

and the proof continues with the only difference p? < p3.

Remark 3.3. Estimating the number of squares or, in general, appearances of a
fized subgraph inside the underlying graph has the same sample complexity for the
same reason.
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Remark 3.4. We actually proved that learning the number of triangles in the
complementary graph needs Q(logn) samples.

3.5 Approximate Estimation of Edges

In this section, we are interested in approximating the number of edges m of the
underlying graph. More specifically, we would like to have an estimator m such that
(1 —e)m <1 < (1+¢)m with probability at least 1 —§. While, the main objective
of this thesis is to examine triangles or other induced subgraphs, we start from
edge estimation mainly for two reasons. The first one is that the number of edges
is more closely related to the degrees of the graph, which are somewhat preserved
in the samples (the degree of each vertex is either the same with its degree in the
underlying graph or follows a binomial distribution) and thus edge estimation is
more natural to start with. The second reason is that we will develop a unified
approach for all these estimation problems based on the simpler case of the edges.
Again, we note that thought this chapter we will be considering estimators having
access only to samples of the underlying graph.

3.5.1 Mean and Variance

Let G = (V, E) be the underlying graph, denote by m the number of edges of the
underlying graph |E(G)| and by G the sample graph. Denote by {X,},cv the set
of independent Bernoulli random variables with probability of success p, associated
with each vertex. X, = 1 means that vertex v decided to hide his neighborhood in
the sample graph. We define a random variable Y/, .,y = X, X, associated with each
edge (u,v) € E. Similarly Y, ,) = 1 if the edge (u,v) is hidden in the sample graph
(which happens with probability p?) and Y(u) = 0 otherwise. These random vari-
ables are not independent if they correspond to edges that share common vertices.
The number of edges in the sample graph is [E(Gs)| = >_.cp(q)(1 — Ye) which has
mean

EIEG)) = 3 E[1-Y.)]=(1-p)m
e€E(Q)

Therefore, dividing by 1 — p? gives an unbiased estimator for the number of edges

FE(G
1—p?
Next we calculate the variance of this estimator. The variance of the number of
visible edges in the sample graph is

Var <Z(1 - Ye)) = Var (Z Ye> = ZVar(Ye) + Z Cov(Ye, Ye)

e€R eckl eck e#e!

Each term is examined separately. For the variance of each edge we have that
Var(Y,) = p?(1 — p?). For the covariance terms, if e and ¢’ are disjoint edges the
term is zero as they are independent random variables. However, in case they share
a common vertex, for example e = (u,v) and ¢ = (v, w) then

Cov(Y,, Yor) = E[Y,Y,] - EY,]E[Y,]



3.5. APPROXIMATE ESTIMATION OF EDGES 35

= E[X, X)X, — E[Y] E[Ye]

— B[X,X,X,] - E[Y,]E[Y.]

— 0% — pp?

=p*(1-p)
To finish the calculation we must find how many dependent pairs of edges exist.
Fix a vertex u and denote by dg(u) its degree in G. The number of correlated edge

pairs with u as the common vertex is dg(u)(dg(u) — 1) (each pair counted twice as
needed). Therefore

ar(Zi’e):pZ(l— m—f—ZdG - 1)p’(1 - p)

eclk ueV

=p*(1=pY)m —2p*(1 = p)m+ > _ dg(uw)p*(1 - p)
ueV

=p’ (1 —p’m+p*(1—p) > d&(v)

veV

This is the exact expression for the variance. However, we will mostly need just
an upper bound of it which we derive by using dg(v) < d%(v) as follows.

. (z ye) L2 S 0 + 50— ) Y o)
ecE veV veV
% )Y v (3.10)
veV

Therefore, the variance of the estimator m is bounded from a term proportional
to the sum of squares of degrees.

2
Var(m) < 2 1 — Z dg
UGV

The e-relative error we are interested is directly related to the variance via the
Chebysev’s inequality (2.1). An application of the inequality gives

Var(m) < p? Y vev d%(v)
e2m? — 2e2(1 —p?) m?

P(|7n — m| > em) <

From these calculations, we see that if p gets closer to 1 the bound gets worse
as expected because if p is almost 1 then the sample should be very close to empty
and the variance should be huge. Another conclusion is that it is the fraction
> vev d&(v)/m? that determines the success of our estimator. If it is the case that

ey 46 (v)

m?2

1— 2
< 2p
p
then we have an € — § estimator. There are cases where this is true, for example

having a d-regular graph as the underlying graph. In this case Zi’%?d%(v) =0(1/n)
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and thus we can have ¢ — ¢ estimation for very small values of € and §, even for
€26 = O(1/n). Another example of practical interest because of their similarity
with real world networks are power law graphs [BT16], that is, graphs with degree
distribution py = ck™7 for v typically in (2,3). It can be shown that for them the
estimator’s error decreases with n. On the other hand, the worst case is when the
underlying graph is a star where the fraction Ev%fé(“) = ©(1). The fact that each
vertex contributes to the variance proportionally to its squared degree will motivate
us to believe that by choosing a few high degree vertices and querying for their true
neighborhood will be enough to bring the estimation error down to §, but this will
be extensively discussed in the next chapter.

3.5.2 Upper Bound

Even if the underlying graph is a star, by drawing many samples from the
distribution and using their union as more accurate sample, we can reduce the
probability of error. As already noted, the union follows the same distribution with
the only difference that the parameter p (the probability for each vertex to hide its
neighborhood) is exponentially reduced. Thus p is replaced with p” where N is the
number of samples.

2N d2 v
P(jii — m| > em) < 252(f_p2N) E“ELQG( )
_ 2p2N ZUGV dé(v)
S0P (Tey da(v)”
- 2p2N
~e2(1-p)
<4

if N > %log (Wi—p)) samples are used. Note that the samples needed depend on

€,6 and p in a way that if p approaches 1 the quantity goes to infinity, as expected.
Therefore, we proved the following.

Proposition 3.3. The sample complexity of obtaining an (&, 6)-estimator for the
number of edges is O (log (52%)) samples.

3.5.3 Lower Bound

In order to avoid multiparametric bounds, we focus on the dependence on the
parameter ¢ only (equivalently we can replace § with 1/3 and p with some other
constant) to show that the lower bound mathces the upper bound of log(1/¢) given
previously. We will reduce the estimating problem to a hypothesis testing problem
as demonstrated in Section 2.5. This is essentially the same procedure as in the
proof of Proposition 2.5, with the difference that here we are not dealing with the
minimax error but with the e-relative error. The same reduction can be found in
other works too, such as [Hub17].

Proposition 3.4. Every estimator m that satisfies wapg(\m(X) —mg| > emg) <
1/3 for every graph G needs N = Q(log(1/¢)) samples.
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Proof. Consider the following hypothesis testing that is very similar to the one
presented in the last lower bound construction. The graph for the null hypothesis
Hyj has vertex set {uq,...,u,} U{vi,...,v,} and edge set {(u;,v;)}I" 4, that is, the
graph is a matching with n edges.

The alternative hypothesis H; is a composite hypothesis, where a graph is se-
lected uniformly at random from the family of all graphs that are defined like the
graph of the null hypothesis with the only difference that they have n(1—¢)/(1+¢)
edges instead of n.

Suppose there exists an estimator m that satisfies IP’XNPév(]m(X) — mg| >
emgq) < 1/3 for every graph G, with N = o(log(1/¢)) samples, to derive a contra-
diction. We can use this estimator to solve the hypothesis testing with probability
of error less than 1/3. Indeed, define the testing function ¥ to be

W(X) = 0, m(X)>n(l-e¢)
m(X) < n(l—e)

It can be easily seen that the error of this estimator (were we will denote by V'
the random variable that determines which hypothesis is selected), P(¥ # V) =
5P, (¥ # 0) + 2Py, (¥ # 1) is less than 1/3 because each term is less than 1/3.
For example the first term is

g;(\ll #0)=P(m((X) <n(l—¢))=Pm(X)<m(l—-¢)) <1/3

If we choose ¢ = 1/(2n — 1), the graphs of the null and alternative hypotheses
have n and n — 1 edges respectively. This is the hypothesis testing examined in
the proof of Theorem 3.2, where we showed that (logn) samples are required for
this hypothesis testing problem to be solved with probability of error less than
1/3. However, we assumed before that the estimator we used works with o(loge™1)
samples which is o(logn) if e = 1/(2n — 1). We get a contradiction. [ |

The two propositions combined determine the sample complexity of approximate
edge estimation.

Theorem 3.3. There exists an estimator m such that for every €,§ € (0,1] and
graph G with m edges, given N = O(log(1/28)) i.i.d. samples X1,..., XN ~ Pg
satisfies ]PXNPvaﬂm —m| > legem) < §. In addition, if N = o(loge™?!) then for
every estimator m there exists a graph G such that IP’XNPg(|m —m|>em)>1/3.

3.6 Approximate Estimation of Triangles

We extend the previous efforts to obtain the same guaranties for the case of
estimating triangles. We will essentially show that the same approach gives simi-
lar results and the difference is a slightly higher level of complexity regarding the
calculations involved. In particular, as it will be seen below, the expression for the
variance of the estimation here is a direct generalization of the corresponding ex-
pression for the triangles.
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3.6.1 Mean and Variance

Let X, ~ Bernoulli(p) be the random trials associated with each vertex v € V'
and T the set of all triangles of the underlying graph G. Also, let G5 be a sample
graph and T'(Gy) the set of its triangles. For each triangle ¢ € T define the indicator
random variable that equals to one if and only if the triangle is hidden from the
sample graph.

1, t¢ TGy
"o, teT(Gy)

We calculate the expected value of the total number of triangles in the sample graph
|T(Gs)| = > ,er(1 = ;). To do so, note that the probability for a triangle (u,v,w)
to be visible is

P(X, + Xy + X > 2) = P(Xy + Xy + X > 2) + P(Xy + Xy + X > 3)
= 3p*(1 —p) +p* = p*(3 — 2p)

Therefore the expectation we are interested in is

Ehju—n>

teT

= [T)(1 - p*(3 = 2p)) = |T|(1 - 3p° + 2p°)

Dividing by the factor 1 — 3p? 4 2p? gives an unbiased estimator for the number of
triangles

T(Gs)|

po TGl
1—3p? +2p?

Next we calculate the variance of the number of triangles in the underlying graph

Var (Z(l - Yt)> = Var (Z Yt> = Var(Yy) + Y _ Cov(¥;, Yy)

teT teT teT £t

For the first terms we have that

Var(Y;) = E[Y?] — E[v;]?
= E[Y}] - E[V3]?
= E[Y;](1 - E[Y])

3p? — 2p° — 9p*t + 12p° — 4p°

For the covariance terms, we have that the following depending on the number of
shared vertices.

1. If the two triangles are disjoint, then the corresponding covariance term is
ZETro
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Figure 3.2. Pair of triangles with one shared vertex and pair with one shared edge.

2. Tt t and t' share a common vertex (it does not matter which of the three)
according to Figure 3.2, then Cov(Yjjk, Yim) = E[YijrYim| — E[Yijr) E[Yim] =
E[YijkYim] — (p*(3 — 2p))? where

ElYijrYim] = P(Yije = 1, Yim = 1)
=PYijr =1,Yum =1 Xi = p+P(Yije = 1, Yum = 1| X; = 0)(1 — p)
= (P* +2p(1 —p))’p+p*(1 - p)
= (4= 3p)p’

Therefore, Cov(Yjjk, Yiim) = 4p3(1 — p)? in this case.
3. If t and #' share two common vertices we have that

E[YijkYim] = P(YijiYim = 1| X; = 1, X; = 1)p?
+2P(YijrYam =1 X; =0,X; = 1)p(1 —p)
+ P(YijeYimm = 1| Xi = 0,X; = 0)p(1 — p)®
=p* +2p°p(1 — p)
=p*(1—p)*(1 +4p — 4p%)

Therefore, Cov(Y;jk, Yim) = p*(1 — p)*(1 + 4p — 4p?) in this case.

The goal is to find a concrete expression for the variance, a formula that would
be analogous to the case of edge estimation. In edge estimation we had the sum of
squares of degrees. Here, instead of degrees we will have the number of triangles
incident to each vertex, which are, in a way, "triangle degrees”.

To begin, observe that the covariance term for triangles t1,ts for both of the
cases presented above can be written as

4p3(1 — p)3, one shared vertex

Cov(Yy,,Y,) =
(¥, ¥eo) {4p3(1 —p)3 4+ p*(1 — p)?, two shared vertices

This means that the term for the case of two shared vertices is equal to the term
for the case of one shared vertex plus another term. Using the adjacency matrix A
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of the underlying graph, we have the following for the sum of all covariance terms

D Cov(Yy, Ye)=> 4*(1-p A[ ]<A3[2 ]—1>

k#l veV

+ Z A?[u, 0] (A2[u,v] — 1) (p2(1 —p)? —4p*(1 —p)3)

(uv)EE

To provide an explanation for the above expression, fix a vertex v. The value of
A3[v,v] is equal to twice the number of triangles incident to that vertex. For each
pair of such triangles 4p3(1 — p)? must be added. However, there may exist triangles
that share two vertices. For those pairs, we must add an extra p?(1—p)2. The number
of those triangles are determined by A2. The reason 4p®(1 — p)? is subtracted is
because the triangles that share a common edge, also share a common vertex and
thus 4p®(1 — p)? has already been added twice (one time for each endpoint of the
shared edge).

By some extra algebraic manipulations, we obtain a final expression of the vari-
ance.

ar (Z Yt> = Tl4p*(1 = p)* +p*(1 = p)* Y (A%[v,0))> +p°(1 = p)*(1 = 2p)* D (A%[u,0])?

teT veV (u,v)EE

Denote by A(v) the number of triangles of G that are incident to vertex v and
by A(u,v) the number of triangles of G that include the edge (u,v) € E. We
will use these instead of the adjacency matrix and also we will use the fact that
IT) =3 ,cv A(v)/3 as well as A(v) < A*(v) to obtain a simpler upper bound of the
variance.

ar (Z Y) - §p3<1 — P S A)

teT veV
+4p Z)\2 1—2p Z )\2uv
veV (u,v)EE
4
< 50— Y ) + 40— X R
veV veV
+p°(1=p)’(1=2p)° > N(u,v)
(u, U)EE
<6p Z)\2 1—2p Z )\2uv
veV (u,v)EE

Finally we can express the e-relative error using Chebysev’s inequality (2.1).

Var(T) < c(p) ZUGV )\2(1)) + c2(p) Z(u,’u)eE )‘2(u7 v)

e2xr? — ~272
where ¢1(p) = 6p°(1 — p)*/(1 — 3p* + 2p*)? and e2(p) = p*(1 — p)*(1 — 2p)*/(1 —
3p? + 2p3)? are constants depending only on p.

The expression for the variance shows that the crucial fractions from which the
estimation’s error depends are >, ., A*(v)/T? and 2 (u)eE A2(u,v)/T?. Again,

P(|T —T| > eT) <
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for certain underlying graphs such as regular graphs, these quantities are o(1) and
thus the estimation has error that naturally goes to zero. However, the worst case
here would be to have a graph with vertex set {v} U {u1,...,u2,} and edge set
{(v,w:)}2% U {(ui, uzn—i+1)}y, that is, n triangles sharing one central vertex v.
In this case the upper bound becomes constant. A query strategy discussed in the
following chapter will focus on eliminating these vertices of high "triangle degree”
from the variance.

3.6.2 Upper Bound

Similarly to the edge estimation case, if N samples are available, we can use their
union to improve the error of estimation. The reason is that if we use the union,
the parameter p will be replaced by p", and thus the variance will be reduced
exponentially in the number of samples, as we show below. Using the fact that

Z(Uﬂ))eE A2 (u,v) < Y vev A2(v) and that c1(p™) < 6p3N /(1 —3p% +2p3)?, ca(pV) <
p?N /(1 — 3p% + 2p®)? we have

N 2 N 9
r C1\p ) (v +c P w A U, V
P(|T —T| > eT) < 1P7) 2uey X(0) 52;(2 ) X uwyer X (4, 0)

_ [a0™) + M) Soer X0)
- g27?2
6p°N +p2N 9N oy A% (v)
(1=3p* +2p°)2 2 (3, A(v))?
9(6p3N + pQN)
— (1 _ 3p2 + 2p3)252
9p2N
(1 — 3p? + 2p3)2e?

~

By demanding that this expression is less than § and solving the inequality, we find
that the number of samples N must be at least logarithmic in e 72§71, We state this
conclusion below.

Proposition 3.5. The sample complexity of obtaining an (g, d)-estimator for the
number of triangles is O (log (6%5))

3.6.3 Lower Bound

To avoid repeating the same proofs, we state that the same lower bound of the
case of edge estimation holds true for triangles as it can be shown in exactly the
same way.

Proposition 3.6. Every estimator T that satisfies PXNPév(]T(X) —T|>eT)<1/3
for every graph G needs N = Q(log(1/¢)) samples.

Theorem 3.4. There exists an estimator t such that for every ,5 € (0,1] and
graph G with t triangles, given N = ©(log(1/£26)) i.i.d. samples X1,...,Xn ~ Pg
satisfies PXNPg(|f —t| > et) < §. In addition, if N = o(loge™!) then for every
estimator t there exists a graph G such that IP‘XNPJGv(|f —t| >et)>1/3.



42

Remark 3.5. These conclusions should also hold for other subgraphs such as circles

of length more than three. The expression of the variance should be easily generalized
for these cases and the same logarithmic bound should hold true.
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Chapter 4

Estimation Using Two Samples
and Some Queries

In this chapter we allow oracle access to the underlying graph in addition to the
samples. More specifically, the learning algorithms may perform queries to learn
the true neighborhood of vertices which they choose. Based on the analysis of the
variance done in Chapter 3 we specify which are the critical vertices for the proper-
ties examined and we design query strategies to eliminate their contribution to the
estimation’s error. The resulting estimators require two full samples of the under-
lying graph and perform a number of queries that depends only on the parameters
of accuracy and not the size of the graph. The result is summarized below.

Theorem 4.1. (Informal) There exists an estimator m which uses two samples and
k= 0(e7267Y) queries and satisfies P(|1 — m| > em) < 6.

For the triangles, we get a somewhat weaker guarantee.

Theorem 4.2. (Informal) There exists an estimator T which uses two samples and
k = ©(e7267Y) queries and satisfies P(|T — T| > eW) < &, where W is the total
number of wedges in graph G.

4.1 Query Strategy

Based on the observations and conclusions of the previous chapter, we start
designing the strategy for selecting which vertices to query. As a warm-up we first
study the behavior of the e-relative error of the edge estimator m = |E(G5)|/(1—p?),
which is restated here.

2 2
N p E:vev dG(U)
P — <
(lIm—m| >em) < 52201 — ) "

in order to find out which are the cases where this error is naturally decreasing with
the size of the graph (and thus the need for queries is obviated) and how do the
graphs that do not belong in these cases look like. Some observations on this matter
are the following.

Claim 4.1. If m = w(n), the estimator’s relative error (without queries) asymptot-
ically vanishes.
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Proof.
S Rw= Y (de(w) + do(v)) < 2mn
ueV (u,v)€E
2 =w(n
ZLC;(U) < 22 LU> 0
m m

This shows that if it is the case that m = w(n), then no queries are needed to
correct the estimator, as it already has zero error asympotically. We will now show
that in any other case, that is, if the error is initially high, then only a constant
number of vertices is responsible for that.

Claim 4.2. Assume that Yo dz(u)/m? = O(1). Then, there exist k = O(1)
vertices of degree O(m).

Proof. Let us assume that all degrees are o(m) to derive a contradiction.

> A% (u) _ 2w (da(u) + da(v)) < o(m)m

2 — m2

m?2 m

which means that >, d%(u)/m? — 0. Therefore, there must be a vertex with
degree ©(m). Additionally, the number of vertices of such degree cannot be more
than constant. ]

This suggests that every hard instance must look like a small collection of stars,
which is what was intuitively expected. Using the fact that each vertex we query
"disappears” from the variance (which we will show through the analysis later), we
get that the number of queries needed to reduce the error of estimation is indepen-
dent of the size of the graph.

Based on the previous discussion, the ideal scenario would be to query for the
vertices of highest degree in the underlying graph. However, the underlying graph
is unknown and thus this is an unrealistic set up. Nevertheless, we are going to
analyze it, because, we will later show that using the same strategy applied on the
sample graph, the results are similar (because we will show that the degree ranking
does not fundamentally change in the sample graph).

Notation. For every set S of vertices, let G[S] denote the subgraph that is
induced from the set S, that is, the subgraph which has S as its vertex set and
{(u,v) € E(G) |u € S,v € S} as its edge set.

Let Q be a set of vertices to be queried, which we will call query set. For the
reasons explained, for now we will assume that the query set is deterministically
specified. Define the estimator

m = Z llueQVoveQ)+ 12 Z 1(e € E(Gy))

1—
e=(u,v)eE P e€E(GIV\Q))

This estimator is unbiased, as we have that (note that @ is not random)

)
Biij= 3 1weQvoeQ+ 3 1wgQugQr—Lt=m (41)

(u,v)EE (u,v)EE I=p
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Now we calculate its variance to show that the vertices from ) “disappear” from
the formula we gave in the previous chapter. Since the first term is deterministic,
its variance is zero, thus we examine the other term

Var Z (1-Y.)| = Var Z Ye

ecE(GIV\Q)) e€E(GIV\Q))

(3.10) 1
= 5172(1—292) Z dgpng (v)

veV\Q

< -7 Y ) (42)
veV\Q

This shows why the queried vertices disappear from the variance. We conclude by
bounding the number of queries needed to bring this variance divided by 2m? (that
is, the estimation’s probability of e-relative error) down to ¢. Claim 4.2 suggests that
this number is constant. A more precise bound depending on the parameters ¢, J is
1/€%5, which is stated as Lemma 4.3.

4.2 Analysis of the Estimator

Having analyzed the “optimal” query strategy, where the highest degree vertices
of the underlying graph are queried, we move to the more realistic set up where we
need to approximately find those vertices from the sample graph. The strategy here
is to apply the same selection rule to the sample graph. It remains to prove that
this is a good approximation.

We first give a complete description of the estimator. Suppose we are given
two independent samples G1,Go ~ Pg. The first sample will be used to determine
the query set and the second to calculate the estimation. The reason we require
different samples is that technical difficulties arise when the query set is statistically
correlated with the sample graph, which are discussed at the end of the section. From
the first sample G1, a query set Q(G1) of the k highest degree vertices is determined.
After the set @ is queried, all the neighborhoods {I'¢(u) | v € @} become known
(we will use subscripts to be clear about which graph we consider each time). Then,
the second sample is used along with the information from the queries to output the
estimation which is calculated by counting the edges that are adjacent to @ (first
term below) and the edges of the second sample graph after the removal of the set
Q@ from it (second term)

m= Y 1LuecQG1)VveQ(G)) + . ! 5 Y. 1€ E(Gy)) (43)

(uw)EE(G) P" ccapha

Lemma 4.1. For the expected value and variance of the estimator we have the
following
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Var  [m] <c(p) E > dy(w)
G1,G2~Pg G1~Pg wEV\Q(G1)

where ¢(p) depends only on the parameter p of each vertex to hide.

Proof. We use the law of total variance

Var (m)= E [ Var (m)]+ Var [ E [m]]

G1,GanPg  Gi~PG GanPo G1~Pg GanPg
= E [ Var ()] + Var [m]
G1~Pg Go~Pg G1~Pg

= E [ Var (m)]+0
G1~Pa G2~Pg

<cp)  E > d(w)

G1~P
T lueniaian)
The last inequality follows from the calculation of the estimator’s variance when
the query set is deterministic (4.2). [ |

Lemma 4.2. Let Q* be the set of the k < n vertices of highest degree in the
underlying graph G and let Q(G1) be the same set for the sample graph G1 ~ Pg.
Under Assumption 1 (specified at the end of the proof), there exists a constant
a = a(p) that depends only on the parameter p of each vertex to hide, such that

GlIE Z d%(u)| <a Z dz,(u)

~P,
“ luev\Q(ay) ueV\Q*

A

Proof. Denote by U(G1) the set of the | = n — k lowest degree vertices in G; and by
U* the same set for G. The lemma is restated as follows. We want to find a constant
a such that

E 2 < 2
aEp, Z dp(u)| <a ) dg(u)
wel(G1) uelU*

An assumption is needed about the degrees because if the graph has only low degree
vertices, their ranking can be completely changed in the sample graph. Let ; denote

the vertex with the i-th smallest degree in G and let u; denote the same thing for
G. Then, the left hand side of the previous inequality is

S0 dgw)| = E i)+ o+ dg(in)

G1~Pg ~ ~Pa
ueU(G1)

= E [di(a e E  [d%(q
B, )]+ B (i ()
The main idea is that we would like to prove for each one of the terms the desired
inequality, namely that Eq, [d% (%)) < (2/(1 — p))?d%(u}). To do so, we examine an
arbitrarily selected vertex v. If dg(v) > 2dg(uw))/(1 —p) it is almost impossible that
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this vertex will be chosen as the the i-th smallest in the sample because even if it
is hidden, its degree in G will be concentrated around its expectation E[dg, (v)] >
2dg(u}) > dg(u}) (this means that there will be at least i vertices with smaller
degrees in the sample and thus 4; # v). This is formalized using Chernoff bounds
(Theorem 2.3): P(4; = v) < P(dg, (v) < El[dg, (v)]/2) < exp(—Eldg, (v)]/8) =

exp(—(1 —p)da(v)/8). For the vertices of high degree the bound works, but for the
vertices of low degree we have to work independently. Thus we do the following

l

E d2(u E [d4(a
G1~Pg Z ZG1~PG ]
UGU Gl) =1
l

— Z Z d2 G1~PG (0; = v)

i=1veV
l
— 2 P
a Z; { Zd (u¥) s C’Yl’I\P‘)PG(uZ =v)
T uida)< Gz

+ > d4(v) P (4 =)

2d7(u
. G( Z)<d ( )<24loin

bY R, E, =)

U:2410gn<d ()

=A+B+C

We examine each term bellow. For the first one we have that

A= Z S ) B, (=) € o Y db()

v dG(U)SQdG(Z )

For the second term we have

~

< ) di)

24 log
R dg(v)gl%p"



4.2. ANALYSIS OF THE ESTIMATOR 49

For the last term we have

C= Z > dé(v)G P (ii=v)
2410(> <d (’U) 1~rG

l

<>, DL dew) P (dgl(v)<E[dG21(U)]>

‘ Gi1~Pg
i=1, . 241°° <dg(v)

l

<>, D dzexp (—(1 —p) ng(v)>

=1 v 2410,,n<d (U)

l 9 1—p24logn
Y Y deen(-LgrAkE

i:l . 2410,,n<d ( )

< n3exp(—3logn)
=1

Where we used the multiplicative Chernoff bound for the second inequality. There-
fore, we can bound the fraction as follows:

dg(v)

- -

EGlNPG ZUEU(G1) dé(u) < 4 1 1 Z
> uer= dg(u) T (1-p? Yeer-di(u) X epe di(u)

24 log
v dg(v)< 2lEn

Assumption 1. G has more than k vertices of degree higher than 2411#. Therefore,
the second term is less than 1 and the final term also less than 1 because of our
assumption. |

The above Lemma states that the error of the estimator is an approximation of
the error under the "optimal” query strategy. It is now time to determine how many
queries are required by the optimal query strategy.

Lemma 4.3. Let Q* be the set of the k vertices of highest degrees in the underlying
graph G. For k = (261 we have

ZuGV\Q* dé (u>
m2e2

Proof. Let k be the size of Q*. Alsolet dy > dys > --- > d > --- > d, the degree
sequence of the underlying graph G. Define ¢; = d;/m.

ZuGV\Q* d%}(u) 1 <di+1 - d721>
m2

<4

f(G): 2 )

m2e2 g2

Now we may think of an adversary, who knows k, picking the worst case degrees
for the underlying graph, equivalently we want to maximize this function under the
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constraint » - ; ¢; = 2. We make two observations about the form of the optimal
solution. The first one is that the optimal choice of the ¢;’s will have ¢; = -+ = ¢, =
ci+1 because that way the mass of the first ¢;’s that do not appear in our sum will be
minimized. The second observation is that the optimal solution can contain zeros.
More typically, we have to solve the following constrained optimization problem (k
and n are fixed)

max f(y7 Th+25 .- 7xn)
Yy T425--3Tn

g(y7xk+27 cee a:L‘n) =0
Thio <Y
T3 <Y

Tn <Y

Where f(y, Zhy2, .- 2n) = Y> + 37,0+ + 25 and g(y, Tpp2, ..., 2n) = (k+1)y+
ZTk42 + - - -+ xp — 2. The optimal solution is described by the KKT conditions. Yet,
our inequality constraints are very easy and thus we can just examine two cases: the
first is when the inequalities are inactive (not tight) and the second is when some
or all of the inequalities are tight.

Case 1 (inactive inequalities). We solve the corresponding inequality-free
problem with Lagrange multipliers and then just verify that the inequalities hold.

vf(y7xk+2) .- 'an) = /\Vg(y,xk+2, o ,.’En)
=2y=ANk+1),2z542 =\, ..., 22, = A

Using these along with the equation (k + 1)y + g0 + -+ + z, = 2, we solve for
A =4/[(k+1)2+(n—k—1)] and plug it in to find y = 2(k+1)/[(k+1)®+(n—k—1)]
and Tpi0 = ... =z, = 2/[(k+1)?> + (n — k — 1)]. The corresponding value of f on
this point is

4
(k+1)2+(n—k—1)

f(y*vszer tee 7:6:1) =

Case 2 (tight inequalities). Without loss of generality we can assume that the
first p inequalities are tight, that is our cost function becomes f(y, Tx42+4ps - - -+ Tn) =
(n+ 1)y? + szﬂL + -+ 22 and the constraint g(y, Txi24p .-, Tn) = (b + pu +
1)y + @04y + -+ + 2, — 2. We solve this optimization problem with Lagrange
multipliers.

Vf(y7 Tht24ps - -+ 7xn) = )\Vg(ya Llt2+4ps - - - axn)
= 2p+ D)y =Ak+p+1), 220404, = A, ..., 22, = A
We solve first for A and then for y and the x;’s.

4
+n—k—1—p

)\:

(k+1+p)2
ptl
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o ktptl
pt+1
Y= 2
G o~k —1—p
2
Lht2—p = " = Tpn = 2
(kf:lu) tn—k—1-pu
Finally, the cost of this point is
* * * 4
f(y a$k+2—;u ceey l‘n) = (k+1+ﬂ)2

eS| +n—k—1—p

It can be easily shown that this quantity is maximum when y =n — k — 1, that is
when all the constraints are tight. In this case the cost is 4(n — k)/n?. Observe that
this cost is bigger than the cost of Case 1. To finish the optimization we also need to
check the value of f on the boundary of its domain. The boundary is where some of
the x;’s are zero. This is equivalent of changing n in the above problem. Therefore
we just need to optimize the cost with respect to n. Define h(n) = 4(n — k)/n? and
differentiate

_ 4An? —4(n —k)2n

n

1
B(2k) = ——
Therefore the maximum value of h is h(2k) = 1/k. This means that picking k =
1/(26) brings the error (the function defined on the beginning of this proof) down
to 4. [

With all the above proven, we are ready to state the algorithm and combine the
lemmas to get the desired result.

Algorithm 1 Edge Estimator
Input: G1,Ga,¢€,6
1: k + @(8_25_1)
2: Construct @ consisting of the k£ highest degree vertices of G;.
3: Query for the neighborhood of each v € Q.
4: return M« >3, epe) L(u € Q(G1) Vv € Q(Gr)) + ﬁ > eeap\g Le €
E(Gy))

Theorem 4.1. Under the assumption that G has at least ©(e72571) wvertices of
degree higher than 24logn/(1 — p), the estimator m described in Algorithm 1 which
uses two samples and k = ©(72571) queries satisfies Pg, Gope ([h—m| > em) < 6.

Proof. Use Chebysev’s inequality and each one of the lemmas

P Var(m)
G1,Go~Pa - 82m2

(| — m| > em) <

c(p) Eg,~prg ZueV\Q(Gl) dé(u)]

<

- (Lemma 4.1)
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a(p)e(p) Xuev g+ de(w)
e2m?
<46 (Lemma 4.3)

IN

(Lemma 4.1)

Where for the last step we set &' = d§/a(p)c(p) and applied Lemma 4.3 with ¢’
instead of 4. u

We conclude with some remarks. First, we note that queries allowed to over-
come the lower bound of Q(log(¢726!)) we had when only samples were used, as
the algorithm now needs only two samples. The second is that we avoided explic-
itly writing the dependence on the parameter p in the expressions throughout our
analysis. It is interesting to rewrite the query complexity of the estimator in terms
of all the parameters to highlight the trade off between the number of samples and
the number of queries. Suppose that we have N samples available and we use their
union to reduce p to p" as we did before. The trade-off is that each sample reduces
exponentially the number of queries required.

Remark 4.1. Algorithm 1 can be converted so that is takes N samples and © (%)
queries.

A note on the usage of two samples is that it makes the analysis very simple. If
we instead used only the first sample G; in (4.3) in both terms, then the resulting
estimator would not be unbiased anymore. To see that, let Q(G1) be the query set.
Conditioned on the event Q(G1) = ¢, the probabilities for each vertex to be hidden
are not necessarily p anymore (for example if G is regular the query set will contain
mostly visible vertices, and thus the probability that another vertex is hidden will
be more than p).

4.3 Estimation of Triangles

In this section we extend the previous results to include triangle estimation.
The analogues of Claims 4.1, 4.2 hold, with the former now having T = w(n?) as
a requirement in order for the probability of error to be o(1). However this is not
very usefull because it is a quite strong requirement. For example, power law graphs
do not meet this requirement as it was shown in [GvdHSS18] that the number of
triangles in these graphs with parameter v € (2, 3) is @(n%(?’_'”).

Now the optimal query strategy would be to ask for the true neighborhood of
vertices that have many incident triangles. The only major difference is that now
we cannot determine reliably from the sample graph which are these critical vertices
because "triangle degrees” A(v) are not well preserved in the sample, as we may have
graphs like the one of Figure 4.1 where, if edge (u, v) becomes hidden, it is imposible
to find out which is the best vertex to query.

Definition 4.1. The triplet of vertices (u,v,w) is called a wedge, if (u,v), (v,w) €
E.

However, wedges are well preserved in the samples in the same way as degrees
do, because for every pair (u,v) € V2 we have that [{w € V | (u,w), (w,v) € E}|
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Figure 4.1. A worst case underlying graph.

either remains the same in the sample graph or becomes a binomial random variable.
For that reason we will use wedges to determine which vertices to query, ending up
in an estimator with a guarantee of the form P(|T —T| > eW) < 8, where W is the
total number of wedges in the underlying graph. That guarantee is worse than the
one we were initially aiming for (which had the error expressed in terms of 7' and
not W) but we believe that the difficulty is inherent to the model. This guarantee
is not firstly introduced here as it has been used in other works [SPK13|.

Notation: We denote by T the total number of triangles and by W the total
number of wedges. Let A\(v) be the number of triangles adjacent to vertex v and
A(u,v) the number of triangles that contain edge (u,v). Also let w(v) be the number
of wedges centered to vertex v, that is w(v) = (dg’)), and w(u,v) be the number of
wedges that begin on v and end on v ((u,v) does not have to be an edge). We will
also use subscripts when it is not clear what graph is under examination.

Suppose that a set ) of vertices is queried and the true neighborhood for
each v € @ becomes known. We will assume that this set ) is deterministicaly
decided and does not depend on the sample, while later we will drop this as-
sumption. Divide the triangles of the underlying graph into three sets: Tp = {t €
T(G) | t has no vertices in Q},T1 = {t € T(G) | t has one vertex in Q} and T>9 =
{t € T(G) | t has 2 or 3 vertices in Q}. The estimator’s value for the sample G, is
defined as

2ier, 1t € T(Gy)) N 2ter, 1L € T(Gy))

T=|T
Tl + 1—p? 1—3p2 + 2p3

It is easy to see that the above estimator is unbiased. We calculate its variance.
The first term is not random and thus it does not contribute to the variance. Let
T. be the second term, which regards counting the edges that close triangles with
one vertex from @ each time, and 7} be the final term which counts the triangles
that have no vertex in Q. Var[T] = Var[T,] + Var[T}] + Cov(T}, T}). Denote by (CQ?)
the set of undirected pairs of vertices inside Q).

Lemma 4.4. The variance of the estimator T is Var[T] = Var[I.] + Var[T}] +
Cov(T,, T;) where each term is bounded as follows (c1,ca,c3 depend only on p and
are specified in the proof):

Var[T}] < c1(p) Z wé(u) + ca(p) Z wé(u, v)
uEVAQ (uw2)e(5\(S)
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Varlf. < es(p) 3 wd(u)

uweV\Q

Cov(Ty, Ty) < \/Var[T}] Var[T}]

Proof. Denote by G’ the graph G \ @, that is, the graph G after all vertices from
@ are removed. Using the formula for the variance we derived in Section 3.6.1 we
have that

T(Gs \ Q)
Yer @ = Yer (175
< 6]? (1-p)? ZueV\Q )\G/ (u) +p*(1 = p)*(1 - 2p)? Z(u,v)eE(G/) )\QG/(% v)
- (1 —3p2 + 2p?)2
- 6p°(1 = p)° e A (W) + (1= p)*(1 = 20)* 30, yeman A6 (1 v)
: (=37 + 2P
<calp) Y wiw)+eal) > wiluw)

WE\Q wore()~(9)

2 2

We now show that the variance of the term 7 is not bigger than the variance
of T, +. The term T e is an edge counting term and thus its variance has the form of
sum of squared degrees regarding the graph G” = (V'\ Q, E”) where E” = {(u,v) €
EG) |Fwe@ : (u,v,w) e T(G),ud Q,v ¢ Q}.

Var[T.] < es(p) > dgw(v) <cs(p) Y Ag(u) <eslp) Y wi(u)

veV\Q ueV\Q ueV\Q

The covariance term can be bounded using Cauchy-Scrwarz inequality. |

The optimal query strategy. Here we describe how the query set is defined.
The query set contains the k highest degree vertices. Also, it contains both endpoints
of the k pairs of vertices (u,v) € V2 that have the biggest wg, (u,v).

Lemma 4.5. Let Q* be the optimal query set. It suffices for its size k to be ©(¢=2571)
i order to have
2
> uevigr we(w) U 2 uwye(¥)—(2) We (u, v) s
22712 S0 an 22712 =

Proof (sketch). Exactly the same with that of Lemma 4.3. The similarity is due
to the fact that 3, o wa(u) = W and 3, ,ywg(u,v) = W. Therefore, instead
of degrees we have wedge counts and 1nstead of edges we have total number of
wedges. |

Now we do the analysis for the setting where we are given two independent
samples G1,Gy ~ Pg and we use the first sample to decide the query set Q(G1)
according to the strategy described and the second sample to calculate the value of
the estimator.
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Lemma 4.6. Let Q* be the optimal query set of size k and Q(G1) the query set
of size k calculated from the first sample. Under Assumption 1 stated for wedges
instead of degrees, there exists a constant a = a(p), depending only on p, such that

E 2(u)| < ¢
G1~Pg Z wG(u) Sa Z wG(u)
ueV\Q(G1) i ueVA\Q*
2 < 2
Gl@PG VZ:Q(G) valn ) = zv: Q* veltr)
(u,v)e(Q)\( 2! ) i (u,v)e(Q)\( 2 )

Proof (sketch). Similar to Lemma 4.2. For the quantity >, w?(u) note that

wg(u) = (dGQ(“)) and thus only the degrees are involved just like in edge estimation.

For the other sum E(u 0e(V)=(2) w?(u,v) note that if at least one of the vertices
’ 2 2

of a pair (u,v) is hidden, then the quantity wél (u,v) is binomialy distributed with

population wé(u,v). This is the same behavior that degrees have, which was the

only thing we exploited in the proof of the previous section. [ |

Theorem 4.2. For the estimator T with two samples Gy, Gy and k = ©(e~2571)
queries as described above it holds that

P (|T—T|>eW)<54
G1,G2~Pg

Proof (sketch). Use Chebysev’s inequality and then Lemmas 4.4, 4.5, 4.6 and also
Cauchy-Scrwarz inequality. |
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Chapter 5

Conclusion

5.1 Remarks

We have introduced our noise model and presented efficient estimators for edge
counting and triangle counting. Already from our examination of the case of trian-
gles, where the core of our analysis is very similar to that of edges, it becomes clear
that our approach is somewhat unified and thus its generalization for the case of
other subgraph induced graphs, such as Cy or cliques seems promising.

5.2 Future Directions

Apart from the extension of our results to other induced subgraphs, it would
also be pleasing to resolve the issue of whether just one sample instead of two
suffices for our estimation task. Intuitively, the claim that one sample is enough
seems reasonable as the amount of information contained about the underlying
graph remains roughly the same. Our analysis was based on two samples to avoid
technical difficulties, but it would be interesting to investigate whether there exist
more serious obstacles when only one sample is available for both the selection of
the query set and the calculation of the output value.

Another direction would be to study other properties different than subgraph
counting which are global, such as the diameter or the average distance. Instead of
deriving an estimator for these properties, first they could be examined in a property
testing setting, where one needs to find an algorithm to recognize if the graph has
diameter or average distance which exceeds a certain threshold, say poly logn.

An interesting premise that is required as subroutine in some counting algo-
rithms is sampling of edges uniformly at random, that is, the task of outputing an
edge of the graph which is selected uniformly at random. This has been recently
explored in the setting where standard type queries are the only way of accessing
the graph [ER18, ERR19]. It would be interesting to find similar algorithms for our
model.
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