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#### Abstract

In this thesis we will examine the different types of Bi-metric theories of gravity. We examine Rosen's Bi-metric theory and the newer type of model, the Scalar-Bi metric gravity. It is in this particular model, studied mainly by M. A. Clayton and J.W. Moffat, that we look for and extract black hole solutions. The model is concerned with two metrics, describing how matter and gravitational fields respectively propagate through space time. In this type of theory, the two metrics in question interact through a scalar field $\varphi$. The solutions we are looking for are black hole type metrics, so we impose a certain general, spherically symmetric ansatz on the line element $d s^{2}$. Deriving the total action of the system we arrive at a system of second order differential equations that are numerically solved. Due to the complexity of the equations and the freedom of choice arising from the symmetry, we impose some simplifications and restriction on our metric functions and their respective boundary conditions. All our functions and solutions are only r-dependant, since we are looking for static cases.


## Chapter 1

## Introduction

### 1.1 General Bi-metric theories and motivation

As the name suggests, a bi-metric theory is a modified version of General relativity that includes not one, but two metric tensors $g_{\mu \nu}$. This addition can be of different effect, as there are many ways to introduce a second metric tensor. The different bi-metric theories through the years have been of various forms, from purely geometrical, to the more modern massive bi-gravity theories [14, 13]. The important question one must ask is, why two metrics? The motivation behind the development of bi-metric theories, is to see how two space-times interact with one another. While this is purely geometrical in its formulations, latter bi-metric theories have tackled the problem of how gravitational and matter fields interact, and some have even been used to introduce massive particles (gravitons) in gravity theories. Furthermore, the introduction of the new metric can be used to generate corrections to already calculated properties, such as the speed of gravitational waves and even impose cosmological constrains.

### 1.2 General Relativity with one metric

We shall begin this thesis by briefly mentioning the standard procedure used in General Relativity in its most basic form, that being with one metric.

In general relativity, the equation -or rather, equations- that describe how space-time and matter interact are the Einstein's Field Equations (EFE)

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}+\Lambda g_{\mu \nu}=\frac{8 \pi G}{c^{4}} T_{\mu \nu} \tag{1.1}
\end{equation*}
$$

where $R_{\mu \nu}$ is the Ricci curvature tensor, $R$ is the scalar curvature, $\Lambda$ is the cosmological constant, $G$ is Newton's gravitational constant, $T_{\mu \nu}$ the stress energy tensor, and $g_{\mu \nu}$ the metric tensor. The metric tensor describes the geometric and causal structure of spacetime, and is used to define things such as distances,
time, angles and volumes. In general relativity this tensor describes coordinates in spacetime, generally in $(t, x, y, z)$ notation. However due to the nature of many problems in general relativity such as symmetrical solutions, the metric tensor is usually written in spherical coordinate notation $(t, r, \theta, \phi)$.

The EFE is a tensor equation relating a set of symmetric 4 x 4 tensors, each with 10 independent components. The Bianchi identities help to reduce the number of equations from 10 to 6 , leaving the metric with four degrees of freedom. One can further compact the EFE by defining the Einstein tensor

$$
\begin{equation*}
\mathcal{E}_{\mu \nu}=R_{\mu \nu}=\frac{1}{2} R g_{\mu \nu} \tag{1.2}
\end{equation*}
$$

which is a function of the metric $g_{\mu \nu}$. The EFE thus become

$$
\begin{equation*}
\mathcal{E}_{\mu \nu}+\Lambda g_{\mu \nu}=\frac{8 \pi G}{c^{4}} T_{\mu \nu} \tag{1.3}
\end{equation*}
$$

This set of equations along with the geodesic equation which describes freefalling matter through space-time, is the core mathematical formulation of general relativity.

To derive these equations, we will start from the least action principle. The Einstein-Hilbert action is defined as

$$
\begin{equation*}
S=\frac{1}{2 \kappa} \int R \sqrt{-g} d^{4} x \tag{1.4}
\end{equation*}
$$

where $g=\operatorname{det}\left(g_{\mu \nu}\right)$ is the determinant of the metric tensor and $R$ is the Ricci scalar. This however is only the gravitational part of the action. Introducing a term $\mathcal{L}_{M}$ describing any matter field appearing in the theory we get

$$
\begin{equation*}
S=\int\left[\frac{1}{2 \kappa} R+\mathcal{L}_{M}\right] \sqrt{-g} d^{4} x \tag{1.5}
\end{equation*}
$$

The least action principle tells us that physical laws result from demanding that the variation of this action in respect to the inverse metric is zero. This yields

$$
\begin{align*}
d S & =\int\left[\frac{1}{2 \kappa} \frac{\delta(\sqrt{-g} R)}{\delta g^{\mu \nu}}+\frac{\delta\left(\sqrt{-g} \mathcal{L}_{M}\right)}{\delta g^{\mu \nu}}\right] \delta g^{\mu \nu} d^{4} x \\
& =\int\left[\frac{1}{2 \kappa}\left(\frac{\delta R}{\delta g^{\mu \nu}}+\frac{R}{\sqrt{-g}} \frac{\delta \sqrt{-g}}{\delta g^{\mu \nu}}\right)+\frac{1}{\sqrt{-g}} \frac{\delta\left(\sqrt{-g} \mathcal{L}_{M}\right)}{\delta g^{\mu \nu}}\right] \delta g^{\mu \nu} \sqrt{-g} d^{4} x  \tag{1.6}\\
& =0
\end{align*}
$$

This equation should hold for any variation of the inverse metric, so the expression within the brackets gives

$$
\begin{equation*}
\frac{\delta R}{\delta g^{\mu \nu}}+\frac{R}{\sqrt{-g}} \frac{\delta \sqrt{-g}}{\delta g^{\mu \nu}}=-2 \kappa \frac{1}{\sqrt{-g}} \frac{\delta\left(\sqrt{-g} \mathcal{L}_{M}\right)}{\delta g^{\mu \nu}} \tag{1.7}
\end{equation*}
$$

This is the equation of the metric field. The right side of the equation is by definition proportional to the stress energy tensor

$$
\begin{equation*}
T_{\mu \nu}:=\frac{-2}{\sqrt{-g}} \frac{\delta\left(\sqrt{-g} \mathcal{L}_{M}\right)}{\delta g^{\mu \nu}}=-2 \frac{\delta \mathcal{L}_{M}}{\delta g^{\mu \nu}}+g_{\mu \nu} \mathcal{L}_{M} \tag{1.8}
\end{equation*}
$$

To calculate the left side of the equation we need the variations of the Ricci scalar and the metric determinant, which are standard textbook calculations and give:

$$
\begin{equation*}
\frac{\delta R}{\delta g^{\mu \nu}}=R_{\mu \nu} \tag{1.9}
\end{equation*}
$$

for the Ricci scalar variation and

$$
\begin{equation*}
\frac{1}{\sqrt{-g}} \frac{\delta \sqrt{-g}}{\delta g^{\mu \nu}}=-\frac{1}{2} g_{\mu \nu} \tag{1.10}
\end{equation*}
$$

for the metric. Now that we have all the derivations we need, we can plug (1.9) and (1.10) back into equation (1.7) of the metric field and we get

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R=\frac{8 \pi G}{c^{4}} T_{\mu \nu} \tag{1.11}
\end{equation*}
$$

which is exactly Einstein's equation after we set

$$
\begin{equation*}
\kappa=\frac{8 \pi G}{c^{4}} \tag{1.12}
\end{equation*}
$$

If one was to re-introduce the cosmological constant in the action, the process would be exactly similar, and the result would simply be equation (7.1). Without a cosmological constant and in the absence of matter and energy, or in other words when the energy momentum tensor is zero, the set of equations are now the vacuum field equations

$$
\begin{equation*}
R_{\mu \nu}=0 \tag{1.13}
\end{equation*}
$$

Solving these equations is the basis on which all the gravitational and cosmological models are generated. In our case however, we want to focus on very specific type of solution, and perhaps the most intriguing and interesting one
in all of general relativity, Black holes. In the next section we shall study the normal black hole solution in GR and its properties.

### 1.3 Black Holes in GR: The Schwarzschild Solution

The most apparent application of a theory of gravity is to calculate a spherically symmetric gravitational field. The obvious motivation behind this is that most relevant object such as the Earth or the Sun, which are also described by a (approximately) spherically symmetrical distribution of mass. We are also mainly concerned with the empty space outside the object and how test particles move through it, as it is more immediately useful. This search leads to the object of interest, black holes.

In classic General Relativity, the physically symmetric solution in vacuum is the famous Schwarzschild Metric

$$
\begin{equation*}
d s^{2}=-\left(1-\frac{2 G M}{r}\right) d t^{2}+\left(1-\frac{2 G M}{r}\right)^{-1} d r^{2}+d \Omega^{2} \tag{1.14}
\end{equation*}
$$

where $d \Omega^{2}$ is the metric on a unit-two sphere,

$$
\begin{equation*}
d \Omega^{2}=d \theta^{2}+\sin ^{2} \theta d \phi^{2} \tag{1.15}
\end{equation*}
$$

M represents the mass of the gravitating object. The original derivation of this metric by Schwarzschild [12] was motivated by searching for solutions outside a spherical object, so Einstein's equations take the vacuum form:

$$
\begin{equation*}
R_{\mu \nu}=0 \tag{1.16}
\end{equation*}
$$

The object in question is hypothesized to be static (no evolution with time) and spherically symmetric, so the final solution should also have these properties. The term static in this case simply means that the components of the metric will be time-independent, and there will be no cross product terms such as $d t d x^{i}+d x^{i} d t$. This last condition is logical if one imagines a coordinate transformation $t \longrightarrow t^{\prime}$ should leave the $d t^{2}$ unchanged. To impose spherical symmetry, we begin with the Minkowski metric of flat space-time in coordinates $\chi^{\mu}=(t, r, \theta, \phi)$

$$
\begin{equation*}
d s_{\text {Minkowski }}^{2}=-d t^{2}+d r^{2}+r^{2} d \Omega^{2} \tag{1.17}
\end{equation*}
$$

The last term, $d \Omega^{2}$, must maintain the form (1.15) in order for spherical symmetry to be preserved. As for the other metric components, we are free to affix
whatever coefficients we want, as long as they remain only r-dependent, such as:

$$
\begin{equation*}
d s^{2}=-e^{2 \alpha(r)} d t^{2}+e^{2 \beta(r)} d r^{2}+e^{2 \gamma(r)} r^{2} d \Omega^{2} \tag{1.18}
\end{equation*}
$$

The next step is to apply a slight variation to the metric (1.18) before we move on to Einstein's equation itself. This change occurs by defining a new radial coordinate $\bar{r}$ as

$$
\begin{equation*}
\bar{r}=e^{\gamma(r)} r \tag{1.19}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
d \bar{r}=e^{\gamma} d r+e^{\gamma} r d \gamma=\left(1+r \frac{d \gamma}{d r}\right) e^{\gamma} d r \tag{1.20}
\end{equation*}
$$

With this new variable, the metric (1.18) becomes

$$
\begin{equation*}
d s^{2}=-e^{2 \alpha(r)} d t^{2}+\left(1+r \frac{d \gamma}{d r}\right)^{-2} e^{2 \beta(r)-2 \gamma(r)} d \bar{r}^{2}+e^{2 \gamma(r)} \bar{r}^{2} d \Omega^{2} \tag{1.21}
\end{equation*}
$$

Where obviously any function of r is now a function of $\bar{r}$. One can now relabel

$$
\begin{gather*}
\bar{r} \longrightarrow r  \tag{1.22}\\
\left(1+r \frac{d \gamma}{d r}\right)^{-2} e^{2 \beta(r)-2 \gamma(r)} \longrightarrow e^{2 \beta} \tag{1.23}
\end{gather*}
$$

without losing information, as none of these two are defined externally and independently of the other components. Now our metric (1.21) becomes

$$
\begin{equation*}
d s^{2}=-e^{2 \alpha(r)} d t^{2}+e^{2 \beta(r)} d r^{2}+r^{2} d \Omega^{2} \tag{1.24}
\end{equation*}
$$

which resembles (1.18) but the $e^{2} \gamma$ factor has vanished. Note here that this involves no loss of generality, as $e^{2} \gamma$ has not been set to 1 . Setting this to one would imply some information about the geometry, but with the specific coordinate transformation and relabeling, the factor has simply disappeared.

We're now in a position where we can take Einstein's equation and solve for $\alpha(r)$ and $\beta(r)$. As per standard procedure, we calculate the non-vanishing Cristoffel symbols and the components of the Riemann tensor. Contracting the

Riemann tensor as usual, we arrive at the Ricci tensor:

$$
\begin{align*}
R_{t t} & =e^{2(\alpha-\beta)}\left[\partial_{r}^{2} \alpha+\left(\partial_{r} \alpha\right)^{2}-\partial_{r} \alpha \partial_{r} \beta+\frac{2}{r} \partial_{r} \alpha\right] \\
R_{r r} & =-\partial_{r}^{2} \alpha-\left(\partial_{r} \alpha\right)^{2}+\partial_{r} \alpha \partial_{r} \beta+\frac{2}{r} \partial_{r} \beta \\
R_{\theta \theta} & =e^{-2 \beta}\left[r\left(\partial_{r} \beta-\partial_{r} \alpha\right)-1\right]+1  \tag{1.25}\\
R_{\phi \phi} & =\sin ^{2} \theta R_{\theta \theta}
\end{align*}
$$

With the Ricci tensor calculated, we shall set it to zero because of Einstein's equation in vacuum. We can see that $R_{t t}$ and $R_{r r}$ vanish independently, so we write:

$$
\begin{equation*}
0=e^{2(\beta-\alpha)} R_{t t}+R_{r r}=\frac{2}{r}\left(\partial_{r} \alpha-\partial_{r} \beta\right) \tag{1.26}
\end{equation*}
$$

Taking the last term and equating it to zero we can see that $\alpha$ and $\beta$ satisfy

$$
\begin{equation*}
\alpha=-\beta+c \tag{1.27}
\end{equation*}
$$

where c is a constant. This constant can be set to zero if we rescale with the coordinate transformation $t \rightarrow e^{-c} t$. After this we have

$$
\begin{equation*}
\alpha=-\beta \tag{1.28}
\end{equation*}
$$

We then calculate the $R_{\theta \theta}=0$ term of (1.9), which gives

$$
\begin{equation*}
e^{2 \alpha}\left(2 r \partial_{r} \alpha+1\right)=1 \tag{1.29}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\partial_{r}\left(r e^{2 \alpha}\right)=1 \tag{1.30}
\end{equation*}
$$

Solving the above we get

$$
\begin{equation*}
e^{2 \alpha}=1-\frac{R_{s}}{r} \tag{1.31}
\end{equation*}
$$

where $R_{s}$ is a constant not yet defined. If we now consider this with $\alpha=-\beta$ our metric becomes

$$
\begin{equation*}
d s^{2}=-\left(1-\frac{R_{s}}{r}\right) d t^{2}+\left(1-\frac{R_{s}}{r}\right)^{-1} d r^{2}+r^{2} d \Omega^{2} \tag{1.32}
\end{equation*}
$$

The only freedom we have at this point is to define the constant $R_{s}$, called the Schwarzschild Radius and interpret it in terms of some physical parameter. This is easily done by considering the weak-field limit, in which the $t t$ component of the metric around a point mass object satisfies

$$
\begin{equation*}
g_{t t}=-\left(1-\frac{2 G M}{r}\right) \tag{1.33}
\end{equation*}
$$

We can use this because in the formulation of the problem, we stated that far outside the object $(r \gg 2 G M)$ the Schwarzschild metric should reduce to the Minkowski metric, so we approach the weak field limit. So in the case of our $g_{t t}$ we only need to set

$$
\begin{equation*}
R_{s}=2 G M \tag{1.34}
\end{equation*}
$$

The final result is the Schwarzschild metric (7.3). This holds for any spherically symmetric solution to Einstein's vacuum equations. M functions as a parameter, but we know we can interpret it as the conventional Newtonian mass which we would measure by studying orbits far outside the object. We see that as $M \rightarrow 0$ we recover the Minkowski space, which is expected because the geometry should become flat in absence of a physical mass. Note that the metric also becomes Minkowski-like as $r \rightarrow \infty$. This property is known as asymptotic flatness.

The Schwarzschild metric is not simply a good solution, but also the unique spherically symmetric vacuum solution, due to Birkhoff's theorem. The most interesting fact about this metric is obviously the singularities. We can see that the metric coefficients become infinite at $r=0$ and $r=2 G M$. It is difficult to say however if these represent true physical singularities, or simply a bad coordinate system. We shall not go into great detail as to how this issue is resolved, but of these two, only $r=0$ represents an actual physical singularity.

The Schwarzschild solution can be thought to be a specific case of a much wider family of black holes. Different solutions arise if we consider, for example, more properties of the black hole (charge, angular momentum) which give Kerr black holes, or different conditions of the whole system (negative Cosmologigal constant) in which case we arrive at solutions such as the de Sitter/ anti de Sitter black holes.

We are now ready to move to the different theories that involve not one, but two metrics, and how they deal with the problem of spherically symmetric solutions.

## Chapter 2

## Rosen's Bi-Metric theory

### 2.1 Introduction

Now that we have briefly studied both the normal formulation of GR with one metric and the usual Schwarzschild solution, it is time to move to the main focus of this project, namely Bi-metric theories of gravity. The earliest such theory was created by Nathan Rosen in 1940.

Nathan Rosen proposed his theory of bimetric gravity in his 1940 pair of papers "General Relativity and Flat Space I and II" [10, 11]. The theory proposes that at every point in space-time, a second metric tensor $\gamma_{\mu \nu}$ is introduced along the usual metric $g_{\mu \nu}$. This new tensor corresponds to flat space, i.e for which the Riemann-Christofell tensor vanishes identically everywhere. This can be interpreted in various ways. First, we can suppose that the Riemannian space with the metric $g_{\mu \nu}$ is mapped onto a flat space through the metric $\gamma_{\mu \nu}$. Another way to look at this case is to consider the metrics side by side as a comparison between the normal space with the one that has the gravitational field removed. Note here that the introduction of $\gamma_{\mu \nu}$ does not assume any new properties in space-time.

With this addition, one can define a Euclidean line element in a similar way to general relativity:

$$
\begin{equation*}
d \sigma^{2}=\gamma_{\mu \nu} d \chi^{\mu} d \chi^{\nu} \tag{2.1}
\end{equation*}
$$

One can now define covariant differentiation based on $\gamma_{\mu \nu}$. Since we assumed that the tensor represents flat space with a vanishing Riemann-Christofell tensor, it naturally follows that one can interchange the order of the $\gamma$-differentiation so that just the $\gamma$-derivatives vanish, while all the ordinary differentiation rules are obeyed. Although it is possible to always choose such a coordinate system due to special relativity, it is not always convenient.

One can then consider the Christofell symbols $\left\{\begin{array}{l}\lambda \\ \mu \nu\end{array}\right\}$ and $\Gamma_{\mu \nu}^{\lambda}$ for g and $\gamma$ differentiation respectively. Then one defines $\Delta_{\mu \nu}^{\lambda}$ by:

$$
\left\{\begin{array}{l}
\lambda  \tag{2.2}\\
\mu \nu
\end{array}\right\}=\Gamma_{\mu \nu}^{\lambda}+\Delta_{\mu \nu}^{\lambda}
$$

Since the difference of two connections is a tensor, $\Delta_{\mu \nu}^{\lambda}$ is a tensor and is found to be given by:

$$
\begin{equation*}
\Delta_{\mu \nu}^{\lambda}=\frac{1}{2} g^{\lambda \alpha}\left(g_{\mu \alpha, \nu}+g_{\nu \alpha, \mu}-g_{\mu \nu, \alpha}\right) \tag{2.3}
\end{equation*}
$$

If now, in the usual expression of $R_{\mu \nu}$

$$
\begin{equation*}
R_{\mu \nu}=-\Gamma_{\mu \nu, \alpha}^{\alpha}+\Gamma_{\alpha \mu, \nu}^{\alpha}-\Gamma_{\alpha \beta}^{\alpha} \Gamma_{\mu \nu}^{\beta}+\Gamma_{\beta \mu}^{\alpha} \Gamma_{\alpha \nu}^{\beta} \tag{2.4}
\end{equation*}
$$

substitute 2.2 , it is found that it transforms as:

$$
\begin{equation*}
R_{\mu \nu}=-\Delta_{\mu \nu, \alpha}^{\alpha}+\Delta_{\alpha \mu, \nu}^{\alpha}-\Delta_{\alpha \beta}^{\alpha} \Delta_{\mu \nu}^{\beta}+\Delta_{\beta \mu}^{\alpha} \Delta_{\alpha \nu}^{\beta} \tag{2.5}
\end{equation*}
$$

We can see that $R_{\mu \nu}$ is obtainable from the $\Delta_{\mu \nu}^{\lambda}$ tensor through tensor operations. If we compare this form with its usual expression, we can see that $\left\{\begin{array}{l}\lambda \\ \mu \nu\end{array}\right\}$ has been replaced by $\Delta_{\mu \nu}^{\lambda}$, and ordinary differentiation by $\gamma$-differentiation. It follows that one is possible to construct all the quantities in relativity theory so that $\left\{\begin{array}{c}\lambda \\ \mu \nu\end{array}\right\}$ is replaced by $\Delta_{\mu \nu}^{\lambda}$ and the differentiation replaced in the say way as before. Rosen, through this fact, demonstrates the advantage of his bi-metric theory, since through the Riemann tensor many of the quantities obtain tensor qualities that they previously did not. It is later proved that the quantities that depend on $\gamma_{\mu \nu}$ lose their tensor character. On the other hand, $R_{\mu \nu}$ is independent of $\gamma_{\mu \nu}$ and hence remains a tensor. Obviously, if one wished to keep the tensor character of quantities depending on $\gamma_{\mu \nu}$, one must allow $\gamma_{\mu \nu}$ to transform as a tensor through coordinate transformations.

Although $g_{\mu \nu}$ and $\gamma_{\mu \nu}$ have been considered to exist side by side, so far there has not been any mention of a specific relation between them. Obviously, some relation between them must exist, since it is reasonable to think that if the gravitational field vanished, only the flat space-time $\gamma_{\mu \nu}$ should remain. One such relation can be created by imposing four additional covariant conditions on the field. This is possible because of the set of equations:

$$
\begin{equation*}
G_{\mu}^{a}: a=0 \tag{2.6}
\end{equation*}
$$

where (:) denotes differentiation by $g_{\mu \nu}$ (g-differentiation). Einstein too added four such conditions when working with linear approximation of the gravitational equations, in order to eliminate (or at the very least reduce) fields arising from infinitesimal coordinate transformations. These equations serve a similar
purpose and they are the ones that provide the relation between the two metrics. They should remove or at least restrict any sort of ambiguity in the form of the solution arising from whatever coordinate transformation is chosen.

### 2.2 Spherically Symmetric Solutions

Rosen at this point demonstrates the previous statement by showing that a static, spherically symmetric solution arising from the gravitational equations, can be expressed in a number of forms, depending on the choice of the radial variable r .

In detail, one set of reasonable conditions arise from the following considerations: Expression (2.5) can be re-written as:

$$
\begin{equation*}
R_{\mu \nu}=\frac{1}{2} g^{\alpha \beta} g_{\mu \nu, \alpha \beta}-\frac{1}{2} S_{\mu ; \nu}-\frac{1}{2} S_{\nu ; \mu}-\Delta_{\mu \beta}^{\alpha} \Delta_{\nu \beta}^{\alpha^{*}}-\Delta_{\mu \beta}^{\alpha} \Delta_{\alpha \beta^{*}}^{\nu^{*}}-\Delta_{\nu \beta}^{\alpha} \Delta_{\alpha \beta *}^{\mu^{*}} \tag{2.7}
\end{equation*}
$$

where

$$
\begin{equation*}
S_{\mu} \equiv \Delta_{\alpha \alpha *}^{\mu} \equiv g^{\alpha \beta} g_{\alpha \mu, \beta}-\kappa_{\mu} / \kappa \tag{2.8}
\end{equation*}
$$

and asterisks denote raising or lowering indices in respect to $g_{\mu \nu}$. We can further take

$$
\begin{equation*}
S_{\mu}=0 \tag{2.9}
\end{equation*}
$$

as an additional condition as suggested by (2.2). It can be verified these conditions are, to first approximation, the same as Einstein's when considering the linear equations. As a result, the right hand part of (2.7) is transformed, as only the first term now has second order derivatives. To get the spherical solutions, we solve

$$
\begin{equation*}
R_{\mu \nu}=0 \tag{2.10}
\end{equation*}
$$

in free space. Together with (2.2) we finally get

$$
\begin{equation*}
d s^{2}=\frac{r-m}{r+m} d t^{2}-\frac{r+m}{r-m} d r^{2}-(r+m)^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{2.11}
\end{equation*}
$$

where $m$ is a constant. Another set of possible conditions can be obtained if we set

$$
\begin{equation*}
\kappa=1 \tag{2.12}
\end{equation*}
$$

which simplifies many of the expressions in (2.7) and (2.2). This is also not affected by coordinate transformations, unlike the condition $g=-1$ that is often
used. For the other three necessary conditions, one can take

$$
\begin{equation*}
S_{\mu, \nu}-S_{\nu, \mu}=0 \tag{2.13}
\end{equation*}
$$

as it is by itself equivalent to three expressions, and we already established that $S_{\mu}=0$ is a good choice. At this point, one can take for $d \sigma^{2}$ the usual notation

$$
\begin{equation*}
d \sigma^{2}=d t^{2}-d r^{2}-r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{2.14}
\end{equation*}
$$

then the final spherically symmetric solution takes the form

$$
\begin{equation*}
d s^{2}=\left(1-\frac{2 m}{r}\right) d t^{2}-\frac{1}{\left(1-\frac{2 m}{r}\right)} d r^{2}-r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) \tag{2.15}
\end{equation*}
$$

As we can see, the solution is of Schwarzschild form, so it constitutes a black hole solution.

In conclusion, Rosen's theory of Bi-metric gravity presents us with some advantages, specifically the tensor characteristics that it imposes on many of the classically non-tensor quantities. Further more, a spherically symmetric solution does indeed exist, and it is none other than the Schwarzschild metric. Despite the above mentioned positives, this theory remains purely geometrical - the only thing added is another metric, and no information is given on how matter can interact with the generated space-time. Rosen's bi-metric relativity and general relativity differ when it comes to:

- the propagation of electromagnetic waves
- the external field of a high density star
- the behavior of intense gravitational waves propagating through a strong static gravitational field.

Rosen kept improving on his theory with publications up to 1980, where he tried removing appearing singularities, and in 1989 with two papers regarding how elementary particles behave in bi-metric relativity. Since 1992, however, the predictions of gravitational radiation in Rosen's theory have been shown to be in conflict with observations of the Hulse-Taylor binary pulsar.

Building on Rosen's theory and its limitations, a different type of bi-metric theory emerged since the 1990s. This particular theory, tackles the problem of describing how electromagnetic waves propagate through a bi-metric space-time, and it's the next one that we examine.

## Chapter 3

## Scalar-Tensor Bi-gravity

### 3.1 Introduction

The main type of theory that we examine is scalar Bi-metric theory. This theory has been introduced and worked on extensively by M. A. Clayton and J.W. Moffat [5, 4, 3, 2]. This theory builds on the previous models such as Rosen's, as it adds a dynamical nature to the two interacting metrics in the form of a scalar field.

The most general form of this model can be expressed as

$$
\begin{equation*}
\hat{g}_{\mu \nu}=A(\varphi) g_{\mu \nu}+B(\varphi) \partial_{\mu} \varphi \partial_{\nu} \varphi \tag{3.1}
\end{equation*}
$$

where $\phi$ is a scalar field, called the "bi-scalar field" and $\partial_{\mu} \phi=\partial \phi / \partial \chi^{\mu}$. The inverse metrics $\hat{g}^{\mu \nu}$ and $g^{\mu \nu}$ satisfy the relations

$$
\begin{equation*}
\hat{g}^{\mu \alpha} \hat{g}_{\nu \alpha}=\delta_{\nu}^{\mu}, \quad g^{\mu \alpha} g_{\nu \alpha}=\delta_{\nu}^{\mu} \tag{3.2}
\end{equation*}
$$

The idea is that the tensor $\hat{g}_{\mu \nu}$ which is referred to as the "matter metric" generates the geometry in which matters fields propagate and interact, and $g_{\mu \nu}$ is the "gravitational" metric and represents the geometry through which gravitational waves propagate. It is immediately obvious that for $A(\phi)=1$ and $B(\phi)=1$, the model collapses to the usual GR. An immediate simplification is to set $A(\phi)=1$ and $B(\phi)=B=$ constant, which eliminates complex contributions to the field equations in the form of reducing derivative dependencies to $\phi$. The choice of $\mathrm{A}=1$ is motivated because it has been extensively studied in the Brans-Dicke case (as a conformal factor). It is clear even from this point, the nature of the interacting metrics implies a different propagation speed for matter and gravitational waves, and greatly alters the matter-geometry coupling. Depending on the choice of frame, spacetimes can be viewed as either having a fixed speed of light and a dynamically determined speed of gravitational waves, or a fixed gravitational waves speed with a dynamic speed of light.

Another very interesting aspect of this theory is the choice of the constant B. The choice is a bit particular, as it directly connects the 2 metrics together. The motivation behind its selection on $[5,4]$ is cosmological in nature, and equal to

$$
\begin{equation*}
B=\frac{1}{32} l_{p}^{2} \tag{3.3}
\end{equation*}
$$

where $l_{p}$ is the Planck length and is given by $l_{p}=\sqrt{G h / c^{3}}$. Later on in the papers, B is further constrained as

$$
\begin{equation*}
l_{p}=10^{-5} \sqrt{12 B} \tag{3.4}
\end{equation*}
$$

in order for the Planck scale to affect the CMB spectrum in a way that agree with observations. In a theory as general as this one, however, it is not a good idea to define the form of $B$ just yet. This is because in a general scalar bi-metric theory, electromagnetic and gravitational fields propagate with different speeds, so the Planck length can dynamically vary. This implies that the scale where quantum effects become important will be different for different fields. This variable quantum scale is nonetheless a powerful constraint for scalar bimetric cosmology.

As one can infer, the dynamical nature of the speed of light is very powerful and crucial in formulating cosmology models based on the theory. Such interesting scenarios postulated by Moffat and Clayton include inflation models, CMB spectrum corrections, dimming of stellar events such as supernovae and, solutions to the cosmological problem and many possible results from gravity wave astrophysics. In our case, we will not study the various cosmological models, but instead focus on a topic not yet studied in this kind of scenario, namely the potential black hole solutions of a scalar bi-metric theory.

### 3.2 The Model

Similar to Moffat and Clayton, we will use the simplified model

$$
\begin{equation*}
\hat{g}_{\mu \nu}=g_{\mu \nu}+B \partial_{\mu} \varphi \partial_{\nu} \varphi \tag{3.5}
\end{equation*}
$$

We obviously need a matter field that will propagate through the matter metric. Since we are looking for a general static solution, we shall leave the field as $\psi[r]$ and let it be calculated down the line. Just like $\psi$, all our other functions will only depend on $r$ since we are concerned with static, non evolving solutions.

In our problem, the total action of the system is a sum of the EinsteinHilbert action $S_{E H}\left[g_{\mu \nu}\right]$, the action $S_{\varphi}\left[g_{\mu \nu}, \varphi\right]$ for the scalar field $\varphi$ and finally the action $S_{\psi}\left[g_{\mu \nu}, \psi\right]$ for the matter field $\psi$. If we now consider a scalar field
which is minimally coupled with the metric $g_{\mu \nu}$ we get the total action

$$
\begin{equation*}
S=S_{E H}+S_{\varphi}+S_{\psi} \tag{3.6}
\end{equation*}
$$

Where:

$$
\begin{align*}
& S_{E H}\left[g_{\mu \nu}\right]=\int d^{4} x \sqrt{-g}\left(\frac{R-2 \Lambda}{2 \kappa}\right),  \tag{3.7}\\
& S_{\varphi}\left[g_{\mu \nu}, \varphi\right]=\int d^{4} x \sqrt{-g}\left[-\frac{1}{2} g^{\mu \nu} \nabla_{\mu} \varphi \nabla_{\nu} \varphi-V(\varphi)\right]  \tag{3.8}\\
& S_{\psi}\left[\hat{g_{\mu \nu}}, \psi\right]=\int d^{4} x \sqrt{-\hat{g}}\left[-\frac{1}{2} g^{\hat{\mu} \nu} \nabla_{\mu} \psi \nabla_{\nu} \psi\right] . \tag{3.9}
\end{align*}
$$

From these 3 components of the total action we can obtain the various tensors of each metric, leading us to the final field equations:

$$
\begin{align*}
& \mathcal{E}^{\mu \nu}:=G^{\mu \nu}+\Lambda g^{\mu \nu}=\kappa\left(T_{\varphi}^{\mu \nu}+s \hat{T^{\mu} \nu}\right)  \tag{3.10}\\
& \square \varphi-V^{\prime}(\varphi)=B s \hat{T}^{\hat{\mu} \nu} \hat{\nabla}_{\mu} \hat{\nabla}_{\nu}  \tag{3.11}\\
& \square \psi=0 \tag{3.12}
\end{align*}
$$

where $s=\sqrt{-\hat{g}} / \sqrt{-g}$. We will have two energy-momentum tensors $T^{\mu \nu}$ and $\hat{T^{\mu \nu}}$ for $g_{\mu \nu}$ and $\hat{g_{\mu \nu}}$ respectively. These two tensors are:

$$
\begin{align*}
& T^{\mu \nu}=\frac{1}{2} g^{\mu \nu}(\nabla \varphi)^{2}+\nabla^{\mu} \varphi \nabla^{\nu} \varphi-g^{\mu \nu} V(\varphi)  \tag{3.13}\\
& \hat{T^{\hat{\mu}}}=\frac{1}{2} g^{\hat{\mu} \nu}(\hat{\nabla} \psi)^{2}+\hat{\nabla}^{\mu} \psi \hat{\nabla}^{\nu} \psi \tag{3.14}
\end{align*}
$$

Where $(\nabla \varphi)^{2}:=\nabla^{\mu} \varphi \nabla_{\mu} \varphi,(\hat{\nabla} \varphi)^{2}:=\hat{\nabla}^{\mu} \varphi \hat{\nabla}_{\mu} \varphi, \square:=\nabla^{\mu} \nabla_{\mu}, \square:=\hat{\nabla}^{\mu}, \hat{\nabla}_{\mu}$. Here is a good point to confirm with the Bianchi identities in order to check whether our field equations are sensible. Considering the general form of $\hat{g}_{\mu \nu}$ we can determine the inverses

$$
\begin{equation*}
\hat{g}^{\mu \nu}=g^{\mu \nu}-\frac{B}{I} \nabla^{\mu} \varphi \nabla^{\nu} \varphi \tag{3.15}
\end{equation*}
$$

and

$$
\begin{equation*}
g^{\mu \nu}=\hat{g}^{\mu \nu}+\frac{B}{K} \nabla^{\mu} \varphi \nabla^{\nu} \varphi \tag{3.16}
\end{equation*}
$$

where

$$
\begin{equation*}
I=1+B g^{\mu \nu} \partial_{\mu} \varphi \partial_{\nu} \varphi, \quad K=1-B \hat{g}^{\mu \nu} \partial_{\mu} \varphi \partial_{\nu} \varphi \tag{3.17}
\end{equation*}
$$

from which it follows that $I K=1$. We have already defined $\nabla^{\mu} \varphi=g^{\mu \nu} \partial_{\nu} \varphi$ and using the above we get

$$
\begin{equation*}
\hat{\nabla}^{\mu} \varphi=\hat{g}^{\mu \nu} \partial_{\nu} \varphi=K \nabla^{\mu} \varphi \tag{3.18}
\end{equation*}
$$

Following these formulations, we are now ready to search for spherically symmetric solutions.

## Chapter 4

## Spherically Symmetric Solutions

We are interested in spherically symmetric black hole solutions, so we form the most general ansatz that satisfies this symmetry:

$$
\begin{equation*}
d s^{2}=g_{\mu \nu} d x^{\mu} d x^{\nu}=-N^{2} F d t^{2}+\frac{d r^{2}}{F}+H^{2}\left(\sin ^{2} \theta d \phi^{2}+d \theta^{2}\right) \tag{4.1}
\end{equation*}
$$

As stated previously, we are looking for static solutions, so the functions $\mathrm{N}, \mathrm{F}, \mathrm{H}, \varphi$ and $\psi$ are all only r-dependant. We first calculate the components of the Riemann tensor $R_{\mu \nu}^{1}$

$$
\begin{align*}
& R_{t t}=\frac{2 F H N^{\prime \prime}+3 H N^{\prime} F^{\prime}+4 F N^{\prime} H^{\prime}+N H F^{\prime \prime}+2 N F^{\prime} H^{\prime}}{2 N^{3} F H} \\
& R_{r r}=-\frac{F\left(2 F H N^{\prime \prime}+3 H N^{\prime} F^{\prime}+N H F^{\prime \prime}+2 N F^{\prime} H^{\prime}+4 N F H^{\prime \prime}\right)}{2 N H} \\
& R_{\theta \theta}=-\frac{F H N^{\prime} H^{\prime}+N H F^{\prime} H^{\prime}+N F H H^{\prime \prime}+N F H^{\prime 2}-N}{N H^{4}} \\
& R_{\phi \phi}=-\frac{\csc ^{2}(\theta)\left(F H N^{\prime} H^{\prime}+N H F^{\prime} H^{\prime}+N F H H^{\prime \prime}+N F H^{\prime 2}-N\right)}{N H^{4}} \tag{4.2}
\end{align*}
$$

Having the Riemann tensor we can now calculate the components of the Einstein tensor:
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$$
\begin{align*}
\mathcal{E}_{t t} & =-\frac{H F^{\prime} H^{\prime}+2 F H H^{\prime \prime}+F H^{\prime 2}-1}{N^{2} F H^{2}} \\
\mathcal{E}_{r r} & =\frac{F\left(2 F H N^{\prime} H^{\prime}+N H F^{\prime} H^{\prime}+N F H^{\prime 2}-N\right)}{N H^{2}} \\
\mathcal{E}_{\theta \theta} & =\frac{2\left(F\left(N^{\prime} H^{\prime}+N H^{\prime \prime}\right)+N F^{\prime} H^{\prime}\right)+H\left(2 F N^{\prime \prime}+3 N^{\prime} F^{\prime}+N F^{\prime \prime}\right)}{2 N H^{3}} \\
\mathcal{E}_{\phi \phi} & =\frac{\csc ^{2}(\theta)\left(2 F H N^{\prime \prime}+3 H N^{\prime} F^{\prime}+2 F N^{\prime} H^{\prime}+N H F^{\prime \prime}+2 N F^{\prime} H^{\prime}+2 N F H^{\prime \prime}\right)}{2 N H^{3}} \tag{4.3}
\end{align*}
$$
\]

Solving the Field equations (3.10), we get three non-vanishing terms from $\mathcal{E}^{\mu \nu}$, which are $\mathcal{E}_{t}^{t}, \mathcal{E}_{r}^{r}$ and $\mathcal{E}_{\phi}^{\phi}=\mathcal{E}_{\theta}^{\theta}$. From these we get:

$$
\begin{align*}
& 0=\frac{\left(F^{\prime} H^{\prime}+2 F H^{\prime \prime}\right)}{H}+\frac{F H^{\prime 2}-1}{H^{2}}+\Lambda+\frac{\kappa}{2} F\left(\varphi^{\prime 2}+\sqrt{K} \psi^{\prime 2}\right)+\kappa V  \tag{4.4}\\
& 0=\frac{H^{\prime}\left(N F^{\prime}+2 F N^{\prime}\right)}{H N}+\frac{F H^{\prime 2}-1}{H^{2}}+\Lambda-\frac{\kappa}{2} F\left(\varphi^{\prime 2}+K^{3 / 2} \psi^{\prime 2}\right)+\kappa V  \tag{4.5}\\
& 0=\frac{F^{\prime \prime}}{2}+\frac{F^{\prime} H^{\prime}}{H}+\frac{\left(3 F^{\prime} N^{\prime}+2 F N^{\prime \prime}\right)}{2 N}+\frac{F}{H}\left(H^{\prime \prime}+\frac{H^{\prime} N^{\prime}}{N}+\Lambda+\frac{\kappa}{2} F\left(\varphi^{\prime 2}+\sqrt{K} \psi^{\prime 2}\right)+\kappa V\right. \tag{4.6}
\end{align*}
$$

The matter field is described by the Klein-Gordon equation, and considering our kind of ansatz we obtain:

$$
\begin{equation*}
\varphi^{\prime}(r)=\left[\frac{1}{B F}\left(\frac{F^{2} H^{4} N^{2} \psi^{\prime 2}}{\lambda^{2}}-1\right)\right]^{1 / 2} \tag{4.7}
\end{equation*}
$$

Plugging this equation into (4.4), (4.5), (4.6) and adding 4.4 to 4.5 , we can determine the potential V in terms of $\mathrm{N}, \mathrm{F}, \mathrm{H}$ and the field $\psi$. We can then replace this expression of the potential back into the three equations, which will give us three new equations in which the potential is eliminated from two of them and can be determined explicitly from the third. These new equations are respectively:

$$
\begin{array}{r}
\frac{F}{H N}\left(N H^{\prime \prime}-H^{\prime} N^{\prime}\right)+\frac{\kappa}{4}\left(\frac{2 F^{2} H^{4} N^{2} \psi^{\prime 2}}{B \lambda^{2}}-\frac{2}{B}+\frac{\lambda \psi^{\prime}}{H^{2} N}+\frac{\lambda^{3}}{F^{2} H^{6} N^{3} \psi^{\prime}}\right)=0, \\
\frac{N F^{\prime \prime}+3 F^{\prime} N^{\prime}+2 F N^{\prime \prime}}{2 N}+\frac{1-F H^{\prime 2}}{H^{2}}+\frac{\kappa\left(\frac{2 F^{2} H^{4} N^{2} \psi^{\prime 2}}{B \lambda^{2}}-\frac{2}{B}+\frac{\lambda \psi^{\prime}}{H^{2} N}+\frac{\lambda^{3}}{F^{2} H^{6} N^{3} \psi^{\prime}}\right)=0,}{\kappa V+\Lambda-\frac{1-F H^{\prime 2}}{H^{2}}+\frac{H^{\prime}}{H N}\left(N F^{\prime}+2 F N^{\prime}\right)-\frac{\kappa}{2}\left(\frac{F^{2} H^{4} N^{2} \psi^{\prime 2}}{B \lambda^{2}}-\frac{1}{B}+\frac{\lambda \psi^{\prime}}{H^{2} N}+\frac{\lambda^{3}}{F^{2} H^{6} N^{3} \psi^{\prime}}\right)=0}
\end{array}
$$

In order to lower the degree of the third differential equation, we replaced $H^{\prime \prime}$ with its form from equation (4.8). Notice we have three equations for the five unknowns H, F, N, V and $\psi^{\prime}$, since the Klein-Gordon equation of the scalar field
$\varphi$ becomes redundant due to the Bianchi identities. It is hence clear that the final solution coming from these equations will automatically satisfy the Klein Gordon equation for $\varphi$. We must now fix two of the five variables in order to extract a solvable set of equations. The choice of the 2 variables to fix is completely free, since we work with the most general ansatz and we have not yet introduced any constrains of the form of the two metrics. The choices, however, must include at the very least some physical motivation behind them.

### 4.0.1 Case 1: $\mathbf{H}(\mathrm{r})=\mathrm{r}, \mathrm{N}(\mathrm{r})=1$

In the first case we consider we fix H and N , so that our, the line element (7.5) takes the form:

$$
\begin{equation*}
d s^{2}=-F d t^{2}+\frac{d r^{2}}{F}+r^{2}\left(\sin ^{2} \theta d \phi^{2}+d \theta^{2}\right) \tag{4.11}
\end{equation*}
$$

The line element now only depends on F , so it is convenient to find an expression for F from equations (4.8),(4.9) and (4.10). Subtracting (4.8) from (4.9) we get a differential equation we can solve for F . This gives

$$
\begin{equation*}
F(r)=\frac{r^{2}}{l^{2}}+1-\frac{2 M}{r} \tag{4.12}
\end{equation*}
$$

We can see this is actually the Black Hole solution of the AdS metric in (3+1) dimensions:

$$
\begin{equation*}
d s^{2}=-\left(r^{2} k^{2}+1-\frac{C}{r}\right) d t^{2}+\frac{d r^{2}}{\left(r^{2} k^{2}+1-\frac{C}{r}\right)}+r^{2} d \Omega^{2} \tag{4.13}
\end{equation*}
$$

where C is a constant, and k is the AdS curvature. In our case, M is the respective constant and $l=1 / k$ is the curvature. As for the derivative of the scalar field $\psi^{\prime}$, it is given by the equation

$$
\begin{equation*}
\frac{2 r^{2} \psi^{2}\left(l^{2}(r-M)+r^{3}\right)^{2}}{B \lambda^{2} l^{4}}-\frac{2}{B}+\frac{\lambda^{3} l^{4}}{r^{4} \psi^{\prime}\left(l^{2}(r-M)+r^{3}\right)^{2}}+\frac{\lambda \psi^{\prime}}{r^{2}}=0 \tag{4.14}
\end{equation*}
$$

and the potential is given by

$$
\begin{equation*}
V(r)=\frac{1}{\kappa}\left(\frac{3}{l^{2}}-\Lambda\right)+\frac{\lambda^{3} l^{4}}{4 r^{4} \psi^{\prime}\left(l^{2}(r-M)+r^{3}\right)^{2}}-\frac{\lambda \psi^{\prime}}{4 r^{2}}=0 \tag{4.15}
\end{equation*}
$$

The solution for $\psi^{\prime}$ can be analytically obtained from the above, however it is quite complicated. A more promising case with potentially less complicated expressions will be considered next.

### 4.0.2 Case 2: $\mathrm{H}(\mathrm{r})=\mathrm{r}, \mathrm{V}(\mathrm{r})=0$

In the second case, we again fix $\mathrm{H}(\mathrm{r})=\mathrm{r}$ so that the spherical component of the metric will be in its usual form. We also fix the potential $\mathrm{V}(\mathrm{r})$ to be zero, so our remaining free variables are F and N . Following a similar process as before, we extract the first of the two needed equations by subtracting (4.8) from (4.9) and we get:

$$
\begin{equation*}
\frac{r^{2}\left(-F^{\prime \prime}\right)+2 F-2}{2 r^{2}}-\frac{3 r F^{\prime} N^{\prime}+2 F\left(r N^{\prime \prime}+N^{\prime}\right)}{2 r N} \tag{4.16}
\end{equation*}
$$

We now need a second differential equation in order for the system to be solvable for F and N . We can now subtract (4.9) from (4.10)

$$
\begin{equation*}
\frac{1}{4}\left(2 F^{\prime \prime}+F^{\prime}\left(\frac{6 N^{\prime}}{N}+\frac{4}{r}\right)-\frac{k \lambda^{3}}{r^{6} F^{2} N^{3} \psi^{\prime}}+\frac{4 F\left(r N^{\prime \prime}+2 N^{\prime}\right)}{r N}+\frac{k \lambda \psi^{\prime}}{r^{2} N}+4 \Lambda\right) \tag{4.17}
\end{equation*}
$$

At this point we must mention that the length of many of the expressions and the results are simply too big to display effectively on normal equation spaces. Due to this, many of the explicit forms of the equations and the inbetween steps will be presented in the Appendix at the end of the thesis. From the above equation we can then solve for the derivative of the scalar field $\psi^{\prime}$. The solution is of quadratic form. Plugging one of the two solution (in our first case, the positive one) in equation (4.8), we can extract the second necessary equation for our system. Unfortunately the equation is too big to be displayed effectively, so both itself and the scalar field are posted in the Appendix.

At this point, our system has the form:

$$
\begin{equation*}
e q 1=f\left(F, F^{\prime}, F^{\prime \prime}, N, N^{\prime}, N^{\prime \prime}, \kappa, \lambda, B, \Lambda\right) \quad e q 2=g\left(F, F^{\prime}, F^{\prime \prime}, N, N^{\prime}, N^{\prime \prime}, \kappa, \lambda, B, \Lambda\right) \tag{4.18}
\end{equation*}
$$

where $\kappa, \lambda, \mathrm{B}$ are parameters and $\Lambda$ is the cosmological constant. Since we will keep the parameters as they are until we plot the resulting functions, we need not worry about them, so the system becomes:

$$
\begin{equation*}
e q 1=f\left(F, F^{\prime}, F^{\prime}, N, N^{\prime}, N^{\prime \prime}\right) \quad e q 2=g\left(F, F^{\prime}, F^{\prime}, N, N^{\prime}, N^{\prime \prime}\right) \tag{4.19}
\end{equation*}
$$

We see that our two equations now depend only on $\mathrm{F}, \mathrm{N}$ and their derivatives. We have 6 variables for our two equations, so we must formulate four more. These four, naturally, are going to be the boundary conditions of the differential equations.

Since we have two unknown functions, it is obvious that the boundary conditions will consist of information regarding $F\left(r_{s}\right), F^{\prime}\left(r_{s}\right), N\left(r_{s}\right)$, and $N^{\prime}(r s)$ where $r_{s}$ is the event horizon of our black hole. , all of which will be dynamically connected to one another. After much testing with free choices for all 4 of these conditions, we arrived at extremely inconsistent results that are really hard to work with. For one, the system seems to be unable to be solved at r=1, so our plots give no real information about the behaviour at the event horizon. Furthermore, the system is extremely sensitive to the boundary conditions, and even a slight change of the values gives wildly different results. We hence decided to fix function $N(r)$ in order to simplify the problem. Our choice, $N(r)=1$, is motivated by the form of the line element (7.5) and its usual description in GR.

### 4.0.3 Case: $\mathrm{H}(\mathrm{r})=\mathrm{r}, \mathrm{V}(\mathrm{r})=0, \mathrm{~N}(\mathrm{r})=1$

From the previous step we have arrived at equation (4.16). Setting $N[r]=1$ we get:

$$
\begin{equation*}
\frac{r^{2}\left(-F^{\prime \prime}\right)+2 F-2}{2 r^{2}}=0 \tag{4.20}
\end{equation*}
$$

To solve this differential equation we need 2 boundary conditions since it is of second order. Since we want the solution to resemble a black hole, we are motivated to choose that $\mathrm{F}[1]=0$ and $\mathrm{F}^{\prime}[1]=1$ as a first example. The first derivative allows a wide range of selection, but for this example we chose it to be 1, a general slope. A desired black hole behaviour would be that the function crosses the event horizon (r axis) at some point, and asymptotically approaches negative infinity when $r$ goes to zero. Solving the equation analytically, we get:

$$
\begin{equation*}
F[r]=\alpha+\frac{\beta}{r} \tag{4.21}
\end{equation*}
$$

This constitutes the general form of the solution, but it is interesting to see what form it takes for our specific example. The numerical differential solution is the plot:


Figure 4.1: F(r) as a result of the numerical solution

Translating the plot into points, we can then approximate the curve by an expression $1-\frac{1}{r}$ (in other words, a polynomial with powers $r^{0}, r^{-1}$ ) and we finally get:

$$
\begin{equation*}
F[r]=0,9999-\frac{1,00001}{r} \tag{4.22}
\end{equation*}
$$

Getting more data from the plot helps to increase the accuracy, but it is apparent that we can approximate to

$$
\begin{equation*}
F[r]=1-\frac{1}{r} \tag{4.23}
\end{equation*}
$$

and thus setting the analytical coefficients as $\alpha=1$ and $\beta=-1$. Putting any more powers of r into the fitting polynomial reinforces this particular solution, as it sets all their coefficients to basically zero, leaving us only with $1-\frac{1}{r}$.

Keeping this solution for $F^{\prime}[1]=1$, we can then plug this back into the equations (4.8)(4.9)(4.10) and get the derivative of the scalar field as a function of $r$ :

$$
\begin{equation*}
\psi^{\prime}(r) \rightarrow-\frac{k \lambda^{3}}{\sqrt{r^{4}\left(a+\frac{b}{r}\right)^{2}\left(r^{6}\left(a+\frac{b}{r}\right)^{2}\left(r\left(\frac{2 b}{r^{3}}+2 \Lambda\right)-\frac{2 b}{r^{2}}\right)^{2}+k^{2} \lambda^{4}\right)}-r^{5}\left(a+\frac{b}{r}\right)^{2}\left(r\left(\frac{2 b}{r^{3}}+2 \Lambda\right)-\frac{2 b}{r^{2}}\right)} \tag{4.24}
\end{equation*}
$$

We can now use the expression

$$
\begin{equation*}
\varphi^{\prime}(r)=\left[\frac{1}{B F}\left(\frac{F^{2} H^{4} N^{2} \psi^{\prime 2}}{\lambda^{2}}-1\right)\right]^{1 / 2} \tag{4.25}
\end{equation*}
$$

to get the derivative of $\varphi$ from equation (4.24). We finally get

$$
\begin{equation*}
\varphi^{\prime}(r)=2 \sqrt{\frac{\Lambda(r-1) r^{5}}{B\left(\sqrt{k^{2} \lambda^{4}(r-1)^{2} r^{2}+4 \Lambda^{2}(r-1)^{4} r^{8}}-2 \Lambda(r-1)^{2} r^{4}\right)}} \tag{4.26}
\end{equation*}
$$

Everything we did up to this point has been mainly trial and error, and putting the boundary conditions in by hand. It would be useful to try and generalize at least the boundary conditions, and even try to reduce the number of them so that we only have one free variable that controls the differential solution.

### 4.0.4 Expanding and generalizing the boundary conditions

Choosing a different condition for $\mathrm{F}^{\prime}[1]$, we get results that either increase or decrease steadily past the event horizon, such as:


Figure 4.2: Numerical solutions of F with varying $\mathrm{F}^{\prime}[1]$ boundary conditions

For all these cases, the expression of the solutions is of the form

$$
\begin{equation*}
F(r)=1-\frac{\alpha}{r}+\beta r^{2} \tag{4.27}
\end{equation*}
$$

which is the normal Schwartzchild form, with an $r^{2}$ term added. Solving for each case, we can see that the constant b is negative for $F^{\prime}[1]<1$ and approaches 0 as $\mathrm{F}^{\prime}[1]$ goes to 1 . For values $F^{\prime}[1]>1$, the constant b is positive. From an initial computing it seems that the two constants satisfy the equations:

$$
\begin{align*}
& \beta=\frac{n}{3}  \tag{4.28}\\
& \alpha=(n+3) \frac{1}{3} \tag{4.29}
\end{align*}
$$

so the function becomes

$$
\begin{equation*}
F[r]=1-(n+3) \frac{1}{3 r}+\frac{n r^{2}}{3}, \quad n \in \mathcal{R} \tag{4.30}
\end{equation*}
$$

Where n comes from the boundary condition $F^{\prime}\left(r_{s}\right)$. From the above and trying different conditions, the final form becomes

$$
\begin{equation*}
F(r)=1-(a+2) \frac{1}{3 r}+\frac{(a-1) r^{2}}{3}, a=F^{\prime}\left(r_{s}\right) \tag{4.31}
\end{equation*}
$$

The previous solution we calculated, $F(r)=1-1 / r$, is now just a specific case for $\mathrm{n}=0$ or $F^{\prime}\left(r_{s}\right)=1$, and the various solutions from 7 are results for different values of $n$.

A good way to check the validity of our boundary conditions while simultaneously generalizing them, is to use (4.16) with a Taylor expansion of $\mathrm{F}[\mathrm{r}]$ around $r=r_{e}$. We set

$$
\begin{equation*}
F[r]=a_{0}+a_{1}\left(r-r_{e}\right)+a_{2}(r-r e) \tag{4.32}
\end{equation*}
$$

where $a_{0}, a_{1}$ and $a_{2}$ are the Taylor expansion constants representing $\mathrm{F}[\mathrm{r}], \mathrm{F}{ }^{\prime}[\mathrm{r}]$ and F " $[\mathrm{r}]$ at the point $\mathrm{r}=1$. Plugging this expression into (4.16) and approximating $\left(r-r_{e}\right) \rightarrow 0$, we get approximately

$$
\begin{equation*}
a_{0}=1.002\left(0.999+0.00099 a_{1}+0.4999 a_{2}\right) \tag{4.33}
\end{equation*}
$$

which for better approximations of $\left(r-r_{e}\right)$, is obviously

$$
\begin{equation*}
a_{0}=\left(1+\frac{a_{2}}{2}\right) \tag{4.34}
\end{equation*}
$$

This means that the derivative of F at $\mathrm{r}=1$ is zero, and $\mathrm{F}[1]$ can be zero only if $F^{\prime}(1)=-1 / 2$. This implies that the function will approach the r axis from minus infinity without crossing it, and then descent back down. Truly, plotting $\mathrm{F}[\mathrm{r}]$ with this set of conditions yields


Figure 4.3: Solution to $\mathrm{F}[\mathrm{r}]$ when $\mathrm{F}[1] \neq 0$
If we keep with our wish to have the event horizon at $\mathrm{r}=1$, we set $a_{0}=0$ and now the condition becomes

$$
\begin{equation*}
a_{1}=10^{n}\left(1+\frac{a_{2}}{2}\right) \tag{4.35}
\end{equation*}
$$

where n comes from the approximation $\left(r-r_{e}\right) \rightarrow 10^{-n}$. As an example, for $\mathrm{n}=1$ and $a_{2}=0$ we have $a_{1}=10$ and equation (4.16) now yields

$$
\begin{equation*}
F[r]=1-\frac{13}{3 r}+\frac{10 r^{2}}{3} \tag{4.36}
\end{equation*}
$$

which is exactly of the form (4.27) we calculated previously.
To calculate our scalar field with our solutions, we use expression (4.27) for $\mathrm{F}[\mathrm{r}]$ and $\varphi^{\prime}[r]$ becomes

$$
\begin{equation*}
\varphi^{\prime}[r]=2 \sqrt{\frac{1}{\frac{B \sqrt{r^{2}\left(-a+b r^{3}+r\right)^{2}\left(4 r^{6}(3 b+\Lambda)^{2}\left(-a+b r^{3}+r\right)^{2}+k^{2} \lambda^{4}\right)}}{r^{5}(3 b+\Lambda)\left(-a+b r^{3}+r\right)}-\frac{2 B\left(-a+b r^{3}+r\right)}{r}}} \tag{4.37}
\end{equation*}
$$



Figure 4.4: $\varphi^{\prime}(\mathrm{r})$ for $\mathrm { F } ( \mathrm { r } ) = 1 - 5 \longdiv { 3 r + \frac { 2 r ^ { 2 } } { 3 } , \quad B = \frac { l _ { p } ^ { 2 } } { 3 2 \pi } , \quad k = \lambda = 1 }$

One can now plug the analytical constants -which in these cases represent the black hole radius and properties- back into the system and have them relate to B.
We can see how B influences the scalar field by plotting $\varphi^{\prime}(r)$ for different values of B (while keeping the other constants the same as figure 4.4)


Figure 4.5: $\varphi^{\prime}(r)$ for different values of B for $\mathrm{r} \in[0.01,2]$


Figure 4.6: $\varphi^{\prime}(r)$ for different values of B for $\mathrm{r} \in[0.01,10]$
Taking the general solution $F(r)=1-\frac{a}{r}+b r^{2}$, the field $\psi^{\prime}(r)$ becomes:

$$
\psi^{\prime}(r) \rightarrow-\frac{k \lambda^{3}}{\sqrt{r^{2}\left(-a+b r^{3}+r\right)^{2}\left(4 r^{6}(3 b+\Lambda)^{2}\left(-a+b r^{3}+r\right)^{2}+k^{2} \lambda^{4}\right)}-2 r^{4}(3 b+\Lambda)\left(-a+b r^{3}+r\right)^{2}}
$$

(4.38)

We notice that the field does not depend on $B$, but it does depend on $\lambda$, which was introduced through the Klein-Gordon equation of $\varphi(r)(? ?)$. In (??) it is introduced as a denominator, so it is safe to plot the field for values other than zero. Plotting for different values of $\lambda^{2}$, we get:

[^1]

Figure 4.7: $\psi^{\prime}(r)$ for different values of $\lambda$

We see that $\lambda$ is the main factor that influences the form of the scalar field. Interestingly, the form does not change if we change the cosmological constant. Both positive and negative, as well as zero values produce virtually the same plots, with only the very slightest of changes.

## Chapter 5

## Conclusions

From the analysis above, we can extract some interesting conclusions about the theory. We have shown that there is indeed a black hole solution to this particular Scalar Bi-metric gravity model, and more specifically of the Anti de-Sitter form:

$$
\begin{equation*}
F(r)=\frac{r^{2}}{l^{2}}+1-\frac{2 M}{r} \tag{5.1}
\end{equation*}
$$

. This result was achieved by assuming at least an existing horizon to our function $\mathrm{F}[\mathrm{r}]$, in other words that $\mathrm{F}[\mathrm{r}]=0$ at some point. This was chosen in part to more strongly facilitate our type of desired solution, but further calculations up to (4.35) showed that this condition is compatible with this particular form. In fact, it is shown that this single condition is necessary for a black hole metric to be formed, because as we showed in 4.3 , any solution where $F\left(r_{s}\right) \neq 0$ forces the function not to cross the event horizon at any point. In our most general case, we have freedom of choice for one of the boundary conditions, namely $F^{\prime}\left(r_{s}\right)$, and it's enough due to (4.35).

As for the function itself, the AdS form deviates from the classical GR by an $r^{2}$ factor. The main difference with normal black hole solutions in GR, is that the AdS solution does not approach a flat metric past the event horizon (asymptotic flatness). This is caused because in AdS space, the cosmological constant $\Lambda$ is negative, so even in the absence of matter and energy the spacetime has negative curvature. In the case of $F^{\prime}\left(r_{s}\right) \leq 1$ the function dips back into the r-axis, and for $F^{\prime}\left(r_{s}\right) \geq 1$ it increases in a parabolic nature.

In regards to $B$, we have shown that it contributes to the numerical factors of the final solution, although in a quite complicated way. In other words, the addition of B to the second metric changes the constant and the curvature of the AdS black hole. The motivated value $B=\frac{l_{p}^{2}}{32 \pi}$ is extremely small and thus in the final plots it produces very large values that blow the functions up. As we said, this motivation is purely cosmological, and perhaps more fitting values can be applicable in a project that studies potential black holes. From equation (??)
and figures (4.5) and (4.6)we can see that B is acting almost as a scale factor for the steepness of the function, and consequently of the black hole behaviour past the event horizon. Similarly with our solutions for $F(r)$, the scalar field also does not appear to approach a "flat" form as $r \rightarrow \infty$.
As for the scalar field $\psi(r)$, it is not directly dependent on $B$, but changes with regard to $\lambda$, which is introduce through the Klein-Gordon equation of $\varphi(r)$. We hence realize that the introduction of the bi-scalar field does change the matter field, or in other words, matter "feels" the field introduced by the second metric in a dynamic way.

## Chapter 6

## Limitations and extensions of the model

As it has become apparent, our final solution resulted from numerous assumptions and simplifications. This of course is a result of trying to take the most general form of our metric functions and properties, which results in many free choices for the metric functions. The obvious generalization that can me made is our original form of the metric (7.5). For our simplification we set $N(r)=1$ so that our differential equations will only have one variable function. Obviously for a general case, both $\mathrm{F}(\mathrm{r})$ and $\mathrm{N}(\mathrm{r})$ would be variables in a system of equations, with specific boundary conditions for both. It is apparent that the boundary conditions will arise from physical restrictions and ansatzes. These could be either properties of the space-time in question, or a different kind of black hole ansatz (e.g. Kerr black holes).

The main obstacle here is that the equations are heavily intertwined, with one's boundary conditions affecting the other's dynamically due to the complexity of the equations. Due to this, the numerical solutions to the metric functions are either lacking vital information we need to make conclusions, or are very inconsistent in regard to their boundary conditions.A way to simplify the system is to use other, more "well-behaved" scalar fields $\psi(r)$ (as for example in [6]) and see if the system becomes more manageable. If simplifying the equations is out of the question, the next way to deal with the problem is to use a better way of solving the system numerically. Higher tolerances, different solving methods and ways to deal with arising infinities and divergences are all ways in which the numerical solving of the system can be optimized. Nevertheless, everything we mentioned above will still require a good physical basis and more information on the behaviour of the function around the important points of the model (event horizon, asymptotically flat region).

Furthermore, the work on this model so far is purely cosmological, and has provided little information on any kind of spherically symmetric solutions. A better formulation of the model with this in mind could provide useful insight
on what the set up, methodology or result should look like. Moreover, further cosmological constraints on this model can help the problem of spherically symmetric solutions by imposing limitations on the initial formulation of the model or on constants such as $B$ and the metric functions.

## Chapter 7

## Summary in Greek
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#### Abstract
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 $\pi \varepsilon \rho เ o p ı \sigma \mu o u ́ s$.

## 


 stein(EFE):

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}+\Lambda g_{\mu \nu}=\frac{8 \pi G}{c^{4}} T_{\mu \nu} \tag{7.1}
\end{equation*}
$$











 $\vartheta \varepsilon p i ́ \alpha s . ~ O \iota ~ \varepsilon \xi ı \sigma \omega ́ \sigma \varepsilon เ \varsigma ~ \pi p o x ט ́ \pi \tau о u \nu ~ \alpha \pi o ́ ~ \tau \eta \nu ~ \alpha p \chi \eta ́ \eta ~ \tau \eta s ~ \varepsilon \lambda \alpha ́ \chi เ \sigma \tau \eta s ~ \delta \rho \alpha ́ \sigma \eta s, ~ \mu \varepsilon ́ \sigma \omega ~ \tau \eta s ~$ бро́бŋऽ Einstein-Hilbert:

$$
\begin{equation*}
S=\int\left[\frac{1}{2 \kappa} R+\mathcal{L}_{M}\right] \sqrt{-g} d^{4} x \tag{7.2}
\end{equation*}
$$

## Maúpes Tpútes $\sigma \tau \eta \nu$ Гevıxй $\Sigma \chi \varepsilon \tau \iota x o ́ \tau \eta \tau \alpha: ~ H ~$ $\lambda$ Úণ $\eta$ Schwarzschild







 ィúon Schwarzschild

$$
\begin{equation*}
d s^{2}=-\left(1-\frac{2 G M}{r}\right) d t^{2}+\left(1-\frac{2 G M}{r}\right)^{-1} d r^{2}+d \Omega^{2} \tag{7.3}
\end{equation*}
$$



 $\chi$ ('́po Minkowski ( $\alpha \sigma \cup \mu \pi \tau \omega \tau \iota x o ́ ~ f l a t n e s s) . ~$







## H ठ七- $\mu \varepsilon \tau \rho ı \varkappa \dot{\eta} \vartheta \varepsilon \omega \rho i ́ \alpha$ тou Rosen





To $\pi \lambda \varepsilon о \nu \varepsilon ́ x \tau \eta \mu \alpha$ тทs $\varepsilon เ \sigma \alpha \gamma \omega \gamma \eta ́ s ~ \alpha u \tau \eta ́ s ~ o ́ \pi \omega s ~ \alpha \pi \varepsilon ́ \delta \varepsilon ı \xi \varepsilon ~ o ~ R o s e n, ~ \varepsilon i v \alpha l ~ \pi \omega s ~ \delta ı \alpha ́-~$



 $\alpha \lambda \lambda \eta \alpha \pi o ́ \alpha \cup \tau \dot{\eta}$ тou Schwarzschild.


 є $\dot{n}^{\prime}$ s:


 бтатเцó $\beta \alpha p \cup \tau เ \varkappa o ́ ~ \pi \varepsilon \delta i ́ o . ~$



## Scalar $\delta t-\mu \varepsilon \tau \rho ı x \grave{~} \beta \alpha \rho u ́ \tau \eta \tau \alpha$

 $\alpha \nu \alpha \pi \tau \cup \chi \vartheta \varepsilon i ́ h \alpha \iota \mu \varepsilon \lambda \varepsilon \tau \alpha ́ \tau \alpha \iota \alpha \pi o ́ ~ \tau o u s ~ M . ~ A . ~ C l a y t o n ~ a n d ~ J . W . ~ M o f f a t ~[5, ~ 4, ~ 3, ~ 2], ~$
 عvós $\beta \alpha \vartheta \mu \omega \tau$ тó $\pi \varepsilon \delta$ íou.

H үعvเxท́ uoppń tou povté̀ ou عíval:

$$
\begin{equation*}
\hat{g}_{\mu \nu}=A(\varphi) g_{\mu \nu}+B(\varphi) \partial_{\mu} \varphi \partial_{\nu} \varphi \tag{7.4}
\end{equation*}
$$









 $\pi \varepsilon ı \rho \alpha \mu \alpha \tau \varkappa \varepsilon ́ \varsigma ~ \pi \alpha \rho \alpha \tau n \rho \eta ́ \sigma \varepsilon ı \varsigma$.


 $\lambda$ и́бعıऽ.

## 




$$
\begin{equation*}
d s^{2}=g_{\mu \nu} d x^{\mu} d x^{\nu}=-N^{2} F d t^{2}+\frac{d r^{2}}{F}+H^{2}\left(\sin ^{2} \theta d \phi^{2}+d \theta^{2}\right) \tag{7.5}
\end{equation*}
$$


 $\gamma \iota \alpha \nu \alpha \varepsilon \pi i \lambda \cup \vartheta \varepsilon i ́ ~ \tau о ~ \sigma ט ́ \sigma \tau \eta \mu \alpha$. K $\alpha \tau \alpha \lambda \eta ́ \gamma о \cup \mu \varepsilon$ 入oıлóv $\sigma \tau \iota \varsigma ~ \pi \alpha p \alpha x \alpha ́ \tau \omega ~ \pi \varepsilon p ı \pi \tau \omega ́ \sigma \varepsilon ı \varsigma . ~$

## Пعрíлт $\omega \sigma \eta$ 1: $\mathbf{H}(\mathrm{r})=\mathrm{r}, \mathrm{N}(\mathrm{r})=1$




$$
\begin{equation*}
d s^{2}=-\left(r^{2} k^{2}+1-\frac{C}{r}\right) d t^{2}+\frac{d r^{2}}{\left(r^{2} k^{2}+1-\frac{C}{r}\right)}+r^{2} d \Omega^{2} \tag{7.6}
\end{equation*}
$$

H олоía عival tns uop甲ńs AdS Schwarzschild.

Пعрíт兀 $\omega$ б 2: $\mathbf{H}(\mathrm{r})=\mathrm{r}, \mathrm{V}(\mathrm{r})=\mathbf{0}$


 $\pi \alpha ́ \rho о \cup \mu \varepsilon \alpha х о ́ \mu \alpha$ ह́vav $\pi \varepsilon p$ เopıбиó.

Перíт $\omega \sigma \eta: \mathbf{H}(\mathrm{r})=\mathrm{r}, \mathrm{V}(\mathrm{r})=0, \mathrm{~N}(\mathrm{r})=1$


$$
\begin{equation*}
F(r)=\frac{r^{2}}{l^{2}}+1-\frac{2 M}{r} \tag{7.7}
\end{equation*}
$$







## $\Sigma \cup \mu \pi \varepsilon \rho \alpha ́ \sigma \mu \alpha \tau \alpha$






 $\varepsilon \pi \iota \pi \lambda \varepsilon ́ o \nu \alpha \pi \circ \tau \varepsilon \lambda \varepsilon \sigma \mu \alpha ́ \tau \omega \nu$.

## Appendices

## . 1 The full system of equations

From equations $(4.8,4.9,4.10)$ we can calculate the derivative of the field $\psi(r)$ by adding (4.8) and (4.9) together, then solving for $\psi^{\prime}(r)$. The equation is quadratic so it yields

$$
\begin{align*}
\psi^{\prime}(r) & =\mp \frac{k \lambda^{3}}{\sqrt{r^{4} F^{2} N^{2}\left(r^{6} F^{2} N^{2}\left(\left(3 r F^{\prime}+4 F\right) N^{\prime}+N\left(r\left(F^{\prime \prime}+2 \Lambda\right)+2 F^{\prime}\right)+2 r F N^{\prime \prime}\right)^{2}+k^{2} \lambda^{4}\right)}} \\
& -r^{5} F^{2} N^{2}\left(\left(3 r F^{\prime}+4 F\right) N^{\prime}+N\left(r\left(F^{\prime \prime}+2 \Lambda\right)+2 F^{\prime}\right)+2 r F N^{\prime \prime}\right) \tag{8}
\end{align*}
$$

We can now plug this expression back into (4.8) and we will have our first final equation:

$$
\begin{align*}
0= & \frac{1}{2}\left(-\frac{k}{B}-\frac{2 F N^{\prime}}{r N}\right. \\
& -\frac{\sqrt{r^{4} F^{2} N^{2}\left(r^{6} F^{2} N^{2}\left(\left(3 r F^{\prime}+4 F\right) N^{\prime}+N\left(r F^{\prime \prime}+2 F^{\prime}+2 \Lambda r\right)+2 r F N^{\prime \prime}\right)^{2}+k^{2} \lambda^{4}\right)}}{r^{6} F^{2} N^{3}} \\
& +k^{3} \lambda^{4} r^{4} F^{2} N^{2} /\left(B \left(-r^{5} F^{2} N^{2}\left(\left(3 r F^{\prime}+4 F\right) N^{\prime}+N\left(r F^{\prime \prime}+2 F^{\prime}+2 \Lambda r\right)+2 r F N^{\prime \prime}\right)\right.\right. \\
& \left.\left.+\sqrt{\left.r^{4} F^{2} N^{2}\left(r^{6} F^{2} N^{2}\left(\left(3 r F^{\prime}+4 F\right) N^{\prime}+N\left(r F^{\prime \prime}+2 F^{\prime}+2 \Lambda r\right)+2 r F N^{\prime \prime}\right)^{2}+k^{2} \lambda^{4}\right)\right)^{2}}\right)\right) \tag{9}
\end{align*}
$$

This along with equation (4.16) constitute our system of two equations. We can see that this equation is extremely complex, and solving it in any analytical way is out of the question. We hence only used this expression when solving numerically, with complete freedom of boundary conditions. It was mainly because of this equation that we chose to simplify it by setting $N(r)=1$

## Generalizing the boundary conditions of two functions

If we now consider the general form of the line element, without setting $\mathrm{N}(\mathrm{r})=1$, we can use a similar Taylor expansion as before to extract some information about the boundary condition. Expanding both F and N around a horizon point $r_{s}$ we get:

$$
\begin{align*}
& F(r)=f_{0}+f_{1}\left(r-r_{s}\right)+\frac{f_{2}}{2}\left(r-r_{s}\right)^{2} \\
& N(r)=n_{0}+n_{1}\left(r-r_{s}\right)+\frac{n_{2}}{2}(r-r s)^{2} \tag{10}
\end{align*}
$$

where $f_{0}, f_{1}, f_{1}$ (and similarly for $\left.N(r)\right)$ are the Taylor coefficients that represent $F\left(r_{s}\right), F^{\prime}\left(r_{s}\right)$ and $F^{\prime \prime}\left(r_{s}\right)$ respectively. Our demand for a horizon to exist at some point now translates to $f_{0}=0$. We can now re-write equation (4.16) with the expanded functions and we have

$$
\begin{align*}
& 0=\frac{2\left(\mathrm{f} 1(r-\mathrm{rs})+\frac{1}{2} \mathrm{f} 2(r-\mathrm{rs})\right)-2}{2 r^{2}} \\
& -\frac{2\left(\mathrm{n} 1+\frac{\mathrm{n} 2}{2}\right)\left(\mathrm{f} 1(r-\mathrm{rs})+\frac{1}{2} \mathrm{f} 2(r-\mathrm{rs})\right)+3 r\left(\mathrm{f} 1+\frac{\mathrm{f} 2}{2}\right)\left(\mathrm{n} 1+\frac{\mathrm{n} 2}{2}\right)}{2 r\left(\mathrm{n} 0+\mathrm{n} 1(r-\mathrm{rs})+\frac{1}{2} \mathrm{n} 2(r-\mathrm{rs})\right)} \tag{11}
\end{align*}
$$

We can demand the function to have a certain behaviour on the horizon, or in mathematical terms when $\left(r-r_{s}\right) \rightarrow 0$. We can set both terms to zero and solve for any two of the constants while requiring $(r-r s) \rightarrow 0$. The first term yields

$$
\begin{equation*}
f_{1}=1-\frac{f_{2}}{2} \tag{12}
\end{equation*}
$$

Setting the second term to zero now yields

$$
\begin{equation*}
n_{1}=-\frac{n_{2}}{2} \tag{13}
\end{equation*}
$$

We have hence reduced the number of free variables from five $\left(f_{1}, f_{2}, n_{0}, n_{1}, n_{2}\right)$ to three $\left(f_{1}, n_{0}, n_{1}\right)$. The idea now is to plug these expressions into (9) and derive another equation that relates $n_{0}$ to either of the other constants. In that way we will have one boundary condition for each function and we will have much greater control of the numerical solution. This, however, proved extremely difficult due to the complex nature of (9) and its multitude of potential solutions it provided for $n_{0}$. It is also unfortunate that we got information only about first and second derivatives, as the numerical system is much better solved with $F\left(r_{s}\right)$ and $N\left(r_{s}\right)$ as the boundary conditions.
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[^0]:    ${ }^{1}$ In both this case and for the Einstein tensor, the metric functions $F(r), N(r)$, and $H(r)$ are displayed as $\mathrm{F}, \mathrm{N}$ and H . This is mainly to save equation space due to the length of the expressions and because as we mentioned, the functions are only r-dependant

[^1]:    ${ }^{2}$ We can see the field also depends on $k$. This however is the constant introduced through the Einstein equations, so it is again safe to set it something other than zero. Moreover, whether the function is positive or negative is dependant on the product $k \lambda^{3}$, so the general case is just an extension of our plots.

