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Modulation Γηακφξθσζε 

Normal distribution Καλνληθή θαηαλνκή 

Obscuration θίαζε 

Optical ground station Οπηηθφο ζηαζκφο βάζεο 

Power Ιζρχο 

Pointing error θάικα ηφρεπζεο 

Probability Πηζαλφηεηα 

Probability density function πλάξηεζε ππθλφηεηαο πηζαλφηεηαο 

Propagation Γηάδνζε 

Pulse position modulation Γηακφξθσζε ζέζεο παικνχ 

Receiver Γέθηεο 

Refractive index Γείθηεο δηάζιαζεο ηεο αηκφζθαηξαο 

Satellite Γνξπθφξνο 

Scintillation πηλζεξηζκφο 

Scintillation index Γείθηεο ζπηλζεξηζκνχ 

Serial concatenated convolutional 

codes 

εηξηαθνί ζπλειηθηηθνί θψδηθεο 

Single photon counting detectors Αληρλεπηέο κέηξεζεο κεκνλσκέλσλ θσηνλίσλ 

Slant path Κεθιηκέλνο δξφκνο δηάδνζεο 
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Spatial correlation Υσξηθή ζπζρέηηζε 

Spatial diversity Γηαθνξηζκφο ζέζεο 

Spectrum Φάζκα 

Stochastic differential equations ηνραζηηθέο δηαθνξηθέο εμηζψζεηο 

Symbol error rate Ρπζκφο ιαλζαζκέλσλ ζπκβφισλ 

Temporal correlation Υξνληθή ζπζρέηηζε 

Time series Υξνλνζεηξέο 

Transmitter Πνκπφο 

Transmitter diversity Γηαθνξηζκφο πνκπνχ 

Turbulence ηξνβηιηζκφο 

Uplink Αλεξρφκελε δεχμε 

Water clouds χλλεθα λεξνχ 
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Abstract 

The scope of this Thesis is the study of satellite communication systems operating at optical 

frequencies and the development of accurate channel models required for the reliable design and evaluation 

of the performance of these systems. The growing developments in information and telecommunication 

technology have led to the everyday increasing usage of high speed internet and multimedia applications, 

revealing the demand for higher data rates and larger bandwidth.  To satisfy these demands, the new 

designed high throughput satellite communication systems are shifting to higher frequency bands for both 

Near Earth and Deep Space satellite (for distances greater than Moon) communication systems. A promising 

solution is the utilization of optical frequencies for satellite communication systems. Free space optical 

(FSO) satellite communication systems exhibit a great variety of advantages compared to RF satellite 

systems like the higher data rates, the more spectral bandwidth, the less power consumption, mass and size 

and the improved security among others.  

However, when optical beam propagates through the earth‟s atmosphere it is mainly affected, but not 

limited to, by atmospheric turbulence and clouds. Cloud coverage is the dominant prohibitive phenomenon 

for the operation of optical satellite communication systems. The induced attenuation due to clouds causes 

the blockage of the link with the presence of clouds. On the other hand, for cloud free line of sight (CFLOS) 

conditions (no clouds) atmospheric turbulence contains the key attenuation factor. For the mitigation of these 

phenomena several fade mitigation techniques have been proposed. This Thesis is mostly concentrated on 

the modeling of cloud coverage and atmospheric turbulence for optical satellite communication links and the 

mitigation of these phenomena.  

Firstly in the first Chapter a state of the art review of optical satellite communication systems is 

reported. Additionally, a variety of experimental measurement campaigns that have so far been conducted 

are briefly exhibited. In the second Chapter the propagation phenomena that affect the optical beam are 

presented and a review of the propagation models is exhibited. In addition, the proposed fade mitigation 

techniques for each propagation phenomenon are reported.  

The Chapters three four and five are devoted to the methodologies developed at the framework of 

this Thesis for modelling of cloud coverage and cloud attenuation. To begin with, it is described in this 

Thesis that cloud coverage can be modelled employing Integrated Liquid Water Content (ILWC) statistics 

while ILWC can be modeled according to lognormal distribution. 

In Chapter 3, a methodology for the generation of 2 and 3 Dimensions ILWC time series correlated 

both on temporal and on spatial domains is proposed. The proposed methodology employs multi-

dimensional stochastic differential equations (SDEs) for the time series synthesis and incorporates the 

temporal and spatial behaviour of ILWC. Additionally, the 3D ILWC space time synthesizer incorporates the 

vertical extent of clouds. 
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 In Chapter 4, the 2D and 3D synthesizers proposed in Chapter 3 are employed for the estimation of 

cloud attenuation and cloud free line of sight (CFLOS) probability for single and joint slant paths. Clouds are 

classified based on the cloud vertical extent and using the microphysical properties of clouds and the well-

known Mie scattering theory, a unified space-time model for the prediction of induced attenuation due to 

clouds for frequencies above Ka [26.5-40 GHz] band up to optical range is presented. To continue, assuming 

an on/off channel with cloud occurrence a methodology for the generation of CFLOS time series correlated 

on temporal and spatial domain for both single and joint slant paths is presented. Both synthesizers take into 

account the elevation angle and the altitude of the station (for high altitude stations) for the estimation of 

cloud attenuation and CFLOS respectively and are employed for both GEO satellite communication systems 

and non-GEO satellites i.e. with time dependent elevation angles as space segment. Finally the space time 

CFLOS generator is employed in order valuable statistics from the system point of view for an OGS network 

(OGSN), like the average number of OGS switches etc. are derived.  

In Chapter 5, a simple physical and mathematical theoretical model for the prediction of CFLOS 

probability along a single slant path and for separated on spatial domain multiple optical satellite links is 

presented. For the accurate evaluation of CFLOS the elevation angle of the slant path, the altitude of ground 

stations and the spatial variability of clouds are considered. In addition, CFLOS probability for 

simultaneously available optical links for the application of spatial multiplexing transmission techniques is 

estimated. 

The Chapter 6 of this Thesis is devoted on the development of novel optimization algorithms for the 

selection of OGSs forming an OGSN for mitigation of cloud coverage. These algorithms are aware of the 

clouds monthly variability and take advantage of the hemisphere differences. Additionally, in this chapter it 

is proved that ILWC monthly statistics can be sufficiently described by lognormal distribution. Moreover, 

the methodologies developed in Chapters 4 and 5 are transformed in order the monthly and hemisphere 

variations of ILWC are incorporated. Finally, an optimization algorithm for the identification of active 

stations per month in an OGSN is also proposed. 

The Chapter 7 is concentrated on modeling of turbulence effects under CFLOS conditions for optical 

satellite communications. In this chapter a methodology for the estimation of aperture averaging factor for a 

central obscured aperture is presented. Additionally, a unified methodology for the generation of received 

irradiance/power time series for an optical uplink GEO satellite feeder link is presented. The proposed 

methodology takes into account the turbulence and miss-pointing effects among others, while it benefits of 

the use of Stochastic Differential Equations (SDEs) for the incorporation of the scintillation effects. For the 

validation of the methodologies proposed in this chapter measurements from the ARTEMIS bi-directional 

optical satellite link campaign are used.  

The Chapter 8 of this Thesis is devoted to the design of a deep space optical link. In this chapter a 

tool for the estimation of the link budget for deep space missions based on the CCSDS (Consultative 
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Committee for Space Data Systems) standards is presented. The main elements that are taken into account in 

the deep space link budget tool are exhibited. Additionally, a practical methodology, for the selection of the 

main signalling parameters (modulation order, code rate, slot width) without resorting to lengthy coded Bit 

Error Rate (BER) evaluations is presented. Finally, employing the proposed tool a sensitivity analysis of 

various hypothetical deep space missions is presented.   

In the last Chapter of this Thesis some general and interesting conclusions are drawn and presented 

and finally some ideas for future work based on the models and the results of this Thesis are presented.  
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Πεξίιεςε 

Η παξνχζα Γηαηξηβή επηθεληξψλεηαη ζηε κειέηε ησλ δνξπθνξηθψλ ζπζηεκάησλ επηθνηλσληψλ πνπ 

ιεηηνπξγνχλ ζην θάζκα ησλ νπηηθψλ ζπρλνηήησλ. Πην ζπγθεθξηκέλα, αζρνιείηαη κε ηελ κνληεινπνίεζε ηνπ 

νπηηθνχ δηαχινπ ε νπνία απαηηείηαη γηα ηνλ αμηφπηζην ζρεδηαζκφ θαη ηελ αμηνιφγεζε ηεο απφδνζεο ησλ 

ζπζηεκάησλ απηψλ. Η ζπλερήο αλάπηπμε ζηηο ηερλνινγίεο πιεξνθνξηψλ θαη ηειεπηθνηλσληψλ έρνπλ 

νδεγήζεη ζηελ θαζεκεξηλά απμαλφκελε ρξήζε ησλ εθαξκνγψλ δηαδηθηχνπ πςειήο ηαρχηεηαο θαη 

πνιπκέζσλ, θέξλνληαο ζηελ επηθάλεηα ηε κεγάιε αλάγθε γηα πςειφηεξνπο ξπζκνχο κεηάδνζεο δεδνκέλσλ 

θαη κεγαιχηεξν εχξνο δψλεο.  Γηα ηελ ηθαλνπνίεζε ησλ απαηηήζεσλ απηψλ, θξίλεηαη αλαγθαία ε κεηαηφπηζε 

ησλ λέσλ ζπζηεκάησλ δνξπθνξηθψλ επηθνηλσληψλ πςειήο απφδνζεο ζε πςειφηεξεο δψλεο ζπρλνηήησλ, 

ηφζν γηα ζπζηήκαηα δνξπθνξηθψλ επηθνηλσληψλ θνληά ζηε Γε (Near Earth), φζν θαη γηα ζπζηήκαηα 

δνξπθνξηθψλ επηθνηλσληψλ βαζένο δηαζηήκαηνο (Deep Space). Μηα πνιιά ππνζρφκελε ιχζε είλαη ε 

ρξεζηκνπνίεζε ησλ νπηηθψλ αζχξκαησλ επηθνηλσληψλ ειεπζέξνπ ρψξνπ (Free Space Optics, FSO) γηα 

δνξπθνξηθά ζπζηήκαηα επηθνηλσλίαο. Σα νπηηθά δνξπθνξηθά ζπζηήκαηα επηθνηλσληψλ ειεχζεξνπ ρψξνπ 

ιεηηνπξγνχλ ζην θάζκα ησλ νπηηθψλ ζπρλνηήησλ θαη παξνπζηάδνπλ κεγάιε πνηθηιία πιενλεθηεκάησλ 

έλαληη ησλ δνξπθνξηθψλ ζπζηεκάησλ πνπ ιεηηνπξγνχλ ζηελ δψλε ξαδηνζπρλνηήησλ (Radio Frequency, 

RF), φπσο νη πςειφηεξνη ξπζκνί κεηάδνζεο, ην κεγαιχηεξν δηαζέζηκν θαζκαηηθφ εχξνο δψλεο, ε ιηγφηεξε 

θαηαλάισζε ελέξγεηαο, ε κηθξφηεξε κάδα, ν κηθξφηεξνο φγθνο θαη ε βειηίσζε ζηνλ ηνκέα ηεο αζθάιεηαο.  

Χζηφζν, φηαλ ην νπηηθφ ζήκα δηαδίδεηαη κέζσ ηεο αηκφζθαηξαο ηεο γεο, επεξεάδεηαη θπξίσο αιιά 

φρη κφλν, απφ ηηο αηκνζθαηξηθέο αλαηαξάμεηο θαη ηα ζχλλεθα. Η λεθνθάιπςε απνηειεί ην πιένλ 

πεξηνξηζηηθφ θαηλφκελν γηα ηε ιεηηνπξγία ησλ ζπζηεκάησλ νπηηθψλ δνξπθνξηθψλ επηθνηλσληψλ, θαζψο ε 

εμαζζέλεζε πνπ πθίζηαηαη ην νπηηθφ ζήκα κε ηελ παξνπζία ησλ λεθψλ είλαη ηφζν κεγάιε, πνπ πξνθαιείηαη 

ε δηαθνπή ηεο δεχμεο. Δπηπξφζζεηα, ζε ζπλζήθεο δηάδνζεο ρσξίο λέθε, ηφζν ε πξνο ηα πάλσ,   φζν θαη ε 

πξνο ηα θάησ  νπηηθή δεχμε επεξεάδνληαη απφ ην θαηλφκελν ησλ αηκνζθαηξηθψλ ζηξνβηιηζκψλ. Γηα ηνλ 

πεξηνξηζκφ ησλ θαηλνκέλσλ απηψλ έρνπλ πξνηαζεί δηάθνξεο ηερληθέο αληηζηάζκηζεο. Χο εθ ηνχηνπ, ε 

παξνχζα Γηαηξηβή επηθεληξψλεηαη θπξίσο ζηελ κνληεινπνίεζε ησλ λεθψλ θαη ησλ αηκνζθαηξηθψλ 

ζηξνβηιηζκψλ γηα νπηηθέο δνξπθνξηθέο δεχμεηο θαη ζηνπο ηξφπνπο αληηκεηψπηζεο ησλ θαηλνκέλσλ απηψλ.  

Αξρηθά, ζην πξψην Κεθάιαην ηεο παξνχζαο Γηαηξηβήο, παξνπζηάδεηαη κηα επηζθφπεζε ησλ νπηηθψλ 

δνξπθνξηθψλ ζπζηεκάησλ επηθνηλσληψλ θαη γίλεηαη αλαθνξά, κε ηε ρξήζε ζχγρξνλσλ παξαδεηγκάησλ ζηελ 

αλάγθε γηα πςειφηεξνπο ξπζκνχο κεηάδνζεο δεδνκέλσλ θαη κεγαιχηεξν θαζκαηηθφ εχξνο δψλεο. 

Παξάιιεια, παξαηίζεληαη δηάθνξεο πεηξακαηηθέο κειέηεο πνπ έρνπλ δηεμαρζεί σο ηψξα ζρεηηθά κε ηα 

νπηηθά δνξπθνξηθά δίθηπα επηθνηλσληψλ. ην Κεθάιαην 2,  παξνπζηάδνληαη ηα θαηλφκελα δηάδνζεο, ηα 

νπνία επεξεάδνπλ ην νπηηθφ δνξπθνξηθφ ζήκα, θαη δίλνληαη ηα θπξηφηεξα κνληέια δηάδνζεο πνπ έρνπλ 

πξνηαζεί σο ηψξα ζηε βηβιηνγξαθία. Σέινο, γηα θάζε θαηλφκελν παξνπζηάδνληαη νη ηερληθέο άκβιπλζεο  

δηαιείςεσλ πνπ έρνπλ πξνηαζεί.  
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Σα Κεθάιαηα 3, 4 θαη 5 εζηηάδνπλ ζηηο κεζνδνινγίεο πνπ αλαπηχρζεθαλ ζην πιαίζην ηεο παξνχζαο 

έξεπλαο ζρεηηθά κε ηε κνληεινπνίεζε ηεο λεθνθάιπςεο θαη ηεο εμαζζέλεζεο ηνπ ζήκαηνο εμαηηίαο ησλ 

λεθψλ. Όπσο παξνπζηάδεηαη ζηελ παξνχζα δηαηξηβή, ηα λέθε κπνξνχλ λα κνληεινπνηεζνχλ 

ρξεζηκνπνηψληαο ζηαηηζηηθά ζηνηρεία ηνπ Κάζεηνπ Οινθιεξψκαηνο ηεο Πεξηεθηηθφηεηαο ζε Τγξφ Νεξφ 

ησλ λεθψλ (Integrated Liquid Water Content, ILWC).  

ην Κεθάιαην 3, παξνπζηάδεηαη ε κεζνδνινγία πνπ αλαπηχρζεθε γηα ηελ παξαγσγή ρξνλνζεηξψλ 

δηζδηάζηαησλ θαη ηξηζδηάζηαησλ πεδίσλ ηνπ Κάζεηνπ Οινθιεξψκαηνο ηεο Πεξηεθηηθφηεηαο ζε Τγξφ Νεξφ 

(ILWC) ησλ λεθψλ. Η κεζνδνινγία απηή ιακβάλεη ππφςε ηφζν ηελ ρξνληθή φζν θαη ρσξηθή ζπζρέηηζε ηνπ 

ILWC. Γηα ηε δεκηνπξγία ησλ ρξνλνζεηξψλ ε πξνηεηλφκελε κεζνδνινγία επσθειείηαη απφ ηε ρξήζε 

πνιπδηάζηαησλ ζηνραζηηθψλ δηαθνξηθψλ εμηζψζεσλ. Σέινο, ζην ρσξνρξνληθφ κνληέιν 3 δηαζηάζεσλ πνπ 

πξνηείλεηαη ε θάζεηε έθηαζε ησλ λεθψλ ιακβάλεηαη ππφςε.  

ην Κεθάιαην 4, ηα ρσξνρξνληθά κνληέια δχν θαη ηξηψλ δηαζηάζεσλ, πνπ πξνηάζεθαλ ζην 

Κεθάιαην 3, ρξεζηκνπνηνχληαη γηα ηνλ ππνινγηζκφ θαη ηελ πξφβιεςε ηεο εμαζζέλεζεο ηνπ ζήκαηνο ιφγσ 

λεθψλ θαη ηεο πηζαλφηεηαο γηα νπηηθή δεχμε ρσξίο λέθε (Cloud Free Line of Sight, CFLOS), ηφζν γηα 

κεκνλσκέλεο φζν θαη γηα πνιιαπιέο δεχμεηο (δηαθνξηζκφο ζέζεο, απφ θνηλνχ ζηαηηζηηθά ραξαθηεξηζηηθά). 

Αξρηθά, ηα ζχλλεθα θαηεγνξηνπνηνχληαη κε βάζε ηελ θάζεηε έθηαζε ηνπο θαη ιακβάλνληαο ππφςε ηηο 

κηθξνθπζηθέο ηδηφηεηεο ησλ λεθψλ θαη ηε γλσζηή ζεσξία ζθέδαζεο Mie, πξνηείλεηαη έλα  θαζνιηθφ 

ρσξνρξνληθφ κνληέιν γηα ηνλ ππνινγηζκφ θαη πξφβιεςε ηεο εμαζζέλεζεο ηνπ ζήκαηνο ιφγσ λεθψλ γηα 

ζπρλφηεηεο κεγαιχηεξεο ηεο Ka κπάληαο [26,5 - 40GHz] κε εθαξκνγή έσο θαη ηηο νπηηθέο ζπρλφηεηεο. Η 

πξνηεηλφκελε κεζνδνινγία ζπγθξίλεηαη κε δεδνκέλα πνπ ιακβάλνληαη απφ ηε βηβιηνγξαθία, 

παξνπζηάδνληαο πνιχ ελζαξξπληηθά απνηειέζκαηα. πλερίδνληαο, ππνζέηνληαο έλα αλνηρηφ/θιεηζηφ (on/off) 

νπηηθφ θαλάιη, κε ηελ παξνπζία ησλ λεθψλ, δειαδή αλ ππάξρεη ζχλλεθν, ε δεχμε δηαθφπηεηαη, 

παξνπζηάδεηαη κηα λέα κεζνδνινγία γηα ηε ζχλζεζε ρξνληθά θαη ρσξηθά ζπζρεηηζκέλσλ CFLOS 

ρξνλνζεηξψλ, ηφζν γηα κεκνλσκέλεο, φζν θαη γηα πνιιαπιέο δεχμεηο. Καη νη δχν πξνηεηλφκελεο 

κεζνδνινγίεο ιακβάλνπλ ππφςε ηφζν ηε γσλία αλχςσζεο ηεο δεχμεο φζν θαη πςφκεηξν ησλ ζηαζκψλ 

βάζεο (γηα ζηαζκνχο βάζεο ζε κεγάιν πςφκεηξν) θαη εθαξκφδνληαη ηφζν ζε ζπζηήκαηα κε γεσζηαηηθνχο 

δνξπθφξνπο φζν θαη ζε ζπζηήκαηα κε κε-γεσζηαηηθνχο δνξπθφξνπο, φπνπ ε γσλία αλχςσζεο ηεο δεχμεο 

είλαη ρξνληθά κεηαβαιιφκελε. Σέινο, ε πξνηεηλφκελε ρσξνρξνληθή κεζνδνινγία ζχλζεζεο ζπζρεηηζκέλσλ 

CFLOS ρξνλνζεηξψλ ρξεζηκνπνηείηαη γηα ηελ εμαγσγή ρξήζηκσλ ζπζηεκηθψλ ζηαηηζηηθψλ 

ραξαθηεξηζηηθψλ γηα έλα δίθηπν νπηηθψλ ζηαζκψλ βάζεσο, φπσο ν αξηζκφο ησλ ελαιιαγψλ (switches) 

κεηαμχ ησλ νπηηθψλ ζηαζκψλ βάζεσο.  

ην Κεθάιαην 5 παξνπζηάδεηαη έλα καζεκαηηθφ κνληέιν γηα ηνλ ζεσξεηηθφ ππνινγηζκφ θαη ηελ 

πξφβιεςε ηεο πηζαλφηεηαο CFLOS, ηφζν γηα κεκνλσκέλε νπηηθή δνξπθνξηθή δεχμε φζν θαη γηα πνιιαπιέο 

ρσξηθά ζπζρεηηζκέλεο νπηηθέο δνξπθνξηθέο δεχμεηο. Γηα ηνλ αμηφπηζην ππνινγηζκφ ηεο CFLOS 

πηζαλφηεηαο, ε γσλία αλχςσζεο ηεο δεχμεο θαη ην πςφκεηξν ηνπ ζηαζκνχ βάζεο ιακβάλνληαη ππφςε. 
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Δπηπιένλ, ππνινγίδεηαη ε CFLOS απφ θνηλνχ πηζαλφηεηα γηα ηαπηφρξνλα δηαζέζηκεο νπηηθέο δεχμεηο γηα ηελ 

εθαξκνγή ηερληθψλ κεηάδνζεο ρσξηθήο πνιππιεμίαο 

Σν Κεθάιαην 6 ηεο παξνχζαο Γηαηξηβήο επηθεληξψλεηαη ζηελ αλάπηπμε αιγνξίζκσλ 

βειηηζηνπνίεζεο γηα ηελ επηινγή ησλ νπηηθψλ ζηαζκψλ βάζεο, πνπ ζρεκαηίδνπλ έλα ζπλδεδεκέλν δίθηπν 

γηα ηελ αληηκεηψπηζε ηεο λεθνθάιπςεο. Αξρηθά, ζε απηφ ην θεθάιαην απνδεηθλχεηαη φηη ηα κεληαία 

ζηαηηζηηθά ραξαθηεξηζηηθά ηνπ ILWC κπνξνχλ λα πεξηγξαθνχλ επαξθψο κε ηε ινγαξηζκηθή θαηαλνκή. ηε 

ζπλέρεηα, νη κεζνδνινγίεο πνπ αλαπηχρζεθαλ ζηα Κεθάιαηα 4 θαη 5 κεηαζρεκαηίδνληαη κε βάζε ηα κεληαία 

ζηαηηζηηθά ραξαθηεξηζηηθά ηνπ ILWC θαη σο εθ ηνχηνπ ε κεληαία δηαθχκαλζε ηεο λεθνθάιπςεο θαη νη 

κεληαίεο δηαθνξέο κεηαμχ ηνπ βφξεηνπ θαη ηνπ λφηηνπ εκηζθαηξίνπ ιακβάλνληαη ππφςε. Οη αιγφξηζκνη 

βειηηζηνπνίεζεο πνπ πξνηείλνληαη ιακβάλνπλ ππφςε ηε κεληαία δηαθχκαλζε ηεο λεθνθάιπςεο θαη 

εθκεηαιιεχνληαη ηηο κεληαίεο δηαθνξέο κεηαμχ βφξεηνπ θαη λφηηνπ εκηζθαηξίνπ. Σέινο, πξνηείλεηαη έλαο 

αιγφξηζκνο βειηηζηνπνίεζεο γηα ηνλ ππνινγηζκφ ηνπ αλαγθαίνπ αξηζκνχ ησλ ελεξγψλ ζηαζκψλ αλά κήλα 

ζε έλα δίθηπν νπηηθψλ ζηαζκψλ βάζεο. 

Σν Κεθάιαην 7 ηεο παξνχζαο Γηαηξηβήο επηθεληξψλεηαη ζηελ αλάπηπμε λέσλ κνληέισλ θαλαιηνχ 

γηα ηε δηάδνζε ηνπ νπηηθνχ ζήκαηνο θάησ απφ ζπλζήθεο δηάδνζεο ρσξίο λέθε, ιακβάλνληαο ππφςε ην 

θαηλφκελν ησλ αηκνζθαηξηθψλ ζηξνβηιηζκψλ. Γηα ηε κειέηε απηή γίλεηαη αλάιπζε κεηξήζεσλ απφ ην 

νπηηθφ δνξπθνξηθφ πείξακα ARTEMIS. ην θεθάιαην απηφ παξνπζηάδεηαη κηα κεζνδνινγία γηα ηνλ 

ππνινγηζκφ ηνπ παξάγνληα κέζεο ιήςεο ζήκαηνο (aperture averaging factor) γηα νπηηθνχο δέθηεο κε 

θεληξηθή ζθίαζε γηα θαηεξρφκελε δεχμε. Δπηπξφζζεηα, πξνηείλεηαη κηα κεζνδνινγία γηα ηε δεκηνπξγία 

ρξνλνζεηξψλ ιακβαλφκελεο αθηηλνβνιίαο/ηζρχνο γηα αλεξρφκελεο νπηηθέο δεχμεηο γεσζηαηηθψλ 

δνξπθνξηθψλ ζπζηεκάησλ. Η πξνηεηλφκελε κεζνδνινγία ιακβάλεη ππφςε ηηο επηπηψζεηο πνπ δεκηνπξγνχλ 

ζηε δηάδνζε ηνπ ζήκαηνο νη αηκνζθαηξηθνί ζηξνβηιηζκνί θαη ηα ζθάικαηα ζηφρεπζεο. Δπηπιένλ, ε παξνχζα 

κεζνδνινγία επσθειείηαη απφ ηε ρξήζε ζηνραζηηθψλ δηαθνξηθψλ εμηζψζεσλ γηα ηελ παξαγσγή 

ρξνλνζεηξψλ ζπηλζεξηζκνχ ηνπ πιάηνπο ηνπ ζήκαηνο. Σα απνηειέζκαηα ησλ πξνηεηλφκελσλ κεζνδνινγηψλ 

ζπγθξίλνληαη κε πξαγκαηηθά δεδνκέλα απφ ην νπηηθφ δνξπθνξηθφ πείξακα ARTEMIS, παξνπζηάδνληαο 

πνιχ ελζαξξπληηθά απνηειέζκαηα.  

Σν Κεθάιαην 8 ηεο παξνχζαο Γηαηξηβήο επηθεληξψλεηαη ζην ζρεδηαζκφ νπηηθψλ δεχμεσλ βαζένο 

δηαζηήκαηνο. ην θεθάιαην απηφ παξνπζηάδεηαη κηα κεζνδνινγία γηα ηνλ ππνινγηζκφ ηνπ πξνυπνινγηζκνχ 

ηζρχνο νπηηθήο δεχμεο, γηα δεχμεηο βαζένο δηαζηήκαηνο. Δπηπιένλ, πξνηείλεηαη κηα λέα κέζνδνο γηα ηελ 

επηινγή ησλ παξακέηξσλ ζεκαηνδφηεζεο (ξπζκφο θσδηθνπνίεζεο, δηάξθεηα ζπκβφινπ θ.ά.) ηεο νπηηθήο 

δεχμεο. Υξεζηκνπνηψληαο ηηο πξνηεηλφκελεο κεζνδνινγίεο εμεηάδεηαη ε απφδνζε ησλ νπηηθψλ δεχμεσλ 

βαζένο δηαζηήκαηνο. 

Σέινο, ζην Κεθάιαην 9, παξνπζηάδνληαη ζπκπεξάζκαηα θαη πξνηάζεηο γηα κειινληηθή έξεπλα. 
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Δπραξηζηίεο 

Με ηελ παξνχζα ελφηεηα, ζα ήζεια λα εθθξάζσ ηηο επραξηζηίεο κνπ ζε φια εθείλα ηα άηνκα ηα 

φπνηα ζπλέβαιαλ είηε έρνληαο ζπκβνπιεπηηθφ ξφιν, είηε κέζσ ζπλεξγαζηψλ  είηε πξνζθέξνληαο εζηθή 

ππνζηήξημε ψζηε λα νινθιεξσζεί ε παξνχζα δηαηξηβή. 

Αξρηθά, ζα ήζεια λα επραξηζηήζσ ζεξκά ηνλ επηβιέπνληα θαζεγεηή ηεο παξνχζαο Γηδαθηνξηθήο 

Γηαηξηβήο, ηνλ θχξην Αζαλάζην Γ. Παλαγφπνπιν, ηφζν γηα ηελ απνδνρή κνπ σο ππνςήθην δηδάθηνξα ηεο 

ζρνιήο, νζν θαη γηα ηελ εκπηζηνζχλε πνπ κνπ έδεημε φιν απηφ ην δηάζηεκα. Ο θχξηνο Παλαγφπνπινο, κε 

ηελ εμαίξεηε αθαδεκατθή ηνπ γλψζε θαη εκπεηξία, κε βνήζεζε ζηελ πεξάησζε απηήο κέζσ ησλ εχζηνρσλ 

παξαηεξήζεσλ, ζπκβνπιψλ θαη παξαθηλήζεψλ ηνπ. Δπηπξφζζεηα, ζα ήζεια λα ηνλ επραξηζηήζσ γηα ηελ 

επθαηξία πνπ κνπ έδσζε λα εξγαζηψ πάλσ ζε ηδηαίηεξα ελδηαθέξνληα εξεπλεηηθά πξνγξάκκαηα, 

επηηξέπνληάο κνπ κε απηφλ ηνλ ηξφπν λα εκπινπηίζσ ηηο γλψζεηο κνπ πάλσ ζην αληηθείκελν ηεο δηαηξηβήο 

αιιά θαη λα έρσ ηελ απαξαίηεηε νηθνλνκηθή ππνζηήξημε γηα ηελ νινθιήξσζε ηεο. Παξάιιεια, ε αίζζεζε 

δηθαηνζχλεο θαη ην ήζνο πνπ ηνλ δηαθξίλνπλ, ζπλέβαιαλ θαζνξηζηηθά ζηε δεκηνπξγία ελφο θαηάιιεινπ 

πεξηβάιινληνο γηα ηελ εθπφλεζε  ηεο Γηδαθηνξηθήο Γηαηξηβήο. Σέινο, ζα ήζεια λα ηνλ επραξηζηήζσ ζεξκά 

γηα ηελ έκπξαθηε ζηήξημε θαη βνήζεηα πνπ κνπ πξνζέθεξε ηφζν ζε επαγγεικαηηθφ φζν θαη ζε πξνζσπηθφ 

επίπεδν. 

          Δπηπξφζζεηα, ζα ήζεια λα επραξηζηήζσ ηνλ Γξ. Υαξίιαν Κνπξφγησξγα, γηα ηε ζπλεξγαζία 

καο φια απηά ηα ρξφληα, γηα ηηο ζπκβνπιέο, ηελ θαζνδήγεζε, ηελ ςπρνινγηθή ζηήξημε, ηφζν ζε εζηθφ φζν 

θαη ζε πξνζσπηθφ επίπεδν, θαη ηελ ελζάξξπλζε πνπ κνπ πξφζθεξε. Σν ήζνο θαη ην αίζζεκα πξνζθνξάο πνπ 

ηνλ δηαθξίλεη, ηνλ θαζηζηνχλ έλαλ εμαίξεην ζπλεξγάηε θαη θίιν. Η βνήζεηά ηνπ, ηφζν ζε επαγγεικαηηθφ φζν 

θαη ζε πξνζσπηθφ επίπεδν, ήηαλ  ηδηαηηέξα ζεκαληηθή.  

Θα ήζεια λα επραξηζηήζσ ηνπο ζπλεξγάηεο θαη θίινπο, Γξ. Παληειή Αξάπνγινπ, Γξ. Κσλζηαληίλν 

Ληψιε, Γξ. Γεψξγην Πηηζηιάδε, Γξ. ηαπξνχια Βαζζάθε, Γξ. Μάξην Πνπιάθε, Γξ. ηαχξν αγθξηψηε,  

Αξγχξε Ρνπκειηψηε, Απφζηνιν Παπαθξαγθάθε θαη Υξίζην Δθξαίκ. Με ηε ζπλεξγαζία καο ζε 

επαγγεικαηηθφ επίπεδν θαη ηελ ππνζηήξημε ηνπο θαηάθεξα λα θέξσ εηο πέξαο ηελ έξεπλά κνπ. Σνπο 

επραξηζησ γηα ηε ζπκπαξάζηαζή ηνπο, ηε βνήζεηά ηνπο θαη ηηο επράξηζηεο ψξεο πνπ πεξάζακε καδί. 

ην ζεκείν απηφ, ζα ήζεια λα εθθξάζσ ηηο επραξηζηίεο κνπ θαη ζηνπο θίινπο κνπ εθηφο εξγαζίαο, 

κε ηνπο νπνίνπο κνηξαζηήθακε ζθέςεηο, αλεζπρίεο θαη δπζθνιίεο, αιιά ηαπηφρξνλα πεξάζακε φκνξθεο 

πξνζσπηθέο ζηηγκέο θάλνληαο επράξηζηε ηελ θαζεκεξηλφηεηα θαη ηελ πνξεία κέρξη εδψ. 

Οινθιεξψλνληαο, ζα ήζεια λα πσ ην πην κεγάιν επραξηζηψ ζηελ νηθνγέλεηά κνπ γηα ηε ζηήξημε, 

ηελ αγάπε θαη ηελ εκπηζηνζχλε ηνπο, απφ ηα πξψηα θηφιαο βήκαηά κνπ. Η ππνζηήξημή ηνπο ήηαλ θαη είλαη 

θαζνξηζηηθήο ζεκαζίαο  γηα ηελ επίηεπμε ησλ ζηφρσλ κνπ. Θέισ λα επραξηζηήζσ ηνπο γνλείο κνπ, 

Κσλζηαληίλν θαη ηαπξνχια, γηα φιεο ηηο ζπζίεο πνπ έρνπλ θάλεη θαη γηα ηηο βάζεηο θαη ηα ςπρηθά 

απνζέκαηα κε ηα νπνία κε έρνπλ εθνδηάζεη, ψζηε λα ζπλερίδσ λα πξνζπαζψ κέρξη ηελ επίηεπμε ησλ ζηφρσλ 
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κνπ. Έλα κεγάιν επραξηζηψ ζηνλ αδεξθφ κνπ Ισάλλε, γηα ηε ζηήξημε θαη ηελ εκπηζηνζχλε ηνπ φια απηά ηα 

ρξφληα. Κιείλνληαο, ζέισ λα αθηεξψζσ ηελ παξνχζα Γηδαθηνξηθή Γηαηξηβή ζηε κεηέξα κνπ, ζηνλ αδεξθφ 

κνπ θαη ζηε κλήκε ηνπ παηέξα κνπ. 
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ζηε κεηέξα κνυ Σηαυξνύια, 

ζηνλ αδεξθό κνυ Ιωάλλε  

θαη ζηε κλήκε ηνυ παηέξα κνυ 

Κωλζηαληίλνυ 
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Δθηεηακέλε Πεξίιεςε 

ΚΔΦΆΛΑΗΟ 1 ΔΗΑΓΩΓΖ  

Η ζπλερήο αλάπηπμε ζηελ ηερλνινγία ησλ πιεξνθνξηψλ θαη ησλ ξαδηνζπρλνηήησλ (Radio 

Frequencies, RF) έρνπλ νδεγήζεη ζηελ θαζεκεξηλά απμαλφκελε ρξήζε ησλ εθαξκνγψλ δηαδηθηχνπ πςειήο 

ηαρχηεηαο θαη πνιπκέζσλ. Κάζε ρξήζηεο παξάγεη θαη κεηαδίδεη θαζεκεξηλά κεγάιν φγθν δεδνκέλσλ 

(θηλεηά ηειέθσλα, αηζζεηήξεο θιπ.), ελψ ζε ιίγα ρξφληα πξνβιέπεηαη φηη  φγθνο ησλ δεδνκέλσλ απηψλ ζα 

απμεζεί δξακαηηθά, θέξλνληαο ζηελ επηθάλεηα ηε κεγάιε αλάγθε γηα πςειφηεξνπο ξπζκνχο κεηάδνζεο 

δεδνκέλσλ θαη κεγαιχηεξν εχξνο δψλεο. Παξάιιεια, ζηηο λέεο αξρηηεθηνληθέο ησλ ηειεπηθνηλσληαθψλ 

δηθηχσλ ππάξρνπλ απαηηήζεηο γηα επξπδσληθέο θαη δηαδξαζηηθέο δνξπθνξηθέο ππεξεζίεο. χκθσλα κε ηελ 

Δπξσπατθή ςεθηαθή αηδέληα [EU Broadband] πνπ δεκνζηεχζεθε ην 2010 έρνπλ ηεζεί ηξεηο ζηφρνη ζρεηηθά 

κε ην επξπδσληθφ δηαδίθηπν: α) ε θάιπςε ηνπ ζπλφινπ ηνπ επξσπατθνχ πιεζπζκνχ κε επξπδσληθέο 

επηθνηλσλίεο κε ηαρχηεηεο κέρξη 30Mbps κέρξη ην 2013 (πινπνηήζεθε), β) ε θάιπςε ηνπ ζπλφινπ ηνπ 

επξσπατθνχ πιεζπζκνχ κε επξπδσληθέο επηθνηλσλίεο κε ηαρχηεηεο κεγαιχηεξεο ησλ 30Mbps κέρξη ην 

2020  θαη γ) ηνπιάρηζηνλ ην 50% ηνπ επξσπατθνχ πιεζπζκνχ λα έρεη επξπδσληθέο επηθνηλσλίεο κε 

ηαρχηεηεο κεγαιχηεξεο ησλ 100Mbps κέρξη ην 2020.  

Παξφηη παξαηεξείηαη πξφνδνο ζρεηηθά ηνπο ζηφρνπο απηνχο, αλακέλεηαη λα κελ ππάξρεη πιήξεο 

επίηεπμε κέρξη ην 2020 [EU Broadband]. Γηα ηελ επίηεπμε ησλ ζηφρσλ απηψλ θαη εηδηθφηεξα λα γίλνπλ 

νηθνλνκηθά εθηθηνί, ηα δνξπθνξηθά ζπζηήκαηα επηθνηλσληψλ ζα παίμνπλ ζεκαληηθφ ξφιν θαη ηδηαίηεξα γηα 

δπζπξφζηηεο θαη αξαηνθαηνηθεκέλεο πεξηνρέο. Χζηφζν παξφιν πνπ ε ιχζε ησλ δνξπθνξηθψλ επηθνηλσληψλ 

πιενλεθηεί ζηελ θάιπςε ησλ αλαγθψλ απηψλ ζε επξεία γεσγξαθηθή έθηαζε, γηα λα παξακείλνπλ 

αληαγσληζηηθέο έλαληη ησλ επίγεησλ δηθηχσλ, θξίλεηαη αλαγθαία ε ζπλερήο αχμεζε ηεο πξνζθεξφκελεο 

ρσξεηηθφηεηαο.   

Γηα ηελ ηθαλνπνίεζε ησλ απαηηήζεσλ απηψλ, θξίλεηαη αλαγθαία ε κεηαηφπηζε ησλ λέσλ 

ζπζηεκάησλ δνξπθνξηθψλ επηθνηλσληψλ πςειήο απφδνζεο ζε πςειφηεξεο δψλεο ζπρλνηήησλ, ηφζν γηα 

ζπζηήκαηα δνξπθνξηθψλ επηθνηλσληψλ θνληά ζηε Γε (Near Earth), φζν θαη γηα γηα ζπζηήκαηα δνξπθνξηθψλ 

επηθνηλσληψλ βαζένο δηαζηήκαηνο (Deep Space). Μηα πνιιά ππνζρφκελε ιχζε είλαη ε ρξεζηκνπνίεζε ησλ 

νπηηθψλ αζχξκαησλ επηθνηλσληψλ ειεπζέξνπ ρψξνπ (Free Space Optics, FSO) γηα δνξπθνξηθά ζπζηήκαηα 

επηθνηλσλίαο. Σα νπηηθά δνξπθνξηθά ζπζηήκαηα επηθνηλσληψλ ειεχζεξνπ ρψξνπ ιεηηνπξγνχλ ζην θάζκα 

ησλ νπηηθψλ ζπρλνηήησλ θαη παξνπζηάδνπλ κεγάιε πνηθηιία πιενλεθηεκάησλ έλαληη ησλ δνξπθνξηθψλ 

ζπζηεκάησλ πνπ ιεηηνπξγνχλ ζηελ δψλε ξαδηνζπρλνηήησλ (RF), φπσο νη πςειφηεξνη ξπζκνί κεηάδνζεο, ην 

κεγαιχηεξν δηαζέζηκν θαζκαηηθφ εχξνο δψλεο, ε ιηγφηεξε θαηαλάισζε ελέξγεηαο, ε κηθξφηεξε κάδα θαη ν 

κηθξφηεξνο φγθνο θαη ε βειηίσζε ζηνλ ηνκέα ηεο αζθάιεηαο κεηαμχ άιισλ [Kaushal17].  
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Σα δνξπθνξηθά ζπζηήκαηα επηθνηλσληψλ ζπκπεξηιακβάλνπλ ακθίδξνκεο δεχμεηο κεηαμχ Γεο θαη 

Γεσζηαηηθψλ Γνξπθφξσλ, Γνξπθφξσλ Μέζεο θαη Υακειήο ηξνρηάο, Μίθξν-Γνξπθφξσλ,  επαλδξσκέλσλ 

θαη κε ελαέξησλ νρεκάησλ θαζψο θαη δεχμεηο είηε κεηαμχ ησλ δνξπθφξσλ είηε ησλ δνξπθφξσλ θαη ησλ 

επαλδξσκέλσλ θαη κε ελαέξησλ νρεκάησλ.  

Γεδνκέλνπ φηη ε ρξεζηκνπνίεζε ηνπ νπηηθνχ θάζκαηνο ζηα δνξπθνξηθά ζπζηήκαηα επηθνηλσληψλ 

απνηειεί κηα ειθπζηηθή ιχζε, έρνπλ ήδε πξαγκαηνπνηεζεί δηάθνξεο πεηξακαηηθέο κειέηεο κε ζηφρν ηελ 

αλάιπζε βησζηκφηεηαο ησλ ζπζηεκάησλ απηψλ, θαζψο θαη ηε κειέηε ησλ αηκνζθαηξηθψλ θαηλνκέλσλ πνπ 

επεξεάδεη ηελ αζχξκαηε κεηάδνζε ηνπ νπηηθνχ ζήκαηνο [Kaushal17], [Romba04], [Toyoshima08]. 

Δμαηηίαο ηεο αμηνπηζηίαο θαη ηεο απμεκέλεο αζθάιεηαο πνπ πξνζθέξνπλ νη νπηηθέο δνξπθνξηθέο 

επηθνηλσλίεο, ην ηειεπηαίν δηάζηεκα ππάξρεη απμεκέλν ελδηαθέξνλ γηα ηελ έξεπλα θαη πινπνίεζε 

εθαξκνγψλ δηαλνκήο θβαληηθψλ θιεηδηψλ (Quantum Key Distribution) απφ δνξπθφξν ρακειήο ηξνρηάο. 

Δπηπξφζζεηα, ήδε θάπνηεο εηαηξείεο φπσο ε Laser Light Communications (www.laserlightcomms.com/) 

έρνπλ πξνδηαγξάςεη ηελ πινπνίεζε παγθφζκηνπ νπηηθνχ δηθηχνπ επηθνηλσληψλ κε ηε ρξήζε δνξπθφξσλ 

κέζεο ηξνρηάο [Brumley16]. Σέινο, ηδηαίηεξν ελδηαθέξνλ έρεη αλαπηπρζεί γηα ηε ρξήζε ησλ αζχξκαησλ 

νπηηθψλ επηθνηλσληψλ γηα δεχμεηο βαζένο δηαζηήκαηνο. ηε βηβιηνγξαθία γίλεηαη εθηελήο αλαθνξά ζε 

κειέηεο γηα ηε ρξήζε ηνπ νπηηθνχ ζήκαηνο ζε δεχμεηο βαζένο δηαζηήκαηνο.  

 

ΚΔΦΆΛΑΗΟ 2 ΑΣΜΟΦΑΗΡΗΚΑ ΦΑΗΝΟΜΔΝΑ ΠΟΤ ΔΠΖΡΔΑΕΟΤΝ ΣΖΝ ΟΠΣΗΚΖ 

ΕΔΤΞΖ 

Όηαλ ην νπηηθφ ζήκα δηαδίδεηαη κέζσ ηεο αηκφζθαηξαο ηεο γεο, επεξεάδεηαη απφ δηάθνξα 

θαηλφκελα, φπσο ηα ζσκαηίδηα ηεο αηκφζθαηξαο, ηα ζχλλεθα λεξνχ, ηα ζχλλεθα πάγνπ (cirrus clouds) θαη 

ηνπο αηκνζθαηξηθνχο ζηξνβηιηζκνχο κεηαμχ άιισλ [Kaushal17], [CCSDS17a].  Γηα ηνλ αμηφπηζην 

ζρεδηαζκφ ησλ ζπζηεκάησλ νπηηθψλ δνξπθνξηθψλ επηθνηλσληψλ, ε επίδξαζε απηψλ ησλ θαηλνκέλσλ πξέπεη 

λα ππνινγηζηεί κε αθξίβεηα. ην παξφλ θεθάιαην  παξνπζηάδνληαη νη θχξηνη παξάγνληεο πνπ επεξεάδνπλ ηε 

δηάδνζε ηνπ νπηηθνχ ζήκαηνο κέζα απφ ηελ αηκφζθαηξα, θαζψο θαη νη ηερληθέο άκβιπλζεο δηαιείςεσλ πνπ 

έρνπλ πξνηαζεί γηα θάζε πεξίπησζε. Δπηπξφζζεηα, δίλνληαη ηα θπξηφηεξα κνληέια δηάδνζεο πνπ έρνπλ 

πξνηαζεί σο ηψξα ζηε ζρεηηθή δηεζλή βηβιηνγξαθία. 

Μεηαμχ ησλ θαηλνκέλσλ απηψλ, ε λεθνθάιπςε (ζχλλεθα λεξνχ) απνηειεί ην πιένλ πεξηνξηζηηθφ 

θαηλφκελν γηα ηε ιεηηνπξγία ησλ ζπζηεκάησλ νπηηθψλ δνξπθνξηθψλ επηθνηλσληψλ, θαζψο ε εμαζζέλεζε 

πνπ πθίζηαηαη ην νπηηθφ ζήκα κε ηελ παξνπζία ησλ λεθψλ είλαη ηφζν κεγάιε πνπ πξνθαιείηαη ε δηαθνπή 

ηεο δεχμεο. Γηα ην ιφγν απηφ, ζηα δνξπθνξηθά ζπζηήκαηα νπηηθψλ επηθνηλσληψλ κπνξνχκε λα ζεσξήζνπκε 

έλα αλνηρηφ/θιεηζηφ (on/off) νπηηθφ θαλάιη κε ηελ παξνπζία ησλ λεθψλ, δειαδή αλ ππάξρεη ζχλλεθν θαηα 

κήθνο ηνπ δξφκνπ δηάδνζεο πνπ επεξεάδεη ηε δεχμε απηή ζεσξνχκε φηη δηαθφπηεηαη θαη, αληίζηνηρα, 

νξίδεηαη σο δπαδηθφ κέγεζνο ε δηάδνζε ρσξίο λέθε (Cloud Free Line of Sight, CFLOS), δειαδή CFLOS=1 
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εάλ δελ ππάξρεη ζχλλεθν πνπ επεξεάδεη ηελ νπηηθή  δεχμε ή CFLOS=0 αλ ππάξρεη ζχλλεθν πνπ επεξεάδεη 

ηελ νπηηθή δεχμε θαη αληίζηνηρα νξίδεηαη ε CFLOS πηζαλφηεηα γηα θάζε πεξηνρή ελδηαθέξνληνο. ηε 

βηβιηνγξαθία έρνπλ παξνπζηαζηεί δηάθνξεο κειέηεο γηα ηνλ ππνινγηζκφ ηεο CFLOS πηζαλφηεηαο, ηφζν γηα 

κεκνλσκέλεο, φζν θαη γηα πνιιαπιέο δεχμεηο, κε ηε ρξήζε δεδνκέλσλ λεθνθάιπςεο πνπ πξνέξρνληαη απφ 

κεηεσξνινγηθνχο δνξπθφξνπο. Δπηπιένλ, γηα ηε κνληεινπνίεζε ησλ λεθψλ θαη σο εθ ηνχηνπ ηφζν ηεο 

εμαζζέλεζεο ηνπ ζήκαηνο  ιφγσ λεθψλ, φζν θαη ηεο CFLOS πηζαλφηεηαο, κπνξνχλ λα ρξεζηκνπνηεζνχλ 

ζηαηηζηηθά ζηνηρεία ηνπ Κάζεηνπ Οινθιεξψκαηνο ηεο Πεξηεθηηθφηεηαο ζε Τγξφ Νεξφ ησλ λεθψλ, 

(Integrated Liquid Water Content, ILWC). Γηα ηελ αληηκεηψπηζε ηνπ θαηλνκέλνπ απηνχ, πξνηείλεηαη ε 

ηερληθή δηαθνξηζκνχ: δηαθνξηζκφο ζέζεο (δηαθνξηζκφο νπηηθψλ επίγεησλ ζηαζκψλ). ηελ πεξίπησζε απηή 

νξίδεηαη ε απφ θνηλνχ CFLOS πηζαλφηεηα, δειαδή ε πηζαλφηεηα κηα ηνπιάρηζηνλ απφ ηηο νπηηθέο δεχμεηο λα 

κελ έρεη δηαθνπεί εμαηηίαο ησλ λεθψλ.  

Δπηπξφζζεηα, ζε ζπλζήθεο δηάδνζεο ρσξίο λέθε, ηφζν ε αλεξρφκελε, φζν θαη ε θαηεξρφκελε νπηηθή 

δεχμε επεξεάδνληαη απφ ην θαηλφκελν ησλ αηκνζθαηξηθψλ ζηξνβηιηζκψλ. [Kaushal17], [CCSDS17a]. ηελ 

πεξίπησζε ηεο θαηεξρφκελεο δεχμεο ρξεζηκνπνηνχληαη νπηηθνί δέθηεο (ηειεζθφπηα) κεγάιεο δηακέηξνπ γηα 

ηελ άκβιπλζε ησλ αηκνζθαηξηθψλ αλαηαξάμεσλ (aperture averaging), ελψ ζηελ πεξίπησζε ηεο αλεξρφκελεο 

δεχμεο ρξεζηκνπνηείηαη ε ηερληθή δηαθνξηζκνχ πνκπνχ θαη ηερληθέο πξν-αληηζηάζκηζεο. Δπηπξφζζεηα, γηα 

ηνλ πεξηνξηζκφ ησλ αηκνζθαηξηθψλ αλαηαξάμεσλ κπνξνχλ λα ρξεζηκνπνηεζνχλ πξνζαξκνζηηθά νπηηθά 

ζπζηήκαηα. 

 

ΚΔΦΆΛΑΗΟ 3 ΜΟΝΣΔΛΟΠΟΗΖΖ ΣΟΤ ΚΑΘΔΣΟΤ ΟΛΟΚΛΖΡΩΜΑΣΟ ΣΖ 

ΠΔΡΗΔΚΣΗΚΟΣΖΣΑ Δ ΤΓΡΟ ΝΔΡΟ ΣΩΝ ΝΔΦΩΝ (ILWC) 

Γηα ηε κνληεινπνίεζε ησλ λεθψλ κπνξνχλ λα ρξεζηκνπνηεζνχλ ζηαηηζηηθά ζηνηρεία ηνπ Κάζεηνπ 

Οινθιεξψκαηνο ηεο Πεξηεθηηθφηεηαο ζε Τγξφ Νεξφ ησλ λεθψλ (Integrated Liquid Water Content, ILWC). 

Όπσο απνδεηθλχεηαη ζηα [ITU840], [Jeannin08] ηα εηήζηα ζηαηηζηηθά ραξαθηεξηζηηθά ηνπ ILWC κπνξνχλ 

λα πεξηγξαθνχλ απφ ηε ινγαξηζκνθαλνληθή θαηαλνκή. Χο εθ ηνχηνπ, γηα ηε ζχλζεζε ρξνλνζεηξψλ ηνπ 

ILWC (L) γηα κηα ζπγθεθξηκέλε πεξηνρή ρξεηάδνληαη νη ζηαηηζηηθέο παξάκεηξνη ηνπ ln(L), δειαδή ε κέζε 

ηηκή (m), ε ηππηθή απφθιηζε (ζ) θαη ε πηζαλφηεηα ην ILWC λα είλαη κεγαιχηεξν ηνπ κεδελφο, ή αιιηψο ε 

πηζαλφηεηα λεθνθάιπςεο γηα ηε ζπγθεθξηκέλε πεξηνρή ελδηαθέξνληνο. ηελ [ITU1853-1]  πξνηείλεηαη κηα 

κεζνδνινγία γηα ηε ζχλζεζε ζεκεηαθψλ ρξνλνζεηξψλ ηνπ ILWC ζπζρεηηζκέλεο κφλν ζην ρξφλν θαη φρη ζην 

ρψξν. Χζηφζν, γηα ηνλ αμηφπηζην ππνινγηζκφ ηεο επίδξαζεο ησλ λεθψλ θαηα κήθνο ηνπ δξφκνπ δηάδνζεο 

ηνπ ζήκαηνο έλα κφλν ζεκείν δελ επαξθεί. Παξάιιεια, φπσο ζπδεηήζεθε θαη ζηελ εηζαγσγή, γηα ηελ 

αληηκεηψπηζε ησλ λεθψλ ρξεζηκνπνηείηαη ε ηερληθή δηαθνξηζκνχ ησλ νπηηθψλ ζηαζκψλ (δηαθνξηζκφο 

ζέζεο). Χο εθ ηνχηνπ, ε ρσξηθή ζπζρέηηζε ησλ λεθψλ, ηφζν θαηα κήθνο ηνπ δξφκνπ δηάδνζεο, φζν θαη 
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κεηαμχ δηαθνξεηηθψλ ζηαζκψλ (δηαθνξεηηθψλ πεξηνρψλ) απνηειεί ζεκαληηθφ κέξνο ηεο κνληεινπνίεζεο 

ησλ λεθψλ.  

ην θεθάιαην απηφ, παξνπζηάδεηαη ε κεζνδνινγία πνπ αλαπηχρζεθε γηα ηελ παξαγσγή ρξνλνζεηξψλ 

δηζδηάζηαησλ θαη ηξηζδηάζηαησλ πεδίσλ ηνπ Κάζεηνπ Οινθιεξψκαηνο ηεο Πεξηεθηηθφηεηαο ζε Τγξφ Νεξφ 

(ILWC) ησλ λεθψλ. Η πξνηεηλφκελε κεζνδνινγία, κεηαμχ άιισλ, ελζσκαηψλεη ηε ρσξηθή θαη ρξνληθή 

ζπζρέηηζε ηνπ ILWC. 

Πην ζπγθεθξηκέλα ζην ππνθεθάιαην 3.1 πξνηείλεηαη κηα κεζνδνινγία βαζηζκέλε ζηηο 

πνιπδηάζηαηεο ζηνραζηηθέο δηαθνξηθέο εμηζψζεηο θαη ζηελ [ITU1853-1] γηα ηελ παξαγσγή ρξνλνζεηξψλ 

δηζδηάζηαησλ πεδίσλ ηνπ ILWC.  Η κεζνδνινγία απηή ιακβάλεη ππφςε ηφζν ηελ ρξνληθή φζν θαη ρσξηθή 

ζπζρέηηζε ηνπ ILWC.  Η θεληξηθή ηδέα βαζίδεηαη  ζηε ζχλζεζε δηζδηάζηαησλ ραξηψλ ILWC γηα θάζε 

νπηηθφ ζηαζκφ βάζεο. Κάζε ράξηεο απνηειείηαη απφ έλαλ αξηζκφ δηζδηάζηαησλ ρσξηθά θαη ρξνληθά 

ζπζρεηηζκέλσλ πεδίσλ ηνπ ILWC κε δηαζηάζεηο 1 km x 1km πνπ κπνξεη λα δηαηππσζεί 

σο   , 1 2 , , ,map GS nL L L L  , φπνπ ηα Li είλαη ηα ILWC πεδία θαη n ν αξηζκφο ησλ πεδίσλ πνπ αληηζηνηρνχλ 

ζε θάζε ζηαζκφ. Γηα πεξηζζφηεξνπο απφ έλαλ νπηηθνχο ζηαζκνχο, έλαο ILWC ράξηεο δεκηνπξγείηαη γηα 

θάζε ζηαζκφ. Πξέπεη λα ηνληζηεί φηη θαη φινη νη ράξηεο κεηαμχ ηνπο είλαη ρσξηθά θαη ρξνληθά 

ζπζρεηηζκέλνη. Θεσξψληαο s αξηζκφ ζηαζκψλ ηφηε ην ζπλνιηθφ πεδίν πνπ δεκηνπξγείηαη κπνξεί λα γξαθεί 

σο 1 2_ , , ,
    smap GS map GStotal fie ald m p GS

L L L L  
  . Έηζη νη ρξνλνζεηξέο Li  κπνξνχλ λα ππνινγηζηνχλ 

κε ηνλ παξαθάησ ηχπν [J1]  

 1 1
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 (1.1) 

 

φπνπ m είλαη ε κέζε ηηκή, ζ ε ηππηθή απφθιηζε θαη CLWP  ε πηζαλφηεηα ην ILWC>0  ηνπ ln(L) γηα ηελ 

πεξηνρή ελδηαθέξνληνο. Οη ζηαηηζηηθέο παξάκεηξνη ηνπ ln(L) κπνξνχλ λα εμαρζνχλ απφ βάζεηο δεδνκέλσλ 

φπσο ε ERA-Interim θαη ITU-R P.840-6 [ITU860-6].  

Ο φξνο Gi(t) ζπκβνιίδεη ηε γθανπζηαλή δηαδηθαζία πνπ απαηηείηαη γηα ηε ζχλζεζε ησλ πεδίσλ 

ILWC. Σν Gi(t) κπνξεί λα κνληεινπνηεζεί σο ε ππέξζεζε δχν γθανπζηαλψλ δηαδηθαζηψλ 
1 2[ ,  ]i i iX X X

 
φπνπ 

1 i n   (n ν αξηζκφο ησλ πεδίσλ πνπ αληηζηνηρνχλ ζε θάζε ζηαζκφ θαη s o αξηζκφο ησλ ζηαζκψλ). Γηα ηε 

ζχλζεζε ησλ Χη
k δηαδηθαζηψλ ρξεζηκνπνηνχληαη πνιπδηάζηαηεο ζηνραζηηθέο δηαθνξηθέο εμηζψζεηο, 

ιακβάλνληαο ππφςε ηε ρσξνρξνληθή ζπζρέηηζε ηνπ ILWC. 

  ηε ζπλέρεηα ζην ππνθεθάιαην 3.2 παξνπζηάδεηαη ε κεζνδνινγία γηα ηε δεκηνπξγία ηξηζδηάζηαησλ 

πεδίσλ ηνπ ILWC ιακβάλνληαο ππφςε θαη ηελ θάζεηε έθηαζε ησλ λεθψλ. Αξρηθά εθαξκφδεηαη ε 

κεζνδνινγία γηα ηε δεκηνπξγία δηζδηάζηαησλ πεδίσλ ηνπ ILWC θαη έπεηηα ρξεζηκνπνηψληαο ηε ζρέζε πνπ 
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πξνηάζεθε ζην [Luini14], νπνπ ζπλδέεηαη ε πεξηεθηηθφηεηα ησλ λεθψλ ζε πγξφ λεξφ (Liquid Water 

Content) κε ην χςνο θαη ην ILWC, ππνινγίδεηαη γηα θάζε πεδίν ILWC θαη γηα θάζε ρξνληθή ζηηγκή ε θάζεηε 

έθηαζε ηνπ πεδίνπ. Με ηε δηαδηθαζία απηή, παξάγνληαη ρξνλνζεηξέο ηξηζδηάζηαησλ πεδίσλ ηνπ ILWC.  

ηα ρήκαηα 1 θαη 2, παξνπζηάδνληαη ζηηγκηφηππα ελφο δηζδηάζηαηνπ θαη ελφο ηξηζδηάζηαηνπ ILWC 

ράξηε αληίζηνηρα, γηα έλαλ ππνζεηηθφ ζηαζκφ ζηα Υαληά, Κξήηεο. πάλσ: ηε ρξνληθή ζηηγκή t=t0 θαη θάησ: 

60 ιεπηά αξγφηεξα.  

 

 

ρήκα 1: ηηγκηόηππα δηζδηάζηαησλ ILWC ραξηώλ: Πάλσ: ηε ρξνληθή ζηηγκή t=t0 , Κάησ: 60 ιεπηά 

αξγόηεξα 
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ρήκα 2: ηηγκηόηππα ηξηζδηάζηαησλ ILWC ραξηώλ: Πάλσ: ηε ρξνληθή ζηηγκή t=t0 , Κάησ: 60 ιεπηά 

αξγόηεξα 

 

ην ππνθεθάιαην 3.3 εμεηάδεηαη ε ηθαλφηεηα ηεο πξνηεηλφκελεο ρσξνρξνληθεο δηαδηθαζίαο γηα ηε 

δεκηνπξγία ILWC ρξνλνζεηξψλ, λα αλαπαξάγεη ηα ζηαηηζηηθά ζηνηρεία πξψηεο ηάμεο ηνπ ILWC.    

 

 

ΚΔΦΆΛΑΗΟ 4 ΤΝΘΔΖ ΥΡΟΝΟΔΗΡΩΝ ΔΞΑΘΔΝΖΖ ΣΟΤ ΖΜΑΣΟ ΛΟΓΩ 

ΝΔΦΩΝ – ΤΝΘΔΖ CFLOS ΥΡΟΝΟΔΗΡΩΝ 

ην θεθάιαην απηφ, ηα ρσξνρξνληθά κνληέια δχν θαη ηξηψλ δηαζηάζεσλ πνπ πξνηάζεθαλ ζην 

Κεθάιαην 3 ρξεζηκνπνηνχληαη γηα ηε ζχλζεζε ρξνλνζεηξψλ εμαζζέλεζεο ηνπ ζήκαηνο ιφγσ λεθψλ θαη γηα 
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νπηηθή δεχμε ρσξίο λέθε (Cloud Free Line of Sight, CFLOS), ηφζν γηα κεκνλσκέλεο, φζν θαη γηα πνιιαπιέο 

δεχμεηο (δηαθνξηζκφο ζέζεο, απφ θνηλνχ ζηαηηζηηθά ραξαθηεξηζηηθά). Καη νη δχν πξνηεηλφκελεο 

κεζνδνινγίεο ιακβάλνπλ ππφςε ηφζν ηε γσλία αλχςσζεο ηεο δεχμεο, φζν θαη ην πςφκεηξν ησλ ζηαζκψλ 

βάζεο (γηα ζηαζκνχο βάζεο ζε κεγάιν πςφκεηξν). 

Αξρηθά, ζην ππνθεθάιαην 4.1, ρξεζηκνπνηψληαο ην ρσξνρξνληθφ κνληέιν ηξηψλ δηαζηάζεσλ πνπ 

πξνηάζεθε ζην Κεθάιαην 3, ηα ζχλλεθα θαηεγνξηνπνηνχληαη κε βάζε ηελ θάζεηε έθηαζε ηνπο θαη 

ιακβάλνληαο ππφςε ηηο κηθξν-θπζηθέο ηδηφηεηεο ησλ λεθψλ θαη ηε γλσζηή ζεσξία ζθέδαζεο Mie, 

πξνηείλεηαη έλα θαζνιηθφ ρσξνρξνληθφ κνληέιν γηα ηνλ ππνινγηζκφ θαη ηελ πξφβιεςε ηεο εμαζζέλεζεο ηνπ 

ζήκαηνο ιφγσ λεθψλ, γηα ζπρλνηεηεο κεγαιχηεξεο ηεο Ka κπάληαο [26,5-40GHz], κε εθαξκνγή έσο θαη ηηο 

νπηηθέο ζπρλφηεηεο. Οη ρξνλνζεηξέο απφζβεζεο εμαηηίαο λεθψλ, πνπ βξίζθνληαη ζηνλ θεθιηκέλν δξφκν 

δηάδνζεο ηνπ ζήκαηνο, κπνξνχλ λα ππνινγηζηνχλ ρξεζηκνπνηψληαο ηνλ παξαθάησ ηχπν: 

     
max

0

3

0

, 4.343 10 , ,   (dB)

l

ext

l

A t r n r h dr d  


    
(1.2) 

φπνπ ην ζext είλαη ε δηαηνκή απφζβεζεο (extinction cross section), ην n(r,h) είλαη ε θαηαλνκή 

κεγέζνπο ζσκαηηδίσλ (particle size distribution PSD) ησλ λεθψλ θαη ι ην κήθνο θχκαηνο πνπ 

ρξεζηκνπνηείηαη. Οη παξάκεηξνη ηεο PSD ππνινγίδνληαη αλάινγα κε ην είδνο ηνπ λέθνπο. Καζψο, γηα ηνλ 

ππνινγηζκφ ηνπ  ζext, εθαξκφδεηαη ε γλσζηή ζεσξία ζθέδαζεο Mie, ε πξνηεηλφκελε κεζνδνινγία κπνξεί λα 

ρξεζηκνπνηεζεί γηα φιν ην θάζκα ησλ ζπρλνηήησλ, απφ ηελ Ka κπάληα κέρξη ην θάζκα ησλ νπηηθψλ 

ζπρλνηήησλ. Η πξνηεηλφκελε κεζνδνινγία ζπγθξίλεηαη κε δεδνκέλα πνπ ιακβάλνληαη απφ ηε βηβιηνγξαθία, 

παξνπζηάδνληαο πνιχ ελζαξξπληηθά απνηειέζκαηα, φπσο θαίλεηαη απφ ην παξαθάησ ζρήκα γηα κηα θάζεηε 

δεχμε ζην Μηιάλν, Ιηαιία πνπ ιεηηνπξγεί ζε κήθνο θχκαηνο 10.6κm.  
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ρήκα 3: ύγθξηζε πξνηεηλόκελεο κεζνδνινγίαο γηα ηε δεκηνπξγία ρξνλνζεηξώλ απόζβεζεο νπηηθνύ 

ζήκαηνο εμαηηίαο ησλ λεθώλ κε δεδνκέλα από ηε βηβιηνγξαθία 

 

Σέινο, ζην ππνθεθάιαην απηφ  παξνπζηαάδνληαη αξηζκεηηθά  απνηειεζκάηα εμαζζέλεζεο ηνπ 

ζήκαηνο ιφγσ λεθψλ γηα ζπρλνηεηεο κεγαιχηεξεο ηεο Ka κπάληαο [26.5-40GHz], έσο ηελ νπηηθή κπάληα. 

πλερίδνληαο, ζην ππνθεθάιαην 4.2 ππνζέηνληαο έλα αλνηρηφ/θιεηζηφ (on/off) νπηηθφ θαλάιη κε ηελ 

παξνπζία ησλ λεθψλ, παξνπζηάδεηαη κηα κεζνδνινγία γηα ηε ζχλζεζε ρξνληθά θαη ρσξηθά ζπζρεηηζκέλσλ 

CFLOS ρξνλνζεηξψλ, ηφζν γηα κεκνλσκέλεο φζν θαη γηα πνιιαπιέο δεχμεηο. 

ην ππνθεθάιαην 4.3 νη πξνηεηλφκελεο κεζνδνινγίεο ηξνπνπνηνχληαη γηα λα ρξεζηκνπνηεζνχλ γηα 

νπηηθά ζπζηήκαηα κε κε-γεσζηαηηθνχο δνξπθφξνπο, φπνπ ε γσλία αλχςσζεο ηεο δεχμεο είλαη ρξνληθά 

κεηαβαιιφκελε θαη ζην ππνθεθάιαην 4.5 νη πξνηεηλφκελεο κεζνδνινγίεο γηα ηε δεκηνπξγία CFLOS 

ρξνλνζεηξψλ ρξεζηκνπνηνχληαη γηα ηελ παξνπζίαζε αξηζκεηηθψλ απνηειεζκάησλ ζεσξψληαο γεσζηαηηθνχο 

θαη κε δνξπθφξνπο. 

Σέινο, ζην ππνθεθάιαην 4.5, ε πξνηεηλφκελε ρσξνρξνληθή κεζνδνινγία ζχλζεζεο ζπζρεηηζκέλσλ 

CFLOS ρξνλνζεηξψλ ρξεζηκνπνηείηαη γηα ηελ εμαγσγή ρξήζηκσλ ζπζηεκηθψλ ζηαηηζηηθψλ 

ραξαθηεξηζηηθψλ γηα έλα δίθηπν νπηηθψλ ζηαζκψλ βάζεσο φπσο ν αξηζκφο ησλ ελαιιαγψλ (switches) ησλ 

νπηηθψλ ζηαζκψλ βάζεσο.  

 

 

ΚΔΦΆΛΑΗΟ 5 ΘΔΩΡΖΣΗΚΖ ΜΟΝΣΔΛΟΠΟΗΖΖ CFLOS ΠΗΘΑΝΟΣΖΣΑ 

ην θεθάιαην απηφ παξνπζηάδεηαη έλα καζεκαηηθφ κνληέιν γηα ηνλ ζεσξεηηθφ ππνινγηζκφ θαη ηελ 

πξφβιεςε ηεο CFLOS πηζαλφηεηαο, ηφζν γηα κεκνλσκέλε νπηηθή δνξπθνξηθή δεχμε, φζν θαη γηα πνιιαπιέο 
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ρσξηθά ζπζρεηηζκέλεο νπηηθέο δνξπθνξηθέο δεχμεηο. Γηα ηνλ αμηφπηζην ππνινγηζκφ ηεο CFLOS 

πηζαλφηεηαο, ε γσλία αλχςσζεο ηεο δεχμεο θαη ην πςφκεηξν ηνπ ζηαζκνχ βάζεο ιακβάλνληαη ππφςε. 

Αξρηθά, ζην ππνθεθάιαην 5.1 παξνπζηάδεηαη ε κεζνδνινγία  γηα ηνλ ζεσξεηηθφ ππνινγηζκφ ηεο 

CFLOS πηζαλφηεηαο γηα κηα κεκνλσκέλε νπηηθή δνξπθνξηθή δεχμε. Θεσξψληαο φηη ην ILWC έρεη ζηαζεξή 

ηηκή ζε έλα πεδίν ζην νξηδφληην επίπεδν κε δηαζηάζεηο 1km
2
 , δειαδή ζην επίπεδν πνπ νξίδεηαη απφ κηα 

γξακκή 1 km ζηνλ ρ άμνλα θαη κηα γξακκή 1 km ζηνλ y άμνλα, ηφηε ν θεθιηκέλνο δξφκνο δηάδνζεο κπνξεί 

λα ρσξηζηεί ζε n ηέηνηα πεδία  θαη ε CFLOS πηζαλφηεηα νξίδεηαη σο ε πηζαλφηεηα θαλέλα απφ ηα i=1-n 

πεδία λα κελ επεξεάδνπλ ηελ νπηηθή δεχμε.  

Δπηπιένλ, φπσο πεξηγξάθεηαη ζην θεθάιαην 3 ηεο παξνχζαο δηαηξηβήο, ην ILWC κπνξεί λα 

κνληεινπνηεζεί σο κηα βαζππεξαηή Γθανπζηαλή δηαδηθαζία πεξηθνκκέλε (truncated) ζε έλα επηζπκεηφ 

θαηψθιη, γηα λα αλαπαξάγεη ηελ επηζπκεηή πηζαλφηεηα εκθάληζεο λεθψλ. Έηζη, ρξεζηκνπνηψληαο ηηο 

θαλνληθά θαηαλεκεκέλεο ηπραίεο κεηαβιεηέο    ln( ) /u L m
i i i i

ε CFLOS πηζαλφηεηα γηα κηα κεκνλσκέλε 

δεχμε δίλεηαη κε ηελ παξαθάησ έθθξαζε: 

 

 
1, ,

1

1 1, ,

.. 1 1

,..,

.. ,..,
th n th

n

CFLOS th n n th

a a

u u n n

P P u a u a

f u u du du
 

   

   
 (1.3) 

φπνπ 
1.. nu uf είλαη ε ζπλάξηεζε ππθλφηεηαο πηζαλφηεηαο ηεο πνιπκεηαβιεηήο θαλνληθήο θαηαλνκήο 

θαη i=1-n ηα πεδία θαηα κήθνο ηνπ δξφκνπ δηάδνζεο ηνπ ζήκαηνο. Σα πεξηθνκκέλα θαηψθιηα 

 
,
( 1,..., )

i th
i n  ππνινγίδνληαη κε βάζε ηε γσλία αλχςσζεο θαη ην πςφκεηξν ηνπ ζηαζκνχ βάζεο. 

ην ππνθεθάιαην 5.2 παξνπζηάδεηαη ε κεζνδνινγία  γηα ηνλ ζεσξεηηθφ ππνινγηζκφ ηεο απν θνηλνχ 

CFLOS πηζαλφηεηαο γηα πνιιαπιέο νπηηθέο δεχμεηο, ελψ ζην ππνθεθάιαην 5.3 ππνινγίδεηαη ε απφ θνηλνχ 

CFLOS πηζαλφηεηα γηα ηαπηφρξνλα δηαζέζηκεο νπηηθέο δεχμεηο, γηα ηελ εθαξκνγή ηερληθψλ κεηάδνζεο 

ρσξηθήο πνιππιεμίαο. 

 

 

ΚΔΦΆΛΑΗΟ 6 ΜΖΝΗΑΗΑ CFLOS ΣΑΣΗΣΗΚΑ ΥΑΡΑΚΣΖΡΗΣΗΚΑ – ΑΛΓΟΡΗΘΜΟΗ 

ΒΔΛΣΗΣΟΠΟΗΖΖ ΓΗΑ ΣΖ ΓΗΑΣΑΗΟΠΟΗΖΖ ΟΠΣΗΚΟΤ ΔΠΗΓΔΗΟΤ ΓΗΚΣΤΟΤ 

Σν θεθάιαην απηφ επηθεληξψλεηαη ζηελ αλάπηπμε αιγνξίζκσλ βειηηζηνπνίεζεο γηα ηελ επηινγή ησλ 

επίγεησλ νπηηθψλ ζηαζκψλ, πνπ ζρεκαηίδνπλ έλα δίθηπν (δηαθνξηζκφο ζέζεο) γηα ηελ αληηκεηψπηζε ηεο 

λεθνθάιπςεο.  

Αξρηθά, γίλεηαη ηδηαίηεξε αλαθνξά ζηε κεληαία δηαθχκαλζε ηεο πηζαλφηεηαο λεθνθάιπςεο αιιά θαη 

ζηηο δηαθνξέο κεηαμχ ησλ πεξηνρψλ ζηα 2 εκηζθαίξηα. Οη επηζεκάλζεηο απηέο γίλνληαη εχθνια αληηιεπηέο 

ζηελ παξαθάησ εηθφλα, φπνπ παξνπζηάδεηαη ε κεληαία (ζπκβνιίδεηαη κε Μ) πηζαλφηεηα λεθνθάιπςεο γηα 2 
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ζηαζκνχο, έλαλ ζην Βφξεην Ηκηζθαίξην (South Mountain, California) θαη έλαλ ζην Νφηην Ηκηζθαίξην 

(Malargue, Argentina), θαζψο θαη ν εηήζηνο κέζνο φξνο (ζπκβνιίδεηαη κε Y) ηεο πηζαλφηεηαο λεθνθάιπςεο 

γηα θάζε κηα, γηα ην έηνο 2000.  

 

ρήκα 4: Μεληαία θαη Δηήζηα Πηζαλόηεηα Νεθνθάιπςεο, Βόξεην/Νόηην Ζκηζθαίξην 

 

ην ππνθεθάιαην 6.1 απνδεηθλχεηαη φηη ηα κεληαία ζηαηηζηηθά ραξαθηεξηζηηθά ηνπ ILWC κπνξνχλ 

λα πεξηγξαθνχλ επαξθψο κε ηε ινγαξηζκηθή θαηαλνκή. 

ην ππνθεθάιαην 6.2 ε κεζνδνινγία πνπ πξνηάζεθε ζην ππνθεθάιαην 4.2 γηα ηε ζχλζεζε CFLOS 

ρξνλνζεηξψλ, κεηαζρεκαηίδεηαη κε βάζε ηα κεληαία ζηαηηζηηθά ραξαθηεξηζηηθά ηνπ ILWC. 

Δπηπξφζζεηα, ζην  ππνθεθάιαην 6.3 δίλνληαη αλαιπηηθέο ζρέζεηο γηα ηνλ ππνινγηζκφ ηεο κεληαίαο 

CFLOS πηζαλφηεηαο, γηα κεκνλσκέλεο θαη πνιιαπιέο δεχμεηο. Παξάιιεια, πξνηείλνληαη 2 αιγφξηζκνη 

βειηηζηνπνίεζεο γηα ηελ επηινγή ησλ επίγεησλ νπηηθψλ ζηαζκψλ, γηα ηελ άκβιπλζε ηνπ θαηλνκέλνπ 

παξεκβνιήο ησλ λεθψλ. Οη αιγφξηζκνη απηνί ιακβάλνπλ ππφςε ηε κεληαία δηαθχκαλζε ηεο πηζαλφηεηαο 

χπαξμεο λεθψλ θαη επσθεινχληαη απφ ηελ επηινγή ζηαζκψλ ζε δηαθνξεηηθά εκηζθαίξηα.  Η θχξηα ζπκβνιή 

ησλ πξνηεηλφκελσλ αιγνξίζκσλ είλαη φηη εγγπψληαη κηα ειάρηζηε δηαζεζηκφηεηα αλά κήλα, ε νπνία δελ είλαη 

απαξαηηήησο ε ίδηα γηα θάζε κήλα θαη, ρξεζηκνπνηψληαο ζηαζκνχο απν δηαθνξεηηθά εκηζθαίξηα, 

ειαρηζηνπνηνχλ ηνλ αξηζκφ ησλ επίγεησλ ζηαζκψλ πνπ ρξεηάδνληαη γηα λα επηηεπρζεί ε επηζπκεηή 

δηαζεζηκφηεηα.  Σέινο, πξνηείλεηαη έλαο αιγφξηζκνο βειηηζηνπνίεζεο γηα ηνλ ππνινγηζκφ ηνπ αλαγθαίνπ 

αξηζκνχ ησλ ελεξγψλ ζηαζκψλ αλά κήλα, ζε έλα δίθηπν επίγεησλ νπηηθψλ ζηαζκψλ. 

 

ΚΔΦΆΛΑΗΟ 7 ΜΟΝΣΔΛΟΠΟΗΖΖ ΓΗΑΓΟΖ ΟΠΣΗΚΟΤ ΖΜΑΣΟ – 

ΑΣΜΟΦΑΗΡΗΚΟΗ ΣΡΟΒΗΛΗΜΟΗ 

Σν θεθάιαην απηφ επηθεληξψλεηαη ζηελ αλάπηπμε κνληέισλ γηα ηε δηάδνζε ηνπ νπηηθνχ ζήκαηνο 

θάησ απφ ζπλζήθεο δηάδνζεο ρσξίο λέθε, ιακβάλνληαο ππφςε ην θαηλφκελν ησλ αηκνζθαηξηθψλ 

ζηξνβηιηζκψλ. Σα απνηειέζκαηα ησλ κεζνδνινγηψλ πνπ παξνπζηάδνληαη ζε απηφ ην θεθάιαην, 

ζπγθξίλνληαη κε πξαγκαηηθά δεδνκέλα απφ ην νπηηθφ δνξπθνξηθφ πείξακα ARTEMIS. 
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Αξρηθά, ζην ππνθεθάιαην 7.1, παξνπζηάδεηαη κηα αλαζθφπεζε ηνπ πεηξάκαηνο ARTEMIS.  ηα 

πιαίζηα ηνπ πεηξάκαηνο απηνχ ππάξρνπλ δηαζέζηκεο κεηξήζεηο ιακβαλφκελεο ηζρχνο ηφζν γηα ηελ 

αλεξρφκελε φζν θαη ηελ θαηεξρφκελε δεχμε κεηαμχ ηνπ επίγεηνπ νπηηθνχ ζηαζκνχ ηνπ Δπξσπατθνχ 

Γηαζηεκηθνχ Οξγαληζκνχ (European Space Agency, ESA) ζηελ Σελεξίθε, Ιζπαλία ζε πςφκεηξν 2.4 km, θαη 

ηνπ γεσζηαηηθνχ δνξπθφξνπ ARTEMIS. Σo κήθνο θχκαηνο πνπ ρξεζηκνπνηείηαη ζηελ αλεξρφκελε δεχμε 

είλαη  847nm, ελψ ζηελ θαηεξρφκελε είλαη 819nm.  

ην ππνθεθάιαην 7.2 παξνπζηάδεηαη κηα κεζνδνινγία γηα ηνλ ππνινγηζκφ ηνπ παξάγνληα κέζεο 

ιήςεο ζήκαηνο (aperture averaging factor), γηα νπηηθνχο δέθηεο κε θεληξηθή ζθίαζε γηα θαηεξρφκελε δεχμε. 

χκθσλα κε ηελ πξνηεηλφκελε κεζνδνινγία o παξάγνληα κέζεο ιήςεο ζήκαηνο (aperture averaging factor) 

γηα νπηηθνχο δέθηεο κε θεληξηθή ζθίαζε δίλεηαη απφ ηνλ παξαθάησ ηχπν:  

 

4 4

2
2 2

( ) ( )
obscured

D A D d A d
A

D d

 
   

  
 
 

 
(1.4) 

 

φπνπ D (m) είλαη ε δηάκεηξνο ηνπ δέθηε, d (m) είλαη ε δηάκεηξνο ηεο ζθίαζεο θαη A είλαη ν 

παξάγνληαο κέζεο ιήςεο ζήκαηνο, ρσξίο λα ιακβάλεηαη ππφςε ε θεληξηθή ζθίαζε.  

πλερίδνληαο, ζην ππνθεθάιαην 7.3 πξνηείλεηαη κηα κεζνδνινγία γηα ηε δεκηνπξγία ρξνλνζεηξψλ 

ιακβαλφκελεο αθηηλνβνιίαο/ηζρχνο γηα αλεξρφκελεο νπηηθέο δεχμεηο γεσζηαηηθψλ δνξπθνξηθψλ 

ζπζηεκάησλ, ιακβάλνληαο ππφςε ηηο επηπηψζεηο πνπ δεκηνπξγνχλ ζηε δηάδνζε ηνπ ζήκαηνο νη 

αηκνζθαηξηθνί ζηξνβηιηζκνί θαη ηα ζθάικαηα ζηφρεπζεο. Οη βαζηθέο παξαδνρέο ηνπ πξνηεηλφκελνπ 

κνληέινπ είλαη: α) εμεηάδεηαη κφλν ε αλεξρφκελε δνξπθνξηθή δεχμε κε γεσζηαηηθφ δνξπθφξν, β) 

Δθαξκφδεηαη ε ζεσξία Rytov θαη ν δείθηεο δηάζιαζεο  ηεο αηκφζθαηξαο (refractive index) κνληεινπνηείηαη 

ζχκθσλα κε ην θάζκα Kolmogorov (Kolmogorov spectrum), γ) εμεηάδνληαη δεχμεηο κε γσλία αλχςσζεο 

κεγαιχηεξε ησλ 20 κνηξψλ , δ) εμεηάδεηαη κφλν ε πεξίπησζε ησλ ήπησλ αηκνζθαηξηθψλ αλαηαξάμεσλ θαη ε) 

εμεηάδεηαη ε πεξίπησζε δηάδνζεο κίαο κφλν γθανπζηαλήο δέζκεο. 

Η ιακβαλφκελε αθηηλνβνιία δίλεηαη κε ηελ παξαθάησ ζρέζε : 

2
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(1.5) 

φπνπ nt,θαη nr είλαη ε απνδνηηθφηεηα ηνπ πνκπνχ θαη ηνπ δέθηε αληίζηνηρα (πεξηιακβάλνληαη νη 

ζπλνιηθέο απψιεηεο ιφγσ ησλ νπηηθψλ ζπζηεκάησλ πνκπνχ θαη δέθηε), nAtm είλαη ε αηκνζθαηξηθή 

απνδνηηθφηεηα, PT είλαη ε ηζρχο ηνπ πνκπνχ, WLT (m) είλαη ην άλνηγκα ηεο δέζκεο κεηά απφ δηάδνζε 

απφζηαζεο SL ιακβάλνληαο ππφςε θαη ηελ επηδξαζε ησλ ζπηλζεξηζκψλ ηνπ ζήκαηνο, ζην 
2

2

2
exp

( )STW SL

 
  
 

 

ιακβάλνληαη ππφςε ηα ζθάικαηα ζηφρεπζεο θαη ε απφθιηζε ηνπ θέληξνπ ηεο δέζκεο ιφγσ ζηξνβηιηζκψλ 
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(beam wander) ελψ ζην exp(2 )n  ιακβάλεηαη ππφςε ην θαηλφκελν ησλ αηκνζθαηξηθψλ ζπηλζεξηζκψλ. Η 

κνληεινπνίεζε ηνπ χn βαζίδεηαη ζηε ρξήζε ζηνραζηηθψλ δηαθνξηθψλ εμηζψζεσλ κε fractional θίλεζε 

Brown. 

ην ρήκα 5 ην πξνηεηλφκελν κνληέιν ζπγθξίλεηαη κε κεγάιε επηηπρία κε δεδνκέλα απφ ην πείξακα 

ARTEMIS.  

 

ρήκα 5: ύθξηζε πξνηεηλόκελεο κεζνδνινγίαο (ζπλερήο γξακκή) γηα ηε δεκηνπξγία  ρξνλνζεηξώλ 

ιακβαλόκελεο αθηηλνβνιίαο κε δεδνκέλα από ην πείξακα ARTEMIS (θύθινη) 

 

 

ΚΔΦΆΛΑΗΟ 8 ΑΝΑΛΤΖ ΟΠΣΗΚΩΝ ΕΔΤΞΔΩΝ ΒΑΘΔΟ ΓΗΑΣΖΜΑΣΟ 

Σν θεθάιαην απηφ επηθεληξψλεηαη ζην ζρεδηαζκφ θαηεξρφκελεο νπηηθήο δεχμεο βαζένο δηαζηήκαηνο 

(Deep Space) ζε ζπλζήθεο δηάδνζεο ρσξίο λέθε θαη ζηελ αλάπηπμε κηαο κεζνδνινγίαο γηα ηελ επηινγή ησλ 

παξακέηξσλ ζεκαηνδφηεζεο (ξπζκφο θσδηθνπνίεζεο, δηάξθεηα ζπκβφινπ θ.α.) ηεο νπηηθήο δεχμεο κε ζθνπφ 

ηελ επίηεπμε ηνπ κέγηζηνπ ξπζκνχ κεηάδνζεο δεδνκέλσλ (data rate) κε βάζε ηηο ζπλζήθεο ηεο δεχμεο 

ζχκθσλα κε ηα λέα πξφηππα πνπ παξνπζηάδνληαη ζην [CCSDS17b]. 

Γηα ηε κνληεινπνίεζε ησλ ζπζηεκάησλ απηψλ, ζεσξνχκε θαλάιη δηάδνζεο Poisson, θαη 

ρξεζηκνπνηνχκε ζρήκα δηακφξθσζεο έληαζεο (Intensity Modulation, IM) θαη απεπζείαο αλίρλεπζεο (Direct 

Detection, DD) [CCSDS17b]. Δπηπιένλ, ζρεηηθά κε ηε ζεκαηνδνζία, πξνηείλεηαη ε ρξήζε δηακφξθσζεο 

ζέζεο παικνχ (Pulse Position Modulation, PPM) θαη ε θσδηθνπνίεζε κε ρξήζε ζεηξηαθψλ ζπλειηθηηθψλ 

θσδίθσλ (serial concatenated convolutional codes). Tέινο, ε αλάιπζε επηθεληξψλεηαη ζηε ρξήζε 

αληρλεπηψλ κέηξεζεο κεκνλσκέλσλ θσηνλίσλ (single photon counting detectors).  

Πην ζπγθεθξηκέλα, ζην ππνθεθάιαην 8.1  παξνπζηάδεηαη ε PPM δηακφξθσζε θαη νη SCs θψδηθεο. 

Παξάιιεια, παξαηίζεληαη θαη αλαιχνληαη νη παξάκεηξνη πνπ απαηηνχληαη γηα ηνλ ππνινγηζκφ ηνπ 
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πξνυπνινγηζκνχ ηζρχνο κηαο νπηηθήο δνξπθνξηθήο δεχμεο βαζένο δηαζηήκαηνο, φπσο παξνπζηάδνληαη ζην 

παξαθάησ ζρήκα: 

 

ρήκα 6 Παξάκεηξνη πνπ απαηηνύληαη γηα ην ππνινγηζκό ηνπ πξνϋπνινγηζκνύ ηζρύνο κηαο νπηηθήο 

δνξπθνξηθήο δεύμεο βαζένο δηαζηήκαηνο 

 

Γίλνληαη πιήξεηο εθθξάζεηο γηα ηνλ ππνινγηζκφ ηεο ηζρχνο ηνπ ζήκαηνο, θαζψο θαη ηεο ηζρχνο 

ζνξχβνπ πνπ ιακβάλεη θαη αληρλεχεη ν νπηηθφο δέθηεο. 

ην ππνθεθάιαην 8.2 δίλνληαη αθξηβείο εθθξάζεηο γηα ηνλ ππνινγηζκφ ηεο ρσξεηηθφηεηαο 

(Capacity) ηνπ νπηηθνχ δηαχινπ, ηνπ ξπζκνχ ιαλζαζκέλσλ ζπκβφισλ (Symbol Error Rate, SER) θαη ηνπ 

ξπζκνχ ιαλζαζκέλσλ bit (Bit Error Rate, BER ).  

ην ππνθεθάιαην 8.4 παξαηίζεηαη ε πξνηεηλφκελε κεζνδνινγία γηα ηελ επηινγή ησλ παξακέηξσλ 

ζεκαηνδφηεζεο (ξπζκφο θσδηθνπνίεζεο, δηάξθεηα ζπκβφινπ θ.α.) ηεο νπηηθήο δεχμεο. Σέινο, ζην 

ππνθεθάιαην 8.5 ρξεζηκνπνηψληαο ηελ πξνηεηλφκελε κεζνδνινγία παξνπζηάδνληαη αξηζκεηηθά 

απνηειέζκαηα γηα δηάθνξα ζελάξηα ζπζηεκάησλ βαζένο δηαζηήκαηνο.  
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ΚΔΦΆΛΑΗΟ 9 ΤΜΠΔΡΑΜΑΣΑ 

ην θεθάιαην απηφ παξνπζηάδεηαη κηα ζχλνςε ησλ κεζνδνινγηψλ πνπ αλαπηχρζεθαλ ζην πιαίζην 

ηεο παξνχζαο Γηδαθηνξηθήο Γηαηξηβήο θαη δίλνληαη πξνηάζεηο γηα κειινληηθή έξεπλα.  

Αλαθεθαιαηψλνληαο, ζην Κεθάιαην 3 ηεο παξνχζαο Γηδαθηνξηθήο Γηαηξηβήο  παξνπζηάδεηαη ε 

κεζνδνινγία πνπ αλαπηχρζεθε γηα ηελ παξαγσγή ρξνλνζεηξψλ δηζδηάζηαησλ θαη ηξηζδηάζηαησλ πεδίσλ ηνπ 

Κάζεηνπ Οινθιεξψκαηνο ηεο Πεξηεθηηθφηεηαο ζε Τγξφ Νεξφ (ILWC) ησλ λεθψλ. Η πξνηεηλφκελε 

κεζνδνινγία ιακβάλεη ππφςε ηφζν ηελ ρξνληθή φζν θαη ρσξηθή ζπζρέηηζε ηνπ ILWC θαη επσθειείηαη απφ 

ηε ρξήζε πνιπδηάζηαησλ ζηνραζηηθψλ δηαθνξηθψλ εμηζψζεσλ γηα ηε δεκηνπξγία ρξνλνζεηξψλ.  

ην Κεθάιαην 4 παξνπζηάδνληαη νη κεζνδνινγίεο πνπ αλαπηχρζεθαλ γηα ηνλ ππνινγηζκφ θαη ηελ 

πξφβιεςε ηεο εμαζζέλεζεο ηνπ ζήκαηνο ιφγσ λεθψλ θαη ηεο πηζαλφηεηαο γηα νπηηθή δεχμε ρσξίο λέθε 

(CFLOS), ηφζν γηα κεκνλσκέλεο φζν θαη γηα πνιιαπιέο δεχμεηο (δηαθνξηζκφο ζέζεο, απφ θνηλνχ ζηαηηζηηθά 

ραξαθηεξηζηηθά).   

ην Κεθάιαην 5 παξνπζηάδεηαη έλα λέν καζεκαηηθφ κνληέιν γηα ηνλ ζεσξεηηθφ ππνινγηζκφ θαη ηελ 

πξφβιεςε ηεο πηζαλφηεηαο CFLOS, ηφζν γηα κεκνλσκέλε νπηηθή δνξπθνξηθή δεχμε φζν θαη γηα πνιιαπιέο 

ρσξηθά ζπζρεηηζκέλεο νπηηθέο δνξπθνξηθέο δεχμεηο. 

ην Κεθάιαην 6 παξνπζηάδνληαη νη αιγφξηζκνη βειηηζηνπνίεζεο, πνπ αλαπηχρζεθαλ ζην πιαίζην 

ηεο παξνχζαο Γηδαθηνξηθήο Γηαηξηβήο, γηα ηελ επηινγή ησλ νπηηθψλ ζηαζκψλ βάζεο, πνπ ζρεκαηίδνπλ έλα 

ζπλδεδεκέλν δίθηπν γηα ηελ αληηκεηψπηζε ηεο λεθνθάιπςεο. Οη αιγφξηζκνη βειηηζηνπνίεζεο πνπ 

πξνηείλνληαη ιακβάλνπλ ππφςε ηε κεληαία δηαθχκαλζε ηεο λεθνθάιπςεο θαη εθκεηαιιεχνληαη ηηο κεληαίεο 

δηαθνξέο κεηαμχ βφξεηνπ θαη λφηηνπ εκηζθαηξίνπ. 

ην Κεθάιαην 7 παξνπζηάδνληαη νη κεζνδνινγίεο πνπ αλαπηχρζεθαλ γηα ηε δηάδνζε ηνπ νπηηθνχ 

ζήκαηνο θάησ απφ ζπλζήθεο δηάδνζεο ρσξίο λέθε, ιακβάλνληαο ππφςε ην θαηλφκελν ησλ αηκνζθαηξηθψλ 

ζηξνβηιηζκψλ. Γηα ηε κειέηε απηή γίλεηαη αλάιπζε ησλ κεηξήζεσλ απφ ην νπηηθφ δνξπθνξηθφ πείξακα 

ARTEMIS. 

Σέινο ζην Κεθάιαην 8 παξνπζηάδεηαη κηα κεζνδνινγία γηα ηνλ ππνινγηζκφ ηνπ πξνυπνινγηζκνχ 

ηζρχνο νπηηθήο δεχμεο γηα δεχμεηο βαζένο δηαζηήκαηνο θαη πξνηείλεηαη κηα λέα κέζνδνο γηα ηελ επηινγή ησλ 

παξακέηξσλ ζεκαηνδφηεζεο (ξπζκφο θσδηθνπνίεζεο, δηάξθεηα ζπκβφινπ θ.ά.) ηεο νπηηθήο δεχμεο. 

Με βάζε ηα απνηειέζκαηα θαη ηνπο πεξηνξηζκνχο ησλ κνληέισλ πνπ αλαπηχρζεθαλ ζην πιαίζην ηεο 

παξνχζαο Γηδαθηνξηθήο Γηαηξηβήο, κπνξνχλ λα πξνηαζνχλ δηάθνξεο δξάζεηο γηα κειινληηθή έξεπλα, φπσο 

παξνπζηάδεηαη αθνινχζσο.  

Αξρηθά, φζνλ αθνξά ην ρσξν-ρξνληθφ κνληέιν πνπ πξνηείλεηαη ζην ηξίην θεθάιαην γηα ηε 

δεκηνπξγία ρξνλνζεηξψλ ILWC, γηα ηελ ελζσκάησζε ηεο ρξνληθήο ζπζρέηηζεο ηνπ ILWC, 

ρξεζηκνπνηνχληαη νη εηήζηεο παξάκεηξνη απφ ηε ζχζηαζε ITU-R P. 1853 [ITU1853-1]. Βαζηδφκελνη ζην 

έθην θεθάιαην, ην νπνίν επηθεληξψλεηαη ζηελ κεληαία κεηαβιεηφηεηα ηνπ ILWC, κπνξεί λα δηεμαρζεί 
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έξεπλα γηα ηε ρξνληθή εμέιημε ηνπ ILWC γηα θάζε κήλα μερσξηζηά ή αλάινγα κε ηελ πηζαλφηεηα εκθάληζεο 

ILWC κεγαιχηεξε απφ ην κεδέλ (πηζαλφηεηα θάιπςεο απφ λέθνο). 

Δπηπξφζζεηα, νη ζρέζεηο πνπ ρξεζηκνπνηνχληαη ζην ρσξν-ρξνληθφ κνληέιν ηξηψλ δηαζηάζεσλ ηνπ 

ILWC γηα ηελ θαηαθφξπθε έθηαζε ησλ λεθψλ θαη ην χςνο ηεο βάζεο ηνπο είλαη γεληθέο. Γεδνκέλνπ φηη νη 

ζηαζκνί, πνπ βξίζθνληαη ζε κεγάιν πςφκεηξν έρνπλ εμέρνπζα ζεκαζία γηα ηα ζπζηήκαηα νπηηθψλ 

δνξπθνξηθψλ επηθνηλσληψλ, κειέηεο ζρεηηθά κε ην χςνο ηεο βάζεο ησλ λεθψλ θαη ηελ θαηαθφξπθε έθηαζε 

ηνπο, εηδηθά γηα ζηαζκνχο πνπ βξίζθνληαη ζε κεγάιν πςφκεηξν, παξνπζηάδνπλ κεγάιν ελδηαθέξνλ. 

πλερίδνληαο κε ηνπο αιγφξηζκνπο βειηηζηνπνίεζεο πνπ πξνηάζεθαλ ζηελ παξνχζα Γηδαθηνξηθή 

Γηαηξηβή γηα ηελ επηινγή ησλ νπηηθψλ ζηαζκψλ βάζεο  γηα ζπζηήκαηα νπηηθψλ δνξπθνξηθψλ επηθνηλσληψλ, 

ηφζν κε γεσζηαηηθνχο  δνξπθφξνπο φζν θαη κε δνξπθφξνπο κέζεο ηξνρηάο, γηα ηελ πινπνίεζε ηνπο 

ππνζέηνπκε ζπγθεθξηκέλν ιίζηα κε ζηαζκνχο ή ε Γε ρσξίδεηαη ζε ζπγθεθξηκέλεο πεξηνρέο. Μηα 

ελδηαθέξνπζα επέθηαζε ζα ήηαλ ε δηαζηαζηνιφγεζε ηνπ νπηηθνχ ζπλδεδεκέλνπ δηθηχνπ ρσξίο λα ρσξίδεηαη 

ε Γε ζε ζπγθεθξηκέλεο πεξηνρέο, αιιά ρξεζηκνπνηψληαο νιφθιεξε ηε Γε σο πηζαλνχο ζηαζκνχο. 

Σέινο, δεδνκέλνπ φηη νη νπηηθέο επηθνηλσλίεο είλαη ειθπζηηθέο γηα ζπζηήκαηα δνξπθνξηθψλ 

επηθνηλσληψλ, κε δνξπθφξνπο κέζεο θαη ρακειήο ηξνρηάο, πξέπεη λα αλαπηπρζνχλ κεζνδνινγίεο γηα ηνλ 

ππνινγηζκφ ηεο ιακβαλφκελεο ηζρχνο, ιακβάλνληαο ππφςε ηηο επηδξάζεηο ησλ ζηξνβηιηζκψλ γηα ηηο 

πεξηπηψζεηο απηέο. Πξέπεη λα ζεκεησζεί φηη ηα νη επηδξάζεηο ησλ ζηξνβηιηζκψλ είλαη δηαθνξεηηθέο ζηελ 

πεξίπησζε ζπζηεκάησλ δνξπθνξηθψλ επηθνηλσληψλ κε δνξπθφξνπο κέζεο θαη ρακειήο ηξνρηάο, απφ ηελ 

πεξίπησζε ζπζηεκάησλ κε γεσζηαηηθνχο  δνξπθφξνπο . 
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1 INTRODUCTION 

The increasing demand for high speed internet, multimedia and broadband applications in 

accordance with the ever growing amount of data that each user transmits has revealed the necessity for 

higher data rates and large bandwidth. According to [EU Broadband] in 2010 the European Union (EU) set 3 

goals for broadband internet: a) all Europeans are provided with basic broadband (up to 30 Megabits per 

second, Mbps) by 2013 (achieved), b) all Europeans are provided with fast broadband (over 30 Mbps) by 

2020 and c) the ultra-fast broadband (over 100 Mbps) for more than 50% of Europeans by 2020.  

Even there is progress regarding the EU goals not all the Europe 2020 targets will be met [EU 

Broadband]. In order to try to reach these goals and in particular to make it financially affordable, satellite 

communications can play a key role, especially in sparsely populated, rural and remote areas. Although, 

satellite solutions have the advantage of covering these demands over a wide geography, in order to stay 

competitive with terrestrial solutions, it is necessary to push the limits of the offered capacity. 

Current state-of-the-art satellite technology are the High Throughput Satellites (HTS) with multi-

beam antennas, offering capacity of about 70-100 Gbps. It is estimated that next generation HTS satellites 

will require a capacity of one Terabit/s (1000 Gbps) by 2020. In the next two Figures the Global GEO and 

Non-GEO HTS Bandwidth demand by Application, according to the market study conducted by NSR 

[NSR15] are exhibited.  

 

Fig. 1: Global Ka-band GEO HTS Bandwidth Demand by Application (source [NSR15]) 
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Fig. 2: Global Non-GEO HTS Bandwidth Demand by Application (source [NSR15]) 

To meet these demands due to the limited spectrum of about 2GHz in Ka band [26.5-40 GHz], the 

new designed high throughput satellite communication systems are shifting to higher frequency bands. A 

potential solution is the use of Q/V [33-75GHz] and W [75-110 GHz] band where much larger bandwidth is 

available. Another prominent solution is the employment of optical carrier frequencies for satellite 

communication systems [Kaushal17], [Toyoshima06]. At optical range, very large bandwidth can be used 

with no limitations since there is no spectrum congestion.  

The use of optical wavelengths exhibit a great variety of advantages [Hemmati09], [Kaushal17]: (a) 

reduced mass, power and volume of equipment, compared to the satellite systems operating in Radio 

Frequency (RF) bands is needed, (b) Optical band has 100 to 1000 times more available bandwidth than all 

of the RF bands, (c) although there are some radiation limitations due to eye- safety issues, optical bands 

need no frequency regulation due to the highly directive antennas, (d) the light beam can be very narrow, 

making optical links hard to be intercepted thus improving the system‟s security. 

Optical satellite communication systems incorporate ground-to-satellite, satellite-to-ground, satellite-

to-satellite (inter satellite) and ground/satellite to airborne platforms links. Note that space segment can 

incorporate Geosynchronous (GEO), Medium Earth Orbit (MEO), Low Earth Orbit (LEO) satellites nano 

satellites, high altitude platforms and unmanned aerial vehicles (UAVs) among others.  

Since the employment of optical spectrum in satellite systems constitutes a promising vision, a 

variety of experimental missions has already been conducted with main purpose the feasibility analysis of 

optical satellite communication systems. Detailed information for the majority of the campaigns that have 

already been conducted can be derived from [Kaushal17], [Romba04], [Toyoshima08]. Among these 

campaigns there are experiments between:  

1) Geosynchronous (GEO) satellites and OGSs: 
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a)  In 2001 ESA launched the ARTEMIS GEO satellite. Since 2003 bi-directional links 

between the ARTEMIS GEO satellite and the ESA‟s OGS in Tenerife, Spain with either ESA‟s 

Gourd terminal [Alonso04] or JAXA‟s LUCE ground terminal [Toyoshima05] has been established 

for the characterization of laser beam propagation through the atmosphere. Uplink and downlink 

propagation models have been developed using these measurements [Reyes04a], [Reyes04b]. In 

addition, for uplink transmission when ESA‟s ground terminal is used multi beam (up to 4 beams) 

transmission technique for mitigation of atmospheric turbulence is evaluated [Commeron05]. 

b) the Ground/Orbiter Lasercomm Demonstration (GOLD) experiment which was one 

of the first bi-directional link experiments conducted between the Japanese ETS-VI spacecraft and 

the ground station at JPL's Table Mountain Facility, Wrightwood CA (2.2 km Altitude) [Wilson97a], 

[Wilson97b]. ETS-VI was planned to be a GEO stationary satellite but finally its orbit is highly 

elliptic rather than geostationary. 

c) Experimental sessions conducted between the Communications Research Laboratory 

(CRL) in Tokyo Japan and the Japanese ETS VI satellite [Toyoda97] for the characterization of 

atmospheric turbulence. A great variety of methodologies for uplink/downlink propagation were 

evaluated using these measurements [Toyoshima96], [Toyoshima98], [Toyoshima00]. 

2) Low Earth Orbit (LEO) satellites and OGS: 

a)  the KODEN experiment between the National Institute of Information and 

Communications Technology (NICT) located in Koganei, Tokyo and the Optical Inter-orbit 

Communication Engineering Test Satellite (OICETS). OICETS is a LEO orbit satellite 

[Toyoshima06]. In KODEN experimental mission, multi beam transmission for the uplink 

propagation is evaluated among others [Toyoshima07b].  

b) the KIODO downlink experiment between the DLR OGS at Oberpfaffenhofen near 

Munich and the OICETS Japanese LEO satellite. Measurement campaigns executed during 2006 and 

2009 [Giggenbach12], [Moll11], [Perlot07]. 

c) the measurement campaign between the ESA‟s OGS at Tenerife using and the Near 

Field Infrared Experiment low earth orbiting spacecraft [Fields11]. 

d) Recently, the SOTA experiment campaign was conducted using the SOCRATES 

micro LEO satellite and several OGSs [Petit16]. In this experiment the performance of adaptive 

optics technique for both uplink and downlink is evaluated. 

3) Satellites (Inter-Satellite links) like: 

a) the Semiconductor Inter satellite Link Experiment, SILEX, between the French LEO 

observation satellite SPOT4 and the ESA's GEO telecommunication satellite ARTEMIS [Tolker02] 

was one of the first inter satellite link experimental missions 
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b) An optical link between two LEO orbiting satellites, Terra SAR-X and NFIRE, at 5.5 

Gbps on a total distance of 5500 km has been established in 2008 [Fields09]. 

4) High Altitude Platforms (HAP) and OGS like: 

a) the measurement campaign took place at ESRANGE near Kiruna, Sweden, with a 

transportable optical ground station which is used as ground segment and a high altitude platform 

(HAP, stratospheric balloon) as space segment [Horwath06]. 

Nowadays, there is increased interest for LEO satellite to ground quantum key distribution 

(QKD). QKD uses individual light quanta in quantum superposition states to guarantee 

unconditional communication security between distant parties. Some first results and detailed 

information about LEO satellite to ground QKD experimental campaign can be derived from 

[Liao17], [Takenaka17].  

Very recently, Laser Light Communications (www.laserlightcomms.com/) has announced 

the deployment of an all-optical global communications network including satellite elements (MEO 

satellites). Laser Light Communications intends to be the first Optical Satellite Service (OSS) 

provider of telecommunications solutions serving the high bandwidth data and next-generation 

service needs of carriers, enterprises and government agencies around the world based entirely on 

optical wave technology. The network will be connected to US-Patented StarBeam operating system 

[Brumley16] which is automated robust cognitive based computing system using Artificial 

Intelligence (AI) and Machine Learning (ML) algorithms to sense, predict, and infer network 

conditions and weather patterns [Brumley16]. The Laser Light Communications intends to offer a 

full network capacity of 33Tbps- 48 200Gbps inter satellite links and 72 customer service links of 

200Gbps bi-directionally.  

In addition, there is already increasing interest for the usage of optical communications in 

deep space missions [Hemmati11]. As deep space, distances beyond the Moon are considered. In the 

scientific literature (journals and conferences), there are many studies for the design of deep space 

communication links presenting simulation results for potential missions e.g. to Mars [Hemmati11]. 

Moreover, under the framework of NASA‟s Lunar Laser Communications Demonstration (LLCD) 

[Boroson14] project, it has been demonstrated the transmission of pulse modulation formats for 

shorter distances (Moon to Earth). It has been conducted a successful test on October 18, 2013, 

transmitting data between the spacecraft and its ground station on Earth at a distance of 385.000km. 

The same payload has also been proposed as payload for the Phobos and Deimos & Mars 

Environment (PADME) orbiter [Lee14]. 

In Fig. 3 the different types of space optical links are summarized as derived from 

[Hemmati11].  
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Fig. 3: Different Types of Space Optical Links (source: [Hemmati11]) 

It can be easily observed that optical frequencies constitute a promising solution for satellite 

communications systems. However, optical signal is affected by several atmospheric phenomena and 

mainly, but not limited to, by clouds and atmospheric turbulence. In the next section the phenomena 

that impair the optical beam for a satellite link are briefly reported. 
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2 PROPAGATION IMPAIRMENTS DUE TO ATMOSPHERE - LITERATURE REVIEW 

When the optical signal propagates through the earth‟s atmosphere, it is affected by several 

atmospheric phenomena like atmospheric particles, liquid water clouds, cirrus clouds and atmospheric 

turbulence among others [Kaushal17], [CCSDS17a]. For the reliable design of optical satellite 

communication systems the effect of these phenomena should be accurately estimated. Among these 

phenomena, cloud coverage is the dominant fading mechanism. The attenuation induced by clouds can block 

the optical satellite link [Kaushal17], [CCSDS17a]. Even under Cloud Free Line of Sight (CFLOS) 

conditions, i.e. no clouds along the slant path, the optical beam is mainly affected by atmospheric turbulence 

[Kaushal17], [CCSDS17a].  

In optical domain, the attenuation induced by the atmospheric phenomena can be so severe that 

mostly a fixed power margin as in RF cannot compensate the propagation impairments. Thus, several Fade 

Mitigation Techniques depending on the atmospheric phenomenon have been proposed like site diversity, 

transmitter diversity and transmission window selection etc. [Kaushal17], [CCSDS17a], [Hemmati11].   

In this section the main atmospheric phenomena that degrade the optical signal are reported and 

methodologies for the prediction of their effects will be presented.  Special attention will be given to the two 

major propagation factors, i.e. the cloud coverage and turbulence. In addition the proposed fade mitigation 

techniques for each case are briefly reported. 

2.1.1 Transmittance of the atmosphere 

The Earth‟s atmosphere is composed by molecules and aerosols. When the light beam propagates 

through the atmosphere both molecules and aerosols degrade the signal. The loss is mainly caused by the 

absorption and scattering and it is described by Beer‟s law [CCSDS17a], [Hemmati11], [Kaushal17]. For 

optical communications absorption is dominant. Absorption occurs when a photon is absorbed by atoms or 

molecules of the atmosphere resulting on the extinction of the incident photon, the heated of atmosphere and 

radiation emissions. Scattering of electromagnetic waves in visible and IR wavelengths is generally defined 

as the redirection of energy by air molecules and particles present along the propagation path. Light 

scattering is severely dependent of wavelength but the losses are not as severe as in absorption. The total 

atmospheric attenuation is expressed as the combination of absorption and scattering from both aerosols and 

molecules.  

2.1.1.1 Molecules 

The Earth‟s atmosphere is combined by different gasses which vary with the location on the 

Earth and the altitude over the sea level and interact with the optical beam resulting mainly on 

molecular absorption and Rayleigh scattering.  
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Molecular absorption is a highly frequency selective phenomenon. The strength of the 

absorption depends on the wavelength, the height, the pressure and the temperature as presented in 

Recommendation ITU-R P.1621 [ITU1621]. There are several software packages that are used for 

the estimation of this effect for the place of interest like LOWTRAN, FASCODE, MODTRAN, 

HITRAN, and SpectralCalc among others. These software packages take into account parameters 

like the altitude, the path length, the latitude and longitude of the place among others.  

Rayleigh scattering takes place when the scatters (haze, molecules) have shorter physical 

diameter in comparison with the wavelength which is used. It is negligible for wavelengths greater 

than 0.8 κm and its magnitude has a wavelength dependence of ι
-4
. At wavelengths below 1 κm, 

Rayleigh scattering produces the blue color of sky as a consequence that blue light is scattered much 

more than other visible wavelengths. The most significant consequence of Rayleigh scattering is the 

background noise into the receivers both for up-link and down-link [CCSDS17a], [Hemmati11], 

[Kaushal17]. 

2.1.1.2 Aerosols 

Aerosols are natural and artificial atmospheric particles like water droplets and air pollutants 

respectively. The concentration, the distribution and the profile of aerosols change, depending on the 

altitude and the characterization of the place (rural, marine, urban, desert, etc.) [CCSDS17a], 

[Hemmati11], [Kaushal17]. Moreover, volcanic asses can be observed during volcanic eruptions. As 

in molecular absorption, aerosol absorption can be computed through software packages.  

Mie scattering takes place when scatterers have the same physical diameter in comparison 

with the wavelength of the radiation. According to Mie theory, Mie scattering depends on the 

wavelength, the concentration, the size and the distribution of the particles. In ITU-1621 [ITU1621] 

a formula for the computation of Mie scattering is given. 

2.1.2 Transmission Windows 

In optical satellite communication systems, the wavelength range is chosen to have maximum 

transmittance and since absorption is dominant, to have minimum absorption. This is known as atmospheric 

transmission window. There are several transmission windows within the range of 700 - 1600 nm 

[CCSDS17a], [Hemmati11], [Kaushal17]. In Fig. 4 the transmittance of the atmosphere versus the 

wavelength is reported. The transmission window close to 1550nm can be easily seen that the transmittance 

is above 0.9. Additionally, in order the transmittance is higher, high altitude stations are chosen.  
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Fig. 4: Transmittance vs Wavelength 

 Clouds 2.2

Clouds are aerosols which are made from water droplets or ice crystals which are dispersed 

in atmosphere. They can be classified according to the altitude of their base above Earth‟s surface as 

exhibited in the next table [Luini16]: 

 

Table 1: Clouds Classification 

High clouds Cirrus, Cirrocumulus, Cirrostratus 

Vertical clouds Cumulonimbus, Cumulus 

Middle clouds Altostratus, Altocumulus 

Low clouds Stratus, Stratocumulus, Nimbostratus 

 

For the prediction of the effect of clouds in optical signal two major categories will be 

distinguished: the water clouds where low middle and vertical clouds are incorporated and the ice 

clouds where high clouds are included. 

2.2.1 Ice clouds 

Ice clouds are thin semitransparent clouds in very high altitude. Their base ranges from 5-13 

km at mid-latitudes, which are mainly composed by ice crystals of different shapes. Cirrus clouds 

present less than 50% of the time at a given location [Degnan93]. In [Degnan93] a formula based on 

cirrus thickness for the computation of ice clouds attenuation is introduced.  
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2.2.2 Water Clouds 

Water clouds are mainly composed by suspended water particles and contain the most restrictive 

factor for the optical communications. The presence of clouds induce hundreds dB/km and as a consequence 

this phenomenon prohibits the propagation of optical signal. The attenuation induced by clouds can be 

computed according to the next expression taking in to account the microphysical properties of clouds 

[Luini16]: 

   
max

0

L

WaterClouds ext

L

A dx     
(1)  

 WaterCloudsA   is the attenuation due to clouds, 0
L , max

L  are the lower and upper bound of slant 

path and  ext   is usually referred to as volume extinction coefficient and is typically expressed in 

dB/km. Because of water clouds synthesis, the shape of particles can be considered as spherical and  ext   

is given according to next expression [Luini16]: 

     3

0

4.343 10 ,ext ext r n r dr   


    
(2)  

where n(r) is the clouds particle size distribution and ext  is the extinction cross section calculated 

with the employment of the classical scattering Mie Theory [Bohren], [Ishimarou78] and there are also 

available free software tools for these calculations [scattport]. Detailed information for particle size 

distribution can be derived from [Luini16].  

The attenuation induced by clouds is so high that the blockage of the link can be simply considered 

only with the cloud coverage.  Thus, for the reliable design of an optical satellite communication system 

cloud coverage statistics and methodologies for the estimation of CFLOS for a particular place are needed. 

These methodologies should take into account the temporal and spatial variability of clouds among others.  

To continue in the next 2 sub sections methodologies related to cloud coverage are reported. In the 

first one, methodologies for the estimation of CFLOS for an OGS and an OGSN based on cloud coverage 

statistics are reported. In the second one information about modeling of clouds using Integrated Liquid Water 

Content statistics are presented. Additionally, in the third sub section, information about the monthly and 

hemisphere variability of cloud coverage is reported. This variability is proved really crucial for the design of 

an optical satellite communication system. Finally in the fourth sub section optimization algorithms for OGS 

selection for site diversity technique are reported. 
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2.2.2.1 CFLOS Modeling 

In optical satellite communication systems the blockage of the link is caused with the presence of 

clouds along the slant path. Thus, an on/off channel with cloud coverage is assumed [Perlot12]. In the related 

literature, several research studies have been published for the estimation of CFLOS probability for both a 

single OGS and an OGS network (OGSN). The CFLOS probability for a single link is defined as the 

probability of the optical link is not blocked by clouds, while the CFLOS probability of the OGSN is defined 

as the probability that at least one of the OGSs forming the OGSN is not blocked by clouds. The majority of 

these methodologies use cloud mask (coverage) data derived from Earth observation satellites. Earth 

observation satellites provide cloud mask data in a binary basis i.e., cloudy/non cloudy conditions with a 

specific temporal and spatial resolution. Using such data the probability of cloud coverage for each OGS of 

interest is calculated.  

According to [Perlot12] and [Net16] the on/off optical channel for each OGS separately can be 

modeled as a binary variable Xi according to the Bernoulli distribution: 

1  , w.p. 
( )

0  , w.p. 1-

i

cloudi

i cloud i

cloud

p
X B p

p


  


 

(3)  

1 means that the OGS i is blocked by clouds with probability 
i

cloudp  (derived from meteorological data bases) 

and 0 that there is no cloud coverage with probability 1-
i

cloudp . In [Perlot12] and [Net16] mathematical 

formulations for  the estimation  of  ground  station  availability for single links  and  diversity  scenarios  for  

uncorrelated and correlated ground stations  are  given.  In [Net16] the elevation angle of the links is taken 

into account among others. In addition in [Portillo17] CFLOS for a single link and an OGSN is estimated 

employing a Gilbert-Eliot model. In this case in accordance with the cloud mask statistics, cloud coverage 

duration statistics is also employed. 

In the majority of these research items the spatial correlation of cloud coverage between the stations 

for an OGSN is modeled by an exponential expression [Perlot12]: 

0( / )

_cov ( )
d d

cloud erage d e 


 
(4)  

where d (km) is the distance between two stations and d0  (km) is the cloud coverage correlation 

distance, typically it takes values between 300 and 500 km.  

For stations with separation distance larger than d0 it can be assumed that the stations are 

uncorrelated  

2.2.2.2 ILWC Modeling 

Cloud coverage can be modeled employing clouds‟ Integrated Liquid Water Content (ILWC) 

statistics. ILWC denotes the vertical integral of the Liquid Water Content (LWC) of clouds. LWC in (g/m
3
) 
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is a measure of the mass of the water in the cloud. Thus, in order to have clouds, ILWC has to be greater than 

zero. Consequently, for ILWC>0 there is cloud coverage and for optical satellite communication systems, it 

can be assumed that the link is blocked. As adopted in ITU-R P.840 [ITU840] and also studied in detail in 

[Jeannin08] ILWC long term annual statistics can be sufficiently described by lognormal distribution. In 

ITU-R P. 1853-1 [ITU1853-1] a methodology for the generation of ILWC time series correlated on temporal 

domain is presented. This methodology incorporates the time evolution of ILWC but not the spatial 

variation. According to ITU-R P.1853-1 [ITU1853-1] ILWC time series for a specific point are given 

according to the next formula: 

 1 1
exp ( )        ( )

( )

0                                                       ( )   

th

CLW

th

Q Q G t m G t
L t P

G t

 




   

     
     
 

 

 
(5)  

        
 

where the mean value (m), the standard deviation (ζ) and the probability of cloud coverage (Pclw) for 

each place of interest (OGS) are the statistical parameters of ln(L) and they can be derived from 

meteorological databases like ERA-Interim, ITU-R P.840-6 [ITU860-6] etc. Q( ) is the well-known Gaussian 

Q-function from the communication theory and tha is the truncation threshold of the correlated Gaussian 

noise given from the following expression  1

th CLWQ P  . For the synthesis of Gaussian noise G detailed 

information can be derived from ITU-R P.1853-1. 

Recently, in [Luini14], a methodology (Stochastic Model of Clouds) for the synthesis of 3D spatially 

correlated cloud fields is proposed. In [Luini14] employing Earth Observation data an expression for the 

vertical profile of LWC within the cloud is developed. The vertical profile of LWC can be given according to 

the next expression: 

 
   

1 2
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L Lc e e

c c

   



  

 
 

(6)  

In the above equations  w h  in g/m
3
 is the Liquid Water Content depending on the vertical height, 

h in km is the vertical height of cloud, h0 in km is the cloud base height, L in mm is the ILWC,  Γ( ) is the 

Gamma function and 
1 2,c c are the parameters that regulate the shape of  w h . 

Additionally, in [Luini12] to generate cloud fields start from the generation of random Gaussian 

fields, whose spatial correlation  ξG(d) is given according to the next formula (data from MODIS database 

has been used): 
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7.8 225.3( ) 0.35 0.65 , ( )
d d

G d e e d km
 

 
 

(7)  

2.2.2.3 Monthly/Hemisphere Variability 

Cloud coverage is highly seasonal and monthly dependent. Even for regions which are favourable 

for optical communications (low cloud coverage among others) the percentage of cloud coverage greatly 

depends on the month and season. Moreover, significant differences can be identified between stations that 

are located in different hemispheres. For example, in Fig. 5 the cloud coverage per month (monthly 

variability) for year 2009 for one station in north hemisphere, Madrid Spain, and another in south 

hemisphere Santiago, Chile is presented. 

 

Fig. 5: Percentage of cloud coverage (0-1) for year 2009 for Madrid (North Hemisphere) and Santiago 

(South Hemisphere) 

2.2.2.4 Mitigation of Cloud Coverage/ OGSN Optimization 

For the mitigation of cloud coverage, site diversity (large scale diversity) [Panagopoulos04] 

technique has been proposed [Hemmati11], [Kaushal17]. Multiple optical ground stations (OGSs) dispersed 

in large distances, in order clouds can be considered as uncorrelated, are employed to guarantee the desired 

availability of the system. These OGSs are forming an optical ground station network (OGSN). Important for 

the design of an optical satellite communication system is the optimum selection of the locations of the 

stations that will form the OGSN. 

In [Fuchs15], methodologies for the optimum selection of OGSs for an OGSN taking in to account 

the spatial correlation of cloud coverage and the probability of cloud coverage for each OGS are defined. To 

continue, in [Portillo17] a novel methodology for the determination of the optimal OGS location for a LEO 

system is presented. In this paper except from the cloud statistics, the latency and infrastructure models are 

also used to evaluate the OGS selection.  
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 Turbulence 2.3

Under cloud free line of sight conditions the dominant phenomenon that degrades the optical signal 

is the atmospheric turbulence. Atmospheric turbulence comes from the variations of the temperature, the 

wind speed and the pressure along the propagating path. The energy firstly introduced creates turbulence of 

size L0 (outer-scale). Then the large eddies create smaller eddies until they reach a size called the inner scale 

(l0). When the turbulent size is lower than l0 the energy is dissipated and eddies disappear [Andrews05]. 

Therefore, three ranges of turbulence are identified according to the size of eddies:  

• Input range: the size is larger than L0 

• Inertial sub range: the size is between L0 and l0 

• Dissipation range: size smaller than l0 

Turbulence and the irregularities of the refractive index are characterized by the structure function of 

the refractive index and the spatial spectrum of refractive index Φn(θ). Turbulence is considered, in general, 

locally homogeneous and its power spectrum can be described with close form for the inertial and dissipation 

ranges. In the input range, turbulence is considered as anisotropic. There is a great variety of models for 

spatial spectrum of refractive index like the Kolmogorov, the Tatarskii, the modified von-Karman among 

others, which are presented in [Andrews05], [Hemmati11]. Here the expression for the well-known and 

commonly used spatial spectrum of refractive index given by Kolmogorov is exhibited [Andrews05]: 

  2 11

0

/

0

3 1
33 ,0.0

1
n n

L l
C    

 
(8)  

Cn
2
 is the structure constant of the refractive index. This parameter is of prominent importance as it 

determines the strength of turbulence. Cn
2
 depends on the time of day, the location of the link the wind speed 

and the height above sea level, among others. Since Cn
2
 changes with height, for satellite communications, it  

has  to  be  integrated  over  the propagation path i.e., from height of the receiver  above  sea  level  to  the  

top  of  the  atmosphere (20km assumed).  Cn
2
 and consequently turbulence effects are higher near the ground 

level and decreases with the height. Several models based on measurements campaigns have been proposed 

[Andrews05], [Kaushal17]. For satellite applications the most commonly used is the Hufnagel Valley 

Boundary model for vertical links [Andrews05], [Hemmati11], [Kaushal17]. 
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(9)  

where rmsw  is the RMS value of wind speed in m/s, h the height above mean sea level in meters and 

A0(m
-2/3

) is the nominal value of  2
nC h  at ground level. A varies depending on the site conditions the time 

during the day, etc.  For the calculation of the RMS wind speed the Bufton model can be used [Andrews05]. 
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In [Giggenbach12] a modification of Hufnagel Valley Boundary model is introduced to take the ground 

station into account: 

2
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( ) exp( / 700)exp( ( ) /100)

5.94 10 ( ) exp( /1000) 2.7 10 exp( /1500)
27

n GS GS
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(10)  

where GSH  (m) is the altitude of the ground station. 

Turbulence results on scintillation and the beam effects like the beam wander, beam spreading and 

beam jitter. The effect of these phenomena varies between uplink and downlink propagation. Additionally, 

significant differences are also identified in the case that as space segment a GEO satellite is used, 

comparing to the case that either a LEO or a MEO satellite is used. 

For satellite communications 3 different wave fronts (plane wave, spherical wave, Gaussian beam) 

are used [Hemmati11], [Andrews05]:  

 Plane wave: The approximation of plane wave is used in applications where the turbulent layers 

are in the far field. Thus this approximation is mainly used for the downlink (satellite to 

ground). 

 Spherical wave: The approximation of spherical wave is associated with a point source. This 

approximation can be used for uplink propagation. 

 Gaussian Beam: This kind of waves is mainly used in satellite communication systems and 

especially in uplink propagation. Gaussian beams approximate sufficiently the propagation 

properties of the wave especially when focusing and diverging characteristics are important. As 

the Gaussian beams are used in this thesis, some useful expressions are reported. The 

transmitted Gaussian wave (the transmitting aperture is located in the plane z =0) is defined as 

[Andrews05]: 

    2 2 2 2
0 0 0 0,0 exp / / 2U a r W ikr F  r

 
(11)  

r (m) is the distance from the beam center, W0 (m) is the effective beam wave radius, at 

which the field falls to 1/e of the maximum, k is the optical wave number related to the 

optical wavelength, 0a [(W/m
2
)

1/2
] is the amplitude of the field at z=0 [Andrews05] and F0 

(m) is the radius of curvature. Three kinds of Gaussian beam waves can be identified 

according to the values of F0 [Andrews05]. For the uplink satellite applications collimated 
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beam wave ( 0F  ) is preferred. Moreover, the received irradiance of a collimated 

Gaussian beam after propagation of distance SL (m) (slant path) is given according to the 

next expression: 

2

2 2

2 2
( , ) exp

( ) ( )

TP r
I r SL

W SL W SL

 
   

 
 

(12)  

TP (W) is the total beam power, and W(L) is the beam waist in meters after a propagation 

distance L, given by the next expression:  
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(13)  

ι(m) is the wavelength used. In these expressions the refraction and diffraction of Gaussian beam are 

included [Andrews05]. 

In addition, the coherence length of the atmosphere or Fried parameter as it is also called r0 (m) and 

the isoplanatic angle ζ0 (rad) are two metrics which give important information for turbulence effects. Both 

metrics depend on the wave front used, the elevation angle of the link, the structure constant of the 

atmosphere, the altitude of the station and the wavelength among others. Detailed information can be derived 

from [Andrews05], [Hemmati11]. 

2.3.1  Scintillation 

Turbulence results in random fluctuations of the intensity of the optical signal known as scintillation. 

Scintillation is present in both uplink and downlink propagation of the signal. Atmospheric scintillation is 

measured in terms of scintillation index. Scintillation index (SI) is defined as the normalized variance of the 

received intensity [Andrews05], [Hemmati11] [Kaushal17]: 

2

2

2
1 


 

  

(14)  

According to the strength of the turbulence and the scintillation variance, two categories are 

identified [Andrews05], [Hemmati11] [Kaushal17]: 

• Weak fluctuations 2 1    

• Strong fluctuations 2 1    

Scintillation is more severe in lower elevation angles and for elevation angles lower than 20 degrees 

strong fluctuations are assumed. For modeling of scintillation index, detailed formulas which take into 

account the refractive index structure parameter and the propagation path among others, for uplink and 

downlink case, for either strong or weak fluctuations regime are reported in [Andrews05]. In this thesis we 
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will be focused on the weak turbulence case. The SI for weak turbulence for downlink, assuming a point 

receiver following the Rytov approximation [Andrews05] can be derived from the formula: 

   
7 5112 2 26 662.25 sec( ) ( )

Turb
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R n GS
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(15)  

where 2
R  is the Rytov variance, δ is the zenith angle and Turb

H is the maximum turbulent height 

(the upper bound that turbulence present), usually a value of 20km is used. 

Additionally for uplink case following the Rytov approximation and assuming that there is perfect 

tracking of the beam (detailed information are given in [Andrews05], [Andrews06]) SI can be estimated 

from the next formula: 
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(17)  

Θ and Λ parameters are computed according to [Andrews05]. 

For modeling of irradiance statistics assuming a turbulent medium, distributions like lognormal, 

Gamma-Gamma, Weibull, Rayleigh etc. depending on the strength of turbulence have been proposed 

[Andrews05], [Hemmati11] [Kaushal17],[Sandalidis10],[Sandalidis11]. For weak turbulence, mainly 

lognormal is used. The choice of distribution can vary depending on the strength of turbulence, the 

uplink/downlink case and the satellite (GEO/LEO). 

2.3.2 Beam Wander 

Beam wander is mostly caused by large scale turbulence. It is also called “hot-spot” dancing and it is 

the random displacement of the instantaneous maximum of the bore sight off the receiver aperture (bore 

sight displacement). Beam wander effects are severe in case of the uplink propagation while in case of the 

downlink can be omitted. This phenomenon is the main cause of degradation in the uplink and contributes to 

Beam Spreading among others. Several studies have been conducted for the evaluation of beam wander 

[Kaushal17]. It is mainly modeled as a Rayleigh distributed variable [Andrews05], [Dios04], [Reyes04a] 

while the variance of beam wander fluctuations can be given according to the next expression  
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(18)  

2.3.3 Beam Spread 

 As has already mentioned optical beam is spread due to refraction and diffraction. However, in 

presence of turbulence, the beam spread increases again, because the beam experiences random deflections. 

In general and as given in [Andrews05], [Andrews06] the spot size of an optical beam in turbulent 

atmosphere is given by: 

2 2 2 2
LT ST cW W W r  

 
(19)  

where W is the spot size after diffraction, WST  is the spot size due to the small scale spread (also 

called beam breathing) and 2
cr  gives the beam wandering. The beam spreading can be taken into account 

through the Strehl ratio. Strehl ratio is a measure of quality of the signal. 

2.3.4 Beam Jitter 

Moreover, due to turbulence, the phenomenon of beam jitter is introduced which is defined as the 

move of the short term beam around its center. This effect is caused by the turbulent eddies whose size is 

close to the value of beam radius W0 and less than the spatial coherence radius (r0). Detailed information can 

be derived from [Andrews05]. 

2.3.5  Mitigation Techniques- Turbulence 

2.3.5.1 Aperture Averaging 

For downlink case, where turbulence is close to the receiver, mainly random fluctuations of the 

optical signal-scintillation effects are caused. For mitigation of downlink scintillation, aperture averaging 

technique is performed. Large apertures are employed to increase the average signal power collected and to 

reduce the signal fluctuations. To quantify the aperture averaging effect, the aperture averaging factor is 

defined as the ratio of the variance of received irradiance collected by a finite aperture, to the corresponding 

collected received irradiance of a point aperture receiver [Andrews05], [Hemmati11] [Kaushal17] [Yura83] : 
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where 2 ( )I D is the SI for an aperture with diameter equal to D and 2 (0)I is the SI for a point 

receiver. In the literature a variety of expressions for the estimation of aperture averaging factor exist. For 

weak turbulence, for downlink plane wave propagation, the aperture averaging factor for finite size 

collecting aperture is evaluated analytically, using the following expressions [Yura83], [Andrews05], 

[Hemmati11] [Kaushal17] [Vetelino07]: 
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(21)  
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(22)  

Aperture averaging technique is not applicable in uplink propagation, since the receiver is seen as a 

point. 

2.3.5.2 Transmitter diversity 

One promising technique for the mitigation of turbulence, especially for the uplink case, is the 

transmitter (small scale) diversity technique. In this technique multiple terminals are placed in a distance, at 

least higher than the coherence length of the atmosphere, so as the propagation paths are independent and 

they transmit the same signal. As these terminals are far enough, each beam suffers from different turbulence 

effects and as a result full advantage of the spatial diversity is achieved. In ARTEMIS and KODEN 

experimental campaigns the transmitter diversity is tested among others, with very promising results for 

mitigation of turbulence effects in uplink propagation [Alonso04], [Toyoshima06]. In [Comeron05], 

[Toyoshima07b] methodologies for the multi-beam uplink transmission, taking into account both the 

scintillation and the beam effects (beam wander etc.), are proposed. 

2.3.5.3 Adaptive Optics 

Adaptive Optics (AO) is used for the mitigation of atmospheric turbulence effects both on uplink and 

downlink case. AO is basically a system where a reference optical signal which comes from a star or an 

astronomical object or a satellite, is used to pre-correct the transmitting wave so as the turbulence distortions 

are cancelled. An AO system basically consists of a wave front sensor, a wave front processor and 

conjugation elements (deformable/tip-tilt mirrors) [Tyson96]. The first two elements using the reference 

signal, estimate the conjugation phase which is needed to be applied in the transmitting signal so as the 
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turbulence distortions are cancelled, while the phase conjugation operation is executed using deformable 

mirrors [Tyson96].  

However, for the uplink OA systems appear some restrictions [Tyson96]. The prominent one is that 

for the correction of turbulence distortions, both the reference signal and the transmitting wave should 

propagate through the same path. Therefore, point-ahead-angle (PAA) shall be smaller than the isoplanatic 

angle (IPA) [Fried82], [Tyson96]. 

 

Fig. 6: Point ahead angle and isoplanatic angle configuration (source:  [Leonard16] and [Dimitrov15]. 

 

For the incorporation of AO systems compensation in channel modeling, Zernike polynomial terms 

are used. In [Tyson96], a methodology for the computation of scintillation index, log amplitude variance and 

other important metrics for an AO system is exhibited.  
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3 ILWC SPACE-TIME SYNTHESIZER 

As described in Introduction ILWC annual statistics can be described by lognormal distribution 

[ITU840], [Jeannin08]. For synthesis of ILWC (L) time series for a specific location the statistical 

parameters of ln(L) i.e. the mean value (m), the standard deviation (ζ) and the probability of cloud coverage 

(Pclw) for each place of interest are required. Additionally, in [ITU1853-1] a methodology for the synthesis of 

point values of ILWC correlated only on temporal domain and no on spatial is proposed. However, to take 

into account the effect of clouds along the whole slant path a single point is not sufficient. Additionally, as 

discussed in Introduction for mitigation of cloud coverage site diversity (OGS diversity) technique is 

employed. Therefore the spatial correlation of clouds is needed.  

In this Chapter methodologies for the generation of 2 and 3 dimensions ILWC time series, correlated 

both on temporal and on spatial domains are exhibited. More specifically, in Section 3.1 a stochastic 

dynamic model for the generation of 2 Dimensions ILWC fields is proposed. The model is based on the 

stochastic differential equations (SDEs) and incorporates the spatial and temporal behaviour of ILWC.  

In Section 3.2 a 3D ILWC space time synthesizer is proposed. Using the 2-D ILWC time series 

presented in Section 3.1 and incorporating the vertical extent of clouds 3-D ILWC time series are generated. 

In order that the vertical extent of clouds can be obtained the well-defined expression reported in Section 

2.2.2.2 which relates the LWC with height is employed.  

Finally, in Section 3.3 the capability of the space-time synthesizer of ILWC to reproduce the 

exceedance probability of theoretical curves from ITU-R databases (ECMWF ERA-40) for several locations 

is examined. 

 ILWC 2D Synthesizer 3.1

In this Section a methodology for the generation of 2 Dimensions ILWC time series correlated both 

on temporal and on spatial domains for each place of interest (Ground Station-GS) is exhibited. For the 

generation of spatially correlated time series of ILWC, multi-dimensional stochastic differential equations 

are employed. The main idea is the synthesis of ILWC maps for each OGS. Each map consists of several 

ILWC grids with spatial resolution of 1 km x 1 km, correlated on temporal and on spatial domain. The ILWC 

map for each GS can be exhibited as  , 1 2 , , ,map GS nL L L L   , where Li are the ILWC grids along the slant 

path and n is the number of grids needed so as the whole slant path is taken into account. In Fig. 7 the 

configuration of the ILWC 2D map is reported: 
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Fig. 7:  ILWC map configuration 

 

For more than one places of interest (GSs), an Lmap,OGS  is generated for each GS. Again these maps 

are correlated both in temporal and spatial domain one to each other i.e. the ILWC grids of GS #3 are not 

only temporally and spatially correlated one to each other but also they are  temporally and spatially 

correlated with the ILWC grids of GS #1, GS #2, etc. Thus, the ILWC field for N stations can be identified 

as 1 2_ , , ,
    Nmap GS map GStotal fie ald m p GS

L L L L  
  . Now Li time series are computed according to the 

next expression as described in Section 2.2.2.2:  

 1 1
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0                                                        ( )   
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(23)  

 

where m, ζ, Pclw are the statistical parameters of ln(L)  for each place of interest and can be derived 

from data bases like ERA-Interim, ITU-R P.840-6 [ITU840-6] etc. The statistical parameters can be 

considered constant along the slant path.  Q( ) is the well-known Gaussian Q-function and th  is computed 

according to the next expression: 

 1

th CLWQ P   (24)  
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Gi(t) is the underlying Gaussian process for the generation of each grid (e.g. with index i). Gi(t) can 

be defined as the superposition of two Gaussian processes   1 2[ ,  ]i i iX X X  where1 *i n N    (n is the number of 

grids for each OGS and N is the number of OGSs)[ITU1853-1]: 

 1 2

1 2( ) ( ) ( ),  1,...., *i i iG t t t i n N     
 

(25)  

where
 1 2,   can be derived from meteorological data, or the values proposed in [ITU1853-1] can 

be used. The temporal correlation of the underlying Gaussian processes i

kX  (k=1, 2, i=1:n*N) is considered 

exponentially decaying as a function of time [ITU1853-1]. The n*N different ILWC stochastic processes are 

assumed as an n*N-dimensional continuous Markov process. Due to the spatial correlation of clouds, time 

series of each
k

iX can be generated through the solution of the following n*N-dimensional Stochastic 

Differential Equation [Karagiannis12]: 

  , =1, 2k k k k

t td dt d k    tX B X S W
 

(26)  

with strong solution [Karatzas91], [Karlin75]: 
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(27)  

where where k
B  is the diagonal matrix 

1 ,[ ]k k

ij i j nb  B  with elements 

   k k

ij ijb   
 

(28)  

where ij  is the Kronecker delta function and 
k  are the dynamic parameters of the Gaussian 

processes of ILWC. 
k can be derived either from ILWC data or from  [ITU1853-1]. Moreover,  

0 !

n
t n

n

t
e

n





B
B  (29)  

Since matrix B is a diagonal one we have:  

[ ] itt

ij ije e
 

B

 
(30)  

( )tW  is the n*N-dimensional Wiener process i.e. ( ) 1 *i t i n N W  are independent Wiener 

processes known as Brownian motions [Karatzas91]: 

 

1 *( ) [ ( ),..., ( )]T

n Nt W t W tW
 (31)  

The same Wiener process is inserted both in 
1

,i tX and
2

,i tX . As far as the computation of 
k

S is 
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concerned [Karagiannis12], the correlation matrix C will be firstly estimated. This matrix contains the 

information about the spatial correlation of ILWC. Since the size of every grid is 1km x 1km, a single link 

slant path may be affected by more than one grid and therefore the spatial correlation must be incorporated 

into the model even for the calculation of cloud attenuation on a single link. The correlation 
,i j  between k

iX  

and k

jX , depends on the distance between i and j grid points and for this we use the expression proposed in 

[Luini14] derived from MODIS database (proposed for distances less than 250km): 

7.8 225.3
, ( ) 0.35 0.65 , ( )

d d

i j d e e d km
 

 
 

(32)  

Therefore, the correlation matrix C of the n-points of ILWC is given: 
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(33)  

If we denote k
Λ  as 

2k k  Λ C
 

(34)  

and ( )k k k  T
Λ S S , S

k
 matrix is obtained from Cholesky decomposition of 

k
Λ  [Karagiannis12]. Finally, 

the initial values of the Gaussian processes are given through the following vector: 

 

0 01 02 0 *[ , ,..., ]k k k k

n Nx x xX
 

(35)  

In b) 

Fig. 8a and b, snapshots of ILWC maps 50x50km correlated on spatial and temporal domain for a 

hypothetical GS in Paphos, Cyprus, employing the proposed methodology are presented. The first one is at 

time t=t0 while the second one is 60 min later. 

 

 
 

a) 
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b) 

Fig. 8: Snapshots of ILWC maps correlated on spatial and temporal domain, a) t=t0, b) t=t0+60min 

 ILWC 3D Synthesizer  3.2

In the previous subsection the 2D ILWC synthesizer is reported. However in order to accurately take 

into account the effect of clouds along the propagation path the vertical extent of clouds is needed. Therefore 

the 2-D maps are converted to 3-D incorporating the vertical extent of clouds. In order to obtain the vertical 

extent of clouds, LWC (w) at a given time instance and at a given grid point on the horizontal plain may be 

calculated using the LWC model proposed in SMOC [Luini14]. Taking as input the ILWC time series 

generated in the previous section, the LWC time series for a height h above mean sea level, for a grid i can 

be calculated through [Luini14]: 
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(37)  

In the above equations ( , )iw h t  in g/m
3
 is the Liquid Water Content depending on the vertical height, h 

in km is the vertical height of the cloud, h0 in km is the cloud base height, L in mm is the ILWC, Γ( ) is the 

Gamma function and 1 2( ), ( )i ic t c t are the parameters regulating the shape of ( , )iw h t . With this methodology we 

may acquire, from ILWC L fields, time series of ( , )iw h t , not only on different grids but also on different time 

instances and height. Moreover, for the calculation of the vertical extent (dh), the base cloud height (h0) and 

the top cloud height (hth) are needed. The max height (hth) is calculated from (36) considering the remark 

from [Luini14] that ( , ) 0w h t   for ( , ) 0.06 ( )i iw h t L t  and furthermore h0 is taken from the generalized 

extreme value PDF [Luini14] that has been derived from the CloudSat data: 

 

  0

1

1 ( )

0 0

( )/

1 1 0
( )   ( )  

0

t h

x s

x
p h t h e t x s

e








 






 

 


            




 

(38)  

 



N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques & 

Optimization” 

68 

 

 

where μ=0.484, s=0.582, κ=0.987.  Therefore, the vertical extent dh=hth- h0 may be calculated. Cloud base is 

considered constant along the slant path. The vertical extent is assumed constant within the grid.  

In Fig. 9 we present a snapshot of time series for LWC showing its vertical extent dependence as 

computed using the above methodology is presented. 

 

 
Fig. 9: LWC vertical extent time series 

 

In Fig. 10 snapshots of 2-D ILWC maps correlated on spatial and temporal domain for a hypothetical 

OGS in Chania, Crete are presented. The first one is at time t=t0 , while the second is 60 min later and in Fig. 

11 2D cloud maps are transformed in 3D, with the proposed methodology. 
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Fig. 10: Snapshots of ILWC 2-D maps correlated on spatial and temporal domain up: t=t0, down 

t=t0+60min 
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Fig. 11: Snapshots of 3D maps correlated on spatial and temporal domain-Vertical Extent up:t=t0, down: 

t=t0+60min 

 

 LIWC time series synthesizer validation 3.3

In this section, the capability of the ILWC space-time synthesizer to reproduce the first-order 

(exceedance probability) statistics of the theoretical curves from ITU-R databases (ECMWF ERA-40) 

[ITU840] for some locations is confirmed. It can be observed that the Complementary Cumulative 

Distribution Functions (CCDFs) derived from the synthesized data and the ones from databases coincide 

(Fig.12, Fig.13). That‟s a proof that the ILWC space time synthesizer reproduces the first order statistics of 

ILWC. 
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Fig. 12: First order statistics validation of the ILWC synthesizer, Rhodes, Kalamata Greece. 

 

 

Fig. 13: First order statistics validation of the ILWC synthesizer, Rome, Italy, Toulouse, France. 
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4 CLOUD ATTENUATION-CLOUD FREE LINE OF SIGHT TIME SERIES GENERATORS 

In this Chapter the 2D and 3D synthesizers proposed in Section 3 are employed for the generation of 

cloud attenuation and cloud free line of sight time series for both single and joint slant paths. Single and joint 

CFLOS and cloud attenuation statistics are reported. 

Firstly, in Section 4.1 employing the 2D and 3D synthesizers proposed in Section 3 clouds are 

classified based on the cloud vertical extent and using the microphysical properties of them and the well-

known Mie scattering theory, a unified space-time model for the prediction of induced attenuation due to 

clouds for frequencies above Ka band [26.5-40 GHz] and up to optical range are presented. The proposed 

methodology is tested with data obtained from literature, showing encouraging results. Finally, single and 

joint cloud attenuation statistics from Ka to optical band are reported. 

To continue, in Section 4.2 assuming an on/off channel with cloud occurrence a methodology for the 

generation of Cloud Free Line of Sight (CFLOS) time series correlated on temporal and spatial domain is 

presented. The proposed methodology takes advantage of the use of the ILWC synthesizers exhibited in 

Section 3. 

In Section 4.3 some information about the use of the synthesizers proposed so far in this Chapter 

assuming non-GEO satellites, i.e. with time dependent elevation angles as space segment, are exhibited. In 

Section 4.4 single and joint CFLOS statistics assuming as space segment either GEO or LEO or MEO 

satellites using the synthesizer proposed in Section 4.2, are exhibited. 

Finally, in Section 4.5 the space time CFLOS synthesizer (Section 4.2) is employed in order that the 

average number of OGS switches for an OGSN and the percentage of time each OGS is selected to transmit 

data, are estimated. Therefore, the capability of space time synthesizers in order that valuable statistics from 

the system point of view can be derived, is highlighted.  

 Cloud Attenuation from Ka to Optical Band 4.1

In this Section a methodology for the calculation of cloud attenuation time series using as input the 

time series of ILWC synthesizer presented in Section 3 is proposed. This model appears to be unified and 

can be employed in both RF bands and optical range. 

To begin with as described in Section 2.2  (expression (1)) the attenuation for a specific wavelength 

(ι) induced from liquid water particles of clouds, is calculated as: 

   
max

0

  (dB)

l

ext

l

A d     
(39)  

where  ext   is the volume extinction coefficient and depends on the wavelength ι.  A   is the 

induced  attenuation on the slant path through the cloud medium and maxl , 0l  are the upper and lower limits of 
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the slant path in (km) through the cloud formation,  respectively. The volume extinction coefficient, called 

also specific attenuation, is given as: 

     3

0

4.343 10 ,   (dB/km)ext ext r n r dr   


    
(40)  

where  ,ext r  in κm
2
  is the extinction cross coefficient,   n r  in κm

-1
/cm

3
 is the particle size 

distribution of cloud droplets, r  in κm is the clouds droplet radius. Since the  ,ext r  can be estimated for 

the whole range of wavelengths, appears to have a unified use for the prediction of attenuation due to clouds. 

 ,ext r    can easily be calculated by the employment of the classical scattering Mie Theory [Bohren83], 

[Ishimarou78]. There are also available free software tools for these calculations [scattport].   

The particle size distribution of cloud droplets depends on the cloud type. Water clouds can be 

classified into four main different types, taking into account their vertical extent and are presented in Table 2 

[Luini16]:  

 

Table 2: Vertical extent of the four cloud types employed in the methodology 

Cloud Type Average Vertical Extent (km) 

Cumulonimbus >2.5 

Cumulus 2.5 

Nimbostratus 1.4 

Stratus 0.7 

 

For the calculation of the attenuation due to clouds the vertical extent of clouds is needed. Therefore 

the ILWC synthesizer presented in Section 3 is employed. Employing the 2 D and 3 D synthesizer the 

vertical extent of clouds along the propagation path, depending on the ILWC statistics for each place of 

interest, is estimated.  

In addition, a model for the particle size distribution n(r) must be adopted. Therefore, we employ the 

four-parameter modified gamma function [Luini16], which is a flexible and widely used representation of 

water clouds particle size distribution: 

 ( ) expn r g r b r     
 

(41)  

Since the vertical extent of the cloud is estimated from the 3D ILWC synthesizer, the cloud type is 

defined according to Table 2 and the parameters ,  ,  a b   can be determined according to Table 3. 

 

Table 3: α, b, γ parameters for the particle size distribution of cloud droplets 

Cloud Type a b γ 

Cumulonimbus 3 0.5 1 

Cumulus 3 0.5 1 

Nimbostratus 2 0.425 1 

Stratus 2 0.6 1 
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Now in [Luini16] an expression which relates the Liquid Water Content w with particle size 

distribution of cloud droplets ( )n r is introduced:  
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(42)  

where 
w in g/cm

3
 is the water density and  ,  ,  g a b  are the particle size distribution of cloud 

droplets parameters. Employing the equation (36) from the previous Section, where LWC is computed for 

every grid point i depending on the height, the time and the ILWC 2D synthesizer, we can calculate easily 

the parameter g of the particle size distribution of cloud droplets as a function of the height and time for 

every point i:   
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(43)  

Therefore, the particle size distribution of cloud droplets is calculated in terms of cloud height, i.e. 

( , )n r h  and consequently the volume extinction coefficient is also calculated in accordance to height. Finally, 

employing the expressions (39) and (40) and the rest calculated parameters, time series of attenuation due to 

clouds is computed for the specific slant path and the cloud height: 

     
max

0

3

0

, 4.343 10 , ,   (dB)

l

ext

l

A t r n r h dr d  


    
(44)  

Here it must be noted that knowing the 3D profile of all the cloud grids along the slant path, i.e. the 

vertical extent of each ILWC grid and assuming that each ILWC grid has dimensions of 1km
2
, cloud 

attenuation statistics can be computed depending on the propagation path i.e. the elevation angle and the 

altitude of the station.  

In Fig. 14 and Fig. 15 two examples (snapshots) of the proposed cloud attenuation time series 

methodology are presented. The ground terminal is located in Milan, Italy and the considered elevation angle 

is 40deg.  In Fig. 14 the operating frequency is set equal to 40 GHz, while in Fig. 15 a wavelength in optical 

range equal to 1550nm is considered.   
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Fig. 14: Cloud attenuation time series at 40GHz, 40deg, Milan, Italy 

 

 

Fig. 15: Cloud attenuation time series at 1550nm, 40deg, Milan, Italy 

 

4.1.1 Validation of Cloud Attenuation time series synthesizer 

The proposed cloud attenuation time series synthesizer is validated in terms of attenuation first order 

statistics CCDF with experimental data. Since the synthesizer is unified it will be compared with data both in 

RF and optical frequencies.  

Firstly, in Fig. 16 the proposed space time cloud attenuation synthesizer is compared with 

experimental data at 30 GHz, from FERAS station [Report1]. The attenuation data used for this comparison 
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have been obtained from local radio soundings at FERAS station in Milan/Linate, in accordance with the use 

of Salonen‟s model and the Rayleigh model at 30GHz [Report1]; a vertical link is considered. For this case 

the long term statistical parameters m , ζ, and CLWP  of the ILWC that are required for the attenuation 

prediction,  have been computed from the specific data [Report1], in order to have a fair comparison with the 

same inputs. 

 

Fig. 16: RF validation of Cloud Attenuation Space Time Synthesizer with data at 30 GHz 

 

In Fig. 17 the validation of the proposed model with attenuation data at 10.6κm is exhibited. The 

data were exported from [Report1] following the same procedure as before. The link is vertical and it is 

located in Milan/Linate.  
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Fig. 17: Validation of Cloud Attenuation Space Time Synthesizer with data at 10.6κm wavelength 

 

The exceedance probability calculated from the proposed model appears to be in a very good 

agreement with experimental attenuation data at both configurations, using 30GHz operating frequency and 

10.6κm wavelength. 

4.1.2 Cloud Attenuation Numerical Results  

In this section the proposed methodology is employed for the generation of cloud attenuation 

statistics for a ground to GEO satellite link, for both RF and optical frequencies.   

To begin with, the predicted single link cloud attenuation statistics in terms of complementary 

cumulative distribution function (CCDF) for two hypothetical links, one located in Athens, GR (37.98
o
N, 

23.79E) and the other in Paris, FR (48.86
o
N, 2.36

 o
E), for two operating frequencies (40 GHz and 90GHz) 

and also two elevation angles (20deg and 40deg), are reported in Fig.18 and Fig.19.  The statistical 

parameters of ILWC needed for the ILWC synthesizer are derived from ERA 40 [ITU840] for each place. 

For both stations the altitude is assumed close to 200m. Along with the CCDFs derived from the proposed 

methodology, we present the CCDFs predicted employing the ITU-R P.840-6 [ITU840]. 
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Fig. 18: Cloud Attenuation CCDFs with elevation angles 20deg, 40GHz, 90GHz 

  

 

Fig. 19: Cloud Attenuation CCDFs with elevation angles 40deg, 40GHz, 90GHz 

 

It can be easily observed that as the frequency of operation increases the impact of cloud attenuation 

is greater and therefore it cannot be omitted in the performance analysis of the satellite links and especially 

in W band (90 GHz).   

Moving on to optical frequencies, the CCDF of cloud attenuation for 3 locations, assuming as space 

segment the ASTRA satellite at 19.2 
o
E and the wavelength of operation at 1550nm, are presented in Fig. 20. 

In Table 4 the characteristics of the three links are reported.  
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Table 4: Link Characteristics, Cloud Attenuation-Optical Frequencies 

Location Latitude Longitude Altitude (m) Elevation Angle 

(deg) 

Tenerife, SP 28.27
o
N 17.89 

o
W 2400 37.46 deg 

Hymettus  Athens, GR 37.96
o
N 23.82

 o
E 1000 45.73 deg 

Milan, IT 45.47
o
N 9.19

  o
E 300 36.71 deg 

 

 

Fig. 20: Cloud Attenuation CCDF, wavelength: 1550nm 

 Cloud Free Line of Sight Time Series Generator 4.2

It can be easily observed from Fig. 13 that the attenuation induced by clouds is very high even with 

the presence of clouds. Therefore, the blockage of the link and an on/off channel is assumed with the 

presence of clouds.  

Cloud Free Line of Sight (CFLOS) probability is the probability of the optical link not blocked by 

clouds and it is defined as the complementary probability of cloud occurrence (Pclw), which is, 1 minus Pclw. 

For vertical links Pclw can be derived from data sets like ERA Interim, ERA 40 [ITU840] etc.  In the 

proposed approach, CFLOS time series are computed taking into account the propagation path (altitude of 

the station, elevation angle) the vertical extent of clouds and the temporal and spatial correlation of clouds. 

To begin with the ILWC synthesizer presented in Section 3 is employed. The main steps of the 

methodology will be presented below: 

 2D ILWC maps (time series) correlated both on temporal and on spatial domain employing 

the proposed synthesizer are produced for each place of interest (Section 3.1).  

 The vertical extent of each ILWC grid is computed and the 2D ILWC maps are converted 

into 3D maps. The vertical extent is considered constant within the grid. 
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 Cloud mask (Cloud blockage) time series are computed: it is assumed that if there is at least 

one cloud grid (grid with ILWC>0) with vertical extent that impairs the link along the slant 

path then the whole optical slant path, is considered blocked. It is considered that a cloud 

grid impairs the link if the lowest point of slant path crossing that grid is lower than the top 

height of the grid. Therefore since the 3D configuration of the clouds along the slant path is 

defined, the cloud mask time series are computed taking into account the propagation path 

(elevation angle and altitude of the station (for high altitude stations)). The whole slant path 

will be either blocked or free of clouds.  

 CFLOS time series are computed as 1 minus the cloud mask time series. 

 Finally CFLOS probability is the average of CFLOS time series.  

 

In Fig. 21 the need of incorporating the elevation angle and the altitude of the station (for high 

altitude stations) for the estimation of CFLOS, for optical satellite links, is identified. 

 

Fig. 21: Optical Satellite Link -CFLOS calculation (elevation angle, high altitude). 

 

In Fig. 22 a snapshot of cloud mask time series is presented for an optical satellite link in Nemea, 

GR, with elevation angle 46deg. 
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Fig. 22: Cloud Mask Time series 

 

In Fig. 23 CFLOS probability is computed using the reported synthesizer for different elevation angles. A 

hypothetical link in Naxos is assumed while CFLOS is estimated for elevation angles from 20 to 90deg. Statistical 

parameters of ILWC are derived from ITU-R databases (ECMWF ERA-40) [ITU840]. It can be easily pinpointed that 

for low elevation angles, CFLOS is lower while for elevation angles are more than 50 deg the CFLOS remains nearly 

constant. It comes from the fact that for low elevation angles the propagation path in the atmosphere increases and as a 

result the probability of a cloud present in the slant path increases.  

 

Fig. 23: CFLOS vs Elevation Angle – Hypothetical OGS in Naxos 

 Employment of space time synthesizers on NGSO systems 4.3

In this section some information about the employment of the synthesizers presented in the previous 

sections in case of assuming a Non GEO satellite as space segment, i.e. a LEO satellite or a MEO satellite or 
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a MEO constellation is presented. The main assumptions are the same either cloud attenuation or CFLOS 

time series are produced.  

To begin with, regarding the cloud attenuation and CFLOS probability the main difference between 

a Ground Station-GEO and a Ground Station-Non GEO satellite communication system is that for the 

Ground Station-Non GEO satellite communication system the elevation angle of the link changes with time. 

Therefore, the developed methodologies must be able to capture the elevation angle time dependence. The 

methodology followed is based on the synthesizers proposed in previous sections. The main steps and 

assumptions of the methodology used are reported: 

 2D ILWC maps (time series) with a specific time resolution correlated both on temporal and 

on spatial domain are produced for each place of interest, employing the proposed 

synthesizer (Section 3.1). 

 The vertical extent of each ILWC grid is computed and the 2D ILWC maps are converted 

into 3D maps. The vertical extent is considered constant within the grid. 

 The sub satellite points of the non GEO satellite or the non GEO satellite constellation are 

generated using a specific time resolution and or an orbital period. For this step the 

AGI/STK  tool kit [AGI] may be used for the computation  of the sub satellite points. The 

time resolution of the sub-satellite points is selected to be the same with the time resolution 

of ILWC time series. For MEO case, sub satellite points for 1 orbital period are enough; 

however for LEO satellites more than 1 orbital period is needed.  

 For each station, using the sub satellite points, the elevation angles with each satellite are 

calculated with the same time resolution. When a satellite is not in the visibility area of the 

station the elevation angle is considered zero for the calculations. If a non GEO constellation 

(e.g. MEO constellation) is assumed and if in the visibility area of the station there are more 

than one satellites then it can be assumed that the ground station communicates with the 

satellite with the highest elevation angle, in the visibility area for this time instant.  

 Since the 3D profile of clouds along the slant path is known for every time instant and the 

elevation angles are known, with the same time resolution, cloud attenuation and CFLOS 

time series are computed, employing the methodologies proposed in Section 4.1 and Section 

4.2. 

It must be noted that the 2D and 3D ILWC synthesizers are independent of the elevation angle.  

 Single and Joint CFLOS numerical results 4.4

In this section the methodologies proposed so far for the generation of CFLOS statistics, are 

employed for the estimation of single OGS CFLOS probability and joint CFLOS statistics (OGS network), 

taking into account the elevation angle and the altitude of the OGSs. For the joint CFLOS statistics it is 



N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques & 

Optimization” 

84 

 

 

assumed that if at least one OGS of the OGSN is not blocked by clouds, then the OGS network is considered 

as free of clouds. Results assuming GEO and Non GEO satellites are reported. 

4.4.1 Single and Joint CFLOS numerical results-GEO satellite 

In this sub section CFLOS is computed for stations in Hellenic territory assuming a GEO satellite. 

The  ASTRA GEO satellite at 19.2
o
E is employed. The statistical parameters of ILWC are derived from ITU-

R P.840-6 [ITU840]. In Table 5 the CFLOS statistics as computed employing the proposed methodology are 

reported. In the 6
th 

column the CFLOS for each single link is estimated and in the last column the joint 

CFLOS considering that at least one of ground terminal is not blocked by clouds is presented, i.e. in the 

second row assuming that there are only the stations in city of Rhodes and Heraklion, in the third row 

assuming that there are only the stations in city of Rhodes, Heraklion and Kalamata etc. The temporal and 

spatial variability of clouds is taken into account. It can be pinpointed that using these stations a 99.9% joint 

availability is achieved. 

Table 5: CFLOS statistics multiple stations in Greece- ASTRA GEO satellite 

Location Lat. 

(deg) 

Lon. 

(deg) 

Alt (m) Elev. An. 

(deg) 
CFLOSP  (%) DIVERSITY 

CFLOS (%) 

City of Rhodes 36.43 28.22 300 46.66 82.0 82.0 

Heraklion, Crete 35.33 25.13 250 48.49 75.6 94.9 

Kalamata 37.05 22.102 380 46.92 70.7 98.3 

Mytilene, Lesvos 39.11 26.54 150 44.08 70.1 99.2 

Hymettus  

Athens, GR 

37.96 23.82 1000 45.73 69.3 99.6 

Nemea 37.84 22.62 310 45.99 67.9 99.7 

City of Corfu 39.62 19.89 145 44.14 66.3 99.8 

Thessaloniki 40.64 22.95 350 42.85 60.4 99.9 

4.4.2 Single and Joint CFLOS numerical results - LEO satellite 

Now single and joint CFLOS statistics are generated assuming a LEO satellite and a hypothetical 

OGS network in Greece (Ground to LEO). The stations used are presented in Fig. 24. As space segment the 

Iridium LEO satellite is assumed (altitude: 779km, inclination angle 88.9 deg).  

Employing AGI/STK tool kit [AGI], the sub satellite points of the LEO satellite are generated using 

a specific time resolution. The time resolution of the sub satellite points is selected to be the same with the 

time resolution of the CFLOS time series. When the LEO satellite is not in the visibility area of the OGS the 

elevation angle is considered zero. In addition, it is assumed that when the elevation angle is less than 20deg 

there is no connection with the satellite and again the elevation angle is set zero. For a single OGS the 

CFLOS statistics are computed given that the LEO satellite is within the visibility area of the station. For the 
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site diversity scenario the joint CFLOS statistics are computed, given that at least one station is within the 

visibility area of the satellite. In Fig. 25 the Probability Density Function of elevation angle (given that the 

elevation angles are higher than 20deg), for a hypothetical OGS located in Heraklion, Crete, Greece, given 

that the LEO satellite is in the visibility area of the station is reported. Sub-satellite points have been 

generated for 1 year, with 30sec temporal resolution. 

 

 

Fig. 24: Hypothetical OGS Network Greece, LEO satellite scenario 
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Fig. 25:  Elevation Angle PDF Heraklion-Iridium LEO sat. 

For the generation of CFLOS statistics the mean statistical parameters of ILWC are derived from 

ERA Interim database (ECMWF), for years from 2000 until 2016. This data base is different from the one 

used before. The temporal resolution of both sub satellite points and the CFLOS time series is set as 30sec. 

In Table 6  CFLOS is computed for each hypothetical OGS. 

 

Table 6: CFLOS probability for single links, LEO satellite communication system 

Location Latitude 

(deg) 

Longitude 

(deg) 

Altitude (m) Min-Max 

Elev. 

Angle(deg) 

CFLOSP  (%) 

Nemea 37.84 22.62 440 20-89.4 55.6 

Heraklion, 

Crete 

35.33 25.13 400 20-89.86 69.1 

Athens 37.96 23.82 500 20-89.6 62.2 

Kalamata 37.05 22.102 400 20-89.6 61.4 

City of Rhodes, 36.43 28.22 300 20-89.4 71.7 

Mytilene, 

Lesvos 

39.11 26.54 420 20-89.5 64.6 

Thessaloniki 40.64 22.95 430 20-89.8 53.5 

Naxos 37.09 25.46 500 20-89.3 68.3 

 

Finally, assuming that the above stations form a regional OGSN the joint CFLOS is estimated as 

91.32%. 
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4.4.3 Single and Joint CFLOS numerical results – MEO constellation 

In this sub section single and joint CFLOS statistics are presented for a MEO constellation system 

with 12 MEO satellites orbiting at 8062km with inclination angles less than 0.1 deg, similar to the one of 

O3b [O3b].  A number of fully interconnected optical ground stations (OGSs), which form an OGS network, 

are employed to cope with cloud coverage applying site diversity technique. OGSs are considered feeder link 

terminals transmitting information to the MEO satellites, using optical frequencies. It is also assumed that 

each OGS is equipped with two laser terminals at least. This assumption allows a seamless satellite 

handover, since the one laser terminal points at the rising satellite and the second one at the descending 

satellite. It is assumed that each OGS always transmits data to the satellite with the highest elevation angle, 

among the ones within the visibility area.  

Now, employing AGI/STK tool kit [AGI], the sub satellite points of the MEO constellation are 

generated, using a specific time resolution and/or an orbital period. The time resolution of the sub-satellite 

points is selected to be the same with the time resolution of ILWC time series. For each station, using the sub 

satellite points, the elevation angles with each satellite are calculated with the same time resolution. When a 

satellite is not in the visibility area of the station the elevation angle is considered zero for the calculations 

and if there are more than one satellite simultaneously in the visibility area of the OGS, the OGS 

communicates with the satellite with the highest elevation angle.  

In Fig. 26, for the 12 MEO satellite constellation, the probability density functions PDFs of elevation 

angle for three hypothetical OGS are presented. The OGS are located in Heraklion, Greece, Rome, Italy and 

Paphos, Cyprus. At least one satellite is always in the visibility area of each station. 

 

Fig. 26:  PDF of elevation angle for three different OGSs with 12 MEO Satellites. 
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Now, considering a network of 12 OGS, the CFLOS probability for single links is reported. The 

minimum and maximum elevation angles for each OGS are also presented. The statistical parameters of 

ILWC have been derived from the monthly database of Era-Interim for the period from 1/1/2009 until 

31/12/2015.  

 

Table 7: CFLOS probability, single links, MEO constellation satellite communication system 

 Area Lat. 

 (
o
N) 

Lon. 

(
o
E) 

Alt. 

(km) 

Min-Max Elevation 

Angles (deg) 

PCFLOS 

(%) 

1 Nemea 37.83 22.6 0.3 26.3 - 29.7 55.30 

2 Heraklion 35.24 25.16 0.8 29.33 - 33.14 67.70 

3 Catania 37.51 14.95 0.1 26.7 - 30.1 63.34 

4 Rome 41.9 12.5 0.1 21.6 - 24.5 52.83 

5 Sintra 38.82 -9.3 0.2 25.14 - 28.4 55.98 

6 Madrid 40.42 -3.7 0.8 23.3 - 26.35 54.36 

7 Barcelona 41.41 2.1 0.3 22.17 - 25.1 57.95 

8 Gibraltar 36.14 -5.35 0.2 28.27 - 31.9 58.64 

9 Tenerife 28.76 -17.89 2.4 37.15 - 42.2 83.32 

10 Paphos 34.77 32.43 0.2 29.9 - 33.8 74.03 

11 Toulouse 43.61 1.45 0.2 19.7 - 22.7 40.93 

12 Matera 40.67 16.6 0.4 23.01 – 26.03 56.21 

 

It can be noticed, that Tenerife has the highest CFLOS probability, as expected, since the altitude of 

Tenerife OGS (2.4km a.m.s.l) is high and a lot of clouds range are bellow the OGS. 

Now CFLOS statistics for three cases of OGS networks are presented. The 1
st
 OGSN consists of the 

stations with numbers {10, 7, 12, 5, 1, 11}, the 2
nd

 OGSN with numbers {9, 10, 7, 12, 5, 1, 11} and the 3
rd

 

OGSN {10, 2, 3, 12, 1, 4}. The 2
nd

 OGSN is the same with 1
st
 OGSN having added the high altitude station 

of Tenerife. In Fig. 27, the 1
st
 and 2

nd
 OGSN are exhibited, while in Fig. 28 the third OGSN is depicted.  
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Fig. 27: 1
st
 & 2

nd
 OGSN-MEO constellation 

 

 

 

Fig. 28: 3
rd

 OGSN-MEO constellation  

 

In  

 

 

Table 8-Table 10 joint CFLOS probabilities for these three configurations of OGSNs are reported. 

The CFLOS values in the first row correspond to the first station, in the second row to the joint CFLOS of 

the two stations, in the third raw to the joint CFLOS of the three stations etc.  
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Table 8: 1
st
 OGSN Joint CFLOS statistics 

OGSs CFLOSP  (%) 

{10} 74.03 

{10,7} 89.08 

{10,7,12} 95.20 

{10,7,12,5} 97.88 

{10,7,12,5,1} 99.01 

{10,7,12,5,1,11} 99.33 

 

Table 9: 2
nd

 OGSN Joint CFLOS statistics 

OGSs CFLOSP  (%) 

{9} 83.32 

{9,10} 95.67 

{9,10,7} 98.18 

{9,10,7,12} 99.20 

{9,10,7,12,5} 99.64 

{9,10,7,12,5,1} 99.83 

{9,10,7,12,5,1,11} 99.89 

 

Table 10: 3
rd

 OGSN Joint CFLOS statistics 

OGSs CFLOSP  (%) 

{10} 74.03 

{10,2} 91.21 

{10,2,3} 96.74 

{10,2,3,12} 98.40 

{10,2,3,12,1} 99.15 

{10,2,3,12,1,4} 99.54 

From the above joint numerical results it can be seen that for the 1
st
 OGSN, 5 OGSs are required in 

order to achieve a threshold of 99%, while for the 2
nd

 OGSN (where a high altitude station is used) 4 OGSs 

may be used to satisfy this threshold. In the 3
rd

 OGSN, the threshold of 99% is also achieved with five OGSs.  
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 OGSN switches 4.5

The development and use of space time synthesisers give some additional really important benefits, 

since valuable statistics from the system point of view can be derived. In this sub section the proposed space 

time CFLOS synthesizer is employed, in order the average number of OGS switches for an OGSN and the 

percentage of time that each OGS is selected to transmit data, to be defined. 

Therefore, the second and third OGSNs reported in Section 4.4.3 are tested in terms of the average 

number of OGS switches per year and the percentage of time each OGS is selected to transmit data to the 

MEO constellation. The main contribution of this sub section is to define the number of switches of the 

OGSN, assuming that we have an ideal system that is aware (perfect knowledge) of the cloud occurrence 

time series in each station of the OGSN. More specifically, it is assumed that at every time instant the OGSN 

is aware of which OGS will have the larger CFLOS duration, i.e. the CFLOS duration is between the current 

time instant given that that the station is not blocked by clouds (so as it can be selected) and the next time in 

the future that the clouds will appear and block the slant path. This means that we assume that we are fully 

and continuously aware when clouds are present on a site and for how long. Consequently, we select to 

transmit data employing and activating the OGS with the highest CFLOS duration (known as described 

above). This OGS is named as active OGS. When the active OGS becomes cloud blocked, the next active 

site is the one with the highest upcoming CFLOS duration that is not blocked at this time instant. This is 

assumed as an OGS switch. When all stations are blocked we have the outage of the system. After an outage 

event, if the next active station is the same with the previous active station we do not have an OGS switch, 

while if the next active (after the outage), differs from the previous active (before outage) then this is an 

OGS switch. When we go from an active station to outage this is an OGS switch. Here it must be noted that 

we examine the switches only between the stations and no between the MEO satellites.  For example, if the 

active station (assume OGS#1) transmits data to MEO satellite #1 (the one with the highest elevation angle 

in the visibility area) and according to the system definition reported in Section 4.4.3, after some minutes the 

active station OGS#1 will transmit data to MEO satellite #2, because this is now the satellite with the highest 

elevation angle among the ones in the visibility area and then this is not an OGS switch since the OGS #1 is 

still the active OGS. 

Since the second order statistics are examined, in order to avoid “ping pong” phenomena authors test 

the OGSN every 10 minutes. It is assumed that the channel will not change for 10 minutes, regarding the 

clouds. That means that a time resolution of 10 minutes is considered in the proposed methodology presented 

in the previous section. The time evolution of the ILWC has been taken from the ITU-R P.1853-1 [ITU1853-

1]. 

Now the number of average OGS switches per year for the OGSN #2 is 1768. In Table 11 the 

percentage of time each OGS is selected is reported.  
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Table 11: Percentage of time each OGS is selected - OGSN#2, MEO 

OGSs 
Percentage of OGS USE 

(%) 

{1} 11.51 

{5} 11.66 

{7} 12.32 

{9} 20.31 

{10} 27.8 

{11} 4.78 

{12} 11.5 

NO OGS (Outage) 0.12 

 

Now the number of average OGS switches per year for the OGSN 3 is 1810. In  

Table 12 the percentage of time each OGS is selected is reported. 

 

Table 12: Percentage of time each OGS is selected - OGSN#3, MEO 

OGSs 
Percentage of OGS USE 

(%) 

{1} 11.45 

{2} 20.8 

{3} 16.94 

{4} 10.25 

{10} 28.67 

{12} 11.36 

NO OGS (Outage) 0.53 

 

An interesting result, which can be pinpointed from Table 11 is that although the OGS #9 (Tenerife) 

has higher CFLOS probability (see Table 9) than OGS #10 (Paphos), for OGSN #2 the hypothetical OGS in 

Paphos is selected for higher percentage of time. This may come from the spatial and temporal correlation of 

the whole OGSN (all the stations forming the OGSN#2). Thus, it is important to design CFLOS tools which 

take into account the temporal and spatial variability/correlation of clouds.  
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5 CLOUD FREE LINE OF SIGHT THEORETICAL MODELING 

As described in previous sections, the estimation of CFLOS probability for a single link and a spatial 

diversity scenario (OGSN) is really crucial for optical satellite communication systems. In previous sections, 

methodologies for the estimation of single and joint CFLOS probability using Stochastic Differential 

Equations were reported. 

 However, those methodologies can be proved difficult to be implemented. Therefore, in this 

chapter, a simple physical and mathematical theoretical model for the prediction of CFLOS probability along 

a single slant path and for separated on spatial domain multiple optical satellite links is presented. For the 

accurate evaluation of CFLOS the elevation angle of the slant path, the altitude of ground stations and the 

spatial variability of clouds are considered. 

The methodology is based on the assumption that ILWC follows lognormal distribution and on the 

well-defined relationship between ILWC and liquid water density (36).  Moreover, the correlation of ILWC 

in spatial domain is taken into account and it is assumed that the statistical parameters of ILWC are constant 

along the slant path.  In addition, CFLOS probability for simultaneously available optical links for the 

application of spatial multiplexing transmission techniques is estimated.  

The remainder of the Chapter is structured as follows: In Section 5.1 the methodology for the 

estimation of CFLOS probability for a single link is presented. In Section 5.2 the methodology for the 

prediction of the joint CFLOS probability for a spatial diversity scenario is shown. In Section 5.3 CFLOS 

probability for a given number of simultaneously available links for spatial multiplexing transmission 

technique is reported and in Section 5.4 some numerical and validation results using the proposed 

methodologies are exhibited.  

 

 CFLOS Theoretical Modelling for Single Optical Satellite link 5.1

As described in previous sections, cloud masses can be defined knowing the cloud base, the 

integrated liquid water content, the liquid water content and the vertical extent of clouds. For slant paths it is 

assumed, that clouds impair the link if a cloud formation is present at the slant path. Considering a satellite 

slant path through the cloud layer (See Fig. 29) then the probability of CFLOS is equal to the probability that 

the line integral of the liquid water density ( w ) over the line of slant path (C) is equal to zero, i.e.: 

 

0CFLOS

C

P P wds
 

  
 


 

(45)  
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where 
C

wds is the line integral of liquid water density over the line of slant path and C(x,y,h). The 

liquid water density at a point (x,y,h) is given by expression (36) of Section 3.2, but without dependence of 

time. For better clarity the expression is reported again here:  
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(46)  

 

where L(x,y) is the integrated liquid water content at point (x,y), h0 is the cloud base height and Γ( ) 

is the well-known gamma function.   

 

Fig. 29: Slant path configuration – Cloud vertical extent snapshot 

 

It is assumed that in an horizontal plane with an area of 1km
2
, i.e. the plane defined by a line of 1 km 

on x-axis and 1 km on y-axis, the ILWC is constant, as shown in Fig. 29. Then, the line integral  of (45) can 

be written as: 

1

0

i

n

CFLOS

i C

P P wds


 
  

 
 
  

(47)  

where Ci is the line of slant path in which the ILWC remains constant and n is the number of grids so 

as the whole slant path is taken into account. 

Therefore, on every line Ci, w depends only on height. In order to consider that a slant path is 

affected by clouds, the top height of the cloud (htop) at every point must be higher than the lowest point of 

every line Ci. Considering the geometry of Fig. 29, the lowest point above clouds on line Ci is given by: 
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, 0

tan( )
i th i station
h dl h h

 
(48)  

where dli is the distance on the horizontal plane between the two lowest points of two lines, i.e. 1 km 

in our case, θ is the elevation angle, hstation the altitude above mean sea level of the station and h0 is the height 

of cloud base. Therefore, (47) becomes:  

1 1, , ,( ,..., ,..., )CFLOS th i i th n n thP P h h h h h h      
 

(49)  

where , 0i i toph h h  
 
for the line Ci. 

From [Luini14], it is considered that  , 0i i iw h L    for ( ) 0.06i iw h L and the top cloud height on the 

3-D plane defined on line Ci , where L is constant can be calculated through the solution of the following 

transcendental equation:  

    
,

0

1, , 0 2, 1.( , ) 0.94 , 0.94

i toph

i i i i i i i top i i

h

w h L dh L c h h c c      

(50)  

where γ( )  is the incomplete gamma function.  

Through (50), the explicit relation between the integrated liquid water content and the vertical extent 

of the cloud (htop-h0) can be calculated.  

 

Fig. 30: Vertical extent of clouds vs ILWC 

 

The relation between ILWC and the vertical extent of the clouds is numerically evaluated in Fig. 30. 

Vertical extent is an increasing function of ILWC and so (50) has a single and unique solution. Therefore, 

(49) can be written in terms of ILWC using (50) as: 
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 1 1, 2 2, ,, ,...,CFLOS th th n n thP P L L L L L L   
 

(51)  

As described in previous Sections ILWC can be modelled as a Gaussian low pass process, truncated 

to a desired threshold to match the desired cloud probability occurrence. Thus using the normally distributed 

random variables    ln( ) /u L m
i i i i

 where
i

m , 
i
 are the mean value and standard deviation of grid point i 

respectively the CFLOS probability is given as:   

 

 
1, ,

1

1 1, ,

.. 1 1

,..,

.. ,..,
th n th

n

CFLOS th n n th

a a

u u n n

P P u a u a

f u u du du
 

   

   
 

(52)  

where 
1.. nu uf is the pdf of the multivariate normal distribution [Papoulis02],   1…n is the number of 

1x1km
2
 grids needed so as the whole slant path is taken into account. 

The elements of the correlation matrix for the random variables ui are calculated employing the 

correlation factor reported in Section 3.1. 

Finally  
,
( 1,..., )

i th
i n are the truncation thresholds for each grid, given according to the next 

formula based on [ITU1853-1]: 

,1

,

1
ln

exp( )i

i th

i th CLW

i i

L
a Q P Q

m 


    
             

 
(53)  

where as described in Section 3.1 mi, ζi, are the mean value and standard deviation of ln(L) and Pclwi 

is the probability that L exceeds 0 mm for a single grid. It can be assumed that the statistical parameters of 

ln(L) (i.e. m, ζ, Pclw) are constant along the slant path. Therefore they are the same for all grids and they only 

depend on the location of the station.  

 For the cloud base 
0
( )h km local available statistics may be used. Otherwise, cloud base values can be 

derived from a proposed distribution in [Luini14], and then the mean value of CFLOSP  is calculated. h0 can be 

considered constant in a target area [Luini14], Section 3.2. 

 CFLOS Theoretical Modeling for Multiple Optical Satellite links 5.2

In this Section a theoretical methodology for the estimation of joint CFLOS probability joint

CFLOSP  or 

multiple optical links separated on spatial domain in a site diversity scenario is proposed. The methodology 

takes advantage of the use of the model developed in Section 5.1 

The joint CFLOS probability for N links is the probability that at least one station is not affected by 

clouds, i.e.: 
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1

joint 1 0,..., 0
N

CFLOS

sp sp

P P wds wds
 
    
 
 
   

(54)  

where SL
i
 is the line of the slant path on link i, i=1,…,N. Using (47), the probability that clouds are 

present through a single satellite slant path is: 

0 1
i

i i

Cloud CFLOS

sp

P P wds P
 
    
 
 
  

(55)  

where i

CFLOSP is calculated employing the methodology presented in the previous section. Considering 

the random variable that clouds present in a single slant path is a binary variable, the following may be 

assumed for
i

CloudP : 

 
,

i i

Cloud sp th
P Q

 
(56)  

Therefore, the threshold value of zero mean and unity variance Gaussian random variable ( i

spu ) over 

which clouds are present in a single link is: 

   1

,

i i

sp th Cloud
Q P

 
(57)  

The joint CFLOS probability, i.e. the probability that at least one station is free of clouds, is given 

by:  

 joint 1 1

, ,1 ,..., N N

CFLOS sp sp th sp sp thP P u a u a   
 

(58)  

The joint Complementary Cumulative Distribution Function (CCDF), for the k variables can be 

calculated from the joint CDFs according to [Papoulis02]. Then based on (57) we conclude on: 

 
1

1
, ,

int

.. 1 11 .. ,..,
N

N
sp th sp th

Jo

CFLOS u u N N

a a

P f u u du du

 

      
(59)  

while 1 2 ... Nsp sp spu u u
f are the pdf of multivariate normal distribution [Papoulis02]. The mean value of the 

normal random variables is zero, the standard deviation is one and the values of correlation matrix are also 

calculated through the well-defined correlation expression proposed in [Luini14] and given in Section 3.1. 

The distances used are the distances between the slant paths, i.e. the Euclidean distances of the ground 

terminals. 
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 Simultaneously Joint CFLOS Statistics for an OGSN 5.3

In this sub section the probability of two or more stations not simultaneously blocked by clouds is 

defined. In case that two or more stations are simultaneously under cloud-free line-of-sight conditions, then 

spatial multiplexing technique can be used in order to increase the transmitted capacity. 

The probability that clouds are not present in 2 or more stations from s total is given by 

[SenGupta09]: 

 
1

0

1 ( )
p

SA

v

P p P v




 
 

(60)  

where p is the number of ground stations that we want to be at least active, P(0) is the probability 

that no station is available, i.e. 1- joint

CFLOSP and P(λ) is the probability that exactly λ stations are available and can 

be calculated by [SenGupta09]: 

 

1 2

0

,

1 ... 1

( ) 1

( )j j

v N

N v
l

l

l

v l
i i

l sp sp th

i i i j

v l
P v S

v

v l
S P u a









    

 
   

 


 



  
 

(61)  

l is the number of  the available stations. 

 CFLOS Theoretical Modeling Simulation Results 5.4

The analytical formulations presented in this Chapter are employed for the estimation of single and 

joint CFLOS statistics.  

Firstly, the proposed formulas for the prediction of CFLOS for the single slant path are validated 

with simulation data from the analytical stochastic model presented in Section 4.2 (Fig.31). The solid lines 

are the predicted CFLOS values using the methodology in Section 4.2. and the symbols are the predicted 

CFLOS values using the methodology in Section 5.1. The statistical parameters for ILWC needed are 

derived from both methodologies from ITU-R P.840-6 [ITU840]. The order of the magnitude of the variation 

of PCFLOS with elevation angle comes from the high spatial correlation of ILWC along the slant path. 

 



N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques & 

Optimization” 

99 

 

 

 

Fig. 31: CFLOS probability vs. elevation angle for single links: o-Paphos, *-Madrid, +-Lyon, x-

Stockholm 

To continue, in Table 13, numerical results for a site diversity scenario with hypothetical links 

placed in Greece are presented. The ASTRA satellite at 23.5
o
E is considered as space segment. In a pool of 

10 hypothetical stations located in Greece and the CFLOS probability of each single link is computed taking 

into account the elevation angle and the altitude of each hypothetical station. 

 

Table 13: Single OGSs CFLOS 

Area Lat. 

 (
o
N) 

Lon. 

(
o
E) 

Alt. 

(m) 

Elevation 

Angles(deg) 

PCFLOS 

(%) 

Athens 37.98 23.78 300 43.19 69.2 

Kea 37.61 24.32 250 46.39 72.3 

Taygetos Mountain 36.95 22.35 1700 47.12 71.38 

Korinthos 37.94 22.9 350 46.15 68.2 

City of Rhodes 36.4 28.2 200 47.47 82.0 

Larissa 39.64 22.42 300 44.1 63.8 

City of Limnos 39.92 25.14 320 43.78 67.4 

Lefkada 38.66 20.63 330 45.1 67.5 

Psiloritis Mountain 

Crete 

35.23 24.77 1900 49 79.2 

Skopelos 39.11 23.71 250 44.72 68.4 
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Now using the above stations we want to compute the joint CFLOS in order to achieve a 99.8% 

availability. In Table 14 the joint CFLOS values in the last column are the corresponding ones for double, 

triple etc. multiple site diversity schemes. 

 

Table 14: Joint CFLOS, OGSN Greece 

Area Lat. 

 (
o
N) 

Lon. 

(
o
E) 

Alt. 

(m) 

Elevation 

Angles(deg) 

PCFLOS 

(%) 

City of Rhodes 36.4 28.2 200 47.47 82.0 

Psiloritis Mountain 

Crete 

35.23 24.77 1900 49 95.12 

Lefkada 38.66 20.63 330 45.1 98.21 

City of Limnos 39.92 25.14 320 43.78 99.22 

Taygetos Mountain 36.95 22.35 1700 47.12 99.6 

Kea 37.61 24.32 250 46.39 99.76 

Larissa 39.64 22.42 300 44.1 99.87 

 

Now for a hypothetical scenario with the first 4 stations of Table 14 the probability of having 

simultaneously available at least 2 or 3 stations out of 4 is calculated. For 2 available stations the  

 2 93.16%SAP   and for 3 available stations  3 71.63%SAP  .  These probabilities can be used in order to 

evaluate various joint transmission techniques. 
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6 CFLOS MONTHLY STATISTICS-OGSN DIMENSIONING 

From Section 2.2.2.3 it can be pinpointed that cloud coverage exhibits remarkable monthly 

variations which cannot be observed when yearly averages are used. There are also great differences in the 

monthly cloud coverage probabilities (maxima and minima) between the two hemispheres. The above 

observations should not be omitted for the design of OGSNs.  For example, in Fig. 32 cloud coverage per 

month (M) for one station in Northern Hemisphere, South Mountain, California, and another in Southern 

Hemisphere, Malargue, Argentina, is presented along with the respective yearly averages (Y). The cloud 

coverage statistics are derived from the ERA Interim database for the year 2000. 

 

Fig. 32: Cloud Coverage Monthly (M)-Yearly(Y), North/South Hemisphere 

 

Consequently, it can be observed that monthly-based statistics must be taken into account for the 

estimation of CFLOS and are crucial for the development of algorithms for optimum, robust and cost 

effective selection of OGSs. As described so far, CFLOS can be estimated using ILWC statistics and ILWC 

annual long term statistics can be sufficiently described by lognormal distribution. 

Firstly, in this Chapter, in Section 6.1 it is shown that ILWC monthly statistics can be sufficiently 

described by lognormal distribution. Then, in Section 6.2, the CFLOS synthesizer described in Section 4.2 is 

used for the estimation of monthly CFLOS statistics and numerical results are reported. To continue, in 

Section 6.3 analytical formulas for the estimation of single and joint monthly CFLOS availability are 

reported. Additionally, two novel optimization algorithms for the optimum selection of OGS for mitigation 

of cloud coverage are reported. These algorithms are aware of the clouds monthly variability and take 

advantage of the hemisphere differences. The main contribution of these algorithms is that they guarantee a 

minimum availability per month, which is not necessarily the same for each month. The benefits of using 

optical stations in different hemispheres are highlighted. Additionally, an optimization algorithm for the 

identification of active stations per month is also reported. Finally some numerical results are exhibited. 
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 ILWC Monthly Statistics-Distribution 6.1

For the characterization of monthly ILWC statistics, inputs derived from ERA-Interim database are 

used. Specifically, total column cloud liquid water data for 11 years, from 2006 to 2016 with temporal 

resolution of one sample every 6 hours and with spatial resolution of 0.75
o
x0.75

o
 are employed. For this 

analysis data for 30 different places dispersed all around North/South America and Europe (not in tropical 

areas or oceans) is used. ILWC data are grouped for each place and month and then the long term statistics in 

terms of CCDF are tested with lognormal, Weibull and gamma distribution. In order to guarantee the 

accuracy of the proposed distribution the Root Mean Square (RMS) error between the fitted CCDFs and the 

empirical CCDFS derived from Era Interim data is calculated, for an interval of time percentage from 99% to 

0.8% [Jeannin08], for each place and month. Then for each place the maximum and the average monthly 

RMS error is computed, similarly to [Jeannin08]. According to the executed analysis, ILWC monthly 

statistics can be best described by the conditional (i.e., knowing that ILWC>0) lognormal distribution for the 

regions of interest. For all the locations that have been chosen, for the analysis the mean RMS error is less 

than 8% while the maximum RMS error is less than 15%. For example the average RMS errors for 7 

different places are given in Table 15:  

 

Table 15: Average RMS error-ILWC monthly distribution 

Place Average RMS error (%) 

Dallas (USA) 4 

Buenos Aires (Argentina) 3.6 

Lyon (France) 2 

Manchester (England) 1.6 

Berlin (Germany) 2 

Madrid (Spain) 2.8 

Lisbon (Portugal) 3 

 

In Fig. 33 an example of ILWC derived from Era Interim data and the fitted lognormal distribution 

for two months in Lyon (France), is exhibited. The accuracy of the predicted results may be improved if data 

with higher spatial resolution is used. 
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Fig. 33: Monthly ILWC CCDF derived from ERA Interim database for Lyon France 

 

 CFLOS Time Series Based on Monthly ILWC statistics 6.2

Since the monthly ILWC long term statistics can be sufficiently described by the conditional 

lognormal distribution, the CFLOS space time synthesizer presented in Section 4.2 can be employed for the 

generation of seasonal and monthly CFLOS statistics, capturing the temporal and spatial variability of clouds 

and taking into account the elevation angle and the altitude of the link. However, in this case as statistical 

parameters of the logarithm of ILWC, monthly parameters are used. These statistical parameters can be 

extracted using the ERA Interim or other databases and employing the fitting methodology presented in the 

previous section, for each place of interest for either one or multiple years. Therefore, a methodology for the 

generation of CFLOS time series is exhibited. The following steps are followed for each month: 

 The monthly statistical parameters of the logarithm of ILWC for each place of interest are 

computed according to the fitting procedure reported. Otherwise, the methodology reported 

in [Luini14] can be employed. 

 Using the monthly statistical parameters 2D ILWC time series are generated for each month, 

taking into account the temporal and spatial variability of clouds (see Section 3.1). 

 2D ILWC time series are converted to 3D time series (see Section 3.2) for each month. 

 CFLOS time series are computed for each month, taking into account the elevation angle 

and the altitude of each link (see Section 4.2). 

 Single and Joint monthly CFLOS statistics are computed (see Section 4.2). 

Now, the proposed methodology is employed for the generation of monthly CFLOS time series and 

the estimation of single and joint monthly CFLOS statistics in North and South America. The statistical 

parameters have been derived from the monthly database of Era-Interim, for the period from 1/1/2009 to 

31/12/2015. The hypothetical optical links, which are used for the numerical results, are shown in Table 16. 
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Table 16: Hypothetical OGS-Different Hemispheres 

Area Lat. 

 (
o
N) 

Lon. 

(
o
E) 

Elevation 

Angles(deg) 

Alt. (m) Hemisphere 

Santiago, Chile -33.44 -76.68 50.51 600 South 

Malargu e, Argentina -35.483 -69.58 48.04 1400 South 

Steele Valley, Carlifornia 

USA 

33.76 -117.32 32.0 612 North 

Vernon, Texas, USA 34.218 -99.40 43.57 400 North 

Santiago, Chile -33.44 -76.68 50.51 600 South 

 

In Fig. 34 monthly CFLOS statistics are depicted for two stations one in the north and another in the 

south hemisphere, using in one hand monthly and on the other hand annual statistical parameters. The results 

reveal that using annual statistical parameters, the monthly variability of CFLOS probability and the 

variability between the two hemispheres cannot be captured. Thus, the use of annual statistical parameters 

cannot guarantee a robust optical ground station dimensioning. 

 

 

Fig. 34: Monthly CFLOS Probability using annual and monthly statistical parameters (North/South 

hemisphere) 

 

Except from the statistics for the single links, joint CFLOS statistics (for an OGSN) are also 

presented. For the double site diversity scenario the stations of Santiago and Steele Valley are used, for the 

triple the station of Malargu e is added to the previous ones and finally for the quadruple scenario the station 

at Vernon is added. It can be observed that for double scenario there is one station from the south hemisphere 

and another from the north etc. 
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In Fig. 35 and Fig. 36 the monthly joint CFLOS probability for the double, triple and quadruple 

spatial diversity scheme is computed, using annual and monthly statistical parameters as input to the 

methodology.  

 

 

Fig. 35: Joint Monthly CFLOS Probability for double diversity scenario (annual and statistical 

parameters are used). 

 

 

 

Fig. 36: Joint Monthly CFLOS Probability for triple and quadruple spatial diversity scenario (annual 

and statistical parameters are used). 

 

From this section it can be easily observed the necessity of using monthly statistical parameters, 

while the employment of optical ground stations located in different hemispheres can be proved really 

beneficial. 
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 OGSN Dimensioning-Monthly CFLOS formulation 6.3

In this sub section, firstly, the methodology presented in Chapter 5 is modified, in order that 

analytical formulas for the estimation of single and joint monthly CFLOS availability are presented. 

Moreover, 2 monthly aware algorithms for the optimum OGS selection are reported . The benefits of using 

optical stations in different hemispheres are highlighted. Finally, an optimization algorithm for the 

identification of active stations per month is also reported.  

6.3.1 CFLOS Analytical Formulas-Monthly Statistics 

To begin with, based on Section 5, assuming that the random variable that clouds are present in a 

satellite link is a binary variable, the joint monthly CFLOS availability is given according to the next 

expression Section 5.2: 

  

 

 

1 1
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(62)  

where m=1..12 represents each month, 
1( , , )Ni i  represent the stations which constitute the satellite 

optical network and  
11

.. ,..,
i i NN

u u i if u u is the pdf of multivariate normal distribution (MVND) of the N stations. 

For the computation of MVND, the spatial correlation matrix of the random variables ui is needed (see 

Section 5). Spatial correlation is computed according to expression (32). 
_ 1

, , ,( )
N

sp th

i m N CLW ma Q P
 
is the 

threshold value, of zero mean and unity variance Gaussian variable 
Ni

u  , over which clouds are present, in a 

single link for each month m. 
,NCLW mP  is the probability of cloud occurrence for each month, for each link 

taking into account the whole slant path, the elevation angle and the altitude of the station computed as 

, , , ,1N CLW m N CFLOS mP P   , where , ,N CFLOS mP  is the CFLOS probability of the station for each month. Employing 

the definition of CFLOS probability over a slant path shown in Section 5.1, and assuming that ILWC is 

constant in a horizontal plane of 1km
2
 ,NCFLOS mP

 
 , for each link it can be written according to the following 

expression : 
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(63)  

where
 

 
1, ,.. 1, ,,..,

m n mw w m n mf w w  is the multivariate normal distribution of the whole slant path, and 1…n 

is the number of 1x1km
2
 grids needed so as the whole slant path is taken into account. The variable m is an 
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indicator of the month, with 1 representing January and 12 December. The truncation thresholds for each 

month for the single link (
,

th

i ma ) are given from the next expression: 

,1

, ,
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, ln
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1..12, 1..

th
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(64)  

where 
,

th

i mL  is computed according to Section 5.1. The variables κm, ζm are the mean value and 

standard deviation of ln(Lm), while PCLW,m is the probability that Lm exceeds 0 mm for each month for each 

link. These statistical parameters can be extracted using the ERA Interim or other databases and employing 

the fitting methodology presented in the previous section, for each place of interest for either one or multiple 

years.  

Now the above expressions will be used for the development of algorithms, for the optimum 

selection of OGS for the mitigation of cloud coverage provided that a minimum availability requirement for 

each month is satisfied.  

To begin with the problem formulation, it is assumed that a set {1,2, , }V N
 of all the possible 

OGSs is defined (1…N available stations). The subset with the minimum cardinality (minimum number of 

stations) that fulfils an availability constraint per month, must be optimum selected. Thus the optimization 

problem can be expressed as: 

 1 2
, 1 2 ,

, , ,
min s.t. ( , , , ) , 1 12th

avail m avail m
i i i V

P i i i P m




   

 
(65)  

where Χ is the cardinality of the set of selected OGSs, ,

th

avail mP  is the minimum required availability 

for month ,m and , 1 2( , , , )avail mP i i i  is the availability achieved for month m  by selecting the subset 

 1 2, , ,i i i  of OGSs. The availability is given through the methodology defined so far in this subsection, 

taking into account the spatial correlation of clouds and the monthly statistical parameters for each place of 

interest. 

Now 2 different algorithms will be proposed for solving this optimization problem: 

6.3.2 Exhaustive Search Algorithm (ESA) 

The first method is to check all the possible OGSs subsets, i.e. all the Χ-combinations (1<Ω<Ν) of the set 

V, starting from Ω=1 and increasing the value of Χ by 1, until the smallest Ω for which there is an Ω-

combination that satisfies all the availability constraints is found. When we find this value of Ω,
 , we 

select the 
 -combination that maximizes the quantity  , 1 2 ,

1 12
min ( , , , ) / th

avail m avail m
m

P i i i P 
 among all the 

 -

combinations. The Exhaustive Search Algorithm requires at most 
1

( , ) 2 1 (2 )
N N N

k
C N k O


    comparisons, and 
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so it is exponential with the number of OGSs. Although optimal, this algorithm is impracticable, especially 

when N  is relatively large.  

6.3.3 Cost function-based Heuristic Algorithm (CHA) 

For this algorithm a set W that contains the selected OGSs so far and it is initially empty ( W  ) is 

defined.  At each step, the following cost function for all OGSs that are not selected yet: 

   
12 2

, ,

1

cos ( ) min { } , 0 , \th

avail m avail m

m

t i P W i P i V W


   
 
is calculated. This cost function measures the total violation 

of the constraints, when an OGS i  is added to the set W  of currently selected OGSs. To continue, the OGS 

that minimizes the cost function is added to the set W . The CHA terminates when all the constraints are 

satisfied.  

This algorithm requires at most 1 2

0
( ) ( 1) / 2 ( )

N

j
N j N N O N




     comparisons, thus having polynomial time 

complexity. Hence, the Cost function-based Heuristic Algorithm is a highly efficient algorithm.  

6.3.4 Active OGSs per month 

From the previous sections the stations that must be installed, in order that an availability threshold 

per month is achieved, can be found. However, not all of these stations must be active every month. In this 

section a methodology is defined for the determination of the stations that should be active in each month, 

among the ones selected using any of the previous optimization algorithms. If we denote by W   the set of 

OGSs, that were selected using one of the previous algorithms, we seek to find a subset of W 
 (possibly 

different) for each month that satisfies the availability constraint. Particularly, we have to solve the following 

optimization problem, to find the active OGSs for month (1 12)m m  :  

 1 2

, 1 2 ,
, , ,

min    s.t. ( , , , ) th

avail m avail m
i i i W

P i i i P







 
 

(66)  

 

This problem can be heuristically solved using a modified version of CHA for the selected stations. 

The algorithm terminates when the constraint in (66) is satisfied. 

6.3.5 OGSN Dimensioning Numerical Results 

In Table 17 a pool of 17 stations in North and South America are reported. The set of the first 15 

OGSs are used for the OGSN dimensioning. For all the simulations it is assumed that for each month we 

have the same availability threshold i.e. as space segment a GEO satellite at 77deg W is considered. For the 

statistical parameters of ILWC the same data set as in Section 6.1 is used and for the estimation of 

availability the methodology proposed in this Section 6.3 is employed.  
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Table 17: OGS pool-OGSN Dimensioning 

 Area Lat. 

 (
o
N) 

Lon. 

(
o
E) 

Alt. 

(km) 

Elevation Angles 

(deg) 

1 Santiago -33.43 -70.64 0.3 50.5 

2 Steele V. 33.76 -117.3 0.6 32.0 

3 Vernon 34.21 -99.4 0.4 43.6 

4 Buenos Aires -34.6 -58.41 0.3 45.2 

5 Oklahoma 35.44 -97.53 0.45 43.4 

6 Maryland 39.38 -77.08 0.22 44.4 

7 Lurin -12.28 -76.85 0.1 75.6 

8 Sao Paulo -23.55 -46.65 0.7 46.3 

9 Washington 39.9 -77.04 0.2 43.9 

10 Las Vegas 36.12 -115.2 0.65 32.0 

11 Dallas 32.74 -96.9 0.16 46.3 

12 Lima -11.94 -76.72 0.8 76.0 

13 S. Mountain (CA) 34.33 -118.99 0.4 30.4 

14 Manassas 38.78 -77.57 0.12 45.1 

15 Malargue -35.48 -69.59 1.4 48.1 

16 Kit Peak 31.96 -111.6 2.2 37.4 

17 Calama -22.5 -68.69 2 62.1 

 

In Fig. 37 the number of selected OGSs versus the required availability 
th

availP  for the proposed 

optimization algorithms, is illustrated. CHA selects the same number of OGSs compared to ESA, for all the 

values of
th

availP . For 99.9 %th

availP  , the selected OGSs for installation are {1,3,4,7,10,13,15}, 

{10,1,7,3,15,13,4} using ESA and CHA  respectively. For CHA the results are given in order of selection. 

Both algorithms select the same OGSs. 

 

 

Fig. 37: The number of selected OGSs k vs 
th

availP  for the proposed optimization algorithms 
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After the selection of the 7 OGSs for installation, the set of active OGSs per month is given in Table 

18. The last column contains the monthly availability of active OGSs and the monthly availability achieved 

if all selected OGS were active. We observe that all the selected OGSs should be active only in 5 out of 12 

months per year. Furthermore, 6 OGSs have to be active for 5 months and only 5 OGSs need to be active for 

2 months. As a result, there are 1-2 redundant OGSs for 7 months a year.  

 

Table 18: Active stations per month ( 99.9 %th

availP  ) 

Month # of active 

OGSs 

Active OGSs active

availP / avail
P (%) 

Jan. 6  1,3,4,10,13,15  99.93 / 99.96 

Feb. 7 1,3,4,7,10,13,15 99.93 / 99.93 

Mar. 7 1,3,4,7,10,13,15 99.94 / 99.94 

Apr. 6 1,3,4,7,10,13  99.91 / 99.96 

May 7  1,3,4,7,10,13,15 99.92 / 99.92 

Jun.  6 1,3,4,7,10,13  99.95 / 99.97 

Jul. 6 1,3,4,7,10,13  99.93 / 99.96 

Aug. 5 1,3,7,10,13 99.91 / 99.97 

Sept. 5 1,3,7,10,13  99.92 / 99.98 

Oct. 7 1,3,4,7,10,13,15 99.94 / 99.94 

Nov. 7 1,3,4,7,10,13,15  99.95 / 99.95 

Dec. 6 1,3,4,10,13,15  99.90 / 99.94  

 

Finally, if we add two more OGSs of high altitude (16: Kit Peak, 17: Calama) to the initial set of 15 

OGSs, the selected OGSs for 99.9 %th

availP   are {1,2,16,17} and {17,16,1,2} using ESA and CHA, respectively. 

Both the proposed algorithms select the same subset of OGSs. The number of active OGSs per month are 

(4,4,3,3,3,3,4,3,3,3,3,3), so there is 1 redundant OGS for 9 months a year. 

As exhibited in [Stubenrauch13], cloud coverage statistics exhibit yearly variability. Therefore for 

the resulting 7 OGSs, the joint CFLOS availability is computed for each month for each one of the 11 years 

used for the analysis and the minimum and maximum (among the 11 years) per-month availabilities are 

reported: minimum:{99.73, 99.84, 99.88, 99.77, 99.82, 99.88, 99.92, 99.95, 99.96, 99.83, 99.96, 99.87}% 

and maximum lies around 99.99% for each month. Thus, to accommodate both the yearly and monthly 

variability and guarantee a minimum availability threshold per month per year, the whole methodology can 

be employed for each year separately and then the OGSN for the worst case scenario is selected. 
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7 ATMOSPHERIC TURBULENCE MODELING AND VALIDATION WITH EXPERIMENTAL 

MEASUREMENTS 

As described in Section 2.3 even under cloud free line of sight conditions propagation through the 

Earth‟s atmosphere still degrades the performance of the optical satellite communication system. The laser 

beam is attenuated due to atmospheric absorption and scattering, cirrus clouds and atmospheric turbulence. 

Among these impairments, atmospheric turbulence constitutes the main prohibitive phenomenon for optical 

satellite communications under CFLOS conditions. In this thesis the effects of turbulence regarding only 

GEO satellite are investigated.  

In downlink propagation (from satellite to OGS), where turbulence mainly causes the signal-

scintillation effects, aperture averaging technique is performed for the mitigation of this impairment. As 

explained in Section 2.3.5.1, for the quantification of the aperture averaging effect, aperture averaging factor 

(A) is really important.  So far in literature, a variety of expressions for the estimation of aperture averaging 

factor is presented [Andrews05], [Hemmati09], [Kaushal17] and [Yura83]. In these expressions finite 

receiving apertures clear of central obscuration are assumed. However, large apertures have significant 

central obscuration.  In the NASA‟s report edited by Fried [Fried75] firstly the aperture averaging factor for 

an obscured aperture is defined and a methodology is reported, where remarkable differences between a 

central obscured and a clear of obscuration aperture can be pinpointed, as far as the aperture averaging factor 

is concerned. In this Chapter a modified methodology for the estimation of aperture averaging factor for a 

central obscured aperture is presented and is validated with actual measurements from the ARTEMIS optical 

satellite measurement campaign [Romba04]. 

In uplink propagation atmospheric turbulence causes the scintillation effects and the so called beam 

effects, like the beam spreading and beam wandering [Andrews05] [Hemmati09], [Kaushal17]. Additionally, 

miss-pointing errors degrade the optical satellite uplink performance. For the reliable design of an optical 

uplink GEO satellite communication system, the accurate prediction of atmospheric turbulence effects is 

required. Therefore, methodologies for the estimation of uplink received power, taking into account the 

phenomena that degrade the optical signal and mainly the atmospheric turbulence effects based on actual 

measurements are needed. In this Chapter, a unified methodology for the generation of received 

irradiance/power time series for an optical uplink GEO satellite feeder link is presented. The proposed 

methodology takes into account the turbulence and miss-pointing effects among others, while it benefits of 

the use of Stochastic Differential Equations (SDEs), driven by fractional Brownian motion for the 

incorporation of the scintillation effects. The methodology is validated with actual measurements from the 

ARTEMIS optical satellite measurement campaign [Romba04].  

Furthermore, it must be noted that for the estimation of turbulence effects on uplink the atmospheric 

parameters causing turbulence on the whole slant path should be estimated. The accurate estimation of these 
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parameters is required to reliably design a laser beam propagation system. A methodology for estimating the 

atmospheric conditions using downlink irradiance measurements is presented. Again experimental 

measurements from the ARTEMIS optical link campaign are used. 

The remainder of the Chapter is structured as follows: In Section 7.1 a quick review of ARTEMIS 

optical satellite measurement campaign is reported. Measurements from this campaign are employed for the 

validation of the proposed methodologies. In Section 7.2 the methodology for the estimation of aperture 

averaging factor for central obscured aperture, in accordance with validation results is presented. In Section 

7.3 the methodology for the generation of received irradiance/power time series is presented and validated; 

in addition, some numerical results using the proposed synthesizer are exhibited. 

 

 Recap of ARTEMIS Experimental Campaign 7.1

In this Section a review of the ARTEMIS bi-directional optical satellite link campaign will be 

presented. 

7.1.1 ARTEMIS Campaign General Information 

The European Space Agency (ESA) has launched the geostationary data-relay satellite ARTEMIS 

(GEO satellite), with one of its payloads being a laser communication terminal (LCT) (OPALE terminal) in 

2001. Since April 2003 bidirectional links between ARTEMIS and the ESA Optical Ground Station in 

Tenerife have been established, for the study and characterization of laser beam propagation through the 

atmospheric turbulence [Alonso04], [Romba04]. From this campaign there are measurements employing the 

ESA‟s 1m telescope as receiver (downlink) and transmitter (uplink). 

The ESA‟s OGS is located at the Observatorio del Teide at Izaña, Tenerife, Spain, at an altitude of 

2393m over the sea. This site fulfills all the requirements for the establishment of optical satellite 

communication links like high altitude, low humidity, low occurrence of clouds and dust episodes and the 

strength of turbulence is low. The OGS is equipped with 1m telescope with 4 incoherent beams and the 

necessary instrumentation to establish a bi-directional optical data link with satellites. The main technical 

information is presented below, as taken from [Romba04]: 
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Table 19: ESA’s OGS Technical Details 

Location and geometrical details 

Longitude: 16.5101° West 

Latitude 28.2995° North 

Altitude 2.393 km 

Telescope (Receiver) 

Entrance pupil diameter: 1016 mm 

Central Obscuration/ Central Bore 330mm/215mm 

LCT Transmitter 

Laser power out of aperture 300mW (maximum) 

Laser beam diameter (1/e
2
) 40 mm – 300 mm, four incoherent beams 

Communication wavelength 847 nm 

 

The main technical information of ARTEMIS GEO satellite is presented below, as taken from 

[Romba04]: 

 

Table 20: Artemis GEO Satellite Technical Details (OPALE terminal) 

Location and geometrical details 

Longitude: 21.5° East 

Latitude 21.5 North 

Altitude 35787 km 

Telescope (Receiver) 

Entrance pupil diameter: 250mm 

LCT Transmitter 

Laser power out of aperture 10mW (avarage) 

Laser beam diameter (1/e
2
) 125mm one beam 

Communication wavelength 819 nm 

 

Additionally, the Japanese Aerospace Exploration Agency (JAXA) developed the LUCE optical 

terminal and set it up at ESA‟s OGS in Tenerife, where bi-directional sessions from September 8 to 16, 2003 

were established, between the LUCE terminal and the ARTEMIS satellite. LUCE acts as transmitter and 

receiver. LUCE terminal can transmit only one beam. Technical information about the LUCE terminal is 

reported bellow as derived from [Toyoshima05]:  
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Table 21: LUCE Terminal Technical Details 

Telescope (Receiver) 

Entrance pupil diameter: 260mm 

LCT Transmitter 

Laser power out of aperture 10mW (average) 

Laser beam diameter (1/e
2
) 120mm one beam 

Communication wavelength 847 nm 

7.1.2 ARTEMIS Campaign DATA Investigation (ESA‟s Terminal) 

The raw data from the ARTEMIS campaign was provided by ESA and Dr. Zoran Sodnik under the 

ONSET project. The main amount of the data was since 2003 while there were also some scarce sessions 

during 2001 which could not be used because tracking was overexposed. Each session lasts about 20 

minutes, while no more than 4 sessions are recorded during a single day. In accordance with the raw data, 

technical notes [ANEX-ARTEMIS] with detailed information about each session were delivered.   

To begin with, a quick review of the technical notes since important information are derived is 

reported. In ANNEX A of [ANEX-ARTEMIS] for each session there are separate figures depicting the 

uplink and downlink irradiance time series in nW/m
2
. For both uplink and downlink were two kinds of 

figures, the first ones depicting the whole session and the second ones the first 100 seconds, where the 

acquisition of the link took place. Under the figures there are tables where useful metrics and statistics for 

each session have been computed, like the variance and the mean value of the intensity and the logarithm of 

the intensity, the scintillation index, the range of the raw data and the probability of fades and surges in 

accordance with some valuable comments. 

At this point, the main steps of the link acquisition procedure are briefly reported below, so as better 

insight of data is acquired. 

 Beacon signal is turned on for 27 seconds. Beacon signal is received from antenna with 1m 

aperture and so there is a great averaging. The recording starts when OGS sees the light from 

the satellite. 

 The Communication link is turned on at 27 sec. 

 For 2 secs communication link and beacon are turned on together. 

 At 30 secs beacon signal is turned off. 

To continue, in ANNEX B of [ANEX-ARTEMIS] summary tables for each session are reported. In 

these tables detailed information about the input parameters and the phases of the experiment are stored. 

More specifically, the date and time of each session is recorded. In addition, each change which took place is 

reported and the time of this change is also recorded in the table. For the uplink case, the OGS laser terminal 
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can transmit up to 4 beams. As a result there are recording stages of the experiments where either 4, or 3 or 2 

or 1 beams are transmitted. The transmission process starts always with 4 beams and ends with 1. The 

number of beams which is transmitted is recorded in table. Moreover the diameter of each beam transmitted 

from the OGS and the total power are recorded. It is considered that each transmission aperture has the same 

diameter as the beam diameter. Power can change during the session and of course each change is recorded. 

Furthermore, comments are also included, where among others there are flags for the presence of thin clouds 

and dust. When these flags are 1 the effects of clouds and dust must be taken into account in the analysis.  

Moving to the raw data, they are stored either in txt or dat (ASCII) or TSA files for both the OGS 

(downlink) and the OPALE terminal (uplink). Loading the raw data the  first two line provide information 

about the date. 

 DATE=[year-month-day] 

 UTC=[hour: minute: second milliseconds]  

The second line describes the contents of the data lines:  

 F=[data sampling frequency in Hz] 

 X=[conversion factor into x-tracking error in κrads] 

 Y=[conversion factor into y-tracking error in κrads] 

 E=[conversion factor into irradiance in nW/m
2
] 

X and Y correspond to the tracking error, which is the residual error seen by the tracking sensor. The 

tracking sensor is part of a high speed tracking loop with a computer and a tip/tilt mirror. 

Finally, the records of the x tracking, y tracking and Irradiance are multiplied by their factors and the 

measurements are acquired. Only the Irradiance measurements can be used. 

For the uplink data there is an offset value due to tracking mechanism on OPALE, which has to be 

subtracted numerically (Interaction with ESA - Dr. Zoran Sodnik). Therefore, for each session the lowest 

measured uplink value is subtracted from the whole session in order that the results are not being biased. In 

Fig. 38, a plot of the uplink irradiance time series after subtracting the lowest value of the session is 

exhibited. From this figure the four phases of the transmission (4beams, 3beams, 2beams, 1beam) can be 

easily identified. 
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Fig. 38: Uplink time series after subtracting the offset value-Raw data ARTEMIS Campaign 

 

Now an example of the downlink measurements is reported. In Fig. 39 a plot of the downlink 

irradiance raw data after the multiplication is exhibited.   

 

Fig. 39: Time series of irradiance for a downlink session-Raw data ARTEMIS Campaign 

It can be easily pinpointed that there are some artificial peaks and scary instances in the data, which 

have to be discarded so as our results are not biased. These instances are coming from a noise problem of the 

tracking CCD camera in the OGS (Interaction with ESA - Dr. Zoran Sodnik). In order to discard these 

instances median filtering is employed. In Fig 40 a plot of time series of downlink session, after the process 

of removing these artificial peaks, is presented.  
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Fig. 40: Time series of irradiance for a downlink session after filtering-Raw data ARTEMIS Campaign 

 

7.1.3 ARTEMIS Campaign DATA Investigation (LUCE Terminal) 

In accordance with data presented in previous sub section, data from the bi-directional link with 

ARTEMIS and the LUCE terminal during September 2003 has also been provided. LUCE terminal transmits 

only one beam. The data are loaded with the same procedure as in previous subsection. For the downlink 

there are available measurements with both the ESA‟s OGS terminal and the LUCE terminal. The 

acquisition of the link between LUCE and OPALE in most of sessions is assisted by the ESA‟s OGS. 

Therefore, for the uplink transmission only the part that the LUCE terminal transmits alone (i.e. after the 

establishment of the link when the ESA‟s OGS transmitter is closed or if there was no assist of ESA‟s 

transmitter) can be used. Such information is stored in ANNEX B of [ANEX-ARTEMIS].  

In Fig. 41  irradiance time series of downlink (LUCE) and uplink (OPALE) using the LUCE 

terminal as transmitter and receiver from the ARTEMIS campaign are exhibited.  
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Fig. 41: Irradiance time series using LUCE terminal as transmitter and receiver- ARTEMIS Campaign 

 

It can be commented here that when there are available downlink measurements from both LUCE 

and ESA‟s OGS terminals, the variance of the measurements of LUCE is higher because the antenna of 

LUCE is smaller than the one of the ESA‟s OGS and as a consequence the aperture averaging effect is also 

smaller. In Fig.42 the downlink measurements, acquired from LUCE and ESA‟s OGS terminal for a session 

on 09/09/2003 at 23:30, are exhibited.  

 

Fig. 42: Downlink time series (LUCE, ESA’s OGS) – 09/09/2003 23:30-ARTEMIS Campaign 
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7.1.4 ARTEMIS DATA Cleaning  

In this subsection, some important information about the use of the experimental data are reported. 

The part of measurements that should not be used are defined (Interaction with ESA -Dr. Zoran Sodnik). 

The following information must be taken into account for every session: 

 For the establishment of the link there is the point ahead angle (PAA) scanning. The PAA 

scanning takes place in the beginning of each session, but also it can be performed any time 

during the session if it was necessary. The PAA scan phases are reported in ANNEX B 

tables of [ANEX-ARTEMIS] and the time PAA scan starts and ends is noted. The 

measurements that correspond to the PAA scan phase must be removed from the analysis, in 

order not to bias the results. 

 For downlink measurements, when there are bias points they must be removed, in order that 

the analysis is not biased. If there are bias points, they are reported in ANNEX A of [ANEX-

ARTEMIS] under each table.  

 The OPALE data session parts in which the measured irradiance reaches values close to or 

higher than 900 nW/m
2
 shall be excluded, since these values come due to the overexposure 

of the tracking mechanism. Such an example is exhibited in Fig. 43. 

 

Fig. 43: Overexposed OPALE data-ARTEMIS campaign 

Now some additional information for the analysis of the data is reported after the interaction with 

ESA-Dr Zoran Sodnik: 

 The power recorded in the Table in Annex B of [ANEX-ARTEMIS] is the power out of the 

laser not the aperture, meaning that the optical losses and efficiencies are not included. In 

addition, this power is the total transmitted power, i.e. the sum of the power of the beams 

 When there is no received irradiance for 2 secs, the recording stops. 
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7.1.5 Cleaning Process Summary 

For the use of the data the following steps must be followed: 

 Load Uplink and Downlink data.  

 Transform the Irradiance records in nW/m
2
 according to the recorded factors. 

 Cleaning the downlink data from noisy spikes. 

 Clean the uplink data in order that the results are not biased. 

 Remove the bias points. 

 Remove the overexposed sessions. 

 Discard the first 100sec so as the bi-directional link is established and the Point Ahead 

Angle (PAA) scan part in order the results are not biased.  

 Keep the part of the data is required.  

 Aperture Averaging Factor-Central Obscuration 7.2

In this sub section, a methodology for the estimation of aperture averaging factor for a central 

obscured telescope is presented. The proposed methodology is based on the analysis reported in NASA‟s 

report [Fried75] edited by Fried.  

To begin with, it is assumed that the fluctuations of the averaged signal are not due to variation in 

the total optical signal power reaching the aperture, but rather are due to redistribution of the energy from 

one point in the aperture to another. That means that for an un-obscured circular aperture with diameter D, 

the variations of the averaged received signal are associated with the random relocation of energy between 

inside and outside of the circle. The variance of the received signal 2 ( )s D  for an un-obscured aperture with 

diameter D can be written as: 

22 2( ) ( )s ID D S  
 

(67)  

where 2 ( )I D is the scintillation index of an aperture with diameter D, S is the average received 

signal given as 2
0

4
S D I


 , where I0 is the mean intensity. Now using the expression (20) the variance of 

received signal is given as follows: 

2

2 2 2 2

0

1
( ) (0) ( )

4
s ID A D D I  

 
   

   

(68)  

where 2 ( )I D is the scintillation index (SI) for an aperture with diameter equal to D and 2 (0)I is the 

SI for a point receiver. 

Now, assuming a circular obscured aperture with diameter D and with central circular obscuration d, 

it can be assumed that the aperture is randomly exchanging optical power with its external surroundings with 
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an exchange variance equal to 2 ( )s D , as given by the clear aperture formula for diameter D, and is 

randomly exchanging optical power with the internal "surroundings" (i.e. the obstruction region), with an 

exchange variance 2 ( )s d , as given by the clear aperture formula for diameter d. 

Therefore, the variance of the total received signal taking into account the obscuration is formulated 

as: 

2 2 2

, ( ) ( )s obscured s sD d   
 

(69)  

Using expressions (69) and (68): 

2 2

2 2 2 2 2 2 2

, , int 0 , int 0

2 2

2 2 2 2 2
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(70)  

 

Now according to (67) 2
,I obscured  assuming that average value of the received signal for an obscured 

aperture is 2 2
0 ( )

4
obscuredS I D d


   the SI for obscured telescope is: 

 

4 4
2 2

, , int 2
2 2
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D d
 

 
    

 
 

 

(71)  

 

Thus, aperture averaging factor is: 

 

4 4

2
2 2

( ) ( )
obscured

D A D d A d
A

D d

 
   

 
 

 
(72)  

while 2
, intI po  can be estimated using the expression (15) and aperture averaging factors for D and d, 

respectively, are computed using expression (21). 

7.2.1 Aperture Averaging Factor-Central Obscuration-Validation 

The proposed methodology, for the estimation of obscured aperture averaging factor, will be tested 

with experimental results from the ARTEMIS campaign. Downlink data using as receiver the 1.016m central 

obscured (0.33m central obscuration) telescope of ESA is used.  

The main steps of the validation procedure for each session used are summarized below: 

 The SI from the experimental data 2
,I DATA  is computed.  
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 The SI for a point receiver 2
, intI po  is estimated using the expression (15) and expression (10) 

for the Cn
2
(h)  . 

 For Cn
2
(h) inputs: 

 The RMS wind speed is estimated applying the Bufton methodology, using as input the wind 

speed on ground derived from concurrent meteorological data which are available. 

 For 𝐴0 a value close to 10
-15

 (m
-2/3

) has be chosen for sessions taken place after 20:00 pm. 

 Aperture Averaging factor is estimated from the experimental data 

2
,

2
, int

I DATA
DATA

I po

A



  .   

Aperture Averaging factor is computed assuming no obscuration using expression (21) and with the 

proposed methodology reported in previous section taking into account the central obscuration. 

In Table 22, in the sixth column the aperture averaging factor from the experimental data ( DATAA ) is 

estimated, while in the seventh column the aperture averaging factor is estimated assuming no obscuration (

no obscA  ), using expression (21) and assuming obscuration ( obscA ), using expression (72).  

 

Table 22: Experimental Validation- Aperture Averaging Factor-Central Obscuration 

DATE Minutes 
SI 

(DATA) 

RMS  

Wind Speed 

(m/s) 

SI 

(Point) 
DATAA  |no obsc obscA A  

21/7/2003 21:20-21:25 0.00165 24 0.214 0.0078 0.0051/0.0073 

22/7/2003 21:20-21:25 0.0013 19.8 0.152 0.0085 0.005/0.0072 

22/7/2003 21:25-21:30 0.00133 20.2 0.158 0.0084 0.005/0.0072 

24/7/2003 00:35-00:40 0.00151 21.9 0.182 0.0082 0.005/0.0072 

24/7/2003 00:40-00:45 0.00154 22.4 0.189 0.0081 0.005/0.0072 

24/7/2003 21:21-21:26 0.00125 21.8 0.18 0.007 0.005/0.0072 

24/7/2003 21:26-21:31 0.0013 22 0.183 0.0071 0.005/0.0072 

9/9/2003 21:17-21:22 0.002 22.2 0.186 0.01 0.005/0.0072 

9/9/2003 21:22-21:27 0.00165 22 0.183 0.009 0.005/0.0072 

9/9/2003 23:42-23:47 0.00155 21.7 0.179 0.0087 0.005/0.0072 

10/9/2003 20:23-20:28 0.00216 26.8 0.262 0.0082 0.0051/0.0074 

 

The average aperture averaging factor computed from the experimental data is close to 0.0083, while 

the average aperture averaging factor estimated using the un obscured expression is close to 0.005. The 

average aperture averaging factor estimated using the proposed methodology taking into account the central 
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obscuration, is close to 0.0072. It can be easily observed that the experimental results seem to fit better with 

the proposed methodology.  

Here it must be noted that for the derivation of point scintillation index, the ground measurement of 

wind speed was used as input in Bufton model in order to obtain RMS wind speed and use it as input to the 

calculation of structure constant of refractive index. Therefore, the accuracy of the validation method can be 

further improved, employing concurrent measurements of vertical atmospheric profiles of humidity, 

pressure, temperature and wind speed and direction, in order to have a better estimation of Cn
2
 on slant path. 

In addition, concurrent measurements of Fried parameters, measured by the respective instrumentation, can 

benefit such a validation process.  

 Received Irradiance/Power Time Series for Optical Uplink GEO Satellite Feeder Links 7.3

In this Section the proposed methodology for the generation of the received power/irradiance time 

series for an uplink GEO slant path are reported. Firstly the main assumptions of the proposed methodology 

are summarized: 

 Uplink Transmission (The receiver is seen as a point). 

 Ground to GEO satellite links. 

 Rytov theory is assumed and the Kolmogorov spectrum of refractive index is used. 

 Links with elevation angle greater than 20deg are assumed. 

 Weak fluctuations are considered. 

 One collimated Gaussian beam is considered. 

 Adaptive optics are not considered. 

For a satellite at distance SL(m) from the transmitter and in the general case that the received 

irradiance on the satellite aperture (which is seen as a point) is at a radial distance r from the beam center, the 

received irradiance 2( / )RI W m  time series are given according to formula (73).  

( ) ( , , )R T R AtmI t n n n I r SL t
 

(73)  

where ,T Rn n are the transmitter and receiver efficiencies, respectively. In receiver efficiency, the 

quantum efficiency of the detector is also included. Atmn denotes the atmospheric losses incorporating the 

transmittance of the atmosphere depending on the wavelength (see Section 2.1.1)  (Free space losses are not 

included in this factor) and the cirrus clouds transmittance (see Section 2.2.1). Cirrus transmittance is usually 

taken into account as a power margin in link budget analysis [Degnan93]. In I (W/m
2
) the transmitter gain, 

the free space losses and the turbulence effects are incorporated (see Section 8 of [Hemmati09]). In case that 

there were no pointing errors, no turbulence effects and the tracking was perfect, the satellite would receive 
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the irradiance at the beam center, i.e.  r=0.  Since the receiver is seen as a point the received power RP (W) is 

expressed as follows: 

2

( ) ( )
4

r
R R

D
P t I t   

 
(74)  

( )rD m is the diameter of the receiver aperture.  

Now, inthe irradiance term 2( / )I W m all the beam effects, the transmitter/receiver gains, the free 

space losses, turbulence etc. are incorporated. 

To begin with,  firstly I is expressed in case of free of turbulence propagation for collimated 

Gaussian beams [Andrews05], with no dependence on time but only on the propagation distance SL (m) 

(slant path) and the radial distance from the beam center r, at which the satellite receiver is finally 

illuminated: 

2

2 2

2 2
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(75)  

TP (W) is the total transmitted beam power, and W(SL) is the beam waist in meters after a 

propagation distance SL, given by the expression:  

2

2 2

0 2
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( ) 1
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W SL W
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(76)  

where  0W   (m) is the beam radius at the transmitter and ι is the wavelength in meters. For the 

incorporation of turbulence effects, the structure constant of refractive index 2 ( )nC h along the slant path is 

needed. In the proposed analysis the modified expression of Hufnagel-Valley (H-V) model reported in 

Section 2.3 expression (10) which depends on the altitude above the sea level ( h ) and takes into account the 

altitude of the ground station and the elevation angle among others, is employed. It must be noted that the 

turbulence is negligible above the troposphere layer. Thus, it is assumed that for altitude higher than 20km 

(turbulence max height HTurb=20000m) 2 ( ) 0n TurbC h H  [Andrews05] and [Hemmati09]. The expression 

(10)  is reported again here for better clarity: 
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where rmsw  is the RMS value of wind speed in m/s, h the height above mean sea level in meters and 

A0(m
-2/3

) is the nominal value of  2
nC h  at ground level. According to Bufton model [Andrews05]

 rmsw  is 

given by:  
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3
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(78)  

with 
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(79)  

where s  is the slew rate of the satellite in rad/sec and Vg the wind speed at ground level in m/sec.  

For uplink propagation turbulence causes the scintillation and the beam wander of the signal 

[Andrews05], [Hemmati09]. Assuming the Rytov theory and the Kolmogorov spectrum [Andrews05], 

expression (75) is modified in order the turbulence effects are incorporated: 
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(80)  

where LTW (m) is the effective beam spot size considering scintillation effects and it is computed 

using the Strehl ratio [Andrews05]: 

5/3 3/5

0 0( ) ( )[1 (2 2 / ) ]LTW SL W SL W r 
 

(81)  

where W(SL) is given according to expression (76) and 0r  (m) is the Fried parameter computed for 

uplink propagation according to the next expression [Andrews05]: 
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(82)  

where δ is the zenith angle and k the wavenumber. The larger values of Fried parameter mean less 

severe turbulence effects. 

In case of weak turbulence scintillation index is less than unity (SI<1). In the proposed approach SI 

is computed for fully tracked beams according to the expression proposed in [Andrews05] (expression (16) 

of this Thesis). For weak turbulence, log amplitude variance is given according to the formula

2 21
ln( 1)

4
I   .  

The effect of scintillation is taken into account through the term exp(2 )n , where n  is the 

normalized log-amplitude [Andrews05]. Assuming weak fluctuations for the time series generation of n  a 
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zero mean-unity variance, low pass Gaussian process is assumed. Such processes can be modeled according 

to [Shao95] using Stochastic Differential Equations (SDEs) driven by fractional Brownian motion (fBm). 

This approach takes advantage of the use of SDEs and permits the definition of dynamic characteristics of 

the process. The underlined Gaussian process will be generated through: 

,1 ,1t s t Hd dt dB     
 

(83)  

 

where dBH is the increment of the fBm with Hurst index H. Since for a given variance χt can be 

considered as a Gaussian process with zero mean value, we use the Langevin equation with fBm (fractional 

Langevin equation) to model the time series of log-amplitude, giving that the variance is equal to 1 (χt,1) with 

the following solution [Kourogiorgas13], [Shao95]: 

,1

0

s s

t

t u H

t ue e dB
  

   
(84)  

The parameters s
  and ζ depend on the dynamic parameters of the stochastic process and its long-

term statistics, more information can be found in [Kourogiorgas13] and in Appendix. Finally, time series for 

log- amplitude are computed through the expression: 

,1n t  
 

(85)  

β in equation (80) is the instantaneous value of beam wander where the effect of beam wander and 

other effects like the point errors and errors due to vibrations are included. β is a Rayleigh distributed 

variable parameter: 

2

/ cos( )

c

others

Turb

r

H
 


   

(86)  

where
 

2
cr  is given according to expression (18). WST (m) is the spot size due to the small scale 

spread (also called beam breathing) [Andrews05]: 

2 2 2

ST LT cW W r 
 

(87)  

In others the standard deviation of pointing errors etc. are incorporated. 

7.3.1 Turbulence Conditions Estimation 

Before we continue to the validation results a methodology developed for the estimation of the 

atmospheric turbulence parameters using the downlink irradiance measurements, is reported.  
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Turbulence is of prominent importance for uplink laser beam propagation consequently, the 

atmospheric parameters causing turbulence on the whole uplink slant path should be estimated. 

Since both uplink and downlink concurrent measurements from ARTEMIS campaign were available 

and in the downlink propagation scintillation contains the only source of variation, the parameters of   2
nC h

 

i.e. the RMS value of wind speed in m/s and the  A0(m
-2/3

) can be estimated using the downlink. This 

methodology will be used for the estimation of the  2
nC h  parameters from the downlink and then used as 

input in the received irradiance/power uplink synthesizer reported in Section 7.3.  

The main steps of the methodology are summarized as follows: 

 SI from the downlink measurements is computed 

22

2
, 2

data data

I DATA

data

I I

I



 , where dataI is 

the downlink received irradiance and <> denotes the mean value. 

 In the irradiance measurements the aperture averaging effect is incorporated.  

 As described in Sections 2.3.5.1 and 7.2 the SI taking into account the aperture averaging 

effect, is expressed as 2 2
, , int( )I theory I poA D    . ( )A D  is the aperture averaging factor mainly 

dependent on the receiver‟s aperture diameter. 2
, intI po  is the SI for a point receiver dependent 

on Cn
2
(h). Therefore 2

,I theor  depends on A0 and wrms .  

 Cn
2
(h) parameters and consequently atmospheric conditions can be estimated from downlink 

data, minimizing the following expression: 

2 2
, 0 ,
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,
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(88)  

 

7.3.2 Received Irradiance/Power Time Series Uplink Synthesiser Validation Results 

In this section, the proposed methodology is validated with the experimental data from ARTEMIS 

campaign, in terms of first order statistics of the normalized uplink intensity. For the validation process 

measurements during both day and night (after 20:00) will be used, while results using both ESA‟s terminal 

and LUCE terminal will be reported.  

For ESA‟s terminal it must be noted that it can transmit from one up to 4 beams. The proposed 

methodology will be tested only with the part of measurements with one beam transmission. Additionally, in 

the majority of the sessions the transmitted laser beam diameter is 40mm and detailed information about the 

ESA‟s terminal can be found in Table 19. 
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LUCE terminal transmits only one beam with 120mm diameter. In the majority of the sessions that 

LUCE terminal transmits, the phase of the initial acquisition and the establishment of the link is assisted by 

the ESA‟s terminal. Consequently, only the part of the measurements that LUCE terminal transmits alone 

will be used.  

To begin with, for the validation process the definition of 2 ( )nC h  (expression (77)) parameters is 

needed. For 0A  two different values are defined, one for sessions during night and another for sessions 

during day. For sessions during night, 0A  is set equal to 10
-15

(m
-2/3

), while for sessions during day it is set 

equal to 3.5*10
-13

 (m
-2/3

). For the estimation of the RMS wind speed the downlink irradiance measurements 

are used for each session separately, according to the methodology reported in Section 7.3.1. Additionally, 

analyzing the experimental data two different values for the pointing/vibration errors standard deviation, 

depending on the terminal which transmits, are utilized. The following values are assumed and inserted in 

model for ζothers: 1.3*10
-6

 for ESA‟s terminal and 1.8*10
-7

 for LUCE terminal. 

For each session the performance of proposed channel model is tested with the experimental data. 

Two kinds of comparisons are employed: 

a. The SI of uplink experimental data is compared with the SI of time series produced by 

proposed methodology according to the inputs defined before.   

b. The Probability Density Function (PDF) of the synthesized normalized time series are 

compared with the normalized PDF of the experimental data.  

It has been found that the proposed model reproduces the first order order statistics with an RMS 

error below 1% for all cases tested. In particular, we are presenting two sessions using as transmitter the 

ESA‟s terminal once during day and once during night (after 20:00) and once using LUCE terminal during 

night.  

The first session used for validation was on 24/05/2003 17:00 (DAY) where ESA‟s Terminal 

transmits.  

 

Table 23: Irradiance-Validation Inputs 24/5/2003 17:00 

DATE One Beam 

Transmission 

Duration 

Beam 

Diameter 

(mm) 

RMS 

Wind Speed 

(m/s) 

A0 

(m
-2/3

) 

 

r0 (m) 

24/5/2003 

17:00 

17:27–17:30 

(3 min) 

40 27 3.5*10
-13

 0.098 

 

The experimental PDF vs. the synthesized PDF is given in Fig. 44. The SI computed from the time 

series estimated from the proposed methodology is 0.328, which is very close to the one computed from the 

experimental data, which is 0.331.  
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Fig. 44: Normalized Received Irradiance for Session on 24/05/2003 17:00 Experimental PDF vs 

Synthesized PDF  

 

The second session used, is the one on 23/07/2003 24:15 (NIGHT) where ESA‟s terminal transmits.  

Table 24:  Irradiance-Validation Inputs 24/7/2003 00:15 

DATE One Beam 

Transmission 

Duration 

Beam 

Diameter 

(mm) 

RMS 

Wind Speed 

(m/s) 

A0 

(m
-2/3

) 

 

r0 (m) 

24/07/2003 

00:15 

00:40 – 00:45 

(5 min) 

40 22.3 1*10
-15

 0.4 
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The experimental PDF vs. the synthesized PDF is given in Fig. 45. The SI computed from the time 

series produced by the proposed methodology is 0.126, which is almost the same with the one computed 

from the experimental data, which is 0.122. 

 

Fig. 45: Normalized Received Irradiance for Session on 24/07/2003 00:15 Experimental PDF vs 

Synthesized PDF  

 

Moving on to a session where LUCE terminal transmits, the session on 16/09/2003 20:10 (NIGHT) 

is used.  

 

Table 25: Irradiance-Validation Inputs 16/9/2003 20:10 

DATE One Beam 

Transmission 

Duration 

Beam 

Diameter 

(mm) 

RMS 

Wind Speed 

(m/s) 

A0 

(m
-2/3

) 

 

r0 (m) 

16/09/2003 

20:10 

17:24–20:30 

(6 min) 

120 17 1*10
-15

 0.45 

 

The experimental PDF vs. the synthesized PDF is given in Fig. 46. The SI computed from the time 

series produced by the proposed methodology is 0.13, which is almost the same with the one computed from 

the experimental data, which is 0.127. 
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Fig. 46: Normalized Received Irradiance for Session on 16/09/2003 20:10 Experimental PDF vs 

Synthesized PDF  

 

From Fig. 44-Fig. 46, it can be observed that the proposed synthesizer reproduces the first order 

statistics of the uplink received irradiance with very good accuracy during both day and night conditions. 

7.3.3 Uplink Received Irradiance Numerical Results 

The proposed methodology is employed for the generation of received power first order statistics in 

terms of Cumulative Distribution Function (CDF), for various atmospheric turbulence conditions. These 

curves are very important for the design of optical feeder links and show the sensitivity of the channel model 

to various inputs. The different atmospheric conditions are captured on different r0 values. We consider the 

OGS in Tenerife and the ARTEMIS satellite. Since the methodology is general, for the simulated results 

different transmission parameters compared with ARTEMIS campaign are used. The transmitted power is 

10W, the beam diameter is 80mm, the wavelength is 976nm, the pointing error/vibration standard deviation 

is 1.3*10
-6
, the transmitter‟s efficiency is 0.7, the receiver‟s efficiency is 0.28 (0.4 detector quantum 

efficiency is included), the atmospheric transmittance is considered 0.88 and the receiver‟s diameter is 

0.25m. In Fig. 47 the CDF for r0 = 0.44m, r0 = 0.3m, r0 = 0:197m and r0 = 0.116m are presented. The 

corresponding scintillation indexes computed are 0.2627, 0.316, 0.4 and 0.5 respectively. Worst atmospheric 

turbulence conditions, as expected, lead to smaller received power values. 
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Fig. 47: Received Power CDFs for various atmospheric turbulence conditions 

 

Now, the proposed synthesizer is employed for the generation of received power statistics for 

different beam diameters, the same atmospheric conditions and r0=0.48m (Fig. 48). It is assumed that the 

transmitted power is 10W, the wavelength is 847nm (different from previous scenario), the pointing 

error/vibration standard deviation is 1.3*10
-6

, the transmitter‟s efficiency is 0.7, the receiver‟s efficiency is 

0.28 (0.4 detector quantum efficiency is included), the atmospheric transmittance is considered 0.88 and the 

receiver‟s diameter is 0.25m. The transmitted beam diameters (2W0) that are tested are 40mm, 120mm, 

200mm and 400mm, respectively. 

 

 

Fig. 48: Received Power CDFs for various beam radius 

 

It can be observed that when the beam radius takes values close to Fried parameter, the received 

power is decreased, due to turbulence effects [Andrews06]. 
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8 DEEP SPACE OPTICAL LINK DESIGN 

This chapter is devoted in the design of a deep space optical link. Deep Space Communication links 

are considered for distances greater than Moon. For deep space optical communications, the space agencies 

in CCSDS (Consultative Committee for Space Data Systems) recently concluded on a standard for High 

Photon Efficiency (HPE). The standard comprises a specification on the coding and synchronization layer 

[CCSDS17b] and one on the physical layer [CCSDSc]. 

After specifying the standard, space agencies are now focused on planning In Orbit Demonstrations 

(IOD), although the waveform of [CCSDS17b] was already demonstrated to a large extent in the frame of 

the Lunar Laser Communication Demonstration [Boroson09]. From the European Space Agency (ESA) 

point of view, a Deep-space Optical Communication System IOD is proposed for the Space Safety Program, 

Space Weather mission to the Sun-Earth Lagrange point L5 [Sodnik17]. 

 In order to assess the requirements and the performance of deep space optical links, an accurate link 

budget analysis must be firstly conducted. The main scope of this analysis is the estimation of signal and 

noise photon rates, in order that the maximum data rate depending on the link characteristics is achieved.  

Therefore, in this chapter the elements required for the design of the optical deep space link are 

defined and an algorithm for the estimation of the maximum capacity and data rate of the link depending on 

the signal and noise photon rates is reported. Apart from performing a sensitivity analysis of various 

hypothetical deep space missions, the chapter presents a practical methodology that allows the link designer 

to select the main signaling parameters (modulation order, code rate, slot width), without resorting to lengthy 

coded Bit Error Rate (BER) evaluations that otherwise need to be run for a large parameter set. This allows 

faster link budget calculations e.g. for performing trade-off studies. 

The main elements that must be taken into account in a deep space link budget analysis are 

summarized in Fig. 49.    
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Fig. 49: Configuration of Deep Space-Link Budget Design elements 

 

In the remainder of the chapter each element is presented. Some of the impairments have already 

been analyzed in this Thesis (mainly the propagation impairments), however for better clarity some 

information and expression are recalled.  

The main assumptions of the deep space link are reported. To begin with, an optical downlink 

operating under cloud free line of sight conditions, between an optical terminal on board a deep space 

spacecraft and an optical ground station is assumed. As generally in deep space channel modeling a Poisson 

channel is assumed and intensity modulation (IM) and direct detection (DD) are considered [CCSDS17b]. 

Regarding the signaling, the Pulse Position Modulation (PPM) [ITU1742] and a Serially Concatenated-

Pulsed Position Modulation (SC-PPM) [Moision05] are assumed. For the incorporation of noise 

contribution, single photon counting detectors are considered [Caplan07]. For competence, some information 

about other kind of detectors like the avalanche photodiode detectors (APD) and the PIN diode detectors, are 

presented [Caplan07]. 

It must be noted that this analysis is conducted under an ESA project for the future deep space 

missions and it is based on the new CCSDS High Photon Efficiency standards [CCSDS17b]. 
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 Deep Space Link Budget Analysis 8.1

8.1.1 Signaling-Optical Modulation and Coding 

For the deep space scenario intensity modulation and direct detection method is considered. Optical 

direct detection effectively measures the energy in the optical signal impinging on the detector and is capable 

of distinguishing only between different intensity levels that does not depend on the phase of the signal, thus 

intensity modulation is required. The principal digital intensity modulation form is used is the pulse-position 

modulation (PPM). In each time slot the laser is either “on” or “off”. 

In Pulse-position modulation (PPM), log2M bits are modulated by transmitting a single pulse in one 

of the M possible time slots of a symbol (Fig. 50). A part of the total symbol time is devoted for laser 

recharging and does not contain any pulse [ITU1742], [Biswas03]. One of the main advantages of PPM is 

that it can be implemented non-coherently, i.e. the receiver does not need to track the phase of the carrier 

signal. As a result, PPM is suitable for optical communications and especially for deep space 

communications [ITU1742], [Biswas03], [Hemmati06], where coherent phase modulation and detection are 

quite difficult and expensive. However, in PPM the receiver has to be properly synchronized to align the 

local clock with the beginning of each word, in order to achieve high throughput and low BER.  

 

 

 

Fig. 50: M-PPM configuration 

 

Ts (s) is the symbol duration, Tslot (s) is the slot duration and TLR (s) is the laser recharge time 

duration or defined also as guard time. These durations are related as Ts=M*Tslot + TLR. According to 

[CCSDS17b] the guard time is defined as TLR=M*Tslot/4, meaning that the symbol duration is Ts= 

5*M*Tslot/4. 

For the reliable delivery of data Error Correction Codes (ECC) are employed. An ECC adds 

redundant information to the user bits to enable error correction at the receiving end and results in more 
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efficient use of power and bandwidth. An (n, k) binary ECC maps each k information bits to n coded bits, 

and introduces the rate of the code as RECC = k/n [Hemmati06], [Hemmati09]. In return for this added 

redundancy, the ECC provides large gains over an uncoded system. In communication systems convolutional 

codes are commonly used. Convolutional codes are linear codes whose code words may be produced with 

(typically short) shift registers, allowing an efficient representation of the code words as paths on a trellis. In 

deep space communication serial concatenated convolutional codes (SCs) are employed. SCs typically 

include an inner code, an outer code, and probably a linking interleaver. A distinguishing feature of SCs is 

the use of a recursive convolutional code as the inner code. The recursive inner code provides the 'interleaver 

gain' for the SC, which is the source of the excellent performance of these codes. For Deep Space 

communications SCs are commonly used with PPM modulation (SC PPM). The code rates of 1/3, 1/2 and 

2/3 are the most commonly used. A thorough analysis for SC PPM is reported in [Moision05]. In 

[Moision05] SC-PPM is introduced for deep space communications, while it is tested against other coding 

technique, proving that Deep Space Optical Systems are benefited using the SC-PPM. 

Now, in every symbol with duration Ts , 2
log ( )

ECC
R M  bits are sent. In every symbol, M slots are 

used with total duration M*Tslot . Therefore, the data rate for an ECC codded PPM signal can be computed 

with the next formula: 


 

2
log ( )

( /s) ECC
b

slot LR

R M
R bits

M T T  

(89)  

8.1.2 Deep Space Link Losses-Before the photo detector 

In this subsection the received power on the aperture is given and the factors that impair the link are 

exhibited. In this stage only the losses which are not dependent on the detector are reported.  

To begin with, the received power after the receiver telescope and before the photo detector ,r apP  

(W) can be computed as: 

,r ap t t r a c s pt t rfsP P G G L L L L L         

 
(90)  

Where: 

 : transmitted power (W) 

 : transmitter/ ground-receiver aperture gains 

 Lfs :free-space losses, 

 : atmospheric losses  

 : cirrus cloud losses 

tP

,t rG G

L

cL
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 : scintillation loss 

 : pointing losses 

 : transmitter/ receiver efficiencies  

8.1.2.1 Free Space Loss 

Free space loss of the optical signal is due to the physical separation distance between the transmitter 

and receiver, computed according to the formula [Hemmati06], [Hemmati09], [ITU1742], [Manning]: 

2

4
fs

R
L





 
  
   

(91)  

where R= distance, called as range, between transmitter and receiver (m). 

 

8.1.2.2 Transmitter/Receiver Gains 

To start with, the majority of telescopes used for optical satellite communications have central 

obscurations, such as the secondary mirror of the Cassegrain telescopes [Biswas10] [Degnan74], 

[Hemmati06], [Hemmati09], [ITU1742], [Klein74], [Manning], [Moision12]. This type of telescopes 

consists of two mirrors, a primary and a secondary. The primary mirror has grater diameter than the 

secondary one, while the secondary obscures the primary one. 

The transmitter aperture gain tG  is calculated based on the assumptions that the transmitter has a 

laser source characterized as single mode Gaussian emission, the antenna gain patterns are measured in the 

far field and its aperture is circular [ITU1742], [Klein74]. Consequently, for a Gaussian profile laser 

amplitude beam projected through a circular, centrally obscured aperture, in the direction of optical axis (on-

axis gain) assuming far-field and plane wave approximations, the transmitter aperture gain is given by 

[Moision12], [ITU1742]: 

 
2 2 2

2
2

2
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t t ta at
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D
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(92)  

where : transmitter primary aperture diameter (m), : aperture to beam-width ratio and
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W0 is the  width of transmitted beam (m) ( 2
1
e

 point corresponds to the point at which the 

beam amplitude falls off to 13% of the amplitude on axis), : transmitter obscuration ratio, t

t

t

b

D
  , and 

tb : is the transmitter secondary aperture (obscuration) diameter (m). 

In case of no obscuration i.e. a system without secondary mirrors (bt=0, 0t  ) 1.12optimal
ta 

 

In [Manning] transmitter gain is given according to the next expression (no obscuration is assumed 

for the transmitter). In our approach this expression is used in case of no obscuration: 

2

0,

8
t

rad

G
w


 

(93)  

0,radw  (rad ) is the  half-width divergence angle of the beam: 

0, 8rad

T

w
D






 
(94)  

If Gaussian beams are used then 0,

2
rad

T

w
D




 . In the case of receiver gain we assume that the signal 

source is sufficiently far away so that plane waves arrive on the receiver aperture [Degnan74]. Afterwards, 

the receiver gain is expressed as [Biswas03], [ITU1742], [Manning], [Moision12]: 

 
2

21r
rr

D
G






 
  
   

(95)  

where : receiver‟s primary aperture diameter (m), rb : receiver‟s secondary aperture diameter(m),  

ι: wavelength of incoming signal. r : receiver‟s obscuration ratio, r

r

r

b

D
  .  

In case of no obscuration i.e. a system without secondary mirrors (br=0, 0r  ). 

8.1.2.3 Atmospheric Losses 

The atmospheric loss (transmittance) L  includes the effects of atmosphere in the laser 

communication beams. Atmospheric losses explained in detail in Section 2.1.1. Additionally, if the 

atmospheric transmittance of the vertical link is known then the atmospheric transmittance depending on the 

elevation angle of the link can be expressed as [Hemmati09]: 

(1/cos( ))

,a a zenithL L 
 

(96)  
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where δ is the zenith angle of the link and ,a zenithL  is the atmospheric transmittance of the vertical 

link. 

8.1.2.4 Cirrus Clouds Loss 

For establishing the deep space link, cloud free line of sight (CFLOS) transmission is assumed. 

However, even when the sky appears relatively clear (no water clouds), sub-visible ice clouds i.e. cirrus 

clouds can be present along the slant path. Cirrus clouds loss can be estimated according to [Degnan74], 

however in deep space analysis cirrus clouds loss is taken into account as an extra power margin of some 

(0.5-4) dBs. 

8.1.2.5 Scintillation Loss 

The turbulence effects are discussed in detail in Section 2.3.  In downlink deep space optical 

communications large apertures are assumed (more than 4meters). Therefore the aperture averaging effect is 

really large and as a consequence the scintillation effects are minimized. Scintillation loss is less than 0.1dB. 

Scintillation loss can be given for a specific probability level according to the next formula [Giggenbach15]: 

  4/53.3 5.77 ln(1/ ) ( )s oL p dB  
 

(97)  

where po is a certain probability level. Scintillation index is computed taking into account the 

aperture averaging effect Section 2.3. 

8.1.2.6 Pointing Efficiency 

The necessity for narrow beam width subject to the long range of a deep-space link makes the 

accurate pointing acquisition critical. The inaccurate point acquisition of the laser beam renders the receiver 

to be located off-axis from the far-field irradiance profile, resulting in a pointing loss. Pointing errors cause 

time-varying fading in the received signal power. 

Pointing error loss can be estimated for a specific probability level from the Probability Density 

Function (PDF) of normalized received intensity taking into account the pointing error according to 

[Hemmati09]: 
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where ζp  is the variance of pointing errors . Thus, for this given PDF and a probability level of p0, 

pointing Loss is computed according to the expression: 

0
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(99)  

In [Barron06] the effect of FEC codes and interleaving technique for the mitigation of pointing and 

tracking errors is exhibited. 

8.1.2.7 Transmitter/Receiver efficiencies 

The transmitter/receiver optical efficiencies that capture the losses due to coupling of the laser beam 

to the optical system and losses in propagation through the optical system at the transmitter/receiver, are 

modeled with the factors ,t r respectively. The laser beam is coupled to optical elements like mirrors, 

single mode fibers and optical amplifiers based on single mode fibers. 

In case of transmitter efficiency (electrical to optical), transmission and reflection losses are 

considered and especially scattering and polarization losses. The transmitter efficiencies have been reported 

on the order of 1.4 to 2.3 dB [Biswas03], [Manning], [Moisson12]. On the other hand, the receiver efficiency 

incorporates the transmission losses through a narrow band pass optical filter, primary and secondary mirror 

losses, transmission losses through polarizing optics truncation losses and, if present, coupling losses to a 

fiber. Finally, the receiver efficiencies have been reported on the order of 3 to 5 dB [Biswas03], [Manning], 

[Moisson12]. 

8.1.2.8 Power Link Margin 

A common technique in deep space link budget analysis is the consideration of a power link margin 

of some dBs, for improved reliability. Since there are inherent uncertainties regarding the signal and noise 

power this additional loss (margin) is incorporated in order the designed system to be able to cope with these 

uncertainties. In this case the received power before the photon detector is given as: 

_ arg, link m inr ap t t r a c s pt t rfs nP P G G L L L L L          

 
(100)  

where nlink_margin is the extra loss included as factor(nlink_margin<=1). 

8.1.3 Detector Dependent Losses - Signaling Dependent 

Now the detected power i.e. after the photo detector ,detrP  (W) is reported: 
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,,det det coding b jr apr n L LP P    
 

(101)  

where: 

 ,r apP : the received power before the photo detector 

 : detector quantum efficiency 

 ncoding : coding efficiency 

 : blocking loss  

 : jitter loss 

As discussed in the introduction of this chapter, for deep space communications single photon 

counting detectors have been proposed. Photon counting detectors can be assumed as an ideal extension of 

APD detectors with infinite gain, in which a digital output signal is generated for each detected photon 

[Caplan07]. For this kind of detectors the blocking and jitter detector losses are introduced [Caplan07], 

[Moision12].  

8.1.3.1 Blocking Detector Loss 

Photon-counting photo-detectors become inoperative (blocked) for some time after detection event. 

This blocking leads to losses (blocking losses: bL ) relative to an ideal detector, which have to be measured 

(see Fig. 51). Photo detector blocking can be modeled as the extra power which is needed in contrast to the 

ideal one, to support the same communication rate.  

 

Fig. 51: Blocking Loss Explanation (source [Dolinar]) 

In [Moision11] the blocking loss for a single receiver is computed in terms of capacity loss, symbol 

error rate loss (SER) and count rate. In addition, in [Moision11], for single detectors the performance of the 

maximum likelihood (ML) receiver in blocking, as well as a maximum count (MC) receiver is reported. It is 

det

bL

jL



N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques & 

Optimization” 

144 

 

 

important to pinpoint that blocking is a signal dependent loss. Two different cases are examined in literature, 

one for single detectors and another for arrays of detectors.  

Based on the analysis presented in [Dolinar] and [Moision11] an approximation for blocking loss, 

termed as capacity loss, for a single detector is exhibited. Firstly, a Markov model for the detector state 

(blocked/ unblocked) with κ the probability that the detector is unblocked, is assumed. To this end, the signal 

power loss i.e. the increase in power to achieve a fixed capacity, is sqrt(κ). For the computation of κ the next 

expressions may be used: 

, det

1

1

/

/

n s

s r ap photon

n n photon

l

l l l

l P n E

l P E







 

 



 

(102)  

where ln, ls is the noise and signal photon flux on the detector, respectively, Tslot is slot duration (s) 

and η denotes the blocking duration (s). Pn is the noise power and photon
E is the energy per photon (h*c/ι), h is 

the Planck‟s constant, c is the speed of light and ι is the wavelength used. 

For low SNR (deep space case) blocking loss equals to sqrt(κ), while for high SNR blocking loss 

equals to κ.  

Blocking loss is computed in Fig. 52, for a hypothetical scenario with M=16, Tslot= 2ns ln=10
8
 

photons/s and η=1ns, η=10ns, η=20ns and η=50ns (dead time) as a function of signal dB photons/sec is 

reported. 

 

Fig. 52: Blocking Loss using the approximated method 

 

It can be easily observed that when dead time is a lot longer than the slot duration, then blocking loss 

is extremely high. To this end, detector array technology can be employed to mitigate this loss among others 



N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques & 

Optimization” 

145 

 

 

[Moision11], [Moision12]. The blocking loss for array of detectors is investigated in [Moision11], 

[Moision12]. For the computation of κ in array detector case, where η>Tslot , the following expression can be 

used: 

 

/ / /

1

1 1
1 1 n slot array n slot array s slot arrayl T K l T K l T M K

slot

M
e e

T M M


       


 

   
 

 
(103)  

 

In this case blocking loss equals with κ while Karray is the size of the detector array. It is assumed that 

each detector of the array detects the same amount of signal and noise photon rates i.e. ls/ Karray and ln/Karray, 

respectively. Now, the blocking loss is estimated in Fig. 53 for different array sizes Karray=8, 32, 64, 128. 

Slot duration is set 0.5ns, dead time is 50ns and noise photon rate per detector (ln/Karray) is 8e4 ph/s.  

 

Fig. 53: Blocking Loss, detector array 

8.1.3.2 Jitter Detector Loss 

In photon counting detectors there will be a random delay, from the time a photon is incident on the 

detector to the time an electrical output pulse is produced, in response to that photon. This random delay, is 

called detector jitter and it produces losses ( jL ) (see next subfigures in Fig. 54) 
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Fig. 54: Detector Jitter Explanation (source [Dolinar]) 

 

In [Moision08] analytical expressions for the computation of jitter loss and interesting plots of jitter 

detector loss, as a function of the normalized jitter variance (ζj/Tslot), for different input parameters are 

reported. Now, the expression of the approximated method of [Moision08], which is reported in [Moision08] 

and [Moision12] for the computation of jitter detector loss, is reported bellow: 

 
2

2

10

log ( )

10log (5 2 1)

1 tanh( 1/ 2)

1.25

j

j ECC

M

slot

L

R

T



    

 
 

 
(104)  

 

Lj is jitter detector loss, ζj is standard deviation of jitter (sec), M is the order of PPM modulation and 

RECC is the ECC rate. It is assumed that jitter is Gaussian distributed with standard deviation ζj. In Fig. 55 

Jitter detector loss as a function of Φ is reported. 

 

Fig. 55: Jitter detector loss 

For moderate M and ζj/Tslot >0.1 jitter results in a significant loss. For ζj/Tslot>1 jitter results in high 

losses [Moision08], [Moision12]. 
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8.1.3.3 Code Efficiency 

As reported in [Moision12] implementation efficiency or losses are related to the receivers missed or 

false detections of photons from the noisy electrical output, errors in recovering the clock and other issues. 

These losses vary from 0.2 to 2, dBs depending on the complexity of the receiver and decoder 

implementation [Moision12]. 

In practice, codes (ECC) only approach the ideal performance. With the term ideal performance it is 

assumed the requirement that C=Rb, where C is the capacity and Rb is the data rate. To this end, code 

efficiency is the extra power is need to achieve the ideal performance for a specified bit error rate, on the 

order of 0.5-2 dBs. Examples of coding efficiencies according to the ECCs are used are reported in 

[Moision05] [Hemmati09]. For uncoded systems the „code‟ efficiency is assumed as 5dB [Moision05]. 

8.1.4 Noise Contribution 

The performance of deep space optical communication links and the link budget calculations are highly 

dependent on the contribution of noise. To this end, an accurate estimation of all the noise sources which are 

present in the deep space communication down link, is needed. In this paragraph the noise components that 

should be considered for the evaluation of the deep space optical link budget system, using intensity 

modulation (IM) and direct detection (DD) with single photon counting detectors. As discussed in the 

beginning of this Chapter, this is the kind of detector currently planned to be used for the deep space 

missions. Therefore this section is focused on the single photon counting detector. However, some 

information about the noise contribution for APD and PIN detectors will also be exhibited.  

8.1.4.1 Noise Contribution on Photo Counting Detectors 

As explained in the beginning of this Chapter the photon counting detectors can be assumed as an 

ideal extension of APD detectors with infinite gain in which, a digital output signal is generated for each 

detected photon. Due to the binary nature of the detection output, noise in the detection process appears in 

the form of dark counts or varying detection efficiency. In this case, as main noise sources, the background 

photons and the dark counts can be assumed [Caplan07]. Additionally, another noise source introduced in 

[Dolinar] is the leakage power from the transmitter. Total noise power is given as: 

  2

det detn b array ector d photon array leakage
P n P K d E K P

 

(105)  

where d (e/s/m
2
)  is the detector dark rate, Pleakage (W)is the leakage power (W), Pb  (W) is the 

background power,
detector
d (m) is the diameter of each detector.  If only one detector is assumed Karray=1.  

Leakage Power is given as: 
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, detleakage leakage r ap

P n P n
 

(106)  

where 
leakage
n is the leakage ratio. 

8.1.4.2 Background Power  

The power of the background signal at the detector comes from diffuse energy from sky, and planets or 

stars which are in the field of view of the receiver [ITU1742], [Manning], [Moision12],[Biswas03], 

[Lambert96]. 

Background power Pb can be computed according to the next expression for radiant targets whose 

angular subtense is larger than the receiver field of view (diffuse energy from sky, planets and the stray light 

that scatters into the detector‟s field of view) [Biswas03], [Biswas10], [ITU1742], [Lambert96], [Manning], 

[Moision12]: 

 

 

, ,

, , , ,

b sky b sky fov r r f

b planets stray b planets stray fov r r f

P H n A B

P H n A B  

(107)  

and when the background source can be represented as a point source (Stars) according to [ITU1742], 

[Manning], [Lambert96]: 


, ,b stars b stars r r f

P N n A B
 

(108)  

where nr is the efficiency of the receiver, Hb (W/m
2
/Sr/κm), Nb (W/m

2
/κm) are the background 

radiance and irradiance energy densities of large angular sources and point sources respectively, which 

depend on the wavelength (atmospheric losses are included in these factors) [ITU1742], [Manning], 

[Moision12],[Biswas03], [Lambert96], Bf is the receiver band pass optical filter width (κm), Χfov is the field 

of view of the receiver‟s aperture (sr) and Ar is the receiver area (m
2
). Χfov (sr) can be derived from 

[ITU1742], [Lambert96], [Manning]: 

 

(109)  

where 
detector
d (m) is the diameter of the detector and  (m) is the focal length of the telescope.  

Total background power is expressed as: 

  
, , , ,b b sky b planets stray b stars

P P P P
 

(110)  

At this point it must be noted that several methodologies have been proposed and studied for the 

reduction of background noise, like the polarization rejection (if the signal is polarized i.e. circular 
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polarization a polarization filter can be employed in the receiver in order that the received background light 

is reduced [Hemmati11]), the spectral filtering, adaptive optics etc. [Hemmati11], [Ortiz00]. In this case total 

background power is expressed as  

   
, , , ,

( )
b b sky b planets stray b stars reduction
P P P P n

 

(111)  

where 
reduction
n  is the background reduction factor. 

The detected background power is: 

 
,det detb b

P P n
 

(112)  

 

8.1.4.3 Noise Contribution APD-PIN Detectors 

In this paragraph the noise components that should be considered for the evaluation of the deep 

space optical link budget system, using intensity modulation (IM) and direct detection (DD) with either an 

APD or a PIN diode, are briefly presented. In a block diagram of a direct detection receiver, along with the 

main noise contributors exhibited for simplicity. 

 

Fig. 56: Block Diagram of Direct Detection Receiver showing the noise contributions for APD-PIN 

detectors 

In this case all the noise terms will be expressed in form of the square of noise current ( 2

,n generic
i ) 

following the next generic form: 
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  2

, ,
2

n generic n generic
i q I B

 

(113)  

where B is the bandwidth of the electrical filter (Hz), q is the quantum charge (1.6*10
-19

 coulombs) , 

In,generic is the average noise current computed according to the noise power (Pn,generic) and given as:  

 
, ,n generic n generic d

I P R
 

(114)  

where Rd is the detector responsitivity.  

The first noise source as in the case of the photon counting detectors is the background noise. 

Background noise can be computed with the same way as in Section 8.1.4.2. Then the background noise 

power can be expressed in terms of the square of noise current (A
2
) as follows: 

   2 2
b b
i q F I B

 

(115)  

where F is the front end noise factor of the receiver computed for the different types of diodes 

[Lambert96], [Manning] and can be expressed as [Lambert96]: 

     (1 ) (2 1/ )
a eff eff a

F M k k M
 

(116)  

where keff is the ionization coefficient of the photo detector and Ma is the avalanche gain of the 

detector. For case of PIN F=1. 

where Ib is the average background current (A) computed according to the received background 

power (Pb) and given by: 

 
b b d
I P R

 

(117)  

The dominant noise source for the optical deep space communication systems is the signal self-

generated noise called shot noise. This kind of noise is proportional to the whole received power that is 

incident on the photo detector. In [Lambert96], [Toyoshima07a] analytical expressions for the estimation of 

shot noise can be found. The shot noise in terms of square of noise current (A
2
) is given by: 

   2 2
ss avg
i q F I B

 

(118)  

where Iavg is computed from the next expression while more information can be found 

in[Lambert96], [Toyoshima07a]: 


,avg r ap d

I P R
 

(119)  
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The detector dark noise, also known as bulk detector noise power, concerns the amount of noise 

which is present when the detector is in dark. Dark noise depends on the operating temperature of the photo 

diode and its physical volume. As reported in [Lambert96], [Toyoshima07a] it can be distinguished into 2 

different noise sources, the multiplied and the non-multiplied (surface leakage) dark current noise. For the 

case of PIN only the non-multiplied dark current noise is taken into account: 

      2

dm
2 2

d u
i q F I B q I B

 

(120)  

where Idm and Iu are the multiplied and unmultiplied dark noise currents computed according to 

[Lambert96], [Toyoshima07a]. 

The last major noise contributor is the thermal or Johnson noise. This kind of noise is dependent on 

the electric circuit of the receiver. Expressions for the estimation of this kind of noise can be found in 

[Lambert96], [Toyoshima07a]. Expression for thermal noise in terms of the square of noise current (A
2
) is 

reported as: 
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(121)  

where k is the Boltzman‟s constant, T is the effective noise temperature of the feedback resistor (K) 

and Rf is the value of the feedback resistor (Ω). 

Finally, the total noise is the sum of all squares of noise currents and is given as: 

   2 2 2 2

0 ss d b th
N B i i i i

 

(122)  

The direct detection SNR for APD and PIN detectors is computed according to the formula 

[Lambert96]: 

 
 

22

,

0 0

r ap ds
P Ri

SNR
N B N B  

(123)  

 

 Estimation of Capacity, Symbol Error Rate and Bit Error Rate   8.2

In this section firstly the expression for the estimation of the capacity under the assumption of a 

Poisson PPM channel will be reported. Capacity as defined in [Hemmati06] can be divided into two 

categories, depending on the type of information provided to the decoder by the receiver. In one case the 

receiver makes estimates of each PPM symbol, passing these estimates, or hard decisions, on to the decoder. 

In this case, the (hard-decision) capacity may be expressed as a function of the probability of symbol error. 

In the second case, the receiver makes no explicit symbol decision, but passes on slot counts (integrals of the 
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received signal in each slot), or soft decisions, directly to the decoder. In this case the (soft-decision) 

capacity may be expressed as a function of the channel statistics [Hemmati06]. The soft-decision capacity is 

at least as large as the hard decision capacity, because the slot counts provide additional information to the 

decoder.  

According to the methodology described in [Moision12], [Moision14] the channel capacity can be 

given in closed form for the case of nonzero noise (our case), according to the next expression for soft 

decision capacity:  

 
 
 

  
     
   

2

,det

2

,det _det ,det

1

ln2 2
1/ ln( )

1 ln( )

r

slotphoton
r b r

photon

P
C

M TE
P M P P

M M E

 

(124)  

where C is the capacity in bits/sec, M is the order of PPM modulation, 
_ detb

P  is the detected 

background noise power (W), 
,detr

P (W) is the detected power and 
slot
T (sec) is the slot duration. 

For hard decision, capacity can be given according to the formula [Hemmati06]: 
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(125)  

where SER is the probability of symbol error. 
/bits channel

C  is expressed as the capacity in bits per 

channel use and according to [Hemmati06] capacity C, in bits per second is computed as 
/

/( )
bits channel slot
C MT , 

neglecting the guard time, or 
/

/( )
bits channel slot LR
C MT T , incorporating the dead time. 

Now, the expression for the computation of Bit Error Rate (BER) for uncoded Poisson PPM channel 

for single photon counting detector and Symbol Error Rate (SER) for the same kind of detectors will be 

expressed. 

The SER for a single photo counting detector is given as [Hemmati06] 
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(126)  

sK  are the number of signal photons per symbol duration nK are the noise photons per slot (see next 

Section) and  | | 0Y XF k  is given according to the formula: 
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Finally, the uncoded Bit Error Rate is estimated according to the expression: 

 


2 1

M
BER SER

M  

(128)  

 

8.2.1 Estimation of Capacity, Symbol Error Rate and Bit Error Rate for APD detectors 

In this section, just for the competence of the chapter the formulas for the estimation of capacity, 

uncoded BER and SER for APD detectors are exhibited.  

Firstly, Hard Capacity and BER can computed with the same formulas as in previous sections, but 

by using the expression for SER for the APD/PIN detectors. For APD/PIN detectors assuming a Gaussian 

approximation the uncoded SER is given according to the formula [Meera98]: 
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 Units Conversion 8.3

In this section the formulas for the conversion of power in photons/slot, photon/bit, photons/sec will 

be reported. 

To begin with according to [Alexander97] [Manning] average power can be transformed in photons 

per second for a specific wavelength employing the expression: 


( )

( /sec)
photon

P W
K photons

E  

(130)  

For the computation of photons per slot: 
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(131)  

For the computation of photons per symbol: 

 


( ) ( )
( / ) slot LR

photon

P W MT T
K photons symbol

E  

(132)  

Now for the calculation of photons per bit from bits/sec, let‟s say for capacity C (bits/sec) the next 

formula is used [Alexander97] [Manning]: 




( )
( / )

( /sec)
photon

P W
C photons bit

E C bits  

(133)  

 Determination of PPM order Slot width coding rate  8.4

In this Section a methodology for the determination of the most suitable combination of PPM order, 

ECC rate and slot width depending on the received signal and noise power (single photon counting detector) 

is presented, in order that the maximum capacity and data rate is achieved. 

It is assumed a Serially Concatenated-Pulsed Position Modulation (SC-PPM) with managed 

parameters as in the CCSDS High Photon Efficiency standard [CCSDS17b] with PPM Order M, allowed 

values 4, 8, 16, 32, 64, 128, 256, with code rate allowed values 1/3, ½, 2/3 and with slot  widths allowed 

values 0.125ns, 0.25ns 0.5ns, 1ns, 2ns, 4ns, 8ns and 512ns.  

The main steps of the methodology are: 

 Firstly, we consider all the available combinations of coding rates RECC , PPM order M, ,

( , , )i j k

ECC slot
R M T  . We compute the data rate of an ECC coded PPM signal (but without taking 

into account the guard slot duration): 




, , 2
log ( )i j

i j k ECC
b j k

slot

R M
R

M T  

(134)  

 

 All the combinations are sorted beginning from the one with the resulting higher data rate. 

 The received power before the photo detector is computed according to the procedure 

described in Section 8.1.2. 

 The total detected noise power is estimated according to the procedure described in Section 

8.1.4.1. 

 For all  , ,i j k

ECC slot
R M T  combinations assuming the received noise/signal power computed 

above the blocking /jitter/coding losses (as factors  , , , , , ,, ,i j k i j k i j k

blocking jitter coding
L L n ) are 

slot
T
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computed respectively (see Section 8.1.3). In this analysis it is assumed that the coding 

efficiency is the same for all code rates (so ncoding takes the same value for all combinations).   

 For all  , ,i j k

ECC slot
R M T  combinations the detected power is defined as  

    
, ,, , , , , ,

,det , det

i j ki j k i j k i j k

r r ap jitter blocking coding
P P L L n n

 

(135)  

 

 Now assuming the noise power computed in step 3, for each 
, ,

,det

i j k

r
P the soft capacity is 

computed 
, , , ,

,det
( )i j k i j k

r
C P  (see Section 8.2).  

 The combination of   , ,i j k

ECC slot
R M T  with the highest data rate is selected given that  

 

, , , , , ,

,det
( )i j k i j k i j k

r b
C P R

 

(136)  

 

Next, assuming the selected combination of  , ,
ECC slot

R M T  all the required metrics like data rate, 

detected power, uncoded BER, uncoded SER, hard capacity, soft capacity etc. are computed according to the 

formulas presented in this chapter so far.  

With this approach we keep all the non-signalling dependent losses while the signalling/detector 

dependent (blocking/jitter/coding) losses are taken into account so as the most appropriate pair of PPM ECC 

is used, depending on the channel conditions. The chart of the methodology is exhibited in Fig. 57. 

 

Fig. 57: Signalling Values Estimation  
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 Capacity vs Distance - single photon counting detector 8.5

In this section the capacity is expressed as a function of distance R, i.e. the analogy between capacity 

and range R is investigated. A single photon counting detector is assumed. 

To begin with soft capacity is given as described in this section according to the following formula: 
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In small distances detected signal power is a lot higher than the detected noise power (it will be 

figured out in the following section where numerical results will be reported). Therefore, in the denominator 

Pr,det is a lot higher than the noise power Pb_det. Additionally Pr,det is a lot higher than P
2
r,det. Thus, keeping in 

mind that in Pr,det free space losses are included (

2

4
fs

R
L





 
  
 

) it can be seen that: 
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where a, g denote the analogy. Therefore, for small distances where detected signal power is higher 

than the detected noise power the capacity and as a result the data rate (since in the proposed analysis C=Rb ) 

is proportional to R
-2

. 

Now, in case of large distances detected noise power is a lot higher than the detected signal power.   

Therefore in the denominator Pb_det is a lot higher than the Pr,det and P
2
r,det. Thus: 
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where d, m denote the analogy. Therefore, for large distances where detected noise power is a lot 

higher than the detected signal power, the capacity and as a result the data rate is proportional to R
-4

. 

8.5.1 SNR vs Distance-APD detector 

In this subsection the same analysis performed before for the dependence of capacity with distance 

for the single photon counting detectors, will be executed for the APD/PIN detectors for the dependence of 

SNR with distance.  

As described in [Toyoshima07a] in small distances the dominant noise source is the shot noise. 

Thus, SNR can be expressed as follows (keeping in mind that in received power the free space losses are 

included): 



N. K. Lyras, “Optical Satellite Networks Performance: Channel Modeling, Mitigation Techniques & 

Optimization” 

157 

 

 

      
      

     

22 2

, ,

2 2
0 ,

1

2 2

r ap d r ap ds s

r ap d dss

P R P Ri i
SNR a

N B q P R B q Bi R  

(140)  

where a denotes the analogy. Therefore for small distances where shot noise is the dominant noise 

source SNR is proportional to  R
-2

. 

In large distances the other noises dominate. Therefore: 
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where p denotes the analogy. Thus for large distances SNR is proportional to R
-4

. 

 Numerical Results 8.6

In this section numerical results using the proposed methodology are presented assuming single 

photon counting detectors. Results assuming both only one detector and a detector array are reported. 

To begin with, assuming a single photon counting detector (no Array) the  maximum achieved data 

rate is investigated for different link ranges in Astronomical Units (AU)
1
, different receiver aperture 

diameters 4/6/8/10 m and different background radiance 15/85 W/m
2
/κm/sr. The values for background 

radiance may be interpreted as low and high that could represent day/night time conditions or large/small 

Sun-Earth-Probe angles. The inputs to the link budget tool are listed in Table 26. In Table 27 detailed outputs 

for the case of the 4m receiver in 0.3/07/1.3 AU range assuming 15W/m
2
/κm/sr radiance of planets and sky 

are presented. For the other cases the resulting data rates are reported in the following figures (Fig. 58-Fig. 

64). For all the numerical results a power link margin of 4dBs is assumed. 

 

 

 

 

 

 

 

 

                                                      

 

1
 Distances include Venus and Mars orbits. 
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Table 26: Deep Space Link Inputs-One single detector (No array) 

Variables INPUTS 

Wavelength (nm) 1550nm 

Range link 0.3/0.5/0.7/1/1.3/2 AU 

Elevation angle (deg) 20 deg  

Transmit Power (W) 4W  

Transmitter Diameter (m) 0.22m 

Transmitter Secondary Diameter (m) 0m 

Transmitter Efficiency 0.6 

Receiver Aperture diameter 4/6/8/10m  

Receiver secondary aperture  0  

Receiver efficiency 0.4 

Receiver quantum efficiency 0.5 

Focal length of receiver 16m  

Detector diameter  30e-6 m 

Optical filter 0.2e-3κm  

Atmospheric efficiency Vertical 0.98  

Scintillation Loss  0.01 dB  

Cirrus Loss 0.5dB 

Link Margin  4 dB  

Pointing RMS Error  Value 0.7κrad 

Probability Level 10
-4 

Modulation  M-PPM 

Guard Slots M/4 

Back ground noise reduction factor 0.5  

Coding efficiency 0.8 

Radiance of planets + Sky 15/85  W/m
2
/κm/sr  

Leakage Ratio 0  

Detector Array size 1 

Detector Dark Rate 10
12

e/s/m
2 

Blocking time 50ns 

Jitter time 240ps 
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Table 27: Deep Space Link Budget Outputs-4m receiver, 0.3 /0.7/1.3 AU range, 15W/m
2
/κm/sr radiance. 

Variables OUTPUTS 

Transmitter Gain  (dB) 112.985 

Receiver Gain (dB) 138.178 

Free Space Losses (dB) -351.29 / -358.58 / -363.96 

Atmospheric Transmittance 0.943 

Scintillation Loss (dB) 0.01 

Pointing Loss (dB) 1.95 

Cirrus Loss (dB) 0.5 

Signalling  

PPM order 128 / 64 / 256 

Slot duration (ns) 0.25 / 2 / 1 

ECC code rate 1/3 - ½ - 1/3 

Symbol duration (ns) 40 / 160 / 320 

Blocking/Jitter Losses 

Blocking Loss (dB) 3.9 / 1.25 / 0.54 

Jitter Loss (dB) 1.7 / 0.285 / 0.31 

Received Signal Power 

Received Signal Power (W) 2.02e-11 / 3.7e-12 / 1e-12 

Received Signal flux (Ph/sec) 1.57e+8 / 2.9e+7 / 8.38e+6 

Received Photons/symbol 6.29 / 4.6 / 2.68 

Detected Signal Power 

Detected Signal Power (W) 2.2e-12 / 1e-12 / 3.54e-13 

Detected Signal flux (Ph/sec) 1.7e+7 / 8e+6 / 2.76e+6 

Detected Photons/symbol 0.692 / 1.3/ 0.88 

Received Background Power 

Received Background Power (W) 2.1e-14  

Received Background flux (Ph/sec) 162227 

Received Background Photons/slot 4e-5 / 3e-4 / 1.6e-4 

Detected Noise Power
 

Detected Noise Power (W) 1.05e-14 

Detected Noise flux (Ph/sec) 82013.6 

Detected Photons/slot 2.05e-5 / 1.6e-4 / 8.2e-5 

Capacity/Data Rate /BER/SER 

Soft Capacity(Mbits/sec) 78.33 /  23.87 / 12.9 

Hard Capacity(Mbits/sec) 63.7 / 20.7 / 11.3 

Data Rate (Mbits/sec) 58.33 / 18.75 / 8.33 
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SER 0.49 / 0.3 / 0.43 

BER  0.248 / 0.15 / 0.21 

 

 

In Fig. 58 the data rates for the low noise conditions, i.e. Hb=15(W/m2/κm/sr) versus the distance are 

reported for each aperture, assuming only one single detector (no detector array).  

 

Fig. 58: Data Rate vs Range, Hb=15 W/m
2
/μm/sr , Different Receivers, No Array 

In Fig. 59 the data rates for the high noise conditions, i.e. Hb=85(W/m2/κm/sr) versus the distance are 

reported for each aperture, assuming only one single detector (no detector array).  

 

Fig. 59: Data Rate vs Range, Hb=85 W/m
2
/μm/sr , Different Receivers, No Array 

Now, assuming a single photon counting detector array with size 32, the maximum achieved data 

rate is investigated for different ranges, different receiver aperture diameters 4/6/8/10 m and different 

background radiance 15/85 W/m
2
/κm/sr. The same inputs as before are assumed instead of the detector array 

size which is 32. In Table 28 detailed outputs for the case of the 4m receiver in 0.3/07/1.3 AU range 

assuming 15W/m
2
/κm/sr radiance of planets and sky are presented. 
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Table 28: Deep Space Link Budget Outputs-4m receiver, 0.3/0.7/1.3 AU range, 15W/m
2
/κm/sr radiance.-

Detector Array 32 

Variables OUTPUTS 

Transmitter Gain  (dB) 112.985 

Receiver Gain (dB) 138.178 

Free Space Losses (dB) -351.29 / -358.58 / -363.96 

Atmospheric Transmittance 0.943 

Scintillation Loss (dB) 0.01 

Pointing Loss (dB) 1.95 

Cirrus Loss (dB) 0.5 

Signalling  

PPM order 64 / 256 / 256 

Slot duration (ns) 0.25 / 0.25 / 1 

ECC code rate 1/3 – 1/3 – 1/3  

Symbol duration (ns) 20 /  80 / 320 

Blocking/Jitter Losses 

Blocking Loss (dB) 0.5 / 0.11 / 0.04 

Jitter Loss (dB) 2.15 / 1.33 / 0.3 

Received Signal Power 

Received Signal Power (W) 2.02e-11 / 3.7e-12 / 1e-12 

Received Signal flux (Ph/sec) 1.57e+8 / 2.9e+7 / 8.38e+6 

Received Photons/symbol 3.15 / 2.32 / 2.68 

Detected Signal Power 

Detected Signal Power (W) 4.38e-12 / 1e-12 / 3.97e-13 

Detected Signal flux (Ph/sec) 3.4e+7 / 8.3e+6 / 3.1e+6 

Detected Photons/symbol 0.68 / 0.66 / 0.99 

Received Background Power 

Received Background Power (W) 6.66e-13  

Received Background flux (Ph/sec) 5.2e+6  

Received Background Photons/slot 0.0013 /  0.0013 / 0.0052 

Detected Noise Power
 

Detected Noise Power (W) 3.37e-13  

Detected Noise flux (Ph/sec) 2.63e+6  

Detected Photons/slot 6.6e-4 / 6.6e-4 / 0.0026 

Capacity/Data Rate /BER/SER 

Soft Capacity(Mbits/sec) 131.5 /  43 / 13.52 

Hard Capacity(Mbits/sec) 98.84 /  33.5 / 10.12 
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Data Rate (Mbits/sec) 100 / 33.3 / 8.33 

SER 0.5 / 0.54 / 0.47 

BER  0.256 / 0.27 / 0.236 

 

In Fig. 60 the data rates for the low noise conditions, i.e. Hb=15(W/m2/κm/sr) versus the distance are 

reported for each aperture, assuming a detector array with size 32.  

 

Fig. 60: Data Rate vs Range, Hb=15 W/m
2
/μm/sr , Different Receivers, Detector Array size 32 

 

In Fig. 61 the data rates for the high noise conditions, i.e. Hb=85(W/m2/κm/sr) versus the distance for 

each aperture are presented, assuming a detector array with size 32.  

 

Fig. 61: Data Rate vs Range, Hb=85 W/m
2
/μm/sr , Different Receivers, Detector Array size 32 

Comparing these first numerical results, it can be observed that for the given system considerations 

the achieved data rates with the detector array are higher for distances up to 1 AU. For large distances, since 

the received power is extremely low and in case of the detector array the noise photon rate is higher than the 

signal photon rate, it can be seen that slightly the same data rate or even higher can be achieved with only 
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one detector. When multiple detectors are used, on the one hand the blocking loss is minimized, but on the 

other hand the noise increases.   

In Fig. 62 we illustrate the change in the slope of the achieved data rate versus the distance assuming 

a detector array with size 32 and a 10m aperture receiver. The transition from 1\R
2
 to 1\R 

4
 can be observed 

around to 2 AU and 10Mbps.  

 

Fig. 62: Data Rate Slope versus Distance, Detector Array size 32, 10m Receiver 

 

Finally, in order that the sensitivity of achieved data rate with the transmitter diameter is being 

investigated in the next Figures the achieved data rate for 3 different transmitter diameters i.e. 0.135m, 

0.22m and 0.4m versus distance, for two receiver aperture diameters (6m and 10m) is reported. A detector 

array with size 32 is assumed and high noise conditions Hb=85(W/m
2
/κm/sr). 

 

Fig. 63: Data Rate Slope versus Distance, Different transmitters, Detector Array size 32, 6m Receiver 
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Fig. 64: Data Rate Slope versus Distance, Different transmitters, Detector Array size 32, 10m Receiver 
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9 CONCLUSIONS AND FUTURE WORK 

In this Chapter the work carried out and presented in this PhD thesis is concluded and a few 

directions for future work are given.  

 General Conclusions 9.1

The Chapter 3 of the PhD thesis, is devoted on the modeling of Integrated Liquid Water Content 

(ILWC) time series.  The main contributions of this chapter are: 

 Methodologies based on stochastic differential equations for the generation of 2 and 3 

dimensions ILWC time series, correlated on temporal and on spatial domains, are presented. 

Using the proposed methodology, ILWC statistics can be extracted. The performance of the 

ILWC synthesizers are tested in terms of first order statistics.  

 The proposed synthesizers are used for the generation of cloud coverage statistics. Spatial 

and temporal variability of clouds is captured, while different cloud types (stratus, cumulus, 

etc.) can be simulated. 

 

The topic of Chapter 4, is focused on the cloud attenuation and Cloud Free Line of Sight (CFLOS) 

statistics, for single and joint slant paths. The main contributions of this chapter are: 

 Two synthesizers for the generation of cloud attenuation and CFLOS time series based on 

the 3D synthesizer reported in Chapter 3 are proposed. The synthesizers can be used for the 

generation of first and second order statistics of cloud attenuation and CFLOS for GEO and 

Non-GEO satellite communication systems. Both synthesizers take into account the 

elevation angle and the altitude of the stations, for high altitude stations for the estimation of 

cloud attenuation and CFLOS probability, respectively. Additionally, the spatial correlation 

of clouds along the slant path and between different locations (spatial diversity), is taken into 

account.  

 Regarding the cloud attenuation synthesizer, clouds are classified based on their vertical 

extent and using their microphysical properties and the well-known Mie scattering theory, a 

unified space-time model for the prediction of induced attenuation due to clouds, for 

frequencies above Ka band [26.5-40 GHz] and up to optical range is  presented. The 

proposed methodology is tested with data obtained from literature, showing encouraging 

results. Finally, single and joint cloud attenuation statistics from Ka to optical band are 

reported. 

 Regarding the CFLOS synthesizer, on/off channel with cloud occurrence, a methodology for 

the generation of Cloud Free Line of Sight (CFLOS) time series correlated on temporal and 
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spatial domain, is presented. The vertical extent of clouds is used for the estimation of 

CFLOS time series.  

 The spatial diversity technique for the mitigation of cloud coverage is investigated. Valuable 

statistics using the proposed synthesizers are presented.  

 The proposed synthesizers can be used for the design of an optical satellite communication 

system.  

 

Chapter 5 is devoted to the modeling of CFLOS probability for a given location or a   spatial 

diversity scenario, without employing the difficulties of the implementation of the mathematical framework 

of stochastic differential equations, as in Chapter 4. The main contributions of this chapter are: 

 A simple physical and mathematical theoretical model for the prediction of CFLOS 

probability along a single slant path and for separated on spatial domain multiple optical 

satellite links, is presented. For the accurate evaluation of CFLOS the elevation angle of the 

slant path, the altitude of ground stations and the spatial variability of clouds are considered. 

 CFLOS probability for a given number of simultaneously available links for spatial 

multiplexing transmission technique is reported. 

 

The topic of Chapter 6 of this thesis is mainly focused on the monthly variability of cloud coverage, 

the differences of cloud coverage between the north and south hemisphere and the optimum design of an 

optical ground station network. More specifically, the main contributions of this chapter are: 

 The need of employing monthly-based statistics for the estimation of CFLOS is highlighted. 

Cloud coverage exhibits remarkable monthly variations, which cannot be observed when 

yearly averages are used. There are also great differences in the monthly cloud coverage 

probabilities (maximums and minimums) between the two hemispheres. 

 It is firstly shown that ILWC monthly statistics can be sufficiently described by lognormal 

distribution. 

 The synthesizers reported in Chapter 4 are modified in order that the monthly variability and 

hemisphere differences are captured.  

 Analytical formulas based on the methodology presented in Chapter 5 are proposed, for the 

estimation of single and joint monthly CFLOS availability.  

  Two novel optimization algorithms for the optimum selection of OGS, for mitigation of 

cloud coverage are reported. These algorithms are aware of the clouds monthly variability 

and take advantage of the two hemisphere differences. The main contribution of these 

algorithms is that they guarantee a minimum availability per month which is not necessarily 
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the same for each month. The benefits of using optical stations in different hemispheres are 

highlighted. 

 An optimization algorithm for the identification of active stations per month, is also 

reported. 

 

Chapter 7 is focused on the propagation of the optical signal under CFLOS conditions for an optical 

satellite communication link. In this chapter the methodologies for the estimation of received power under 

CFLOS condition, taking into account the phenomena that affect the propagation of the optical signal, are 

proposed. More specifically, the main contributions of this chapter are: 

 Methodologies for the uplink and downlink propagation of the optical signal are reported.  

 For the validation of the proposed methodologies, real experimental irradiance 

measurements from the ARTEMIS GEO optical satellite campaign are employed. 

  Regarding the downlink propagation, a methodology for the estimation of aperture 

averaging factor for a central obscured aperture is presented and it is validated with actual 

measurements from the ARTEMIS campaign. 

 Regarding the uplink propagation, a unified methodology for the generation of received 

irradiance/power time series, for an optical uplink GEO satellite feeder link is presented. The 

proposed methodology takes into account the turbulence and miss-pointing effects among 

others, while it benefits of the use of Stochastic Differential Equations (SDEs), driven by 

fractional Brownian motion, for the incorporation of the scintillation effects. The 

methodology is validated with actual measurements from the ARTEMIS optical satellite 

measurement campaign. The proposed methodology can be used for system level 

simulations and valuable results for the feasibility of the optical satellite links can be 

extracted.  

 A methodology for the estimation of the atmospheric conditions using downlink irradiance 

measurements, is presented. 

The topic of Chapter 8 is focused on the design of the Deep Space Satellite communication links. 

The main contributions of this chapter are: 

 The estimation of signal and noise photon rates in order that the maximum data rate 

depending on the link characteristics, is achieved. 

 A tool based on the CCSDS (Consultative Committee for Space Data Systems) for High 

Photon Efficiency (HPE), for the estimation of the link budget for an optical deep space 

mission, is proposed. 

 The elements that must be taken into account for the accurate estimation of signal and noise 

photon rates, are analyzed.  
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 A practical methodology that allows the link designer to select the main signaling 

parameters (modulation order, code rate, slot width), without resorting to lengthy coded Bit 

Error Rate (BER) evaluations, that otherwise need to be run for a large parameter set, is 

presented. This allows faster link budget calculations, e.g. for performing trade-off studies. 

 A sensitivity analysis of various hypothetical deep space missions is performed.  

 Future Work 9.2

Based on the results and the limitations of the models developed under the framework of this thesis, 

a number of actions can be identified.  

To begin with, regarding the ILWC time series generator proposed in the third chapter for the 

incorporation of the temporal correlation of ILWC, the annual parameters from the ITU-R P. 1853 

[ITU1853-1] are employed. Inspired from the sixth chapter which is focused on the monthly variability of 

ILWC, a research for the temporal evolution of ILWC for each month, or depending on the probability of 

ILWC higher than zero (probability of cloud coverage), can be conducted.  

Additionally, in the 3D ILWC generator the expressions used for the vertical extent of clouds and the 

cloud base height are general. Since high altitude stations are of prominent importance for optical satellite 

communications systems, studies about the height of cloud base and the vertical extent of clouds especially 

for high altitude stations, can be proved beneficial. 

Moving on to the OGSN dimensioning, methodologies for GEO and MEO constellation satellite 

communication systems have been proposed. However, in the proposed analysis the Earth is separated in 

specific regions. An interesting extension would be the OGSN dimensioning without separating the Earth in 

specific regions, using the whole Earth as input.  

 Finally, since optical communications are attractive for MEO and LEO satellite communication 

systems methodologies, for the estimation of received power taking into account the turbulence effects, must 

be developed. It must be noted that turbulence effects are different in case of MEO/LEO satellite 

communication systems, from the GEO case.  
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10 APPENDIX  

More information about the use of Stochastic Differential Equations (SDE) driven by fractional 

Brownian motion (fBm) for the generation of a zero-mean unity-variance Gaussian process with a power 

spectral density of low-pass shape, will be reported. The procedure exhibited in this APPENDIX is based on 

[Kourogiorgas13]. 

To begin with the underlined Gaussian process will be generated through [Shao95]: 

   , ,t t t Hd f t dt g t dB   
 

(142)  

Since for a given variance, χt can be considered as a Gaussian process with zero mean, we use the 

Langevin equation with fBm (fractional Langevin equation), to model the time series of log-amplitude, given 

that the variance is equal to 1 (χt,1) [Kourogiorgas13], [Shao95]: 

,1 ,1t s t Hd dt dB     
 

(143)  

The solution of the above equation with zero initial value is [Shao95]: 
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The above process is called fractional Ornstein-Uhlenbeck process and it is a Gaussian process with 

zero mean. The co-variance of χt and χt+s is [Shao95]: 
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(145)  

where H is Hurst index. Therefore, the variance of the Ornstein-Uhlenbeck process is : 

   
,1

1 2

2 2

2 2

2 1 sin

2t

H

s

yH H
dy

y



 

 

 



 


  
(146)  

Since, firstly we want to have a unitary variance process we set: 
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For the energy spectrum of fractional Ornstein-Uhlenbeck process it holds that [Shao95]: 
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(148)  

where ( )
b

F f  is the energy spectrum of fractional Gaussian noise and it also holds that: 
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From (148) and (149), here results for high frequencies that: 
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2 1
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(150)  

with corner frequency 
1

1/2H
c s    . Corner frequency can be modelled from the temporal spectrum 

of turbulence.  

To sum up, from the slope of the power spectral density, the Hurst index is calculated using (150). 

Then, s  parameter is computed from corner frequency and next the parameter ζ from (147). 
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